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ABSTRACT

The RELAPS code has been developed for best-estimate transient simulation of light water reactor
coolant systems during postulated accidents. The code models the coupled behavior of the reactor coolant
system and the core for loss-of-coolant accidents and operational transients such as anticipated transient
without «cram, loss of offsite power, loss of feedwater, and loss of flow. A generic modeling approach 15
used that permits simulating a variety of thermal hydraul: systems, Control system and secondary system
components are included to permit modeling of plant controls, turbines, condensers, and secondary
feedwater systems.

RELAPS/MOD?3 code documentation is divided into seven volumes: Volume I presents modeling
theory and associated numerical schemes, Volume 11 details instructions for code application and input
data preparation; Volume IT1 presents the results of developmental assessment cases that demonstrate and
verify the models used in the code, Volume IV discusses in detail RELAPS models and correlations,
Volume V presents guidelines that have evolved over the past several years through the use of the
RELAPS code, Volume VI discusses the numerical scheme used in RELAPS; and Volume VII presents a
collection of independent assessment calculations.

FIN W6238--Code Maintenance-RELAPS and NPA

i NUREG/CR-5535-V1



CONTENTS

RELAP5/MOD?3 2

AIETIRIEY . e onaimisinsiosnrmenbonbivussesasisin sasismsossamsmesbisefisansmamea HHESH AR FEPS VI RARRORREPRRRS 3 o tan SV Im AR 1
CIDNTENTE . ivonnasiiicionsisasvemmasionapcenssssssanssisasastosshsnssearsanbrn Pus s risss dmsasbass AHETSFRRIAF TG IRIAE OO HARIRS A HATS v
L D SN VL. R U ARSI ST UARCA AN WY TP I POC PEIRS PN, TR e X
I I i st ot R Ak 0% K AR O A AR S apw Aot merh sabgaav e S s TR FRRY S REA s m SR B X111
EXBCUTIVE SUMMARY ........coootooeiammnrisisiansssbessssssssssbsasis srsssansss sarestss vhas nss s atntssssssnnssbs ians soasspessnassssss XV
ACKNOWLEDGMENTS .........cccocirivensrmsiarinarsaressssssassesbsssssssatsssnssssiessasnssssssssnsss essssorasssssbtsssssasasesssaesess XIX
NOIMIBNICILATIIIE ......cococconrscncasnniss vessanersnnsossmunesesbisbnnssdonssssdssysdnsessiiob et Susssdonsseh dabnns bndasnssbuans deunens s5ass XX1
1 INTRODUCGTION .......oionesssmmssssnemsissssdsrisssnsasansssrabsrssnsasssssssssions sissahss iane ysanss s sasassssnssvassupssss ase 1-1
1.1 Development of RELAPS/MOD3 ..., B R R S 1-1
JAL D REFEIBNEES ..........ccrevucioressnasrnsnmsosapsssnssnessrsasisnsasassbnsnssssnnsss esdbss ésusssnsbosnonasnsnase 1-3
1.2 Relationship to Previous Code VEISIONS............oocviemmimmmmnsinins 1-3
B 20 ROTETONORE .- oo ciiicaricosossinvisinsmastansmrsssentssaonioorsshshississ st b exptasnesdARNCRS comnia 00 Hs 1-3
1.3 Quality ASSurance ... 14
2 CODE ARCHITBETURE ... oo nsessisosisrs srassstisssssaisnsarssrssssiorsasstsis sensssnshissss cobdsssneresesssssansy 2-1
2.1 Computer AJApLabIlItY ... remniinmiricmimssmmsressissssnesss st sssmmssissssssssnss v 2°1
2.2 Top Level OrganiBation .............. cossrsecssesrarasssasisnnsns 2o e AR AR AA A A A 2-1
2.3 Input Processing OVEIVIEW............cccrrersiimmiminsessissmsnisssssnesssssinsesssinssirsmsssasssnsissasraenss .2-2
24 TIANSIENL OVEIVIEW ... coimeciniarsesossussresssisorssasssasanssshsrsssssnsssenserasaes sssnssnasssaessenstssnssnsess 2-3
3 HYDRODYNAMIC MODEL.......coconseimicmeasnscossssmonssessrsmssssasissmesassassescasasssassassnbonsssessasssssissasns 3-1
301 RETEIENCES ..o oot ettt D7
3l Field Equations .. R .33
3.1  Basic Difforontial BRUstions..... ... e eicummmamesvasasomsationsresmsasvyssmenss .33
3.1.2  Numerically Convenient Set of leferenual Equations. ..........ccccoocoicicnnn. 3-18
3.1.3  Stratified Flow .. cimetalyests 3-19
314 Semi-Imphent Schcme antcrencc E:quatlons S SRR S ey, > i
3.1.5 Time Advancement for the Semi-Imphcit Scheme .. isevs 3231
316 Difference Equations and Time Advancement for the Nearl\ lmphut
BREIED .o n o inmomnarunenresiovaarysiovmpns sasndpobriny = s R snchat ehai i S s St 3-39
3.1.7 Volume-Average VEIOCIES ...........c.coooovrivmiinriismninisiisninscinmsmrsssasnss s 3-46
318 Implicit Hydrodynamic and Heat Structure (,ouplmg dinsessamyanssnansmymin sosonns SIS
3.1.9 Numerical Solution of Boron Transport Equation ... 3-55
FILAD BBEBIRHOEE . oi: coviivs isusvorinrimasvissimarisrsiniress 3-58
3.2 SRR DRI oo s tiionesincin itussamissns vensiadsmine Aers s A demO AT A M UR L A0 SRR RIS R S 3-6]
321 State Equations ... Tt 3-61
322 Single-Component, T\xo-Phase Mlxlure ‘ 3-62
323 Two-Component, Two-Phase Mixture ... ... 3-65

NUREG/CR-5535-V1



RELAPS/MOD3 2

F28  REFEICICES .....c.covvveresseesnesessnsessessbesasssorssaaarsssssasssnsehessassshsbmasasssssnsstenssnsssiass 3-71

33 Constitutive Models. ..o e e ey .

3.3.1  Vertical Volume Flow Regime Map ... 3-73
332 Horizontal Volume Flow Regime Map............ccccuimmmmismesnmmsisonsssinnss 3718
333 High Mixing Volume Flow Regime Map ... 3-80
334 ECC Mixer Volume Flow Regime Map ... OISR, |
335 Junction Flow Regime Map ... R
3.36  Inerphase FriCtON. .......ccooviemm it s sssssmss st sbtsssiasns verne -85
337 Coefficient of VIrtual MAss ..............ccoowccoemsmais ssismessssismssssmssiscsssanneonse 3= 107
338  WAI FLICHON .....cvccveenrenensesserssssisssanssnnsneisine assassanbes bessnsunsnsnss sossbe ins Smen stk 3-107
330  Wall Heat Transfer MOGEIS..........co.oooooimvorivesiservuicseniiincissiimsmssnsseicsensns 32116
3.3.10 Wall Heat Transfer COmelations ......... ....ccocomvisicinsiicimsionissmenssscssss 3119
3.3.11 Interphase Mass Transfer.............c.couimmmimmimminnns s s bssessescoes 3-121
3.3.12 Direct HENE ...........ccoooimevmmmiiiimmminimsrmnisssssnssisissins cossarasssarsnsrersnsrs 3% B0
D300 BREBOEOIOBE . onrvsss s etssosmosescebbsus raskanmomiiomss ysassmesravsssis issinimsressst sussessencestans RSO

34 Special Process Models ... e 32143

34.1 Choked Flow .......... Bl Lo nole oF o EOSR pale.. ot s cesaveronry BB RD
342 Horizontal Stratification Entrainment Modcl. BRI AN citens MO0 © - L
343 Abrupt Area ChanGe ...........coooimmmssimmmmminsmmmenenasssnisss i s sasnsssi s 3-'57
344 User-Specified FOrmLoss ..., 3-166
345 Crossflow JUnction ........oecoiereinss gt e e T B AR | wivides IRB7
346 Water Packing Mitigation Scheme ... 3-170
347 Countercurrent Flow Limitation Model ... ... cressinenneeness 32172
348 Mixture Level Tracking Model . R b i iR s AT
349 Thermal Stratfication Model . o =, O R e g L, -
34.10 Energy Conservation at an Abrupl Change A o e s m s T |
34.11 References. il 1 PSP . T iyt = S R RN L

3.5 ComPONEnt MOGEIS ..........coovnmurmmmsiininisiiicssmsssissssnisnsssssinisaasssasinansasissni ssessasseses 3-203

W R T e O T T el B et AT R cainens 3-203
3.5.2  SEPATBION.......ouuvvirsusorsssncsossoeessssshrsssesssbis toiasinsss sassFansssassss s sst ressubsansessssss 3-206
353 Jet Mixer...... L e rem it e . . e L 3 R0 B 5
BT R T W g S N B NN SISO B R ; - e 32233
L BE AT T T T o e S Y- e s Conass o TR T T B R A 3-240
357 Accumulator .. T LT oo rrrent B e censanes S=291
S R B IR . . L oo basqissairssss bussiundntibacbussimsupla i erant s st EHENF LT AR ST baA A RS A 53 3.266
359  Annulus ... e s i -l SN T S . 3-282
3510 References............. T at ey © BU— M. | |

4 HEAT STRUCTURE MODELS ..........cooviimmmmimmmemmmmimsisnssnsstesnisss » MR s
41 Heat Conduction Numerical Techmque . ... comprisiie iR R .. 4-1
42 Mesh Point and Thermal Property Layout . ... I RO e ) -,
43 Difference Approximation at Internal Mesh Ponts ... SRR =
44 Difference Approximation at Boundanes................... : e S 4.7

45 Thermal Properties and Boundary Condition Parameters . ... | . 48

NUREG/CR-5535-V1 vi




RELAPS/MOD32

46 RELAPS Specific Boundary CondItions ..........cucivirsmsmmismmssssnsssasssomsissvssrosess @58

. 461 Correlauon Package Conditions .. F O
462 Insulated and Tabular Boundary Condmons ........................ U

47 Soliution of Simulaneous EQUELIONS ...........coerisorsssssesmmmsssissrosiammsissasncssavormansyersons B 1

48 COmPAREEIOn OF BEEME TRREE ... ..o ciivisiiainnmoboss svrsonapinsinssshainosadsiismastasessrsspsireys WP

49 Two-Dimensional Conduction Solution/Reflood ... 4-14

4.10 Fine Mesh Rezoning Scheme ..............c.cvvmriiiinmin s P b, e 4.17
4.10.1 Reference .. . R okt e ool S A - ot IR M e L R
411  Gap Conductance Model . R T - T evereieiinnin e 4220
T I S LR (SN R M S AUE S oMU E S P O 7 -
4.12  Surface-to-Surface Radiatnon Model . et e K ) .. 4-28
BALY BT BICER . ioxin i s vy ni AT TR AR s e i LB TR I
413 Metal-Water Reaction Model ..., B L el O S Y e s
B3 E REISIBOOE Uil o it isamserisriniin eV R Ry R s s B R
414 Cladding Deformation Model..... ... T - censses @32
4.14.1 References ..o W Ok PR . 1 |

5 SREP BY ST oo vedes s is ioanunavsint LI e RS yasrsesl siafi IR,

5.1 Vanable Trips..... ., TSR, LW It S L e
. 5.2 LORCEE TP ... o iom5s.05 wsmemasscaniionasibinmsaneions sniens L N—" N
6 CONTROL SYSTEM ... S NTT— IR~ Sr] I i 6°1

6.1 Arnthmetic Control Components ....................... T SUE W SOUSEIN N A W .. 6-1

’ 6.1.1 Constant... ... DOV WCH TS T W M e 641
6.1.2 Addition- Sublracuon T T I A CY. . S-S e 641
6.1.3  Muluplication ... St o srelize . 6-1
U T R —— NS STy S TSRO W . 6-1
6.1.5 Exponentiation ... T = W USSP .= .
516 Tible Lookop FUncton........cnomsmesminsasmsrions RN, -
6.1.7 Standard Functions ................ R crenmeans wiumriaee st b R
6.1.8 Delay ............ N - e eneT LR TNy SRS conrvees B2
CRE B 5T R —— o e fedu ek BT e e DD
6.1.10 Trnip Delay............... _ veabulasresminiie sl p—— —— S

6.2 Integration Control Component W A S - ———
6.3 Differentiation Control Components ... R i 624
64 Proportional-Integral Component ... AR Parrmav i BT 6-5
6.5 Lag R COURADOINE (o rin s sannsisninesmmmsssipsssssspusissoisns SR 6-6

6.6 Lead-Lag Control Component ... R - e o 67
6.7 SRR COMPOBBBE ........cisscsossuesssmivssammsntniss nsssmsisnonsnnyss ovss 6-8
‘ POINT REACTOR KINETICS MODEL ... ... .. : - : 7-1

vii NUREG/CR-5535-V1

~J



RELAPS/MOD3 2

7.1 Point Reactor Kinetics Equations ...
132 Fission Product Decay Model ...
73 Actinide Decay Model
7 Transformation Of Equations For Solution .
1.3 Initialization...... ... B .
7.6 Reactivity Feedback ..
76.1 Separable Feedback Model....................
7.6.2 Tabular Feedback Model .............
7.6.3 Reference..
73 Reactor Kinetics Numerical Procedures.......
TR0 ROIBINDBE i s sitis e ciss iunnrsisssnssssmmisariasinsrsss
8 SPECIAL TECHNIQUES
8.1 Time Step Control - i T e BT
82 Mass/Energy Error Mitigation ...
83 Steady State
831 Fundamental Concepts for Detecting Hydrodynamic Steady-State
During Transient Calculations ...
832 Calculanonal Precision and the Steady- Slalc ('omcr;_.emc Crnend
833 Steady-State Testing Scheme, Time Interval Control, and Output....
834 Heat Structure Heat Cond uctance Scheme for Steady-State
835 Interrelationship of Steady-State and Transient Restart/Plot Records
B4 Self-Inialization

841
842
843
8§44
845

NUREG/CR-5535-V1

General Description. v
Required Plant Model C harm teristics .
Standard Suboptions ;
Inherent Model lmompduhxllucx ,.
Description of Standard Controllers

Vil

. 7-8

~¥
wn

8-4

P PPPP P oo
E SN




RELAP5/MOD3.2

FIGURES

2.2-1. RELAPS 100 Iove] SIIMCIIIL. v vvirnsismsrraesissavnpasnsnsssrnsansorsnistrbssassiesosmmnsssedsbas sic 2-2
24-1. Modular structures of transient calculations in RELAPS. ... 2-3
24-2. Transient (steady-state) blOCk SIUCTUE. ......oocvimiiriinininiiiirinne i 2-4
3.1-1. Interface heat transfer in the bulk and near the wall for subcooled boiling...... 3-8
3.0-2. Relation of central angle 6 to void fraction Olg. ..o .3-20
3.1-3. Difference equation nodalization schematic. ..., 3-23
314 Schematic of a volume cell showing multiple inlet and outlet junction

BERBRE TN, 1. oot orstrneerasost txiaios bembntspheninias o e aWes kLRGSR SRR NSRS e A 3-47
3.3-1. Schematic of vertical flow regime map with hatchings indicating

REBIEIRNINNR s i bas o b vt ARk AR SSRGS ARV A S AR S AT AT 3-74
3.3-2. Schematic of horizontal flow regime map with hatchings indicating

ITAREILION FEPIOMS. .. .. .o.iovinnisaissrisnsnssissssnsssss s sasspnbansnssssasssssnnsussssbaorasss —— 3-79
3.3-3. Schematic of high mixing volume flow regime map. ... 3-81
334 Schematic of ECC mixer volume flow regime map (modified

T L L W R W e el N I 3-82
3.3-5. BINE POW PRUBIN. . 1covocis civensussssivmassoisimmsinssissssansasastarinsriaspsssssssneryesns " 3-99
3.3-6. Three vertical volumes with the middle volume being vertically

T R A BN S N el ERNERCS TN BN 5SSy S e 3-102
3.3-7. Flow regimes before and after the crmcal heat flux (CHF) transition. ......... 3-106
3.3-8 RELAPS boiling and cOndensing CUIVES. .........ccuuurimimmmmsminnsmminssisis 3-117
3.3-9. RELAPS wall heat transfer flow chart. ... e 3-118
34-1. Equilibrium speed of sound as a function of void fraction and virtual

RERRER COUPIMEIEIE. (cociiiorsmsarvsitiaisoss sheotiniai Hsmsassat IS Neksams AL AR SRR SRS AR SN 05 T 3-147
34-2. Coefficient of relative Mach number for thermal equilibrium flow as

a function of void fraction and virtual mass coefficient. ... 3-148
34-3. RIROOON SRR BRI - i cirinssiscimmianiassineimperssipatsessirmmensiivisciat 9% W
3.4-4. Pressure distribution for choked flow through a converging-diverging

T R IR 3 I PR, TP S Sy TR 3-154
3.4.5. ADERDE SEPRBIORY: ... v isencinsiipssasmesnminssislanssompasanbipnes frasssms siromusneyssis 3-158
3.4-6. Abrupt CONraction. .........cccimmseerersorans L asovemen o iaSt ore AT R S ks L 3-159
34.7 Orifice 8t abrupl &r€a ChANGE. ..........ciowrismisisissasssinssmssensans R, 3-160
348 Schematic flow of two-phase mixture at abrupt area change. ................... 3-162
349 Modeling of crossflows or leak. ..o T NS —— 3-168
3.4-10. Simplified tee crossflow. ... s T RO T o NPT s KA 3-169
34-11 Lok Row MOBOlNG. ..o ovinrsissimismmsmssnmsmsbiissraisissnassaasasssnsssss et 3-170
34-12. Two vertical vapor/liquid volumes. .............. cercniinnnainsimimnenssn 3-172
34-13. Pressure-drop characteristics near the boundary between countercurrent

ANG COCUITENE THOW.....osvuarvensesvinisassansinsionssssnsnssmvasnosssssasnsnassaboss shsspust aseviarasonsss 3-173
34-14. Plot of H; * versus H, ° for a typical CCFL correlation. .............c..cccccuueee. 3-174
3.4-15. Mixture level in normal void profile. ... 3-177

X NUREG/CR-5535-V1



RELAPS/MOD3 2

34-16.
3.4-17.
34-18.
34-19.
3.4-20.
34-21.
3.4-22.
34-23.
34-24.
34-25.
3.4-26.
34-27.
3.4-28.

3.5-1.
3.5-2.
3.5-3.
3.54.
3.5-5.
3.5-6.
3.5-7.
3.5-8.
3.59.

3.5-10.
3.5-11.
3.5-12.

3.5-13,

3.5-14.
3.5-15.

3.5-16.
3.5-17.
3.5-18.
3.5-19.
3.5-20.
3.5-21.
3.5-22.

3.5-23

3.5-24.

Miztiie level in a voluroe below a void fraction iInversion. ..., 3-177
Mixture level above a void fraction INVErSION. ........ooveiiimmemmimin 3-178
Level detection logic dIaBram. ...........coovvimivcimieissmsmminsimsssisinssanssnnassasssssassans 3-179
Level detection logic for volume L above an inverted profile. ... 3-180
Level detection logic diagram for volume L below an inverted profile. ... 3-181
Level detection logic diagram for a normal profile. ... 3-182
The control volume for momentum cell J+1. . 3-188
Mixture level rising through a control volume edge..............cinnn 3-189
Hydrodynamic volume with heat SUrUCTUre. ..., 3-190
Thermal front in @ TBNK. ........cuimemmimsssinsiimisonisnssssrssssnsssssssassnssasionss 3-192
Thermal front detection logic diagram for volume L. ... 3-194
Computation of thermal front parameters logic diagram for volume L........ 3-196
Hydrodynamic volume with thermal front. ... 3-198
One-dimensional BIANCH. ..........ccoccoimeirieriiiiioimiiesisssisenssssenninsessssasenesens: 37204
Gravity effects ON B 18C. .........couiieriimnrcrmrnioresisssssssnsssssissasensssnsassssssassansssnans 3-205
Typical separator volume and JURCHORS. .......ccooocnevmminiismmniinniicsiinines: 3200
Donor junction voids for OUtlOW. ... 3-207
Schematic of first stage of mechanistic separator. ... 3-208
DEYET CAPACILY. 1.vevrnsonsssnrssessssassmssssssisssnsnsrssenssistissrsssasssssssssssisssassssssssssssssrcss 30 4 1
Schematic Of MIXINE JUNCHIONS. ........ovoiriimimimneemiersas s 3-218
Flow regimes and dividing Streamline. ..........cccocoooocuimniiinioinioiininn 3-222
Typical pump characteristic four-quadrant CUIVes. ............cooooovivioninniiin 3-225
Typical pump homologous head CUrves. ..., 3-226
Typical pump homologous tOTGUE CUIVES. ...........ovvrrismrimnienseoiisiosossiniine 37221
Single-phase homologous head curves for 1 1/2 loop MODI

Fully degraded, two-phase homologous head curves for 1 1/2 loop

MOD BomuisCale PUBIDE. ...cccioimmmrssssssissonsiampassssrisiviasimssbisnionfisniiis SEEP
Torque versus speed, Type 93A pump motor (rated voltage). ...................... 3-233
A schematic of a stage group with idealized flow path between

Schematic of lumped model for turbine stage group. ............ccocciimvvcinnnn. 3-240
Diagram of inertial VAIVE. ... s 3243
Two views of a partially open flapper valve. ... 3-244
Schematic of a typical relief valve in the closed position......................... 3-247
Schematic of a typical relief valve in the partially open position. ................ 3-248
Schematic of a typical relief valve in the fully open position................. 3-249
Typical cylindrical accumulator. ...........ccoeeviiminiii Sracnes OUO T . .
Typical spherical accumulator........ T RIL) DT W | TSP ORpee 3-253
ECCMIX component. ... SIS o R SPRON PO PR, ;. |

NUREG/CR-5535-V] X




RELAPS/MOD3 2

3.5-25. Schematic cross section of stratified flow along the ECCMIX
‘ component, showing the length of interface, L. and the jet

L e 3-270
3.5-26. Schemalnc vertical cross section of the EC CMIX component,

showing the width of liquid surface, L, and the tending

half-angle, 0. ................. it S— it s vy et el it A
4.2-] Mesh point LAYOUL. ...........ccoveenmeisenismsieresinsrssasisarssn ssssrsessisasss L T 4-2
42-2. Typical mesh points. ................. A AN AT e e e S B o S P A AR 04 4-3
423 BOUndAry MSSD POIIE........ .oco o imommmsisossssisonisrsssrisasisnin starsshnssonsshsssnasasssasvers 4-3
49-1. Volume and surface elements around a mesh point (1,)). ....cooooiininiinn 4-15
4.10-1. An elementary heat structure unit foi reflood. ... 4-18
4.10-2. An example of the fine mesh-rezoning pProCess. ... 4-19
4.11-1. Segmentation at the fuel-cladding gap...........c.oooiniinmnimiiiin 4-20
4.14-1. ORNL correlation of rupture temperature as a function of engineering

hoop stress and temperature-ramp rate with data from internally heated

zircaloy cladding in aqueous atmoSPheres. ..., 4-34
4.14-2. Maximum circumferential strain as a function of rupture temperature

for internally heated zircaloy cladding in aqueous atmospheres at heating

rates less than or equal 10 10 OC/s. ..........cmimmmininsmsismenmmmassionsssssissmsries 4-36
4.14-3 Maximum circumferential strain as a function of rupture temperature

for internally heated zircaloy cladding in aqueous atmospheres at heating

. rates greater than or equal 10 25 °C/s. ... 4-36

4144 Reduction in PWR assembly flow area as a function of rupture

temMPErature AN TAMIP. .......c.ocovmiineesrsisransssininssnatesrassssssassssnanssisnassasessssssnnios 4-37

Xxi NUREG/CR-5535-V |



RELAP5/MOD?3.2

TABLES

3.2-1. Values of R, C; i Do i @and U ; for various noncondensable gases. ........ 3-66
3.3-1 List of flow regimes in the ECCMIX component. ... 3-82
3.3-2. Drift flux void fraction correlations for vertical bubbly-slug flow. ............... 3-93
3.3.3. VAIUEE OF Bl . «-oonsooneorersmnrsssacsissessmsrisssssvassnsssisissnssssnmnssbassassinestnsnsasassasnisios 3-98
3.3-4. RELAPS interfacial mass transfer in bulk fluid. ... 3-121
34-1. Logic for determining donor void fraction. ... 3-187
34-2 Logic for determining donor internal energy (v >0 s nising fluid) . ......... 3-197
3.5-1 Summary of fitted parameters in a mechanistic separator model. ............... 3-215
3.5-2. SEMISCALE dimensionless head ratio difference data (single-phase

MNUS EWO-PRBSE). ...c.ecevssansineimmacrsssesinssnsisissessassaressasssasssssisssssssassinsssissssnsnss 3G9
3.5-3. Head multiplier and void fraction data. ... 3-231
354 Contraction COefficient table. ............cooooioriiieimriinns e scssinssiessiesssscens 370D
4.11-1. Constants used 1n gas thermal conductivity correlation. ... 4-25
4.11-2 Radial thermal strain of zircaloy for 1083 K<T< 1273 K. ... 4-27
4.14-] Tabulation of cladding cOrmelatoNS. ........conuicimirmimmimmsmssiassassisnrasess 4234
84-1 Independent/dependent data set SUDOPUONS. ....o.oovvvvviiiiiiiieiiiciiin. 8216

xii NUREG/CR-5535-V



RELAP5S/MOD3.2

EXECUTIVE SUMMARY

The light water reactor (LWR) transient analysis code, RELAPS, was developed at the Idaho
National Engineering Laboratory (INEL) for the U.S. Nuclear Regulatory Commission (NRC). Code uses
include analyses required to support rulemaking, licensing audit calculations, evaluation of accident
mitigation strategies, evaluation of operator guidelines, and expeniment planning analysis. RELAPS has
also been used as the basis for a nuclear plant analyzer. Specific applications have included simulations of
transients in LWR systems such as loss of coolant, anticipated transients without scram (ATWS), and
operational transients such as loss of feedwater, loss of offsite power, station blackout, and turbine trip
RELAPS 1s a highly generic code that, in addition to calculating the behavior of a reactor coolant system
during a transient, can be used for simulation of a wide varety of kydraulic and thermal transients in both
nuclear and nonnuclear systems involving mixtures of steam, water, noncondensable. and solute

The MOD3 version of RELAPS has been developed jointly by the NRC and a consortium consisting
of several countries and domestic organizations that were members of the International Code Astessment
and Applications Program (ICAP) and its successor organization, Code Applications and Maintenance
Program (CAMP). Credit also needs to be given to various Department of Energy sponsors, including the
INEL laboratory-directed discretionary funding program. The mussion of the RELAPS/MOD3
development program was to develop a code version suitable for the analysis of all transients and
postulated accidents in LWR systems, including both large- and small-break loss-of-coolant accidents
(LOC As) as well as the full range of operational transients.

The RELAPS/MOD3 code 1s based on a nonhomogeneous and nonequilibrium model for the two-
phase system that is solved by a fast, partially implicit numenical scheme to permit economical calculation
of system transients. The objective of the RELAPS development effort from the outset was to produce a
code that included important first-order effects necessary for accurate predicuon of system transients but
that was sufficiently simple and cost effective so that parametnic or sensitivity studies were possible.

The code includes many generic component models from which general systems can be simulated
The component models include pumps, valves, pipes, heat releasing or absorbing structures, reactor point
kinetics, electric heaters, jet pumps, turbines, separators, accumulators, and control system components. In
addition, special process models are included for effects such as form loss, flow at an abrupt area change,
branching, choked flow, boron tracking, and noncondensable gas transport.

The system mathematical models are coupled into an efficient code structure. The code includes
extensive input checking capability to help the user discover input errors and inconsistencies. Also
included are free-format input, restart, renodalization, and variable output edit features. These user
conveniences were developed n recognition that generally the major cost associated with the use of a
system transient code is in the engineenng labor and time involved in accumulating system data and
developing system models, while the computer cost associated with generation of the final result is usually
small.

The development of the models and code versions that constitute RELAPS has spanned
approximately 17 vears from the early stages of RELAPS numerical scheme development to the present
RELAPS represents the aggregate accumulation of experience in modeling reactor core behavior during
accidents, two-phase flow processes, and LWR systems. The code development has benefitted from
extensive application and companison to expenimental data in the LOFT, PBF, Semiscale, ACRR, NRU,
and other expenmental programs
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Several new models, improvements to existing models, and user convemences have been added 1o
RELAPS/MOD3. The new models include

. The Bankoff counter-current fiow limiting correlation that can be activated by the user at
each junction in the system model

. The ECCMIX component for modeling of the mixing of subcooled emergency core
cooling system (ECCS) liquid and the resulting interfacial condensation

. A zirconium-water reaction model to model the exothermic energy production on the
surface of zirconium cladding matenal at high temperature

. A surface-to-surface radiation heat transfer model with muitiple thermal radiation
enclosures defined through user input

. A level tracking model
. A thermal stratification model.
Improvements to existing models include

. New correlations for interfacial friction for all types of geometry in the bubbly-slug flow
regime in vertical flow passages

. Use of junction-based interphase drag

. An improved model for vapor pullthrough and hiquid entrainment in horizontal pipes to
obtain correct computation of the fluid state convected through a break

. A new critical heat flux correlation for rod bundies based on tabular data

. An improved horizontal stratification inception criterion for predicting the flow regime
transition between horizontally stratified and dispersed flow

. A modified reflood heat transfer model

. Improved logic for vertical stratification inception to avord excessive activation of the
water packing model

. An improved boron transport model
. A mechamistic separator/dryer model
. An improved crossflow model
. An improved form loss mode!
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The addition of a simple plastic strain model with a clad burst criterion to the fuel
mechanical model

The addition of a radiation heat transfer term to the gap conductance model

Modifications to the noncondensable gas model to eliminate erratic code behavior and
failure

Improvements to the downcomer penetration, ECCS bypass, and upper plenum
deentrainment capabilities

Additional user conveniences include

Code speedup through vectorization for the CRAY X-MP computer

Computer portability through the conversion of the FORTRAN coding 10 adhere to the
FORTRAN 77 standard

Code execution and validation on a variety of system«. I'he code should be easily installed
(ie. the installation script is supplied with the transmittal) on the CRAY X-MP
(UNICOS), DECstation 5000 (ULTRIX), DEC Alpha Workstation (OSF/1), IBM
Workstation 6000 (UNIX), SUN Workstation (UNIX), and HP Workstation (UNIX). The
code has been installed (although the installation script is not supplied with the
transmittal) on the CDC Cyber (NOS/VE), IBM 3090 (MVS), and IBM-PC (DOS). The
code can be installed easily on all 64-bit machines (integer and floating point operands)
and any 32-bit machine that provides for 64-bit floating point.

The RELAPS/MOD3 code manual consists of seven separate volumes. The modeling theory and

associated numerical schemes are described in Volume 1, to acquaint the user with the modeling base and
thus aid in effective use of the code. Volume 1l contains more detailed instructions for code application
and specific instructions for input data preparation. Both Volumes I and II are expand~d and revised

versions of the RELAPS/MOD2 code manual® and Volumes 1 and 111 of the SCDAP/RELAPS/MOD?2

code manual ?

Volume III° presents the results of developmental assessment cases run with RELAPS/MOD3 to

demonstrate and validate the models used in the code. The assessment matrix contains phenomenological
problems, separate-effects tests, and integral systems tests.

a V. H. Ransom et al.. RELAPS/MOD2 Code Manual, Volumes 1 and Il, NUREG/CR-4312, EGG-2396, August

and December, 1985, revised Apnil 1987

b C. M Allison and E C. Johnson, Eds., SCDAP/RELAPS/MOD? Code Manual, Volume I: RELAPS Code

“

Structure, System Models, and Solution Methods, and Volume ll1: User's Guide and Input Requirements,
NUREG/CR-5273, EGG-255S, June 1989

0 be published in 1996
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Volume IV contains a detailed discussion of the models and correlations used in RELAPS/MOD3. It
presents the user with the underlying assumptions and simphfications used to generate and implement the
base equations into the code so that an ntelligent assessmeni of the applicability and accuracy of the
resulting calculations can be made. Thus, the user can determine whether RELAPS/MOD3 15 capable of
modeling his or her particular application, whether the calculated results will be directly comparable to
measurement or whether they must be interpreted in an average sense, and whether the results can be used
to make quantitative decisions

Volume V provides guidelines for users that have evolved over the past several years from
apphications of the RELAPS code at the Idaho National Engineenng Laboratory, at other national
laboratones, and by users throughout the world

Volume VI discusses the numencal scheme in RELAPS/MOD3, and Volume VII 1s a collection of
independent assessment calculations
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NOMENCLATURE

y | % - «
o sss-sectional area (m*), coefficient matrix in hvdrodynamics, coefficient in
pressure and velocity equations

coefficient in heat conduction equation at boundanes
throat area (m?)

speed of sound (m/s), nterfacial area per unit volume (m’'), coefficient in gap
conductance, coefficient in heat conduction equation, absorption coefficient

coefficient matrix, drag coefficient, coefficient in pressure and velocity equations
coefficient in heat conduction equation at boundaries

co fficient in heat conduction equation, source vector in hydrodynamics

body force n x coordinate direction ( m/s®)

body force in y coordinate direction (m/s?)

coefficient of virtual mass, general vector function, coefficient in pressure and
velocity equations, delayed neutron precursors in reactor kinetics, concentration,
pressure-dependent coefficient in Unal's correlation (1/Kes)

coefficient in noncondensable energy equation (J/kg*K)
constants in dnift flux model

drag coefficiert

specific heat at constant pressure (J/kg*K)

specific heat at constant volume (J/kg*K), valve flow coefficient

coefficient in heat conduction equation, coefficient in new time volume-average
velocity equation, constant in CCFL mode!

coefficient of relative Mach number, diffusivity, diameter (m), heat conduction
boundary condition matrix, coefficient in pressure and velocity equations

coefficient in noncondensable energy equation (JIkg°K2)
coefficient of heat conduction equation at boundaries
coefficient in heat conduction equation, droplet diameter (m)
energy dissipation function (W/m?)

2 . ’
total energy (U + v</2) (J/kg), emissivity, Young's modulus, term in iterative heat
conduction algorithm, coefficient in pressure equation

interfacial roughness

term in iterative heat conduction algorithm, gray-body factor with subscript,
frictional loss coefficient, vertical stratification factor

force per unit volume
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FIF, FIG

Fl

FWE FWG

f

HLOSSF, HLOSSG
h
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interphase drag coefficients (liquid, vapor) ( 5!

interphase drag coefficient (m’/kges)

wall drag coefficients (hquid, vapor) s

interphase friction factor, vector for liquid velocities in hydrodynamics

mass flux (kg/m°-s), shear stress, gradient, coefficient in heat conduction, vector
guantity, fraction of delayed neutrons in reactor kinetics

dynamic pressure for valve (Pa)
Grashof number

gravitational constant (m/s?), temperature jump distance (m), vector for vapor
velocities in hydrodynamics

elevation (m). volumetric heat transfer coefficient (W/K°m3). head (m)
form or frictional losses (liquid, vapor) (m/s)

specific enthalpy (J/kg), heat transfer coefficient (W/m*sK), energy transfer
coefficient for I'y, head ratio

dynamic head loss (m)

identity matrix, moment of inertia (N-m-s°)
junction velocity (m/s)

superficial velocity

energy form loss coefficient

Spring constant

Kutateladze number

thermal conductivity (W/meK)

Boltzmann constant

length, limit function, Laplace capillary length

Mach number, molecular weight, pump two-phase multiplier, mass transfer rate,
mass (kg)

constant in CCFL model

number of system nodes, number density (#/m’), pump speed (rad/s), non-
dimensional number

Nusselt number
unit vector, order of equation system
valve closing back pressure (Pa)

pressure (Pa), reactor power (W), channel perimeter (m), turbine power (W)
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VISF, VISG
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nitrogen pressure in accumulator dome (Pa)

relates reactor power to heat generation rate in heat structures
atmospheric pressure (Pa)

wetted perimeter (m), particle probability function

specified pressure required to close a valve (Pa)

Prandtl number

volumetric heat addition rate (W/m’), space dependent function, volumetric flow
3
rate (m°/s)

total heat transfer rate to vapor dome (W)
y -
heat transfer rate (W), heat flux (W/m*)

radius (m), surface roughness in gap conductance, radiation resistance term, non-
dimensional stratified level height

Reynolds number
the particle Reynolds number
gas constants (noncondensable, steam) (Nem/kg*K)

reaction fraction for turbine, radial position, ratio of vclume centered boron
density gradients

Chen's boiling suppression factor, stress gradient, specific entropy (J/kg*K), shape
factor, real constant, source term in heat conduction or reactor kinetics (W)

surface, Laplace transform variable

temperature (K), trip

critical temperature (K)

reduced temperature (K)

specified time-dependent function in heat conduction

time (s)

specific internal energy (1/kg). vector of dependent vanables
radial displacement in gap conductance (m)

volume (m”), specific volume 4m3/kg). control quantity
volume of noncondensable in accumulator dome (m”)
coefficient for pressure change in momentum equations (liquid, vapor) (m/s-Pa)
numerical viscosity terms in momentum equations (m?/s®)

' n . 5
numerical viscosity terms in momentum equations (hiquid, vapor) (m®/s%)

Xxiil NUREG/CR-5535-V1
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VUNDER, VOVER

v

\I

AZ

o
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separator model parameters (hquid, vapor)

mixture velocity (mvs), phasic velocity (m/s). flow ratio, liquid surge line velocity
(m/s)

choking velocity (m/s)

weight of valve disk, weighting function i reactor kinetics, relaxation parameter
in heat conduction, shaft work per unit mass flow rate, mass flow rate

critical Weber number

Weber number

humidity ratio

flow quality, static quality, mass fraction, conversion from MeV/s to watts
spatial coordinate (m), vector of hydrodynamic vanables

control vanable

two-phase friction correlation factor, function in reactor kinetics

height of volume

elevation change coordinate (m)

Symbols

void fraction, subscripted volume fraction, angular acceleration (rad/s*),
coefficient for least-squares fit, speed ratio

coefficient of 1sobaric thermal expansion (K''), effective delayed neutron fraction
in reactor kinetics

volumetnc mass exchange rate (kg/m3°s)
exponential function in decay heat model
dynamic pressure loss (Pa)

increment in steam pressure (Pa)

increment in specific volume of steam (m*/kg)
increment in time variable (s)

Courant time step (s)

increment in spatial variable (m)

area ratio, truncation error measure, film thickness (m), impulse function,
Deryagin number

coefficient, strain function, emussivity, tabular function of area ratio, surface
roughness, wall vapor generation/condensation flag

diffusion coefficient, muluplier, or horizontal stratification terms
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AM

ann

BS

bulk

RELAPS/MOD3 .2

efficiency, bulk/saturation enthalpy flag

relaxation time in correlation for I', angular position (rad), discontinuity detector
function

coefficient of isothermal conpressibility ( Pal)
prompt neutron generation time, Baroczy dimensionless property indc»

eigenvalue, interface velocity parameter, friction factor, decay constant in reactor
kinetics

viscosity (kg/mes)

kinematic viscosity (m*/s), Poisson’s ratio
exponential function, RMS precision

3.141592654

density (kg/m'l). reactivity in reactor kinetics (dollars)
fission cross section

depressurization rate (Pa/s)

2 .
surface tension (J/m*), stress, flag used in heat conduction equations to indicate
transient or steady-state

shear stresses (N), torque (N-m)
specific volume (m'/kg)

donored property, Lockhart-Martinelli two-phase parameter, neutron flux in
reactor kinetics, angle of inclination of valve assembly, velocity-dependent
coefficient in Unal’s correlation

Roe's superbee gradient himiter
Lockhart-Martinelli function
coefficient, fission rate (number/s)

angular velocity, constant in Gudanov solution scheme

Subscripts
annular-mist to must flow regime transition
average value
liquid film in annular mist flow regime
bubbly to slug flow regime transition
bubble, boron

bulk flmd
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CHF

cm

co
core
cr, et
cu

D

DE

d

drp

ent

B, FBB
f

fe

tp

fr

front

¢

ge

H

HE

h, hy, hydro
I

IAN

150
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value at critical heat flux condition

vena contract, continuous phase, cladding, cntical property, Cross-section,
condensation

cladding midpoint

carryover

vapor core in annular-mist flow regime

critical property or condition

carryunder

drive line, vapor dome, discharge passage of mechanical separator
value at lower end of slug to annular-mist flow regime transition
droplet, delay in control component

droplet

thermodynamic equilibrium, equivalent quahity in hydraulic volumes, value ring
exit, elastic deformation, entrainment

entrainment

wall friction, fuel

film boiling, Bromley film boiling
liquid phase, flooding, film, flow
phasic difference (1.e.. vapor term-hquid term)
onset of vapor pull-through
fricional

value at thermal stratification front
vapor phase, gap

incipient liquid entrainment

head

homogeneous equilibrium
hydraulic

interface

inverted annular flow regime
interface, index

volume inlets

1sothermal
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)+l gl spatial noding indices for junctions
' K spatial noding index for volumes
k iteration index in choking model
# spatial noding index for volume, laminar
lev, level value at two-phase level
| left boundary in heat conduction
M rightmost boundary in heat conduction, spatial noding index for volume
m mixture property, motor, mesh point
min minimum value
NOZ nozzle

noncondensable component of vapor phase

reference value

volume outlets

partial pressure of steam, particle, projected

cross section of flow channel

rated values

relative Mach number, right boundary in heat structure mesh
reference value

roOt mean square

suction region

value at upper end of slug to annular-must flow regime transition
steam component of vapor phase, superheated

saturated quality

small bubbles

surface of heat structure

stratified

standard precision

point of minimum area, turbulent

transition boiling

Taylor bubble

total pressure, turbulent, tangential, throat
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up

exp

m-1. m, m+|
n, n+l

n+1/2

O
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upstream quantity

mass mean Mach number, vapor quantity, valve

wall, water

wall

wall to vapor, wall to hiquid

upstream station, multiple junction index, vector index
single-phase value

downstream station, multiple junction index, vector index
two-phase value

torque

VISCOSItY

mfinity

vector

Matnx

Superscripts
bulk hquid
boundary gradient weight factor in heat conduction. vector quantities
old time terms in velocity equation, used to indicate explicit velocities in choking
mesh points in heat conduction finite difference equation or mean value
time level index
an average of quantities with superscripts n and n+1
imitial value
real part of complex number, right boundary in heat conduction
saturation property, space gradient weight factor in heat conduction
volume gradient weight factor in heat conduction
wall
vector index, coefficient in velocity equation
vector index

total denivative of a saturation property with respect to pressure, local vanable,
bulk/saturation property

denvative
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vector, average quantity
donored quantity
unit momentum for mass exchange, intermediate time variable

linearized quantity, quality based on total mixture mass
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1 INTRODUCTION

The RELAPS computer code is a light water reactor transient analysis code developed for the U.S.
Nuclear Regulatory Commission (NRC) for use in rulemaking, licensing audit calculations, evaluation of
operator guidelines, and as a basis for a nuclear plant analyzer. Specific applications of this capability have
included simulations of transients in LWR systems, such as loss of coolant, anticipated transierits without
scram (ATWS), and operational transients such as loss of feedwater, loss of offsite power, station
blackout, and turbine trip. RELAPS is a highly generic code that, in addition to calculating the tehavior of
a reactor coolant system: during a transient, can be used for simulation of a wide vanety of hycraulic and
thermal transients in both nuclear and nonnuclear systems involving mixtures of steam, water,
noncondensable, and solute.

1.1 Development of RELAP5/MOD3

The MOD?3 version of RELAPS has been developed jointly by the NRC and a consort:um consisting
of several countries and domestic organizations that were members of the International Code Assessment
and Applications Program (ICAP) and its successor organization, Code Applications and Meintenance
Program (CAMP). In addition, improvements have been made on behalf of several Department of Energy
sponsors. The mission of the RELAPS/MOD3 development program was to develop a code version
suitable for the analysis of all transients and postulated accidents in LWR systems, including both large-
and small-break loss-of-coolant accidents (LOCAs) as well as the full range of operational transients

RELAPS/MOD3 was produced by improving and extending the modeling base that was established

with the release of RELAPS/MOD21-1-11-1-211-3 4 1985 Code deficiencies identified by members of
ICAP and CAMP through assessment calculations were noted, prioritized, and subsequently addressed
Conseauently, several new models, improvements to existing models, and user conveniences have been
added to RELAP5/MOD3. The new models include

. The Bankoff counter-current flow limiting correlation, that can be activated by the user at
each junction in the system model

. The ECCMIX component for modeling of the mixing of subcooled emergency core
cooling system (ECCS) liquid and the resulting interfacial condensation

. A zirconium-water reaction model to model the exothermic energy production on the
surface of zirconium cladding material at high temperature

. A surface-to-surface radiation heat transfer model with multiple radiation enclosures
defined through user input

. A level tracking model
. A thermal stratification model.
Improvements to existing models include

. New correlations for interfacial friction for all types of geometry in the bubbly-slug flow
regime in vertical flow passages
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of wuncuon-based inte rphase drag

An improved model for vapor pullthrough and hiquid entrainment in honzont

obtain correct computation of the fluid state convected through the break

A new critical heat flux correlation for rod bundles based on tabular data

An improved h wizontal stratification inception cntenon for ;m'.‘n.‘:‘ g

transition between horizontally stratfied and dispersed flow

A modified reflood heat transfer mode!

:!X!}'i\'\("1 vertical stratfication incepuon logic 10 avord excessive activauon of the water
packing model

An improved boron transpon model
A mechanistic separator/dryer mode
An imoroved crosstiow model
An improved form loss mu del

1

'he addition ol simple plastic stran model with clad bur

mechanical model
The addition of a radiation heat trans.er term (o the gaj conductance model

Modihcations the noncondensable gas node! to eliminate errati code behavior

fariure

Improvements to the downcomer penetration y pas d upper plenum

deentrainment capabilities
Additional user conveniences include

Code speedup through vectonization for the ( RAY X-MP computer

Computer portability through the conversion of the FORTRAN coding 1o adhere to the
FORTRAN 77 standard

Code execution and validation on a vanety of systems. The code should be easily installed
(ie . the installation script is supplied with the transmittal) on the CRAY X-Ml
(UNICOS). DECstation 5000 (ULTRIX), DEC Alpha Workstation (OSF/1), IBM
Workstation 6000 (UN1X), SUN Woikstation (UNIX), and Hi Workstation (UNIX). The
code has been installed (although the nstallauon scipt s not supphed with  the
transmittal) on the CDC Cyber (NOS/VE), IBM 3090 MVS). and IBM-PC (DOS). The

i 1

code should be able to be nstalled on all 64-bit machines (integer and floating point

operands) and any 32-bit machine that provides for 64-bit floating point operation
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1.1 References

Ransom et al.. REIAPS/MOD?2 Code Manual, Volumes | and &

August 1985 and December 1985

H. Ransom et al., RELAPS/MOD2 Code Manual
blems, EGG-TFM-7952, December 1987

R. A Dimenna et al.. RELAPS/MOD2 M~dels and Correlation

August 198X

1.2 Relationship to Previous Code Versions

I'he veries of RELAP codes began with REI APSE (REactor Leak And Power Safety Excursion
; - 2.2 .
which was released in 1966. Subsequent versions of this code are REI AP2 12-1 RELAP3 12 and

)4 1.2-3 .
RELAP4.1%3 in which the origina’ name was shortened to Reactor Excursion and Leak Analysis Program
RELAP) All of these codes were based on a homogeneous equilibrium model (HEM) of the two-phase

' . o 1.2:4 . ‘
flow process The last code version of this series 1s RELAP4/MOD ch was released to the

National Energyv Software Center (NESC) in 1980

1 3t

1976, the development of a nonhomogeneous, nonequihbnum model was undertaken for
RELAP4. It soon became apparent that a total rewrite of the code was required * efficiently accomplish

this goal. The result of this effort was the beginning of the RELAPS project 1.2-3 As the name implies, this

a

is the fifth 1n the senes of computer codes that was designed to simulate the transient behavior of LWR

systems under a wide variety of postulated accident conditions. RELAPS follows the naming tricition ol
previous RELAP codes, i.e., the odd numbered senes are complete rewrites of the program while the even
aumbered versions had extensive model changes. but used the architecture of the previous code. Each
version of the code reflects the increased knowledge and new simulation requirements from both large

and small-scale expeniments, theoretical research in two-phase flow, numerca solution methods

computer programming advances, and the increased capability of computers

The principal new feature of the PELAPS senes was the use of a ) id. nonequihibrnium
¢ $ {

nonhomogeneous, hvdrodynamic model for transient simulation of the ase system behavior
RELAPS/MOD?2 employed a full nonequilibrium, six-equation, two-fluid model. The use of (.e twi flmd
model eliminated the need for the RELAP4 submodels, such as the bubble rise and enthalpy transpon

models. which were necessary to overcome the limitations of the single-fluid model
1.2.1 References
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1.3 Quality Assurance

RELAPS is maintained under a strict code-configuration system that provides a historical record of
the changes in the code. Changes are made using an update processor that allows separate 1dentification of
improvements made to each successive version of the code Modifications and improvements to the coding
are reviewed and checked as part of a formal quality program for software In addition, the theory and
implementation of code improvements are validated through assessment calculations that compare the

de-predicted results 1o idealized test cases or expenmental results




RELAP5/MOD3.2

2 CODE ARCHITECTURE

Modeling flexibility, user convenience, computer efficiency, and design for future growth were
primary considerations in the selection of the basic architecture of the code. The following sections cover
computer adaptability, code organization, input processing, and transient operation.

2.1 Computer Adaptability

RELAPS/MOD3 is written in FORTRAN 77 for a vaniety of 64-bit and 32-bit computers. Here, a 64-
bit computer is one in which floating point, integer. and logical quantities use 64-bit words; a 32-bit
machine uses 32-bit words for those same quantities but also allows 64-bit floating point operations.
Examples of 64-bit computers are Cray, Cyber-NOS-VE, and DEC/Alpha machines. Examples of 32-bit
computers include IBM mainframes, such as a 3090, workstations, including those from DEC. HP, IBM,
SGI, and Sun, and even personal computers.

A commeon source is maintained for all computer versions. The common source is conditioned for a
particular computer and operating system through the use of two precompilers maintained as part of
RELAPS. The first precompiler processes compile time options such as machine and operating system
dependencies. Through the use of standard Fortran and a widely used standard for bit operations, there 1s
very little hardware dependence. The primary hardware dependence is in matrix factoring routines where
details of the floating point characteristics are needed to monitor roundoff error. The program has been
compiled and executed using Fortran-90; a future full conversion to that standard should remove all
hardware dependencies. RELAPS is developed and maintained at INEL on computers using the UNIX
operating system. Some user convenient features have been incorporated into the code based on UNIX. but
these are under compile time option, and the code does not depend on any particular operating system The
installation scripts distnibuted with the code are UNIX based, and control language to install and execute
the code must be developed by the user for other operating systems. The source code appears to be written
only for 64-bit machines. But the second precompiler converts the code for 32-bit computers by converting
floating point variables to double precision. changing floating point literals to double precision, and adding
an additional subscript to integer and logical arrays that are equivalenced to double precision floating point
arrays such that they index as 64-bit quantities even though only 32-bit integer anthmetic and logical
operations are used. As an example of the additional subscript, an integer statement would be changed
from INTEGER [A(1000000) to INTEGER 1A(2,1000000)

Transmittals of the code usually show the installation and execution of sample problems on several
machines. The machines used depend on the machines currently available to the development staff.

2.2 Top Level Organization

RELAPS is coded in a modular fashion using top-down structuring. The various models and
procedures are isolated in separate subroutines. The top level structure is shown in Figure 2.2-1 and
consists of input (INPUT), transient/steady-state (TRNCTL.), and stripping (STRIP) blocks

The input block (INPUT) processes input, checks input data, and prepares required data blocks for
all program options and 1s discussed in more detail in Section 2.3

The transient/steady -state block (TRNCTL) handles both transient and the steady-state options. The

steady-state option determines the steady-state conditions if a properly posed steady-state problem is
presented Steady state is obtained by running an accelerated transient until the ime derivatives approach
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RELAPS

INPUT TRNCTL STRIP

Figure 2.2-1 RELAPS top level structure.

zero. Thus, the steady-state option is very similar to the transient option but contains convergence testing
algonthms to determine satisfactory steady state, divergence from steady state, or cyclic operation. If the
transient technique alone were used, approach to steady state from an initial condition would be identical
to a plant transient from that initial condition. Pressures, densities, and flow distributions would adjust
quickly, but thermal effects would occur more slowly. To reduce the transient time required to reach
steady-state, the steady-state option artificially accelerates heat conduction by reducing the thermal
capacity of the conductors. The transient/steady-state block 1 discussed in more detail in Section 2.4,

The strip block (STRIP) extracts simulation data from a restart plot file for convenient passing of
RELAPS simulation results to other computer programs.

2.3 Input Processing Overview

RELAPS provides detailed input checking for all system models using three input processing phases.
The first phase reads all input data, checks for punctuation and typing errors (such as multiple decimal
points and letters in numencal fields), and stores the data keved by card number such that the data are
easily retrieved. A list of the input data is provided, and punctuation errors are noted

During the second phase, restart data from a previous simulation are read if the problem is a
RESTART type, and all input data are processed. Some processed input is stored in fixed common blocks,
but the majority of the data are stored in dynamic data blocks that are created only if needed by a problem
and sized to the particular problem In a NEW-type problem, dynamic blocks must be created. In
RESTART problems, dynamic blocks may be created, deleted, added to, partially deleted, or modified as
modeling features and components within models are added, deleted. or modified. Extensive input
checking is done, but at this level, checking is limited to new data from the cards being processed
Relationships with other data cannot be checked because the latter may not yet be processed. As an
illustration of this level of checking, junction data are checked to determine if they are within the
appropriate range (such as positive, nonzero, or between zero and one) and volume connection codes are
checked for proper format. No attempt is made at this point to check whether or not referenced volumes
exist in the problem until all input data are processed

The third phase of processing begins after all input data have been processed. Since all data have
been placed in common or dynamic data blocks during the second phase, complete checking of
interrelationships can proceed. Examples of cross-checking are existence of hydrodynamic volumes
referenced in junctions and heat structure boundary conditions; entry or existence of material property data
specified in heat structures; and vahidity of variables selected for minor edits, plottng. or used in tnps and
control systems. As the cross-checking proceeds, cross-linking of the data blocks 15 done so that it need not
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be repeated at every time step. The initialization required to prepare the model for the start of the transient
advancement is done at this level

Input data editing and diagnostic messages can be generated during the second and/or third phases.
Input processing for most models generates output and diagnostic 1. essages during both phases. Thus,
input editing for these models appears in two sections.

As errors are detected, various recovery procedures are used so that input processing can be
continued and a maximum amount of diagnostic information can be furnished. Recovery procedures
include supplying default or benign data, marking the data as erroneous so that other models do not
attempt use of the data, or deleting the bad data. The recovery procedures sometimes generate additional
diagnostic messages. Often after attempted correction of input, different diagnostic messages appear.
These can be due to continued incorrect preparation of data, but the diagnostics may result from the more
extensive testing permitted as previous errors are eliminated.

2.4 Transient Overview

Figure 2.4-1 shows the functional modular structure for the transient calculations, while Figure 2.4-
2 shows the second-level structures for the transient/steady-state blocks or subroutines.

Driver
Time Equation of C
: ‘ontrol
step state boundary Hydrodynamics ot
control volumes system
Trip Heat Reactor
system structure kinetics

Figure 2.4-1 Modular structures of transient calculations in RELAPS.

The subroutine TRNCTL shown in Figure 2.4-2 consists only of the logic to call the next lower level
routines. Subroutine TRNSET performs finai cross-linking of information between data blocks, sets up
arrays to control the sparse matrix solution, establishes scratch work space, and returns unneeded computer
memory. Subroutine TRAN, the driver, controls the transient advancement of the solution. Nearly all the
execution time is spen: in this block, and this block is the most demanding of memory. Nearly all the
dynamic data blocks must be in the central memory. and the memory required for instruction storage 15
high, since coding to advance all models resides in this block. When transient advances are terminated. the
subroutine TRNFIN releases space for the dynamic data blocks that are no longer needed.
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TRNCTL
TRNSET TRAN TRNFIN
DTSTEP TSTATE HYDRO CONVAR
TRIP HTADV RKIN

Figure 2.4-2 Transient (steady-state) block structure

A description is next presented of the functions of all of the modules (subroutines) driven by TRAN
(see Figure 2.4-2)

The time step control module (DTSTEP) determines the time step size, controls output editing, and
determines whether the transient advancements should be terminated. During program execution, this
module displays such information as CPU time, problem time, time step size, and advancement number on
the standard output, usually a terminal screen.

The trip system module (TRIP) evaluates logical statements. Each trip statement 1s a simple logical
statement that has a true or false result. The decision of what action is needed resides within the
components in other modules. For example, valve components are provided that open or close the valve
based on trip values; pump components test trip status to determine whether a pump electrical breaker has

tripped.

The equation of state boundary volume model (TSTATE) calculates the thermodynamic state of the
fluid in each hydrodynamic boundary volume (time-dependent volume). This subroutine also computes
velocities for the ime-dependent junctions.

The heat structure model (HTADV) advances heat conduction/transfer solutions. It calculates heat
transferred across solid boundanes of hydrodynamic volumes.

The hydrodynamics module (HYDRO) advances the hydrodynamic solution.

The reactor kinetics module (RKIN) advances the reactor kinetics of the code. It computes the power
behavior in a nuclear reactor using the space-independent or point kisetics approximation, which assumes
that power can be separated into space and time functions

The control system module (CONVAR) provides the capability of simulating control systems

typically used in hydrodynamic systems. It consists of several types of control components. Each
component defines a control variable as a specific function of time advanced quantities. The time
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structures, reactor kinetics, trip quantities, and the control vanables themselves. This permits control

’ advanced quantities include quantities from hydrodynamic volumes, junctions, pumps, valves, heat
vanables to be developed from components that perform simple, basic operations
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3 HYDRODYNAMIC MODEL

The RELAPS hydrodynamic model is a one-dimensional, transient, two-fluid model for flow of a
two-phase steam-water mixture that can contain noncondensable components in the steam phase and/or a
soluble component in the water phase

The RELAPS hydrodynamic model contains several options for invoking simpler hydrodynamic
models These include homogeneous flow, thermal equilibrium, and frictionless flow models. These
options can be used independently or in combination. The homogeneous and equilibrium models were
included primarily to be able to compare code results with calculations from the older codes based on the
homogeneous equilibrium model.

The two-fluid equations of motion that are used as the basis for the RELAPS hydrodynamic model
are formulated in terms of volume and time-averaged parameters of the flow. Phenomena that depend
upon transverse gradients, such as friction and heat transfer, are formulated in terms of the bulk properties
using empirical transfer coefficient formulations. In situations where transverse gradients cannot be
represented within the framework of emperical transfer coefficients, such as subcooled boiling, additional
models specially developed for the particular situation are employed. The system model is solved
numerically using a semi-implicit finite-difference technique. The user can select an option for solving the
system model using a nearly implicit finite-difference technique, which allows violation of the matenal
Courant limit. This option 1s suitable for steady-state calculations and for slowly varying, quasi-steady
transient calculations.

The basic two-fluid differential equations possess complex charactenstic roots that give the system a
partially elliptic character and thus constitute an ill-posed initial boundary value problem. In RELAPS, the
numerical problem is rendered well-posed by the introduction of artificial viscosity terms in the difference
equation formulation that damp the high frequency spatial components of the solution. The ill-posed
character of the two-fluid model is a result of the spatial averaging process and neglect of higher-order

physical effects in the momentum formulation. Ransom and Hicks**! have studied several formulations
in which two pressures (one for each fluid) are included in the model, and these models are totally
hyperbolic and thus constitute well-posed problems. Limited numerical studies by Ransom and

Scofield®®? have shown that solutions for the two-pressure model compare very well 1o that for the
single-pressure model with damping. In general. the differences are significant only for short wavelength
components of the solution where numenrical truncation error 1s dominant. Thus, either approach provides a
vahd numerical simulation at solution component wavelengths of interest in most reactor safety problems.
The simpler formulation of the single-pressure model favors using that approach.

The semi-implicit numerical solution scheme uses a direct sparse matrix solution technique for time
step advancement. It is an efficient scheme and results in an overall grind ime per node on the CRAY
XMP/24 of ~0.00053 seconds, on the DEC Alpha 3000 of ~0.00057 seconds, and on the DECstation 5000
of ~0.00259 seconds. The method has a material Courant time step stability limit. However, this hmit 1s
implemented in such a way that single-node Courant violations are permitted without adverse stability
effects. Thus, single small nodes embedded in a senies of larger nodes will not adversely affect the time
step and computing cost. The nearly implicit numerical solution scheme also uses a direct sparse matrix
solution technique for time step advancement. This scheme has a grind time that 1s 25 to 60% greater than
the semi-implicit scheme but allows violation of the matenal Courant limit for all nodes.

3-1 NUREG/CR-5535-V1



RELAPS/MOD3 .2
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3.1 Field Equations

The RELAPS thermal-hydraulic model solves eight field equations for eight primary dependent
variables. The primary dependent variables are pressure (P), phasic specific internal energies (U, Up),

vapor volume fraction (void fraction) (o), phasic velocities (v, Vi), noncondensable quality (X,). and
boron density (py,). The independent variables are time (1) and distance (x). Norncondensable quality 1s
defined as the ratio of the noncondensable gas mass to the total gaseous phase mass, ie., X, = My/(M,, +
M,), where M, is the mass of noncondensable in the gaseous phase and M, is the mass of the steam in the
gaseous phase. The secondary dependent vanables used in the equations are phasic densities (p,. py). phasic

temperatures (Tg, Ty), saturation temperature ( T*), and noncondensable mass fraction in noncondensable
gas phase (X,,) for the i-th noncondensabie species, i.e.,

M

M
X, 0 g B et (3.1-1)
M,

L] N
S ™,

where M, is the mass of the i-th noncondensable in the gaseous phase, and M, is the total mass of
noncondensable gas in the gaseous phase

The basic two-fluid differential equations that form the basis for the hydrodynamic model are next
presented. This discussion will be followed by the development of a convenient form of the differential
equations that is used as the basis for the numerical solution scheme. The modifications necessary to
model horizontal stratified flow are also discussed. Subsequently, the semi-implicit scheme difference
equations and the time advancement scheme arc discussed. Next, the nearly-implicit scheme difference
equations and the associated time advancement sci.2me are presented. Finally, the volume average velocity
formulations, implicit hydrodynamic/heat structu'e coupling, and the boron transport equation numerical
solution are presented.

3.1.1 Basic Differential Equations

The differential form of the one-d'mensional transient field equations is first presented for a one-
component system. The modifications necessary to consider noncondensables as a component of ihe
gaseous phase and boron as a nonvolatile solute component of the liquid phase are discussed separately.

3.1.1.1 Vapor/Liquid System. The basic field equations for the two-fluid nonequilibrium model
consist of two phasic continuity equations, two phasic momentum equations, and two phasic energy
equations. The equations are recorded in differential stream tube form with time and one space dimension

as independent vanables and in terms of time and volume-average dependent v riables @ The development

31-13.1-23.1-3

of such equations for the two-phase process has been recorded in several references and 1s

3.1-1

a. In all the field equations shown herein. the correlation coefficients are assum 'd to be unity so the average

of a product of variables is equal to the product of the averaged vanables
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from other developments. Manipulations required to obtain the form of the equations from which the

not repeated here. The equations are cast in the basic form with discussion of those terms that may differ
numerical scheme was developed are described in Section 3.1.2. ‘

Mass Continui

The phasic continuity equations are

d 1d
b-t(agp‘)+za—x(a‘p‘»‘;\) =T, (3.1-2)
gz(a,p,) +%aa—x(u,p,v,m = T, (3.1-3)

These equations come from the one-dimensional phasic mass equations [Equation (8.12)] in
Reference 3.1-1 as follows: Equation (8.12) can be written in area average notation wherein the term (L/
V) has been reduced to (1/A). The vapor continuity Equation (3.1-2) then is the same as Equation (8.12)
using k=g The liquid continuity Equation (3.1-3) then is the same as Equation (8.12) using k=f. This
derivation is discussed in Chapter 8 of Reference 3.1-1.

Generally, the flow does not include mass sources or sinks, and overall continuity consideration
yields the requirement that the liquid generation term be the negative of the vapor generation, that 1s,

(3.1-4)

The interfacial mass transfer model assumes that total mass transfer can be partitioned into mass
transfer at the vapor/liquid interface in the bulk flud (') and mass transfer at the vapor/hquid interface in

the boundary layer near the walls (I, ); that 1s,
Fg=Tg+T, (3.1-5)

The r,g term will be developed in the following sections, and the ', term is determined as part of the
wall heat transfer computation (Section 3.3.10).

The phasic conservation of momentum equations are used, and recorded here, in an expanded form
and in terms of momenta per unit volume using the phasic primitive variables v, and vy Th. spatial

variation of momentum term is expressed in terms of v_ and v; . This form has the desirabie 1eature that

the momentum equation reduces to Bernoulli's equations for steady, incompressible, and frictionless flow.
A guiding principle used in the development of the RELAPS momentum formulation is that momentum
effects are secondary to mass and energy conservation in reactor safety analysis and a less exact
formulation (compared to mass and energy conservation) is acceptable especially since nuclear reactor
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flows are dominated by large sources and sinks of momentum (1.e., pumps, abrupt area change). A primary
reason for use of the expanded form is that is it more convenient for development of the numerical scheme.
The momentum equation for the vapor phase is

2

av, 1 av aP .
apA=f+zap A=t = -acAa— +o.p,B A~ (0,p A FWG(v)

o 2 ax dx
+T,A (v -v,) - (0p A)FIG (v, - vy (3.1-6)
Ove=¥d , & av,
’CagafpmA[ o + \‘f'a—xi - \'S—a—x]

and for the liquid phase 1s

v, 1,0V P |
a,p,AT)T + .-,a,.p,As-; = - a,A(.—); +opB A~ (apA)FWF(v))
- T, A (vg=vy) - (apA)FIF(v(-v,) (3.1-7)

d(v,~v) av av
Yy e b T L pithes SR Tgh |
Cu,agp,,,A[ - *Veas \,ax]

These equations come from the one-dimensional phasic momentum equations [Equation (8-13)] in
Reference 3.1-1 with the following simplifications: the Reynolds stresses are neglected, the phasic
pressures are assumed equal, the interfacial pressures are assumed equal to the phasic pressures (except for
stratified flow), the covariance terms are universally neglected (unity assumed for covariance multiphers),
interfacial momentum storage is neglected, phasic viscous stresses are neglected, the interface force terms
consist of both pressure and viscous stresses, and the normal wall forces are assumed adequately modeled
by the variable area momentum flux formulation. The phasic continuity equations are multiplied by the
corresponding phasic velocity, and are subtracted from the momentum equations. The vapor momentum
Equation (3.1-6) is the same as the resulting vapor momentum equation using k = g; the liquid momentum
Equation (3.1-7) is the same as the resulting liqguid momentum equation using k = f. This is discussed in
Chapter 8 of Reference 3.1-1.

The force terms on the right sides of Equations (3.1-6) and (3.1-7) are, respectively, the pressure
gradient, the body force (ie., gravity and pump head), wall friction, momentum transfer due to interface
mass transfer, interface frictional drag, and force due to virtual mass. The terms FWG and FWF are part of
the wall frictional drag, which are linear in velocity, and are products of the friction coefficient, the
frictional reference area per unit volume, and the magnitude of the fluid bulk velocity. The interfacial
velocity in the interface momentum transfer term ts the umt momentum with which phase appearance or
disappearance occurs. The coefficients FIG and FIF are parts of the interface frictional drag, which 1s
linear in relative velocity, and are products of the interface friction coefficients, the frictional reference
area per unit volume, and the magnitude of interface relative velocity. The coefficient of virtual mass is the

same as that used by Anderson™ in the RISQUE code, where the value for C depends on the flow

regime. A value of C > 1/2 has been shown to be appropriate for bubbly or dispersed flows 315316 y e

C = 0 may be appropriate for a separated or stratified flow.
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The virtual mass term listed in Equations (3.1-6) and (3.1-7) is the same objective formulation™!”

A8 eed in RELAPS/MODI1. In the RELAPS/MOD3 coding, however, this term is simphfied In .
particular, the spatial derivative portion of the term is neglected. The reason for this change 15 that
inaccuracies in approximating spatial denvatives for the relatively coarse nodalizations used 1n system

representations can lead to nonphysical charactenstics in the numerical solution. The primary effect of the

virtual mass term is on the mixture sound speed; thus, the simplified form 1s adequate, since critical flows

are calculated in RELAPS using an integral model®1¥ in which the sound speed is based on an objective

formulation for the added mass terms

Conservation of momentum at the interface requires that the force terms associated with intertace
mass and momentum exchange sum to zero, and 1~ ~hown as

! , o i 6(\$-\')
I Ay, = (0,p A)FIG (v, - vy) -Ca,op, A g

(3.1-8)

- . [d(\,—\p)
hA\q-uamA»HF(H—yJ~(aﬂJmAL }F—ﬁ =0
- C

where the spatial derivatives have been eliminated as explained above

This particular form for interface momentum balance results from consideration of the momentum
equations n unexpanded form. The force terms associated with virtual mass acceleration in Equation (3.1-
&) sum to zero identically as a result of the particular form chosen. In addition, it 15 usually assumed
(although not required by any basic conservation principle) that the interface momentum transfer due to ‘
friction and due to mass transfer independently sum to zero, that 1s,

Vi =V =¥y (3.1-9) ‘
and ‘
|
0, pFIG = apeFIF = a0 Pkl (3.1-10) |
These conditions are sufficient to ensure that Equation (3.1-8) 1s sausfied
Energy Conservation
The phasic thermal energy equations are
d . 1 d da, Pg
—(apU)+~—(aplUvA) = P="-—=—(a,yvA)
h L‘r £ Adx ?pt £t Jt Adx LR (3.1-11)

#T h +T h +DISS,
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: 19 do, Po
g-t»((x,p,U,) + Xg;(a,p,U,v,A,l = -Pé—t' - -A-E;(u,v,A)

+Qu+Q, - T ,h; - T h +DISS, .

(3.1-12)

These equations come from the one-dimensional phasic thermal energy equations [Equation (8-16))
in Reference 3.1-1 with the following simplifications: the Reynolds heat flux is neglected, the covariance
terms ere universally neglected (unity assumed for covanance multiphiers), interfacial energy storage is
neglected, and internal phasic heat transfer is neglected. The vapor thermal energy Equation (3.1-11) s the
same as the resulting vapor thermal energy equation using k = g, the liquid thermal energy Equation (3.1-
12) is the same as the resulting liquid thermal energy equation using k = f. This derivation is discussed in
Chapter 8 of Reference 3.1-1.

In the phasic energy equations, Q,, and Q. are the phasic wall heat transfer rates per unit volume
(see Section 3.3.9). These phasic wall heat transfer rates satisfy the equation

Q:ng‘*wa (3]']3)
where Q s the total wall heat transfer rate to the fluid per unit volume.

The phasic enthalpies ( h;. h; ) associated with bulk interface mass transfer in Equations (3.1-11)
and (3.1-12) are defined in such a way that the interface energy jump conditions at the liquid-vapor

interface are  tsfied. In particular, the h; and h, are chosen to be h; and hy, respectively, for the case of
vaporization and h, and h; , respectively, for the case of condensation. The same is true for the phasic

enthalpies (h_ h,) associated with wall (thermal boundary layer) interface mass transfer. The logic for

this choice will be further explained in the development of the mass transfer model

Vaper Generation

The vapor generation (or condensation) consists of two parts, vapor generation which results from
energy exchange (T',g) and vapor generation due to wall heat transfer effects (I', ) [see Equation (3.1-5))].

Each of the vapor generation (or condensation) processes involves interface heat transfer effects. The
interface hext tiansfer terms (Q,, and Q) appeaning in Equations (3.1-11) and (3.1-12) include heat

transfer from the fluid states to the interface due to interface energy exchange in the bulk and near the wall.
The vapor generation (or condensation) rates are established from energy balance considerations at the
interface

The summation of Equations (3.1-.1) and (3.1-12) produces the mixture energy equation, from
which it is required that the interface transfer terms sum t * zero, that 1s,

Qe+ Qu+l ,(h*~h?*) +T (h,~-h) =0 . (3.1-14)
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The interface heat transfer terms (Q,, and Q,¢) consist of two parts, that is, interface heat transfer in

the bulk (Qr: and Q.B,) and interface heat transfer in the thermal boundary layer near the wall

“ W
(Q,, and Q) . This is one situation where the assumption of no transverse gradients needs to be

supplemented by a special model. The interface heat transfer terms are shown in Figure 3.1-1 for the case

\

of subcooled boiling

Figure 3.1-1 Interface heat transfer in the bulk and near the wall for subcooled boiling

The two parts are additive, that is,

Q, = Qi +Q; (3.1-15)
and
Q, = Qh+Q) (3.1-16)

The bulk interface heat transfer 1s at the steam-liquid interface in the bulk. This represents thermal
energy exchange between the fluid interface (at saturation temperature T") and the bulk fluid state

For gas, the bulk interface heat transfer is given by
Q, =H (T-T) (3.1-17)

where H,, 1s the gas interface heat transfer coefficient per unit volume
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For liquid, the bulk interfac. heat transfer is given by
Q= H (T -T) (3.1-18)

where H, is the liquid interface heat transfer coefficient per unit volume.

w w . .
The Q,, and Q;, terms are the interface heat transfer rates near the wall and will be defined in terms

of the wall vapor generation (or condensation) process. This is discussed in more detail in Volume IV
Inserting Equations (3.1-17) and (3.1-18) into Equations (3.1-15) and (3.1-16) gives

A W
Q, = H (T'-T) +Q (3.1-19)
and
Q, = H (T'-T) +Qy . (3.1-20)

Although it is not a fundamental requirement, it is assumed that Equation (3.1-14) will be satisfied
by requiring that the bulk interface energy exchange terms and the near wall interface energy exchange
terms each sum to zero independently. Thus,

H (T -T) +H (T -T) +T (h -h) =0 (3.1-21)
and
QL +Qy+T,(h,~h) =0 (3.1-22)

In addition, since it is assumed that vapor appears at saturation, it follows that Q,‘: = 0 for boiling

processes in the boundary layer near the wall. Equation (3.1-22) can then be solved for the wall
vaporization rate to give

W
r o= - (3.1-23)
h, - b,

for boiling in the boundary layer near the wall
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Similarly, since it is assumed that liquid appears at saturation, it follows that Q, = 0 for
condensation processes in the boundary layer near the wall. Equation (3.1-22) can then be solved for the

wall condensation rate to give

= :9.'L (3.1-24)

for condensation in the boundary layer near the wall.

The interface energy transfer terms, Q,, and Q. can thus be expressed in a general way as

“ 5 ]_E j ' "
Q, = Hy(T-T [ 55 Jr (h-hy (3.1-25)

and

l+€
2

Q= Hy(T-T) - 2, (h -y (31-26)

where € = | for boiling in the boundary layer near the wall. and € = -1 for condensation in the boundary .
layer near the wall. Finally, Equation (3.1-14) can be used to define the interface vaporization (or
condensation) rate:

Vi ™ -9_1_'.’_9_' T.M (3.1-27)
h, - h, h. - h,

which, upon substitution of Equations (3.1-25) and (3.1-26), becomes

r oo By —T{)H‘f..(T -1 (3.1-28)
h, - h,

The phase change process that occurs at the interface is envisioned as a process in which bulk fluid 1s
heated or cooled to the saturation temperature and phase change occurs at the saturation state. The
interface energy exchange process from each phase must be such that at least the sensible energy change to
reach the saturation stat® occurs. Otherwise, it can be shown that the phase change process implies energy
transfer from a lower temperature to a higher temperature. Such conditions can be avoided by the proper

choice of the vanables h; and h,. for bulk interface mass transfer and h, and h, for near wall interface

mass transfer. In particular, it can be shown that h:. and h,. should be .
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‘ by = 30 (W +h,) +7 (hy~hy)] (3.1-29)

and
hi = 2 [ (hi+h)-n(hi~h,)] (3.1-30)
where

n = 1forT; 20

n = -1forly <0

It can also be shown that h, and h, should be

] Al g 5
h‘=51(h‘,+h5)+uhg—-hp>] (3.1-31)

®

h, = %l(hhh,)-t(h,‘-—hﬁ] (3.1-32)
where

£ = 1 forT'y, 20

3 = -1forT, <0

Substituting Equation (3.1-28) into Equation (3.1-5) gives the final expression for the total interface
mass transfer as

H (T -T)+H(T-T) oT. . (3.1-33)

I, = -
E - -~
h, - h,

Volume IV of the manual discusses the energy partitioning in more detail.

ssiosion Tor
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The phasic energy dissipation terms, DISS, and DISS;, are the sums of wall fnction and pump
effects. The dissipation effects due to interface mass transfer, interface friction, and virtual mass are
neglected. This is a reasonable assumption since these terms are small in magritude in the energy equation.
In the mass and momentum equations, interface mass transfer, interface friction, and virtual mass are
important and are not neglected. The wall friction dissipations are defined as

DISS, = a.p, FWG v, (3.1-34)
and
DISS, = a,p, FWF v; (3.1-35)

The phasic energy dissipation terms satisfy the relation

DISS = DISS, + DISS; (3.1-36)

where DISS is the energy dissipation. When a pump component 1s present, the associated energy
dissipation is also included in the dissipatior terms (see Section 354)

3.1.1.2 Noncondensables in the Gas Phase. The basic. two-phase, single-component model
just discussed can be extended to include a noncondensable component in the gas phase. The
noncondensable component is assumed to be in mechanical and thermal equilibrium with the vapor phase.
50 that

Vp = Vy (3.1-37)
and
Tn‘:Tg (3.1-38)

where the subscript, n, is used to designate the noncondensable component.

The general approach for inclusion of the noncondensable component consists of assuming that all
properties of the gas phase (subscript g) are mixture properties of the steam/noncondensable mixture. The
quality, X, is likewise defined as the mass fraction based on the mass of the gas phase. Thus, the two basic
continuity equations [Equations (3.1-2) and (3.1-3)] are unchanged. However, it is necessary to add an
additional mass conservation equation for the total noncondensable component, given by

d y I o .
(.-’—((u‘p‘)\,,) + Kg;(u‘psx“\gm =0 (3.1-39)
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where
X, = total noncondensable mass fraction in the gas phase
N
M
" i . (3.1-40)

. Mn - M\ .

T M, oM, |

1=
M, = mass of 1-th noncondensable gas
M, = mass of steam in the gas phase.

For each noncondensable specie, the mass conservation equation 1s

d : | 0 ’ , e
5 (ap X, X,) + Kﬁtagp‘,x"xm\‘m =0 (3.1-41)

where X, is defined in Equation (3.1-1). Only N-1 of the non-condensable gas specie equations need to be

solved since the mass fraction of the N-th spccie can be found as the difference between the total non-
condensable gas mass fraction and the sum of the N-1 non-condensable gas specie mass fractions.

The energy equations are modified to include the sensible interface (direct) heating term Qgy. This
term is necessary because the interfacial terms use saturation temperature based on the bulk steam partial
pressure rather than saturation temperature based on the local (interface) steam partial pressure. This is
another situation in which the assumption of no transverse gradients in the one-dimensional formulation of
the conservation equations needs to be supplemented by a special model. The energy field equations have
the form

J 1 o do, P g

-4 ] e ae J v 5 v Pit) = o i -

a(‘“spst )+ AaX(oz;ptl.C\‘A) P ot Aax(a*\ﬁm AAds
+Q“‘+ng*r‘;h‘: *r\.hg_Qx’*'DlSS‘

—a-(a.pl.’)'rl-é’—(a L'\'A)---Pé-(}-’J—)—@-(a»A)

5\ MPrVp * PVViA) = 3 Adx \ov's (3.1-43)

* Q\ﬂ +Q|l r;gh; -T h{ + Q‘, #* DISS, r

w

The term Qg, in Equations (3.1-42) and (3.1-43) is the sensible heat transfer rate per unit volume.

This is the heat transfer at the noncondensable gas-liquid interface, and it represents thermal energy
exchange between the bulk fluid states themselves when noncondensable gas is present. This term 1s given
by
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PP P,
(———-)H‘,(T‘, ~T) = =H,(T,-T) (3.1-44)

Qu=1-p P

where Hy is the direct heat transfer coefficient per unit volume. This makes use of Dalton’s law
(P=P,+P,), where P, is the noncondensable gas partial pressure. This term 1s similar to the heat
conduction term in the accumulator model (see Section 3.5.7.2). The muluplier based on the difference in
the partial pressure of steam and the total pressure is an ad-hoc function used to turn off this term when
there is no noncondensable gas in the volume. The value of the heat transfer coefficient depends upon the
configuration of the interface between the liquid and the noncondensable gas just like the situation for the
steam-liquid interface.

The interfacial heat transfer and mass transfer terms are also modified when noncondensables are
present. The gas bulk interface heat transfer [Equation (3.1-1 7)) now has the form

P

1] " 'y

Q'S = FH"(T (P)"T‘) (3.1-45)
Thus, the total gas interfacial heat transfer [Equation ( 3.1-19)] now has the form

P :
Q, = pH, (T'(P) - T)) +Q) (3.1-46)

The assumption that the bulk interface exchange terms sum to zero [Equation (3.1-21)], now has the
form

P . ) o e
ﬁ'H:g(T (P,) =T, +H (T (P) -T) +T (h,~h) =0 . (3.1-47)

Thus, the total gas interface energy transfer term [Equation (3.1-25)] is now expressed as

P’ . { 1 - 3 '
Q, = gH (T (P)-T -(T)r‘(hg-h,) , (3.1-48)

The bulk interface mass transfer rate [Equation (3.1-28)] now has the form

P : s
pH (T(P) -T) +H (T (P) - Ty
r, =- - (3.1-49)
h ~h

4 ||

and the total interface mass transfer rate [Equation (3.1-33)] now has the form
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P, . ;
-FH,‘(T'(PJ =T,) +H (T (P) -T)
r = - +I'

r . . w

h; - h,

(3.1-50)

Volume 1V of the manual discusses the energy partitioning in more detail.

The gas enthalpy h; . which is used in the energy field equation and in the mass transfer Iy, is based
on the partial pressure of steam instead of the total pressure when noncondensables are present.

The momentum field equations are unchanged when noncondensables are present. In all the
equations, the vapor field properties are now evaluated for the steam/noncondensable mixture. The
modifications appropriate to the state relationships are discussed in Section 3.2.3.

3.1.1.3 Boron Concentration in the Liquid Field. An Eulerian boron tracking model 1s used
in RELAPS that simulates the transport of a dissolved component in the liquid phase. The solution is
assumed to be sufficiently dilute that the following assumptions are vahd:

. Liquid properties are not altered by the presence of the solute

-

Solute is transported only in the liquid phase and at the velocity of the liquid phase
. Energy transported by the solute 1s negligible
. Inertia of the solute is negligible.

Under these assumptions, only an additional field equation for the conservation of the solute is
required. In differential form, the added equation is

o,
t

d

d(apC,vA)

|
— = 3 ’5
*a 3% 0 (3.1-51)

where the concentration parameter, Cy,, is defined as

Py Py ‘
L. 5 e » i 3.1-52
PP (1-X)  ap, i

C,, 1s the concentration of dissolved solid in mass units per mass unit of liquid phase.
3.1.2 Numerically Convenient Set of Differential Equations

A more convenient set of differential equations upon which to base the numerical scheme is obtained
from the basic density and energy differential equations by expanding the time derivative in each equation
using the product rule. When the product rule is used to evaluate the time derivative, we will refer to this
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form as the expanded form. The mass and momentum equations are used as sum and difference equations
in the numerical scheme and are recorded here in that form. The reason for using this form is ease of
degeneration of the model to the single-phase case

A sum density equation is obtained by expanding the time derivative in the phasic density equations,
Equations (3.1-2) and (3.1-3), adding these two new equations, and using the relation

da, Ju
e W wegd . (3.1-53)
ot dt
This gives
ap ap, da, 149
“s.é_(h o (Pg-Pr"g;“*;‘g;((lgpgng+a,p,V,A) =0. (3.1-34)

A difference density equation is obtained by expanding the time derivative in the phasic density
equations, Equations (3.1-2) and (3.1-3), subtracting these two new equations, again using the relation

da, = da, (3.1-55)
dt dt

and substituting Equation (3.1-50) for I'y. This gives

d ap, du
dd a,-ﬂ+(ps+p,)-?-5+li(ugpg\FA—u,p,\‘,A)

% Mo dt  Adx
.P\ L1 s ‘3]’56)
:[—H;F(T‘ ~T,) + H (T —T,)]
- -t — + 2T,
h. - h,

-

The time derivative of the total noncondensable density equation, Equation (3.1-39), is expanded to
give

da . ap X, 19 ) :
p‘x“_a_ti*’u“\"—a—t!+u‘p5-éT+K5;(a‘p‘x"v“A) = -, (3.1-57)

The time derivative of the individual noncondensable density equation, Equation (3.1-41), is not
expanded, since the individual noncondensable quality, X, will be obtaned from the unexpanded
equation (Section 3.1.5.1).

The momentum equations are also rearranged into a sum and difference form. The sum momentum

equation 15 obtained by direct summation of Equations (3.1-6) and (3.1-7) with the interface conditions
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(Equations (3.1-8) through (3.1-10)] substituted where appropriate and the cross-sectional area canceled
throughout. The resulting sum equation 1s

dv av, | v 1 9v ap
ulbd widd PP wd 4 0D e & =
@ Py + APy * 3 %P T 2 MPG ax PmB, (3.1-58)

- a,p FWGy, - ap FWFv -T (v -v) .

The difference of the phasic momentum equations is obtained by first dividing the vapor and liquid
phasic momentrm equations by ttgp A and oA, respectively, and subtracting. Here again, the interface
conditions are used, and the common area is divided out. As discussed, the virtual mass term is simplified
bv neglecting the spatial derivative portion. The resulting equation 1s

. m el
gt ot 20x 20x P, Py/OX
~-FWGv, + FWFy, (3.1-59)
+ T [Py~ (aPv, + P V) 1/ (0P 0Py = PuFl(V, = V)
o d(v, = vy
Clpm / (PP —4—
where the interfacial velocity, vy, is defined as
Vl=;\.\'g+(l -;&)Vf i (3]'60)

This definition for v; has the property that if A = 1/2 the interface momentum transfer process

associated with mass transfer is reversible. This value leads to either an entropy sink or source, depending
on the sign of I'; However, if A is chosen to be 0 for positive values of I'y and +1 for negative values of T’y

(that is, a donor formulation), the mass exchange process is always dissipative. The latter model for v; 1s
the most realistic for the momentum exzhange process and is used for the numerical scheme development.

To develop an expanded form of the vapor energy equation, the time derivative of the vapor erergy
Equation (3.1-42) is expanded, Q,; Equation (3.1-48) and the I'c Equation (3.1-49) are substituted, and the

Hig. Hyg da/dt, and convective terms are collected. This gives the desired form for the vapor energy
equation
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Ju .0 aU, 1rad 9
(p U, + P)-é-;i +a‘L‘—§t-‘ +u‘p‘§;f + X[é-;(agp‘Usv‘A) +P§-; (asng)]
h, |P ‘ h. P-P
P . . T e 1P =T | — " (3.1-61)
(h}-hI]PH"(T R [h;_h;]n.,w‘ - P )H"(T‘ e

1+8). [1=8)
[(5 s (55 ]r. + Qe iss,

To develop an expanded form of the liquid energy equation, the time derivative of the liquid energy
Equation (3.1-43) is expanded, the Q;¢ Equation (3. 1-26) and the I';; Equation (3.1-49) are substituted, and

e Y (3.1-62)
dt dt

is used. Then the Hyy, Hyg, E)aglal, and convective terms are collected. This gives the desired form for the
liquid energy equation:

Ja 9 au
- (pU;+P) -5-(-‘ + u,U,a—pt’ - o.,p,—a-[—' + | [-@- (o pUv,A) + P—a— (a,va)]

ALox dx
LS ]P ‘ ([ _hs ] ; P-P
g | = |ZH (T'-T,) +| == [H (T -T)) +| - OH (T =T il
[hs—h'}P b 8 khg—h’ f f ( P ) of : .
1+¢ 1-¢). -
"[(T)hs*(T,)“:]R+Q.,+Dlss, ,

The basic density and energy differential equations are, at times, used 1n nonexpanded form in the
back substitution part of the numerical scheme. When the product rule is not used to evaluate the time
denivative. we will refer to this form as the unexpanded form. There are situations after a phase has
appeared in a volume, where unphysical energies are calculated by the expanded form of the energy
equations. It was found that the nonexpanded form, when used in the back substitution step, gave more
physical temperatures because there is no linearization error in the time derivative when using the
unexpanded form of the energy equations.

The vapor, liquid, and noncondensable density equations, Equations (3.1-2), (3.1-3), and (3.1-39),
are in nonexpended form. The Ty, Equation ( 3 1-50), is not substituted into the vapor and liquid density

equations. (The reason will be apparent in Section 3.1.5.) The vapor energy equation, Equation (3.1-42), is
altered by substituting Equation (3.1-48) for Q. substituting Equation (3.1-49) for I',g, and collecting the

H,g, Hyg, and convective terms. Ths gives
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d : Iro d
= (ap,U,) + K[ﬁ (a,p UnvA) + Pé‘,{ (ugpFA)]

.

h, | \ -
ey [H, (T' =T ~{ == JH( (T, ~T)) (3.1-64)
£ 3 ( p )" ¥y

b, P, -
—— JFH,B(T“- T:)—

e [(555 e+ [ 555 n]ro @ piss,

The liquid energy equation, Equation (3.1-43), is also altered by substituting Equation (3.1-26) for
Q. substituting Equation (3.1-49) for I, using Equation (3.1-62), and collecting the H,g, Hy, and

convective terms. This gives

g-l((x,p,U,) + %[a% (apUv,A) + Pé% (a‘\',A)]
Ju h, |P , h. ! P-P
= P-é—;"f' h—;—"'?]‘i; H'S(T -Ts)+(ﬁ;]H”(TA—T!)+( P S)Hs{(T‘-—T,) (3.1-65)
\ g Ty 7 B

. [( e+ '—;f)h;] I, +Q,+DISS, .

3.1.3 Stratified Flow

. Flow at low velocity in a horizontal pipe can be stratified as a result of buoyancy forces caused by
density differences between vapor and liquid. When the flow is stratified, the area average pressures are
affected by nonuniform transverse distribution of the phases. Appropriate modifications to the basic field
equations when stratified flow exists are obtained by considering separate area average pressures for the
vapor and liquid phases and the interfacial pressure between them. Using this model, the pressure gradient
force terms of Equations (3.1-6) and (3.1-7) become

o1 ] 53] »
—a;A[axJ—a ~uFA[ax + (P, -P)A I (3.1-66)
and

rop aPs da,
—Q,AL*a—x1 - -O.,A[-a-;] + (Pl— P,)A[a—xJ " (3.1-67)

The area average pressure for the entire cross section of the flow 1s expressed in terms of the phasic
area average pressures by

P=aP, +of; . (3.1-68)
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With these definitions, the sum of the phasic momentum equations, written in terms of the cross-
section average pressure [Equation (3.1-58)] remains unchanged. However, the difference of the phasic
momentum equations [Equation (3.1-59)], contains the following additional terms on the right side

(phagamgpp] [- o0 Py /o + agd(agPp)/ox + Pi(dag/dx)] . (3.1-69)

The interface and phasic cross-sectional average pressures, Py, Py, and Py, can be found by means of

the assumption of a transverse hydrostatic pressure in a round pipe. For a pipe having diameter D,
pressures Py, Py, and Py are given by

Pg = P; - pryD lsnn:“el(.@nagl - (cus6)/2] (3.1-70)

Py = Py - pB,D [sin’0/(301,) - (cos6)/2] (3.1-71)

where B, equals the transverse body force (ordinanly equal to -g).

The angle, 8, is defined by the void fraction, as illustrated in Figure 3.1-2. The algebraic relationship
between (, and 8 is

Vapor area = 0g A
Liquid area = oA

Figure 3.1-2 Relation of central angle 8 to void fraction o,

Otgn=9-sm9cose : (3.1-72)

The additional term in the difference of the momentum equations [Equation (3.1-69)] can be
simplified using Equations (3.1-70), (3.1-71), and (3.1-72) to obtain
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AP/ (PaPs)] (P p,) IxDB./ (4 sinB))(0a,/ox)
3 13 y $

where 9 1s related to the void fraction using Equation

I'his equation can be rearranged 1o Show more ;‘;u‘ul(l\ the dependaence Ol the ilk’w,‘f level

measured from the bottom of the pipe. Using Equation (3.1-72) along

becomes

r the phasic momentum Equations (3.1-6) (3.1-7), the adaitional term takes the

for the hguid momentum equation

To model a pipe O varying diameter, the 1‘\]A.<.i
1P rather than the bottom of the pipe f\,‘\u“r m

Equation (3.1-74) 1s replaced by

I'he additional force term that anses for a stratified flow geometry 1r
basic equation when the flow 1s established to be stratified from flow regim
additional force term was derived assuming a round pipe If the cros

assumption 1s not vahd

A simular term 1s added when there 1s stratified 1l
but are cross-connected in the horizontal direction. Equations (3

however, Equation (3.1-74) .» replaced wit}
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where Az 1s the height of the volume

In order to provide for a smooth transition between stratified and nonstratified flow situation this

term 1s activated in all flow rezimes. Since this term is small compared to other terms in the momentum

this 1s a reasonable assumption

equation when the flow 1s nonstrautied

3.1.4 Semi-implicit Scheme Difference Equations

i1s based on H'p‘.s.ih: the system 0Ol differential

Ihe semi-implicit numenical solution scheme

equanons with a svstem of finite-difference equations [‘A"quli\ 1mj in ume. The terms evaluated

Jh“i citly are identified as the scheme 18 xia"w'\*tl"ﬁ.! In all cases, the impliCit terms are formulaied to b
inear in the dependent variables at new time. This results in a hnear tme advancement matrix that 1s
tha

1
|

3.1-10 "
a sparse matrix routine 110 Ap additional feature of the scheme 1

Ived by direct inversion using
1s selected such that the field equations can be reduced to a single difference equation per flui
N x N systen

tmplic ;
Il. which is in terms of the hydrodynamic pressure T'hus, only an

ntrol volume or mesh cel
of equations must be solved simultaneou lv at each ume step. (N is the total number of control volume

1ne

used to simulate the fluid system

inia

11.413 | "
1-4.3.1-1 that the system ol differential equatons constitutes an ul-p sed
nd-order differential
3.1-12

It 1s well known

value problem This fact 1s of httle concemn ptnmj‘n since the addition of any se
effect (regardless of how small). such as viscosity or surtace tension results 1n a well ;h“(‘\i [‘YH?‘-(’H
However. the ill-posedness 18 of some concern numerically. since it 1s necessary that the numencal
problem be well-posed. The approximations inherent

error these effects can ¢ either stabilizing or destabilizing. The

in anv numerical scheme modify the solution

omewhat (truncaton resulting

numerical scheme must be stable for me sh sizes of practical interest

A well-posed and stable numerical algc rithm result. from employing several stabihzing tec hniqu

I'hese include the selective licit evaluvation of spatial gradient terms ai the new ume, donol

farmulations tor the mas and energy flux (e f a donor-like formulation for the mome itun
it the

flux terms. Donor-like formulations 1or these lux terms are used because well-known 1astability
an exj hicit centered Tinit difference heme d wr-li s used because the momentun
formulatior neicts of a centered formulation for the spatial velocity gradient pius a nume!

m_ These two terms are similar to the torm optained when the momentum
the unexpanded torm ol the momentum eguations. The well-posedness

has been demonstrated ior practical cell sizes by

Volume VI

I'he ditierence equations are ba’.&d on the concept of a contr | volume

and energy are ~onserve i by eJquatin accumulation to rate ot influx through the cel

model results m definiag mass and energy volume average properties and requiring

velocities at the volume boundanes The velocities at boundanes are most conveniently defined

use ol my n control volumes (¢ entered on the mass and energy cell boundaries. This appr act

results 1n a numencal scheme »d spatial mesh. The scalar properties (pressure, €nergics
wnd void fracton f the fiow are defined at ¢+l centers and vector quantities (veloc ines) é
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the cell boundaries. The resulting one-dimensional spatial noding is illustrated in Figure 3.1-3. The term
cell means an increment in the spatial variable, x, corresponding to the mass and energy control volume.

Vector node
or junction
Mass and energy control
Ve. vt Scalar node volume or cell
| P, 0. U, U "N\
) ' |
TR L S
H =
: i
......... Ll L
*k v L L
| :
-1 ' j ! "

Momentum control
volume or cell

Figure 3.1-3 Difference equation nodalization schematic.

The difference equations for each cell are obtained by integrating the mass and energy equations
[Equations (3.1-54), (3.1-56), (3.1-57), (3.1-61). and (3.1-63)] with respect to the spatial vanable, x. from
the junction at x; to x,,; The momentum equations [Equations (3.1-58) and (3.1-59)] are integrated with
respect 1o the spatial variable from cell center to adjoining cell center (xg to x. Figure 3.1-3). The

equations are listed for the case of a pipe with no branching

When the mass and energy equations [Equations (3.1-54), (3.1-56), (3.1-57), (3.1-61), and (3.1-63)]
are integrated with respect to the spatial variable from junction j to j+1, differential equations in terms of
cell-average properties and cell boundary fluxes are obtained. The subscripts and superscripts indicate
integration limits for the enclosed quantity. The quantities not enclosed in parentheses are volume
averages

The sum density Equation (3.1-54) becomes

dp 9p,

; da X x
V[u‘?—l* + o= 4 (P~ Py -&-f] + (o p,v,A) L+ (a,p(v,A)."' 0 (3.1-80)

The difference density Equation (3.1-56) becomes
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9P i oa , Ay 1T Y
Vl:a‘-c?:i-t.£ 1o T Pe? p')—a_lj] +(ap v A), = (apVA),
Ps 5 § .
2[—H,12(T ~T,) +H, (T - T,)]

f it — + 2[‘,?

l h, - h, ‘[

(3.1-81)

=V

B

The total noncondensable density Equation (3 1-57) becomes

o d .
v[p‘x »}-'3+u)s p upga J+(uptx A) =0 (3.1-82)

The vapor energy Equation (3.1-61) becomes

U

do, ap ol . X
] Juc e i pillng | ] £y :
\1[(p‘_lF+P) 5 *“alca‘ + P ]+ (ap Uv,A) " +PlavA),

S ( n P L h P-P) ~
: _‘“-JFH-UT -Tg)—{—l— H (T -T)- ‘ . ad H, (T, ~T) (3.1-83)
f

+[( : Sl o| 55

£ )h ]r +Q,, +DISS,

The higuid energy Equation (3.1-63) becomes

d dU . :
p *“P' = '] + (apUvA) " +PlayvA),

du
’[~ (p,U, +P)-(Tf*ul

‘H (T'-T,) + lh h] (T - T)+(-——-—H,(T -Ty) (3.1-84)
f

'h]r +Q,, +DISS, }

The sum and difference momentum equations [Equations (3.1-58) and (3.1-59)] are integrated from
cell center to cell center to obtain

V d\ a\. 1 2 X 5 M
A[(u P, )-d-*+ (ap,) .‘] +30Pe (Vi) *304P (V) s,

o EEe R (3.1-85)
= - (P) P B (X - xy) - (a,p FWGv, +ap FWFv) (x, - xy)

=T (v = vg) (% = xg)
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$ 2% 1. 3%

Vv 2 agv, dv, )
(e man(-5)ebosi-foi:

I

=~ = | (P), - (FWGv, - FWEv)) (x,~ %) (3.1-86)

f

+ AT [PV~ (apv + @p v ]/ (@ p aupy) } (X = Xg)

P Fl (v = vy (% =xg)

Here, the common area term, A, has been factored from most terms. The quantities shown in

brackets with limits are evaluated at the indicated hmits, while the ~oefficients are averaged over the cell
or integration interval. The indicated derivatives are now derivatives of cell average quantities. Since the
integration interval is centered on the junction, the coefficient averages are approximated by the junction
values. In all cases, the correlation coefficients for averaged products are taken as unity, so averaged
products are replaced directly with products of averages.

Several general guidelines were followed in developing numerical approximations for Equations

(3.1-80) through (3.1-86). These guidelines are summarized below

Mass and energy inventories are very important quantities in water reactor safety analys...
The numerical scheme should be consistent and conservative in these quantities. (A
greater degree of approximation for momentum effects is considered acceptable.) Both
mass and energy arc convected from the same cell, ind each is evaluated at the same time
level; that 1s, mass density is evaluated at old ume level, so energy density 1s also
evaluated at old ume

To achieve fast execution speed, implicit evaluation is used only for those terms
responsible for the sonic wave propagation time step limit and those phenomena known to
have small time constants. Thus, implicit evaluation 1s used for the velocity in the mass
and energy transport terms, the pressure gradient in the momentum equations, and the
interface mass and momentum exchange terms

To further wcrease computing speed, ime-level evaluations are selected so the resulting
implicit terms are linear in the new time variables. Where it is necessary to retain
nonlinearities, Taylor series expansions about oid time values are used to obtain a
formulation linear in the new time vanables. (Higher-order terms are neglected.) Lineanty
results in high computing speed by eliminating the need to iteratively solve systems of
nonhnear equations

To allow easy degeneration to homogeneous, or single-phase, formulations, the
momentum equations are used as a sum and a difference equation. The particular
difference equation used is obtained by first dividing each of the phasic momentum
equations by ap, and oy, for the vapor and liquid phase equations, respectively, and

then subtracting.
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corresponding to Equations (3.1-80) through (3.1-84), are listed below Some of the terms are intermediate

Using the above guidelines, the finite-difference equations for the mass and energy balances,
time variables, which are written with a tilde (~). The reason for their use is explained in Section 3.1.5. ‘

The sum continuity equation is

~n+l n ~n+ n n n =n+l n
Vi [a:,L(Pg,L - P! 0 (Pry =P+ (Ppr=Pr) (O — 0 )]
.0 . N n+l . h n n+l
*(0“,,‘)‘,.,\"',,,A,,l- aﬁ.lpﬂ-lvﬂ-)_ A:)A' (3.1-87)

nel

n . N ,n .0 n+l
*(af,olp1)4|~I.|olA;ol"al jpf‘jvl| A;)At =0

The difference continuity equation is

n “n+l n n “n+l n ~n+ n
Vilag  (Pgy ‘pgl"“u(P:a. -pry) + (P:,L"Pi.x)(“g,x, -0, )]
< n nel " o.n n+
*(a:w'ps-u"vx.J*lAn!“as iPeiVei A))Al
[ .n . n nel no.n _ n+l =
_lA a(,iolpt.]s|vljolA}0I—af )p(.J‘l} AJ)Al (31 88)
2 n P': " ~sn+l -noll a ~snel  zan+l
= «—(—‘-———.) VlAl ‘—’} is L(TL ’Tgl )‘fH”l(TL "Tl.L ) +2VLAll":l
b —h; P!

The total noncondensable continuity equation 1s

n el n L0 -n+l n n n SN+l n
Vl.[pg Lx:.l (o ”0":.1.) +0 X, (P =P ) +O lpgl.( Xn1 = Xo )] (21-89)
( " N 0 nel NP L \] i
+\a“,,pg,,,X..A...\'“,,A,,,—a: lpS-Jx“ '\‘n."AJ)At =0
The vapor thermal energy cquauon 18
\*[ n Un +Pn ‘(-Xn'l n n Un ~n+l n n n ’l:.'l‘l L.n )]
L (pgl ‘&L }L)( gl —u;.l) *.u;.l. ;.t(p;l '-p“l)‘*(ls Lp;:Lk gl T %31
n . D W0 ne! . 0 . n n n n+l
+ [a“,,tpg,.,l,“,ﬁf’r]\':_“,A].,—(x“(p;v,UslﬁPLJv“ A,]At
‘ . h. "P" I "‘"‘! -nol“ h' i n =sn+i -“"’
: /1_[ i, F‘—kal(Tl -Teu J' _"E"] Hn.l.(Tl ’TH,') (3.1-90)
h,-h /"1 h,~h/, '

|
aeatnain——
.
-~
i
o
"
A
—————

(00 - [ b (55 ] s @y + DS 1 Ve

- \ -

The hiquad thermal energy equation 1s
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ne+l “nel

V. I- (prUu"Pl)(a;L - L) +a Uy, (Pry - -Pr1)

"‘aeru(UlL -UIL)J*’ lafl"\pljolij‘|+P J :;:;A, )

h, |"P
at ,(p,,U,,-&P ) Vi A Jat = {['—L—] an'cl(Tl "'Ta-l]J
he-h /Py (3.1-91)

of 2t o) o P (- 22

7 [( ]_%'E)hsnl A ( ]_f" )h, L] .+ Q. +DISS; } VAL,

The quantities having a dot overscore are donored quantities based on the junction velocities, vy,
and v¢ - The donored quantities are volume average scalar quantities defined analytically as

o = 5 (0 +¢x)*l|—1'(% o) (3.1-92)

-—

™"

where 0, is any of the donored properties, and v, is the appropriate velocity (that 1s, vapor or hiquid). This
equation holds for the case v, # 0 For the case v; = 0 and Py > Py,

¢| - ¢K g (31’93)
For the case v, = 0 and Py < Py,
¢ =0 . (3.1-94)

For the degenerate case of v, = 0 and Py = P, a density-weighted average formulation 1s used,

0 = M (3.1-95)
Px*+PL

for all donored properties except for densities (which use a simple average). In this equation, py and p;_are

the appropriate densities (e.g., vapor or liquid). Where donored values are not used at junctions, linear
interpolations between neighboring cell values are used.

The provisional advanced time phasic densities used in Equations (3.1-87) through (3.1-91) are
obtained by linearizing the phasic state relations about the old time values (see Section 3.2).
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it = e () e -mn o (B (0 -x ) () (@0 -n)  ease
~n+ n a g n+ n ¢ " mne n
Pn|=pu*(§%’Jl(Pl I'Pt)'*(.i.’—lpll,)L(U“"L"fl) a1

The method of obtaining the state derivatives used in Equations (3.1-96) and (3.1-97) 1s also
indicated in Section 3.2,

Provisional advanced time interface heat transfer rates can be written using the finite difference form
=n+|

of Equations (3.1-48) and (3.1-26) after evaluating the extrapolated temperature Y

-ne Pl“ " ‘~;n‘| -uol\ l—g n n n
» é“L M(Tl . J*(-—-z—).r“(h“--h,,‘) (3.1-98)
L

“ne " “snel  =n+l [14+E)pn n n )
R o e )-\ 2E0r (b -miD) (3.1-99)

.

The provisional advanced time temperatures are obtained by linearizing the temperature relauons
about the old time values (see Section 3.2)

- AN - LI ] - > n oy u
i emt (Tt om < () (- ) (SR (00 -) oo
n 3
~n+ » a7 \" B " OT \"( 0+ 5 A (0T \*[ =0+ o0 .‘
Tﬂ" 2 T:l+(§f§)|(PL l”Px)*(a—)_(‘s)‘(x“-‘l'xnl)*(Et’ljll\ug-"l‘le} (3.1-101)
n E
Y e +(%—T—')1(P{'"—Pf) ﬁg{,—’)n((‘f{'-L"“,,) , (3.1-102)
& ol |

The method used in Equations (3.1-100) through (3.1-102) to obtain the temperature denivatives 18
also indicated in Section 3.2

The previously stated guidelines are used to obtain the finne-difference form for the phasic
momentum equations. In this case, volume-average properties for the momentum control volume are taken
as junction properties (tnat is, linear interpolations between mass and energy control volume centers). The
momentum flux terms are approximated using a donor-like formulation that results in a centered velocity
gradient term and a viscous-like term (artificial viscosity). The difference equations for the sum and
difference momentum equations, Equations (3.1-85) and (3.1-86), are
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. (0p,) | (Vg™ =V} A+ (ap)) ] (V)™ = ¥7) A,
' S 2 2 2,

s 2iap (D1 - vhidars 3apo L] - (v

1 M 2 n n n w
—5[(0gp‘)’V]SG, + (6p,) 'VISF] At

(3.1-103)
=~ (P,~P) " 'At+ [(p,)] B, ~ (ap,) 'FWG/ (v) "'
() "FWE! (v) " = (T " (v = vy " JAx At
~[(6,p,) "HLOSSG!v, '+ (0,p)] "HLOSSFv; | Jat
and
[14Cpp/ (P ] [ (v - vZ)— (v =) 8,
%I(u 0,) /(@)1 [ (VD] ~ (vp) ] At~ l(agp,)/(aspgn:‘vlscf‘m
-z (app)/ (a,p,b! (v, )1-— (v; ¥ Ax+ (Gypy) 7 (0P ] | At
= ~[(p=py) /(PP ] (P ~Py)"" At
n n~ n nel (3.1"()4’
~{FWG (v »FWF (vg),
[T (v = agpyy E” agpyvi )/ (apeop) ']
w (P FD" (v =y b ax At { (e, /o]  HLOSSGY, pos
[ (o) / (oup,) | 'HLOSSF)v; | } At
where the so-called viscous terms are defined as
I n n ’ n n n n
VISG, = 3V 0D (AL/A) = D) =Vl LD = (V1 (AL /8D T} (B1-108)
and
VISE' = 2 (Vi 10,1 (A 7A) = (V)] = M T = (D) (AL, /A0 1)} (3.1-106)
‘ In momentum Equations (3.1-103) and (3 1-104), the scalar or thermod . amic variables needed at
the ju..ctions are either linear interpolations between the neighboring cell values or donored quantities
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Terms that are shown multiplied by Ax, are interpolated between neighboring cell values based on the
length of each half cell. The HLOSSG, and HLOSSF, terms contain both code-calculated abrupt area
change loss terms (Section 3.4.3) and user-specified loss terms (Section 3.4 4) For the user-specified loss,

HLOSSG! = lKH | and HLOSSF] = L »;'J} . where K 15 either the forward or reversc inputted user loss,

depending on the phasic velocity direction

Using the same averaging techmques, the nonexpanded form of the mass and energy equations
[Equations (3.1-2), (3.1-3), (3.1-39), (3.1-41), (3.1-64), and (3.1-65)) are next presented in their final finite
difference form

The nonexpanded vapor density Equation (3 1-2) becomes

n ne! n n nel =n+ |

v, [(ap)" - (a‘,pr):‘]+{r_x:,,,pgj,,\w,_/~\ = Py veo A AL =T VAL (3.1-107)

ju il EITE) &)

~ne | .
The provisional advancement time vanable, I‘Z . . 1s obtained using the finite difference form of

Equation (3 1-50) and 1s written

},\ n ~snel o+l n - el “ne+l

“[;.,l (T T /.*H.u(Tx =

D ~ - _,_*r:l (3.1-108)
h;li hll

The nonexpanded hquid density Equation (3.1-3) becomes

ne+l n ne |

Vo [ = (et 4| @) 00, Ve re AL, - 6001 Ve A JAL = TV AL (3.1-109)

fgs1%%)+

The nonexpanded total noncondensable density Equation (3.1-39) becomes

1 n n+1| n n 30 ne+l

- (@ Xo) ]+ 0g 0 iPg e i Xnge 1V aiAps — G Py X A JAt - (3.1-110)

L. g,p;. "l\g| W,

§ » Ne
V[ (ap X,
The nonexpanded density equation for the 1-th noncondensable species, Equation (3.1-41) becomes

n r nel

Vo[ (0,0, X, X, 0" - (0,0,X,X,) 1] + (@ ol yo 1 Xnpe 1Riispe Vg ey ui

o (3.1-111)
n n SN N +
Al ot X, Xa VA )AL= 0

L 8L g

The nonexpanded vapor energy Equation (3.1-64) becomes
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. V.[(agp‘U‘)f’ (ap,U, )L.]+[a5"3(p:1- 5"'+Pr)":-‘1-l'A;~l

~n+l

{ & 4 \ 0o ‘
da:vll\ pu,;UH*Pl) . IA At = -V PL(O —-(l; )

( ) |°P° AN =0+ b‘ ( ) 8 "\nﬁ ol T I 2
*’{ I“h"—J P’LH (TL l Tgll‘)"—.ELJH (TL ™ 1 !_) (3.1-112)

vh,~h le o L

Pn"P? ) n .'"’ 0+ | n (1~ n n n n y
_(._L_'_‘JHM(TH'-THI) [(555)mh+ (55 mit]re o+ Qi+ DISS] 3 V,ac

\

s, n+l “=n+1

’ - =n+l . : y
The variables a T. , Ty . and Tg  are written with a tilde (~) to indicate they are

provisional advanccmem ume vanables. The nonexpanded liquid energy Equation (3.1-65) becomes

\
nel

yyn#l .
Vl[(u{p'bl’ ‘(afva‘f)l_] [0'1 .n\pu,»‘L'.‘l*PL)‘u.iA I

{ ) ' .
_d:'kp:lU"*P noIA ]A[ =V Pn(&n».—_agl-’
{ h' N gyt 13 i - £ 0
+ { L-—-——.‘ '}—"}H?&L[T‘ '_T ['_L-)H:L[Tl ‘Trll,] (31-113)
h,~h, ), P} b,

[T =700 )- [( 555 e (55 mid]rt  # @l + DisS] Ve

-

3.1.5 Time Advancement for the Semi-Implicit Scheme

The solution scheme will be discussed with regard to the state of the fluid in a control volume for two
successive time steps. There are four possible cases:

1 Two-phase to two-phase, where two-phase conditions exist at both old ime (n) and new
time (n+1)
2 One-phase to one-phase, where one-phase conditions (either pure gas or pure liquid) exist

at both old time (n) and new time n+1

3 Two-phase to one-phase (disappearance), where two-phase conditions exist at old time
(n), and one-phase conditions exist at new time (n+1).

4 One-phase to two-phase (appearance), where one-phase conditions exist at old tme (n),
and two-phase conditions exist at new time n+1.

The solution scheme will first be presented for the two-phase to two-phase case, because 1t 1s the
most general. Then. the solution scheme for the other three cases will be presented
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3.1.5.1 Two-Phase To Two-Phase. First, the density and temperature Equations (3.1-96), (3 |-
97),(3.1-100), (3.1-101) and (3.1-102) are substituted into the five expanded density and energy difference
Equations (3.1-87) through (3.1-91). The equations are then ordered so that the noncondensable density
equation is first, the vapor energy equation i1s second, the hquid energy equation is third, the difference
density equation 15 fourth, and the sum density equation 1s fifth. The five density and energy varnables are
expressed as differences, and the order 1s

r ~n+l |

“n+ |l #B \/', q ) ~n+l . | ) )+ n
(et -xe L lop -un Lot -, ) ety —at ), and (P - B (3.1-114)

The tilde (~) 1s used for X, U, Uy, and @, to indicate that these are provisional new time vailables

and do not represent the final new time vanables for the two-phase to two-phase case. The ordering of the
vanables and equations was selected so that a given equation 1s dominated by its corresponding vanable
(e g, the vapor energy equation is second and the vapor energy vanable Ug is also second). The

noncondensable equation 1s placed first for ease o1 degeneration when a noncundensable component 1s not
specified in the problem, and the pressure variable is placed last for numencal convenience in the pressure
solution. The five equations are then each divided by the volume V. The system of equations has the

following form, where the matnix A and the vectors b, gl, g . f, f contain only old-time level variables

(the subscript L and the superscrnipt n has been dropped for the listing of the matrix and vectors)

| nel 2 n+l I ne+l - fel

Ax =b+gv,  +gv, #f v L v, (3.1-115)
where
~ - iv-al _\n
A“ Ai. () AH X an i 8 |
Ay Ay Ay Ay Ay l':‘ll L:L
A = ’A;; Ay Ay Ay Ayl =00 -Ul, (3.1-116)
Ay Ay Ay Ay Ay -+ '
e T T @, -
A Agp Ay Ay A . .
‘ ) LR P
r [ )] r P
- , ,
10 g g 0) 0
: | 0 0
ih‘ | &2 2 &2 ! ) v,
b . b, g =0 g =0 f = |f f=|h @G1un
b, . 2 fl '
L0 ! ; ‘ 2
> \.ng |Lg‘4 “f"‘ LY‘J
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PeXn
. 9Py
Xo3p
b ) |aT* a7, |
0Py | SH, | mo -2k |
("LUY X *l h. ” h, ’!A[ H‘H\ dxn ()x" )
g
(b )., 0T , P-P oT
4 | ——E— |AtH = + At H s
hg' hr J t’xn p “dxn
(0o | [0 o Py 9T 9T,
@l Lﬁé—c*p +l_h ~h, }A PH'F‘B_C: oU,)
i e | JaT P-P, aT‘
" In-n !A‘H"dl}*m P U,
1 h & H dT' AIP‘P dT!
\bi-n;) @0, © P 4T,
pg['s*P
op, ‘v f P, [oT E’T“
. ‘ 1‘ e | — -
"‘LmP +Lh"h «'MPH’F dP oP '
£
ML ) PR Ly
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(3.1-118)

(3.1-119)

(3.1-120)

(3.1-121)

(3.1-122)

(3.1-123)

(3.1-124)

(3.1-125)

(3.1-126)
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(W ] P, (a1 oT he ), . aT
~ | =——— |At=H $ —f— |AtH ==
¥ P s 9X, B_X—} ] 19X
Asy . by L ) . g~ “ (3.1-127)
—Al-—-_:Hné—x-ﬁ
[ h; ] P ldT aT J[ L
- ——— |At="H, - g || e |AtH| e
" \h;”h( P el gU gL_‘ .~he) U, ' ea
32 . 3.1-128)
. o aT,
B T
op h. o, PP aT,
As3 = uf[L(a—‘—J'-'+p, *';—,—-EB—.)A H‘dl,+A' ”'5_ (3.1-129)
: Lh, - hy
A]4 = 'p"U[-P (3.1-130)
ap, [ b P. (ar oT.)
Upce ~| == |8t - gu)
aUmss “ ., A‘pH'tLﬁﬁ 5 J
Ass - N oo (3.1-131)
h, | (a1 OT P-P [dT dT]
o} gt (L] L ! | = At wn? ~ e
Lh;_h;) "\ 9P ap) 5 Hul3p 3P
O T {BT‘ a1 J \. o 3T
A = s - 2 S £ - -~ -132
4l (I‘BX..+(h;-h,' )AzPH.F X IX +| s )A‘H'fdxn (3.1-132)
dp 2 (ar* oT,| [ 2 aT'
Ag » a =+ +[ = |At=H, | = ,‘)* ——; |AtH, == (3.1-133)
fgU, | h, - h; ) f oU, U, | hg—hf ) oU,
ap, 2 aT,
A = - .
43 U (h i, )AtH,dL (3.1-134)
¢
Ays = Pg + Py (3.1-13%)
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As2

Asq

Ass

b+

i

op, 9 ¢ 2 P (or dT,)
(ll:':J—P '(l,‘ET}—) +\ h. i h:}‘AFH'[’I td—P - ;_-’-I; )
- (3.1-
2 (aT* T,
*‘l\/ '- 'lA »'l\gzp"'a_ﬁ?/
\h, - h;/
ap,
(lggfx}— (3.1
dp,
A = (3.1-
AU,
ap;
= (3.1-
ur(;'i— 3.1
pp’pr (3.1-
dpﬁ ap.,
ufﬁ +G'B‘T) (3.1-
[ b, | P : ( h ) :
| A, (T - T,) -| =t |AH,(T'-T))
\hr"h'J J ‘ \h{"hf’
P-1 T / \ (3.1-
- Al—F—‘HF,(Tr— T, + A(I‘“}ri : ﬁ" 2h,¢\ : :E “\hg] +Q, At
+ DISS At
( h, | P ‘ h, ) !
| AR, (T - T,) +| —&; [AtH,(T'-T))
b -h; ) P Uh: ~h; )
P-P, . . CT(1-€) (14+¢€) A (3.1
+ A= (T, - T - A, [ 55 b+ [ =5 mJ+QMm

+ DISS, At

- .l 5

k . ,
| — ,‘,_MF'H;(T -T,) =] =~

\h ~h, \‘h -h

£ t
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- |AtH (T -T,) +2l At (3.1-

-

136)

-137)

138)

139)

140)

141)

142)

-143)

144)
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ge =
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—mﬁprx.,m At

j+ 1

710'[‘ ..(p;" l

~(ap.A) , A Vv

+ |

-(apA),, ALV

(a.p,X,A) A/V

,\'

B)*

+P A, JA/V

[a, (P Ug, +P A ]A/Y

(a,p,A) At/V

(a.p,A) A Vv

'(L’, + ‘pl -1|"'

(apA),, A/V

(apA) , AL/YV

+P A, JAUV

[o, (p, Uy, +P A ALY

(a,pA) At/V

(apA) AL/V
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’ A solver®3 313 s used to obtain the bottom row of A ' The solver uses LU factorization without
pivoting and factors the matrix into upper and lower triangular matnces (LU factors) using triangular
decomposition.

Multiplying Equation (3.1-115) by A", one can verify that just the bottom row of A" is needed to
=+l o+l n+l

g ‘ I
obtain an equation that invoives only the unknown varnables (P" ~P)), Vi iets Vgi + Vi ere a0d

1 . ’ .
v:'j Substituting the velocity equations [after solving momentum Equations (3.1-103) and (3.1-104) for

nc |

E )
volume, giving rise 10 an N x N system of linear equations for the new time pressures in a sysiem

and v, '] into this equation results in a single equation involving pressures. This is done for each

i = " y *)
containing N volumes. Next, a sparse matrix solver "1 i used to obtain (P}" - P}) for each volume.

Then. the pressure differences (P, = P) are substituted into the velocity equations to obtain the new

ume velociues.

Now. the new time velocities are substituted back into Equation (3.1-115) to obtain a single vector

: ¥ . =n+l n+ l ne+l
on the right side. The LU factors are used to obtain the provisional time variables X, | l L, L .and
“n#l
+ | N
. A mixture density, p:'n‘ _ . is then calculated from the unexpanded form of the mixture continuity
. . . + |
equation which is numerically mass preserving. That density is compared with the mixture density, p'l' .

which is calculated from the state relations. The difference between these two mixture densities 1s used to
provide a time step control based on truncation in the calculation of the mixture density. The mixture

density p:,',' is calculated by adding the phasic density Equations, (3.1-2) and (3.1-3), to give the mixture

continuity equanon

apm l (’

5t Ab_(a PV A+apVA) =0 (3.1-159)

The mass-preserving finite difference approximation is

nel ne ne+l
l[p"l pll + al o)pgjol\» |¢|A Floﬂl Bl ADJ.St (z] ]60’

n n+l \)

I
(unolpxu"tplA a'lp'l'J A')Al=0

from which p.", is obtained

. a Private communication, E. §. Marwill to J. A. Trapp. EG&G Idaho, Inc.. January 1983.
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“n+ !l

Next, l":_ll 1s calculated using Equation (3.1-108), where ﬁ'm - T, . and TT’L' are obtained

~n+) =as+l

from Equations (3.1-100) through (3.1-102) using the newly calculated vanables P’ ; U Uy ,and

- nel
nl

n+l n+l

To obtain the new time variables X, ', X,"/, Uy ', U{{', and @, . the unexpanded difference

equations, Equations (3.1-107), (3.1-109), (3.1-110), (3.1-111), (3.1-112), and (3.1-113) are used. In the
discussion introducing the unexpanded difference equations, motives were given for use of the
unexpanded form. Extensive numerical testing has shown the benefits of the following procedures

Using the phasic convective terms along with rzl' from Equation (3.1-108), the unexpanded phasic

!

density Equations (3.1-107) and (3.1-109) are used to obtain (u‘p‘): and (afp,):" ‘

Next, the unexpanded total noncondensable density Equation (3.1-110) 1s used to calculate

y 041 . ; n+ n+l
(a,p X)), . whichis then divided by (a.p ),  to obtain X1

The nonexpanded individual noncondensable density Equation (3.1-111) 1s used to calculate

(0,p,X,X,) ;" which is divided by (a,p,X,); ' toobtain =

neen

Following this, the unexpanded vapor energy Equation (3.1-112) is used with the vapor energy

. = B
source and convective terms from the expanded equation as well as the provisional ime variables T
“n+l

T,  .and T} " to obtain (ap, U’ ', which is divided by (e,p,) " " 1o give L':'l' _ Analogously, the

unexpanded liquid energy Equation (3.1-113) is used to obtain (a,p,U,)'l":. which 15 divided by

1 el
(aup)); " togive Upj

- 1 . - ,
Finally, u:l is calculated from (o.,p,): " using the equation

n+l
(0Pg)

anel
Py

all = 1-af =1- (3.1-161)

where ();” " is obtained using a two term Taylor series expansion of the state Equation (3.1-97) and the

new time variables P"*' and U The equation for p; ' has the formula
attel n ap \" n+ n | ap< s ne o
Pri =p|l+(.§-p3’l(pl upl)*‘\a'l_j" Jl(l'rf.l‘—l"ll) (3.1-162)
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The unexpanded equations are used in all two-phase to two-phase cases, except when the provisional

“nel n

. ~n+l . ‘ .3 ‘ .
void fraction G is less than 0.001 and @, <@, . For this case, the provisional new time variables

are taken to be the new time variables.

3.1.5.2 One-Phase to One-Phase. For this case, the pressure calculation remains the same as in
the two-phase to two-phase case. For the densities and energies, however, the unexpanded equations are
-+ sed and the provisional new time variables obtained from the expanded equations are taken to be the
new time variables. For the phase that is not present, the interfacial heat transfer coefficient for that phase

is computed as if the void fraction was approximately 103 instead of zero. This results in the internal
energy of that phase being computed very close to saturation conditions. Shight numenical vanations from
saturation occur due to linearization; and the phasic energy, temperature, and density of the missing phase
are reset to the saturation values in the state subroutine. This ensures agreement with saturation conditions.
For the phase that is present, a value of 0.0 for the interfacial heat transfer coefficient is used. since there 15
no mass transfer occurring.

3.1.5.3 Two-Phase to One-Phase (Disappearance). For this case, the calculation is camed
out in the same way as in the two-phase to two-phase case, where expanded calculations followed by

wnel “n+l h
unexpanded calculations are used (except for the _ase Gy | <0.001 and & <@ ). Then, for the phase

that disappears, the phasic energy. temperature, and density are reset to saturation values in the state
subroutine, as 1s done with the one-phase to one-phase case.

3.1.5.4 One-Phase to Two-Phase (Appearance). Here, the calculation proceeds in the same
way as in the one-phase to one-phase case. For the phase that is not present, the large interfacial heat

wransfer coefficient for that phase is computed as if the void fraction was approximately 10 instead of
zero. This results in the energy and temperature of that phase being computed very close to saturation
conditions. Because the phase that is appearing is assumed to appear at saturation conditions, an error can
be made if, in reality, the phase appeared by convection from a neighboring volume that was at a
temperature different from saturation. The magnitude of the potential error is controlled by letting the
phase appear at saturation but restricting the amount that can appear by time step control If more than the
limiting amount (amount determined through extensive testing) appears, an error is assumed to have
occurred, and the time step 1s reduced and repeated

3.1.6 Difference Equations and Time Advancement for the Nearly-implicit Scheme

For problems where the flow is expected to change very slowly with time, it is possible to obtain
adequate information from an approximate solution based on very large time steps. This would be
advantageous if a reliable and efficient means could be found for solving difference equations treating all
terms (i ¢., phase exchanges. pressure propagation, and convection) by imphicit differences. Unfortunately,
the state of the art is less satisfactory here than in the case of semi-implicit (convection-explicit) schemes
For illustration, a fully implicit scheme for the six-equation model of a 106-cell problem would require the
solution of 600 coupled algebraic equations. If these equations were lineanzed for a straight pipe,
inversion of a block tri-diagonal, 600 x 600 matrix with 6 x 6 blocks would be required. This would yield a
matrix of bandwidth 23 containing ~13,800 nonzero elements, resulting i an extremely costly ume
advancement scheme. Note that the tridiagonal shape 1s limited to a straight pipe problem.
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To reduce the number of calculations required for solving fully implicit difference schemes,
fractional step (sometimes called multiple step) methods have been tried. The equations can be sphit into
fractional steps based upon physical phenomena. This is the basic 1dea in the nearly-implicit scheme

Fractional step methods for two-phase flow problems have been dcvclopcd.’"'"’“'ls These earlier
efforts have been used to guide the development of the present nearly-implicit scheme. The fractional step

method described here™ 11 differs significantly from prior efforts in the reduced number of steps used to
evaluate the momentum equations

The nearly-implicit scheme consists of two steps. The first step solves all seven conservation
equations, treating all interface exchange processes, the pressure propagation process, and the momentum
convection process implicitly. These finite difference equations are exactly the expanded ones [Equations
(3.1-87) through (3.1-91), (3.1-103), and (3.1-104)] solved in the semi-implicit scheme with one major
change The convective terms in the momentum Equations (3.1-103) and (3.1-104) are evaluated
implicitly (in a linearized form) instead of in an explicit donored fashion as 1s done in the semi-imphcit
scheme. The second step consists of solving the unexpanded form of the mass and energy equations

3.1.6.1 First Step of the Nearly-Implicit Scheme. The lincarized implicit technique used for
the convective terms in the first step 1s illustrated for the convective terms in the vapor part of the sum
momentum Equation (3.1-85). An analogous result occurs for the liquid part as well as for the difference
momentum Equation (3.1-86). The convective term is

| 2 ,
5(:1.;;)‘(\‘_),‘l (3.1-163)

In the nearly-implicit formulation, the VISF [Equation (3.1-106)] and VISG [Equation (3.1-105))
terms that result from the donor cell formulation are not used. Evaluating the velocities at new time gives
the finite difference form as

(u‘pty,"[(\':’l@)'n (v:}'):] (3.1-164)

PO

This term can be rewritten as

i n n+| n N n nel n n 2
- - Ty : -
5 (0P, (v ‘nl) v vy \H)+(\“)
4 (3.1-165)
nel n z n nel n n 2
] .
= (Vex = Vex) = eVpk (Ve = Vex) = (Vi) ]

Assuming that the leading quadratic term for L and K is small (small temporal changes in velocity)
compared to the others results in the following form

n+l

l o n 1+ | \ ) - ] d <
5 (0 p‘)r[l\cl(\;t ~vg ) # (vg ) = 2vg (Ve = Ve k) = (Vig) ] (3.1-166)

NUREG/CR-5535-V1 3-40




RELAPS/MOD3 2

Using this linearized implicit form, the momentum flux terms in the sum momentum finite difference
Equation (3.1-103) are replaced by

| SRl n nel n e 3 n ne+l n n 2
= 2 -V . o i
3000 [2vp L1 =viD + (VD =2 (K v - (Vi) At

(3.1-167)
n+l

l 2 n + n 2 n ‘ n n 2
*i(arpl):[z"r.L(V:L.‘ =ve) + (Vi) =2y (Vi = Vo) = (Vi) JA‘ :

Similarly, for the difference momentum finite difference Equation (3.1-104), the momentum flux
terms become

| oo & A n n nel n o2 n ne n v 2
il(agpg)/(agpg)]|[2vgl(v‘,.L —V: lv) + (v;.l) —2\;!((\';}; ‘v; K’ - (v;.k) ]A‘

(3.1-168)
n+ | nel

| . n 2 ) 2
"-’,I(afpt)/(aypr”,[2“?“"1l ”V:L) +(vip) ‘2“?1\’("«& -Vig) - (V:x’ ]A‘ :

The volume-centered velocities are defined in terms of the velocities in the junctions attached to the
volume (see Section 3.1.7). Thus, the new time volume-averaged velocities have the form

Jin Jout

n+ n _n+l n _n+l

Yo F Z‘l..vr, +ZC(|V!| (3.1-169)
j=1 1=

and
Jin Jout

ne n ne+l n nel )

Ve = ZC“\“ * 2%V (3.1-170)

1= )=

where c:'_, and c: , contain all old time quantities, and the equations have the same form as those in
Section 3.1.7 except that the velocities are at new time values.

Although this additional implicitness involves only the momentum flux terms, it has a large impact

on the algebraic solution algorithm in the first step of the multi-step method. In the semi-implicit scheme,
Equations (3.1-87) through (3.1-91) are solved locally to give a single equation of the form

Pt = AV 4B AT +D\::|+E (3.1-171)

g1+ g f+1

for pressure, where A, B. C, D, and E contain old time variables only (see Figure 3.1-3 for cell indexes) In
the semi-implicit scheme, the momentum equations are also solved locally to obtain
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v:o]l - Al(P:.“P:‘I) "’Cl (3]"72)

vii' =B (P"' -P") +D (3.1-173)

where A', B!, C', and D' again contain only n time level variables. If the momentum Equations (3.1-172)
and (3.1-173) are used to eliminate the n+1 level velocities from Equation (3.1-171), we get the pressure
equation used in the semi-implicit scheme to obtain all the n+1 pressures. For the previous example of a
100-cell straight pipe problem, this results in a 100 x 100 tri-diagonal matrix system to solve for all the

prl

In the nearly-implicit scheme, because the momentum flux terms are implicit, the momentum
Equations (3.1-103) and (3.1-104) [using the convective terms from Equations (3.1-167) and (3.1-168)]

cannot be locally solved to get Equations (3.1-172) and (3.1-173). The new time convective terms bring in

n+1 level upstream and downstream velocities, e.g., vi1., and vi 1., . Equations (3.1-87) through (3.1-91)

are still used to obtain Equation (3.1-171). In the nearly-implicit scheme, Equation (3.1-171) 15 used to
eliminate the n+1 level pressure terms from the sum and difference momentum Equations (3.1-103) and
(3.1-104) [using the convective terms from Equations (3.1-167) and (3.1-168)], and a coupled pair of
momentum equations involving only n+1 level velocities is obtained. Because of the n+1 level flux terms,
this is a globally coupled system. For a straight pipe of 100 junctions, a 200 x 200 matrix system 1s
obtained. By partitioning the matrix into 2 x 2 submatrices (or blocks), the matrix is in block tridiagonal

form. This system is next preconditioned in order to enhance the diagonal dominance of 1ae matrix 117

This system of equations is then solved usii g a sparse matrix solution algorithm 311% Once the v; "' and

vi"' solution is obtained, P™! is obtained by substitution into Equation (3.1-171). Using Equations (3.1

~n+l ~n+l “n+l

87) through (3.1-91), provisional new time values for o, Uy, Uy, and X, denotedby o, , U, U

and 5(: o , can also be obtained.

3.1.6.2 Second Step of the Nearly-Implicit Scheme. The second step in the nearly-implicit
scheme is used 1o stabilize the convective terms in the mass and energy balance equations. This step uses
the final n+1 level velocities from the first step along with the interface exchange terms resulting from the
provisional variables of the first step, i.¢., the interface heat and mass exchanges for step two are calculated

~n+l -n

using ' cad 0 | SRS P ' and 7.(:” from step one. The phasic continuity and energy equations in this
£ P p

second step have the convected variables evaluated at the n+1 time level, i.e. implicitly, as compared to
their explicit evaluation in the first step.

The vapor continuity equation 1s

0l ne |

y n+ n . n+! pne -0+
Vl[(“;Pgh ' (u;p‘)L] + [(ap)g,j.,v“,iA,‘,-- (ap)yg; vs_,‘A,]At = r“‘v,m (3.1-174)

The hiquid continuity equation 1§
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Vo [(ap)!' - (ap)!]+ [@p)iie v T AL, - (apri) Vi A At = -TLU'V, AL . (31-175)

In Equations (3.1-174) and (3.1-175), the interfacial mass exchange l:':.l 1s evaluated using the

provisional values from the first step and 1s written

P? n =50+ nol) ( s.nel nol\
';;.‘ng,x T a1 *H.” T, ‘Tu )
Fer = -— — . (3.1-176)
h;,L-hll

n#l ~n+l

where the provisional temperatures T"*" are evaluated as functions of L"F LU L X, L and P™ from
the linearized state relationship [Equations (3.1-100), (3.1-101), and (3.1-102)].

The noncondensable continuity equation 18

llv'

y ne |
vl[(acpfx")l - (o pl' " IJ * l((l pﬁx )!‘I Ll‘lAl" (31"77,

+1 nel

(up)\) Ve A lat=0

The vapor phase energy equation 1s given by

+ n L + | N n+! n‘
v [(e,p,Up!"" = (a,p,U, )J +[(@pUyg eV A, - (apU);) vi A JAe

y n,~n+l n n+ . N ne+ |
= -V, Pl @ - P(uw,“l,A oA ‘m
h. "P"' n (N ne+l h; " n =5 e -n."\
* —[_L—]—\TH ‘T ‘"Tsl }_( : °)anl(Tl T / (3.3-178)
h;‘hr /l Plv 'h;‘—hl L

P“-P: \I n (*na! ‘n‘I. (l £ > ] \ - . : ) |
L _-JI.H;«:L(TN - Tiy )+[‘& s )h 1*[ lH]r“+(‘)M;_l4‘1)155&l } V, At

The liquid phase energy equation 1s given by
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V[ (apUp )" = (ap,Up ] 4 [(apU) i eV T A, - (apUyi, vi1'AJAt

ne+l n n+l

=V P ‘dn’l_a:}L) "P (afjoi l;-olAJOI a' " A))At

/ h. nP: " 5N+ o0+ h. )’ 5. D% =n+!
+{ [—-———-—" ,] ——-’""H,M(Tl e (__‘_g_;]uu[n R IR EER )
ht —h‘ L PL i h —h' L

Pn—PTVV n “nel -n.l. C\ 'n ] N
¢[ ‘ IJH‘,.L(VT“ " J-[(—:—)hcﬁ(—;-) e Ql epissy, jviac

The second step uses the mass and energy balance equations. If the structure of Equations (2 3.1-174),
(3.1-175), (3.1-177). (3.1-178), and (3.1-179) 1s examined, it is seen that each equation involves only one
unknown variable.

’ Vapor continuity Equation (3.1-174)  (ap).”'

’ Liquid continuity Equation (3.1-175)  (ap) 4 I

. Noncondensable continuity Equation (3.1-177) (aepsxn) nel
: Vapor energy Equation (3.1-178)  (apU) :’ :

. Liquid energy Equation (3.1-179)  (apl) : )

A n+l 1 :
This is because the new time velocities, v, and vy, are known from step one, and provisional

n+1 values from step one are used in the exchange terms. Hence, each equation is uncoupled from the
others and can be solved independently. In addition, the three equations involving the gas phase, Equations
(3.1-174), (3.1-177), and (3.1-178), have the same structural form for the convective terms, i.e., each

+1 . : ’ !
equation convects with velocity v: . The coefficient matrix generated by Equation (3.1-174) 1s inverted

once, and then this inverse is used with different right sides to solve Equations (3.1-177) and (3.1-178)
Hence, for the straight pipe problem of 100 cells, only one 100 x 100 tri-diagonal system is inverted to

obtain (ap),’ o |ugpgxn)"". and (apU) .~ ' In like manner, the liquid phase Equations (3.1-175) and
(3.1-179) have the same structure and require only one inversion to be carned out to solve both equation
sets, giving (ap)! " and (apU);"'

: : : ael a0
With the above five new time vanables known, we obtain X, ', Ul ",

"' and UT from

|

X, = (ap X)) (ap)y” (3.1-180)
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U'”l

n

(apU);*'/ (ap)}” (3.1-181)

L};H' (apU):’l/(ap);”l ' (3]’]82)

A " + 1 i
The void fraction, a: , 15 obtained from

nol—.nol ((l )nol+(a )nol_.n*l
o Pm Py . Pl Py Py 13.1-183)
v afitl n+ ! n+l Al ]
P, — Py P P
where
o = the overall mixture density
f);'" = the liquid density, which is calculated from the linearized state relationship

(Equation (3.1-97)] using U}~ and P™*

sl

< = the vapor density, which is calculated from the linearized state relationship

[Equation (3.1-96)] using U:’ 3 X ' and P™*!.

Up to this point of this section on the nearly-implicit scheme, the difference equations have been
presented along with the time advancement for the case of two-phase to two-phase only. As indicated n
Section 3.1.5, there are three other possible transition cases (one-phase to one-phase, two-phase to one-
phase, and one-phase to two-phase). These three cases will now be described for the nearly-implicit
scheme.

For the one-phase to one-phase case, both the first step and the second step are carried out as in the
two-phase 1o two-phase case. For the phase that is not present, a large interfacial heat transfer coefficient
consistent with the interfacial heat transfer coefficients computed from the correlation for a void fraction

of 10°° is used. For the phase that is present, a value of 0.0 is used for the interfacial heat transfer
coefficient. For the phase that is not present, @ 1s zero, and thus ((Lp)"*l equals zero for that phase. The
provisional n+1 value of the corresponding variable is used in order to avoid the division by zero in

Equations (3.1-180) through (3.1-182). As with the semi-implicit time advancement, phasic energy.
temperature, and density of the missing phase are reset to the saturation values in the state subroutine

For the two-phase to one-phase case (disappearance ), the calculation 1s carried out the same as in the
two-phase to two-phase case. Then, for the phase that i1s missing, the phasic energy, temperature, and
density of the missing phase are reset to saturation values in the state subroutine as is done with the one-
phase to one-phase case. This is the same approach used in the semi-implicit scheme time advancement.
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For the one-phase to two-phase case (appearance), the first step quantities are used for the appearing
phase A large interfacial heat transfer coefficient. consistent with the interfacial heat transfer coefficients

from the correlations, as 1f the void fraction were 10", is used for the appearing phase, resulting in the
energy and temperature of that phase being very close to saturation Because the phase that 1s appearing 1s
assumed to appear at saturation conditions, an error can be made if, in reahty, the phase appeared by
convection from a neighboring volume that was at a temperature different from saturation. The magnitude
of the potential error is controlled by letting the phase appear at saturation but restricting the amount that
can appear by time step control. If more than the limiting amount appears, an error is assumed to have
occurred, and the time step is reduced and repeated. This 1s the same approach used in the semi-implicit
scheme time advancement

In summary, the second step stabilizes the convective terms in the mass and energy equations, and 1t
does so with very little computational effort due to the fracuonal step nature of the scheme. As an example,
if the nearly-implicit method 1s compared with the fully imphcit method for a straight pipe problem of 100
cells, we have the following efficiency estimates. The fully implicit method requires the inversion of a
banded block tri-diagonal 600 x 600 matrix of bandwidth 23 containing 13,800 nonzero elements. The
nearly-implicit method requires the inversion of one block tri-diagonal 200 x 200 matrix with 2 x 2 blocks
and bandwidth 7 containing 1,400 nonzero elements plus two 100 x 100 tri-diagonal matrices with 300
nonzero elements The nearly-implicit method thus requires about 1/10 the number of storage locations
required by the fully imphicit method. If the computational efficiency 15 estimated by counting the number
of multiplications in the forward part of a Gaussian elimination algorithm, then the fully implicit method
for this problem requires about 450,000 multiplications, whereas the nearly-implicit method requires about
2,000 multplications. Thus, the nearly-implicit method requires about 17200 (based on the number of
multiplications) of the computational ime per fime step needed for a fully imphcit scheme

3.1.7 Volume-Average Velocities

The previous development of the difference equations considered a pipe consisting of a senes of
singly connected volumes. In RELAPS/MOD3, each volume may have zero, one or more junctions
attached to its inlet end, and, zero, one, or more junctions attached to its outlet end. Therefore, the flux
terms at the inlet or outlet end of a volume consist of a summation over all of the junctions attached to that
end of the volume

Volume-average velocities are required for the momentum flux calculation, ev aluation of the wall
frictional forces. evaluation of the wall heat transfer, evaluation of the interfacial heat transfer, and the
Courant time step hmit. In a simple constant area passage, the arithmetic average between the nlet and
outlet is a satisfactory approximation. However, at branch volumes with multiple inlets and/or outlets or
for volumes with abrupt area change, use of the anthmetic average results in nonphysical behavior

The hiquid and vapor velocities in the volume cells are calculated by a method that averages the
phasic mass flows over the volume cell inlet and outlet junctions. A cell volume 1s shown in Figure 3.1-4,
where the rectangular box represents a cell volume. Each of the arrow vectors into or out of the box
represents the liquid mass flow through an inlet or outlet junction. respectively. Jin is the number of inlet
junctions, and Jout is the number of outlet junctions. This discussion will be for hiquid velocrry; the gas
velocity derivation 18 the same.

At the inlet side of the volume, the total mass flow rate into the volume 1s given by
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Figure 3.1-4 Schematic of a volume cell showing multiple inlet and outlet junction mass flows.

hn
N1! n . zul|p!;\|,A (3]'184’

jel

where My, is the mass flow rate of iiquid into the volume.

The average inlet liquid volume fraction can be defined as

hin
2(1, A,
R o O SN

LN ™ hin

24
j=1

Ly (3.1-185)

The average inlet liquid phase density can be defined as

Iin

Z(lf P A

P = (3.1-186)

Yoo A

The average inlet phase velocity with respect to the total inlet junction cross-sectional area can be
defined as
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Jin
Za,‘,p,‘,v:‘,Al
= |

Viin = S (3.1-187)
Z a xp'- IAJ
)=
The total inlet junction cross-sectional area is
Jin
Ag = DA (3.1-188)
j= i
Equation (3.1-184) can be expressed in terms of the average inlet conditions as
hin
M!. T zal ]p(. )vl. )Aj o at mpt mv(. mAln ' (3 1 -189)
j=1i
In terms of the volume cross-sectional area, Ay , the mass flow rate can be written as
MI TR a! mpl.mVILmAl (3.1-190)
where V:_m is the liguid volume inlet velocity. By equating Equations (3.1-189) and (3.1-190), canceling

terms and rearranging, the liquid volume iniet velocity can be expressed as

fin

L A ,
v =9, — . (3.1-191
f. nAL )

Substituting Equations (3.1-187) and (3.1-188) into Equation (3.1-191) gives

Iin Jin
Z(i, pr Ve JA!z A;
Uy = 5 (3.1-192)

20, vp'va) :

j=i

Similarly, the volume outlet liquid velocity can be expressed as

NUREG/CR-5535-V1 3-48



RELAPS/MOD3.2

ZU‘ P

In RELAPS/MODI, the total liquid momentum of the volume was expressed in terms of the

momentum of the inlet and outlet halves of the volume as (assuming density changes are small

Substitation of Equations (3.1-192) and (3.1-193) into Equation (3.1-195) yields

vhere old time levels (n) are used for time varying quantities. This arithmetic average of the averaged ilet

: 1.1-18
and averaged outlet velocities was used in RELAPS/MOD] -

he use of the 1/2 factor in front of the inlet and outlet average velocities sometimes resulted in
unphysical results in the convective term of the momentum equations (momentum flux), which uses the
volume average velocities. One example occurr~d in a vertical pipe where both liquid and vapor were
flowing upward. Sometimes the hiquid velocity was calculated to be higher than the vapor velocity which
1s unphysical. Using the liquid and the inlets as an example, the 1/2 factor used in RELAPS/MODI was
replaced in subsequent versions of RELAPS by
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his 15 al done for the hquid outlets, a well as the vapor inlets ar™* wutlets. This approach resd fves
}

the above pr blem

Using the modification discussed above, the RELAPS A0D3 volume-average velocity formulas

then have the form

p— e Aeas — .
\ ' . ek e NV .+VYel (3.1-198)
+ > y&
A S (0L, A A N (LD A\
- P -
and
% . -
Yy (. p A e N A N (@ poy A eV A
P i s .-
, ‘ L W + ¥ 199
’ e pe—
T ap)'A » § (aop A
e ——
where ¢ and ¢ contain enly old tuime quantities (no velocities

Equations (3.1-198) and (3.1-199) are used for the momentum flux calculation, evaluanon

ial heat transfer. and the Courant time step limit. For the evaluation of the wall fr

Of the
! ictional forces and

intertac

the wall heat transfer, different formulas are¢ used

For the evaluation of the wall frictional forces, the maenitude of the volume velocities is needed. An

obvious way to compute this magnitu je is to take just the absolute value of the result from Equations (3.1

|98) ang (3. 1-19Y 3 pr blem can occur when the magnituge 18 zer because the nlet velocCity i LAki‘lJ‘\
and opposite to the outiel velocity. To avoid this case, the calculation of the magnitude of the volumg
velocities used in the wall friction uses the same form as Equations (3.1 198) and (3.1-199), with the

f the junction velocities used in the formulas Thus. the equations used in the wall fnictior

magnitude ol

evaluation are
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Jin Jin Jout Jout
Z(ap‘h‘)iAOZA Z(a‘p gD, AOZA
vy = Loy e e T3 T - (3.1-201)
AL Y (A AL Y (ap)A

j=1 )=

For the evaluation of the wall heat transfer rate, a simpler version of Equations (3.1-198) and (3.1-
199) is used for the volume average velocities. This arose during the implementation of the Groeneveld
CHF (see Volume V) correlation into RELAPS/MOD?3, where it was observed that the total volume mass
flux G, ., which is based on the volume velocities, was not well behaved for the purpose of wall heat

transfer. The mass flux G 1s given by

G = (agpgvely + (APeve)y (3.1-202)

It was found that the volume mass flux using Equations (3.1-198) and (3 1-199) for vy and vy was
as much as 30% below the volumes’ inlet mass flux and outlet mass flux in RELAPS simulations of
Bennett's CHF experiments (steady state boiling of water in a heated tube). This Bennett experiment 1s
discussed in Volume 3 of this manual. As a result of the problem exhibited in Bennett's problem, a simpler
version of the volume velocities is used instead for wall heat transfer.

Here, the average inlet phase velocity with respect to the total inlet junction cross-sectional area 1s

Jin

zaf.,pr.,"t A

Lin * Jin

ullptle

)=

(3.1-203)

Substitution into Equation (3.1-191) yields for the volume inlet liquid velocity

hin
zat.,p! jv‘ )Ap
= —— (3.1-204)
QP LA

<
Candl

Similarly, the volume outlet liquid velocity is given by

Jout
za(.]pl ,\"l, ;A

ol = (3.1-205)
gim1 QP A
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Thus, using Equation (3.1-195), the volume liquid velocity used in the wall heat transfer rate
calculation 15

Jin Jout
l s n ] N n
‘2'2 (arpf‘ll),A, * 22 (a,p,\',)]A]
vy, = == - . (3.1-206)

o Pr AL

Similarly, the volume gas velocity used in the wall heat transfer 1s

hin Jout
] A " 1 e o n
52(a‘p‘v‘)}A’-riz(agp‘v‘),AJ
v o= il Lzt , (3.1-207)

gt n _n
u‘;.Lpg.LAL

These forms of the volume average velocity produce the same mass flux at steady state for the
volume as well as for its inlet and outlet junctions, which is the desired result.

3.1.8 Implicit Hydrodynamic and Heat Structure Coupling

An option exists to implicitly couple the ime advancement of the hydrodynamic and heat structure
models. Heat structures represent the solid structures bounding hydrodynamic volumes (i.e., pipe walls) or
structures internal to the volumes (fuel pins). One dimensional heat conduction is used to compute
temperature distributions within heat structures. Hydrodynamic and heat structure conditions are coupled
through heat structure boundary conditions. The solution matrix for the set of simultaneous equations
resulting from the implicit coupling of hydrodynamic and heat structure advancement contains the same
numbe, of nonzero elements as discussed in the previous sections but with some of the elements having
additional terms. In addition. the total set of simultaneous equations includes an equation from each mesh
point of each heat structure attached to the hydrodynamic volumes. The heat conduction equations have
additional terms related to fluid temperatures introduced in the boundary conditions. However, this larger
set of simultaneous equations is solved with only a modest increase in computations compared to the
explicit coupling. This implicit coupling can be used with either the semi-implicit or nearly-imphcit
advancement.

The purpose of the implicit coupling of hydrodynamic and heat structure time advancement 1s to
more accurately model the exchange of energy between the structures and fluid in the volumes, to avoid
numerical instabilities due to explicit coupling, and to achieve reduction of computing time through larger
time steps.

The purpose of the remainder of this section is to show the additional terms added to the
hydrodynamic equations because of the implicit coupling. A complete understanding of the implicit
coupling requires information from Section 4 describing numerical techniques for heat structures,
information from Section 3.3.10 describing heat transfer correlations, and information from Volume IV,
describing relationships between heat transfer from structures, heat added to volumes, and mass transfer
associated with wall heat transfer. Equations (3.1-211) through (3.1-214) fcllow directly from the matenial
in Volume IV
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In previous subsections [see Equations (3.1-4) and (3.1-5)], the quantities, T, Q“,g. and Q. s, which

are related to heat and mass transfer at and near the wall surface, were introduced. These were discussed as
if only one wall surface could be attached to a volume. Similarly to the possibility of muitiple junctions
being connected to the ends of a volume, multiple wall surfaces representing quite different heat transfer
situations can be attached to a volume. Thus the T, Q,,,, and Q¢ quantities involve summations over the

surfaces attached to a volume. Details of the summations are shown in Volume IV.

The previous section combined boiling and condensation in the I, quantity, but showed a difference
in the two situations through the factor € [Equations (3.1-31) and (3.1-32)]. That notation is correct for one
heat structure connected to a volume and relies on the wall surface possibly boiling, or condensing, but not
both simultaneously. With multiple heat structures, some might be boiling and others could be condensing.
Accordingly, boiling mass transfer, I, and condensing mass transfer, I'_, are separated. Thus, the total

mass transfer consists of mass transfer in the bulk flmd (I’ ig) and mass transfer in the boundary layers near
the walls (I', and T'). that 1s,

Fp=Ty+Ty+T, . (3.1-208)

With implicit hydrodynamic and heat structure coupling, some source terms in the mass and eneigy
equations for the semi-impiicit and nearly-implicit scheme become implicit. In the continuity equations,

~nel ~n+ ) i 2
Iy becomes I'y | + I'. . In the vapor energy equations, terms involving T, and Q,,, becomes

“n+l_smn

r“ L hg,l

5N ~ne+l

+TIURT+Qun (3.1-209)

In the liquid energy equations, terms involving I', and Q¢ becomes

=+l

iy ¢ i (3.1-210)

=n+l =n+l

S DA et

Volume IV discusses multiple heat structures connected to hydrodynamic volumes. Summations
over the multiple heat structures that can be connected to hydrodynamic volumes are discussed. After
applying the summations discussed in Volume IV, the wall heat transfer and mass transfer terms can be
written as

~n+l =n#*l =n+l ~an+

R TR € A o PEC IS e PO E el

"’Q:;,(T””-T‘") (3.1-211)

=ne+l =n«+|

Q%' = Qe QA T -1 e (100~ ) e QL (17T
. (F )

“wgp )

(3.1-:212)

W
n
L S
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f-:“ = '::;l = rnb* r,"‘ T"”*T:) rnr{T - 1n)+rwﬂ‘ T"‘“_T:") 31-213
. (3.1-213)
ery (T o)
o [._,,.1 r,, +rn (Tnol T,. rn (.i,.n" Tn‘v*_rn (,,i,\noi T”l)
¢ =Ty st Vgt 31 = '.}* qu\ r\ g/ Tep P T (3.1-214)
+ T\ T -T)

I

The variables T~ 'i':' ', and :I'qn” are given by Equations (3.1-100) through (3.1-102), where T*

is the saturation temperature. When noncondensables are present this T* is based on the partial pressure of
steam [T*(P,)]. Some of the heat transfer terms, when noncondensables are present, use the saturation
temperature based on the total pressure P(= Py + P). In Equations (3.1-211) through (3.1-214), the

saturation temperature based on P, is denoted by T°(Py) and the saturation temperature based on P 1s

denoted by T' (P) . Thus, :T:,"' ' (P) 1s given by

sn+l

LY n \ nb
" (P = Tl(P)+(-1P) R -PE) . (3.1-215)

When the implicit coupling of the hydrodynamics and the heat slabs 1s used, additional terms are
added to some of the terms of the A matrix. For example see Equation (3.1-115). These additional terms

are next shown as additions to the A matrix elements listed in Equat s (3.1-118) through (3.1-141).

.. aT s
Ay = Ay - AUQu + Togghy + Ty bi) 52 - ALIQ,, + Cuphy + Ty g 1;{ (3.1-216)
- . ;, 0T
Ay = Ay-At[Q,,, + Tyhy + T, ] a’u‘i ~AU[Q, + Typhy + Ty he] v, (3.1-217)
. ., aT
Ay = Ay -At[Q, + T h+ r,s,h,]a—j (3.1-218)
f
; aT
Ay = Ay - AL[Q  + Ty + T, hi 1 aP ~AL[Q,,, + T by + T, by 15—}5
- - (3.1-219)
_A‘[Qu;p4 rmlph‘ " rwgphflwlp —At‘Qu‘. +rntlh;+rug( ]d_Plp
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. aT ., oT
Ay = Ay = SUQuTogghy T hil 528 - AIQu-Tuighy-Togsht) S5 (3.1-220)
aT 2
Aw = Au=B1Quy Tl T bi) 35 - A QuTuighyTogsh! 'aL (3.1-221)
Ay = Ay~ BL[Qyy-T =T, bt ]dU (3.1-222)
: .. 0T, . dT,
A'\S = Lh At [le!—rwﬁhg-r-gfh{]b-ﬁ .~ Al[Qu!g ru!;hp + r“”h"-a—};'
T aT (3.1-223)
-A(lelp rufphp rwgp laPIP _At[QuH ruf( £ r hl
dT F
Ay = Ay~ 28T +T, ) =28~ 281 [T + rw%{- (3.1-224)
Ag = Ay~ 28t(T o amr,, +T, 12 (3.1-225)
0= Ay t| wig ¥ usplal_'r-" t wip ¥ \..“.l(-')—U‘g Las
aT
A, = A,1~23|(r,,,+rw1§l—,' (3.1-226)
!
Ay = A-2M[T I 2a0 (T, +T ](}IE
L 45 — =Al wit t u;']é—P l[ + wig! 9P
e ok (3.1-227)
_ZAIII-"V'* r"SP] éF . ) 2At|r\of(" rv»;(] —a$ .

3.1.9 Numerical Solution of Boron Transport Equation

The boron field and its attendant modeling assumptions were discussed in Section 3.1.1.3. Accurate
calculation of the boron field is required to simulate the coupled hydrodynamics and neutron behavior of a
reactor. Recent advances in shock-capturing schemes or the TVD schemes (the oscillation-suppression
strategy of the total-variation diminishing scheme) achieve impressive results for the numerical solution of

the advective transport equations 3.0-19.3.0-203.1-21 Thece schemes use locally varying positive artificial
diffusion or viscosity (first order upwind) to suppress oscillations combined with local negative viscosity

(such as first order downwinding) to compress or steepen the front. Rider and Woodruff*122 reported that
an algorithm using a second-order accurate Godunov method with a highly compressive limiter can
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adequately solve the advective transport equation for solute tracking. This method 15 chosen to solve the
boron transport Equation (3.1-51) because it 1s consistent with RELAPS numencs and 1s applicable to
complex geometry.

A second-order accurate Godunov method to solve the boron transport equation was implemented in
RELAPS/MOD3. The new method significantly improves the results as compared with that using the
tghly diffusive first-order upwind difference previously used.

The equation governing boron transport, Equation (3.1-51), can be rewritten in a control volume (V,
with surface area A as

d
jf&d\" +jp,_\‘,0d.‘3 = 0 (3.1-228)
: ol A o

The use of the second-order accurate Godunov method to solve Equation (3.1-228) is well
documented by Rider and Woodruff. The essential numerics are summarized below

The numerical solution of Equation (3.1-228) can be written as

nel n At a At
Ph. 1 :pt.l’v'A[' - g
!

F -3 F (3.1-229)

1+ 1% jel

A

L

The flux ¥ 1s expressed by

[ ae) pe s \

N ] 2 nl n R 2 nl n R
FI“ - ‘-M \',- (pt[0l+pf‘|4|) + \Y.[ (ph|ol- pl‘]#l) it (3 l’:z()’

n~|

3 l/ LR n ) -
v, =veEglv #V ) (3.1-231)
! ‘ { vAtL

:ul:":l*(%Alj\l"A" ‘Sx (3.1-232)
and

n R n i \/ vAt )
Poje1 = Pt-m'(-‘,A"M H ‘*A—x‘ I'SM . (3.1-233)

& \ M

The cell-centered limited gradient S, 1s given as
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[ n \
| -
|

Sl = ll+91wl)¢(r.l)5,, = (l"'elwqu)‘l'l) P—:—i‘h
\ I

|-

(3.1-234)

Note that both the superbee lLimuter of Roe* 3 @ (1, 1) and anificial compres on>1-24

(1486, 0 ) we introduced. This step is necessary because the number of grid points in modeling the

reactor system tend to be relatively small. It also ensures that the method 1s a TVD scheme 313! The
superbee limiter is defined as

®(r,1) = max (0, min(2r, 1), min(r,2)) (3.1-235)

where

r = -—S—'— (3.1-236)

S'\'I

s = PoL” Pk (3.1-237)
Ax

and
n e n

i Pom— P (3.1-238)

i Ax. , ;

|+

In the artificial compression (1 + 8, @; ), the discontinuity detector 8 1s given as

o, » 11 (3.1-239)
1+ Ir|
) v At
The parameter @ 1s chosen to be a function of the local Courant number v, = e

W =mn (v, 1-vp) (3.1-240)

In modeling a reactor system, there are components contaiming volumes to which multiple junctions
are connected to form a multi-dimensional flow network. The cell-centered limited gradient S, is set to

zero in these volumes and the Godunov scheme reverts to the upwind difference scheme for these
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volumes. The default model for solute tracking is the upwind difference model but the Godunov scheme
can be activated by the user in his input deck.

The above numerical solution is used when the semi-implicit scheme 1s chosen to solve the field
equations. If the nearly-implicit scheme is employed to solve the field equations, the time-step used in the
scheme may be greater than the material Courant limit. A subcycling calculation of the boron transport 1s
implemented for the nearly-implicit scheme. In the method, the boron transport 1s integrated within each
large time step taken by the advancement of the field equations. The time step used in the boron
calculation is limited by the Courant condition. The fluid velocity used in the boron calculation 1s
interpolated from the results of the field equations. The boron transport is calculated in such a fashion such
that solutions of the field equations and boron transport are synchronized in the same large time step.
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3.2 State Relationships

The six-equation model uses five independent state variables with an additional equation for the
noncondensable gas component. The independent vaniables are chosen to be P, ,, Uy, Uy, and X, All the
remaining thermodynamic variables (temperatures, densities, partial pressures, qualities, etc.) are
expressed as functions of these five independent variables. In addition to these vanables, several state
derivatives are needed for some of the linearizations used in the numerical scheme. This section contains
three parts. The first discusses the state property derivatives needed in the numerical scheme. The second
section develops the appropriate derivative formulas for the single component case. The third section does
the same for the two-phase, two-component case

3.2.1 State Equations

To expand the time derivatives of the phasic densities in terms of these independent state variables
using two-term Taylor series expansions, the following derivatives of the phasic densities are needed:

’

ap, dap, ap, (dp Py
(3 (58nr ey (B (55,

n '

The interphase mass and heat transfer models use an implicit (linearized) evaluation of the interphase
temperature potentials Ty - Ty and T, - Ty The quantity T, is the temperature that exists at the phase

interface. For a single-component mixture, we have

.

T, = T%(P) (32-1

where the superscript s denotes a saturation value. In the presc e of a noncondensable mixed with the

steam, we assumeu"

T, = TP (3.2-2)

where P, is the partial pressure of the steam in the gaseous phase. The gaseous phase properties for a two-

component mixture can be described with three independent propemes.3'2'2 In particular, the steam partial
pressure, P, can be expressed as

P, =P, (P. X, Up) (3.2-3)
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Substituting Equation (3.2-3) into Equation (3.2-2) gives the interface temperature, T}, as the desired

function of P, X, and U, * The implicit evaluation of the temperature potential in the numerical scheme
requires the following derivatives of the phasic and interface temperatures:

aT,\ (dT JaT oT,\ (9T, ( ar‘) aT"’ JdT
( 3}_);,)1‘. X, t ﬁ":),.\.' ( a-)_(i),. v ( -875' n.,'(,{-}-ﬁ-:),, ( 9P Ju_x,’ (é—_U:)p X, ( m)p_k‘
If we have a single component, the X, derivatives are zero and
(3T _ |
LTU,);, - g (3.2-4)

since T® 1s only a function of P for this case.

In addition to these derivatives, the basic phasic properties as functions of P, Uy, Uy, and X, are
needed, along with the homogeneous equilibrium sound speed for the cnitical flow model.

The basic properties are calculated from thermodynamic tables™23 that tabulate saturation properies
as a function of temperature, saturation properties as a function of pressure, and single-phase properties as
a function of pressure and temperature. The properties and derivatives in the tables are saturation pressure,
saturation temperature, specific volume (v), specific internal energy, and three phasic derivatives, the
isobaric thermal expansion coefficient (), the isothermal compressibility (x), and the specific heat at
constant pressure (C,).

3.2.2 Single-Component, Two-Phase Mixture

For the purposes of this manual, a single-component. two-phase mixture is referred to as Case 1.
Case 1 is straightforward. Liquid properties are obtained from the steam tables, given P and Uy. All the

desired density and temperature derivatives can then be obtained from xg. B, and Cp,.u" The desired
derivatives are given as

9P, ' v, 1\,
—— B | cnmsee—— - 7-§
(, an), [cpf o)V (3.2-5)
aT, |
) S\ —vBpP 2,
(aU, Jp (cp, -vpP) (3.2-6)

a. The properties p, and T, could have initially been written with P, X, Ug as the independent arguments
Equation (3.2-3) would then be used to write p; and Ty, with P. Xy and U, as the independent variables
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apf CngIK( o Tr (Ufﬁf) y 2

(§FJM‘ [ C,—vppP /Y (3.2-7)
dT, [ Pux, - v B, )

( ap )u, = UC, - BP ) ' (3.2-8)

Parallel formulae hoid for the vapor phase, with P and U, as the independent variables.

The on'y nonstandard feature involved in the evaluation of the formulae in Equations (3 2-5) through
(3.2-8) is the calculation of v, T, x, B, and C;, if the steam is subcooled or the liquid is superheated, 1.e.,
metastable states. A constant pressure extrapolation from the saturation state is used for the temperature
and specific volume for metastable states. Using the first two terms of a Taylor senes, this gives

1

- (U~ U"(P) ] (329
C,(P) -Pv' (P)B'(P)

T=T(P) +

v=v' (P)+ V' (P)B(P) [T-T(P)] . (3.2-10)

In these Equations, (3.2-9) and (3.2-10), the argument P indicates a saturation value.

To obtain the properties §, . and C, corresponding to the extrapolated v and T, the extrapolation
formulas are differentiated. Taking definitions and the appropriate derivatives of Equation (3.2-9) and
(3.2-10) gives

ch U Jv
CV(P.T)A(a_T)r-(a-T)p*‘P(ﬁ)p-Cp(P) (3.2-11)
1{av) _ v(P)B(P) 32
BR.DALF) = S5 (3.2-12)
vy oy x(P)
(P, T) U\BP)1 = {v(P) + [T’T(p)]U(P)B('P)}u(P.T)

(3.2-13)

—rTJHPHu<m[ﬂ%§l+W(m9%%2}m(aT).

Equation (3.2-11) shows that the extrapolated C, is equal to the saturation value C,(P). Equation
(3.2-12) gives the extrapolated B as a function of the saturation properties and the extrapolated v. Equation
(3.2-13) gives the extrapolated x as a function of the extrapolated properties and saturation properties. The
extrapolated x in Equation (3.2-13) involves a change of saturation properties along the saturation line. In
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dp (P) : ‘ :
particular, -Ed(T— involves a second derivative of specific volume. Since no second-order denvatives are

available from the steam property tables, this term was approximated for the vapor phase by assuming that
the fluid behaves as an ideal gas With this assumption, the last term in Equation (3.2-13) vamishes and the
appropnate formula for the vapor phase X is

- - 2 ‘,—
xg(l’. Tg)—xg(P» (3.2-14)

where Equation (3.2-10) has been used to simphfy the results.

For the liquid phase extrapolation (superheated liquid), only the specific volume correction factor in
Equation (3.2-13) was retained, 1€,

v (P)x, (P)

(3.2-15)
v (P.T)

k(P T) =

The homogeneous equilibrium sound speed (a) for a two-phase mixture is calculated from standard
formulas (see Volume IV) using the appropriate saturation values for T, v, X, 3 and C, The sound speed

formula

» o dP'Y o [Cop, odP'( WdP' o
' =“(—'f)"(x‘[7rﬁ‘!+“FETL“¥ET' 3““)}
] (3.2-16)
1 Coe AP AP o
+(1-X) [}2\5 ¥ Usﬁ( %“aT " :Br) f
1s used, where from Clapeyron’s equation
b h, - h;
d—i-)- = ——;—L‘—-—L-\— (3.2-17)
dT 1" (v} -vp)
v o= X0+ (1-X ), (3.2-18)
and X, 1s the equilibrium quality, which is given by
¥ » (ap U; + ap Uy - Uy (3.2-19)

e

U, -,
The sound speed, a, for both single-phase liquid and single-phase vapor is given by
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(3.2-20)

and the thermodynamic variables are either liquid or vapor quantities, depending on the phase present.
3.2.3 Two-Component, Two-Phase Mixture

This case 1s referred to as Case 2. The liquid phasic properties and derivatives are calculated in
exactly the same manner as described in Case 1 (see Section 3.2.2); we assume that the noncondensable
component is present only in the gaseous phase.

The properties for the gaseous phase are calculated assuming a modified Cibbs-Dalton mixture of
steam (real gas from steam table data) and an idea. noncondensable gas. The modified Gibbs-Dalton
mixture 1s based upon the following assumptions:

N
P,= 3P, (32-21)
t= ]
P=P,+P (3.2-22)
U, = XUy + (1 - XU (3.2-23)
v, = X, u, = (1-X)v, (3.2-24)

where P, and P, are the partial pressures of the steam and the individual noncondensable components,
respectively. The internal energies, Uy, U,. and the specific volumes, v , v, , aie evaluated at the gas

temperature and the respective partial pressures. The vapor properties are obtained from the steam tables,
and the noncondensable state equations are

P,v, = R,T, (3.2-25)
and

lc,1,+1, T,<T,
U, = (3.2-26)

n

CT, 43D (T,-T)'+U,  T.2T
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where
N
R, = Y RX, (3.2-27)
i=|
N
g = 3 C,..X, (3.2-28)
p=
N
D, = Y D, .X, (3.2-29)
N
L‘() - Z‘Jo mxm (32‘30)
sl
T, = 250 K (3.2-31)

Table 3.2-1 lists the values used by the code for Ry, Cg i Do e and Uy, in S1 units. The values for
R,, are given as the universal gas constant 8314.3 J/kmole-K divided by the molecular weight (Kmole-kg).
C, i 18 the ideal specific heat at constant volume, i.e., Cg o = 1.5 R, for a monatomic gas, and C, ,; = 2.5
R,, for a diatomic gas. The temperature T, 1 the upper limit at which the ideal specific heat is no longer
applicable, and the higher order effects have to be taken into account. The values of D, and U, ,,; are

obtained by least-squares fitting to the data reported by Rcynoldss'z’s for 250 Kto 700 K

Table 3.2-1 Values of R, C;, . Dy i and Uy, ; for various noncondensable gases.

Noncondensatle Ry Couni Dy.ni Ug ni
Gas (J/kgeK) (J/kgeK) (J/kgeK?) (J/kg)
Helium 8314.3/ 3115.839 0.003455924 13256.44

4.002598
Hydrogen 8314.3/2.01593 10310.75 0.522573 182783 .4
Nitrogen 83143/ 7419764 0.1184518 145725 884
28.01403
Krypton 8314.3/ 83.800 148.824 0.0035 122666.5
Xenon 8314.3/131.300 94 9084 0.0035 12266€.5
Alr 8314.3/28 963 715.0 0.10329037 158990.52
Argon 8314.3/39 948 312.192 0.003517 122666.5 .
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Given P, Uy, and X, we must solve Equations (3.2-21) through (3.2-24) implicitly to find the state
of the gaseous phase. If Equation (3.2-22) is used to eliminate P,, and Equation (3.2-25) 1s used for v,
Equations (3.2-23) and (3.2-24) can be wnitten as

(1- XU, + XUy [TgUy Py - U =0 (3.2-32)
and
A-x) [l PIPT b by _xRP =0 (3.2-33

If P, Uy, and X, are known, Equations (3.2-32) and (3.2-33) implicitly determine U, and P,.

[Equation (3.2-24) was divided by the temperature and multiplied by the partial pressures to obtain
Equation (3.2-33) ]

To obtain the derivatives needed in the numerical scheme, we must evaluate the derivatives of Uy
and P, with respect to P, Uy, and X, These derivatives can be obtained from Equations (3.2-32) and (3 2-
33) by the use of the chain rule and implicit differentiation. For example, taking the derivative of
Equations (3.2-32) and (3.2-33) with respect to P [recall that P, = P(P.U, X)) and U, = U (PUg Xp)), we
obtain

, (dU, \/aT,\ (dU,\/ 9T, (dP,"
)\n-——f) e I—AXn+Xn5——")[-—;E ] -
(, ch,( 3Py \aT N3 i Jp. i ( T )l',v-\'. ; 0 ity
-X,R, - (1-X )R, TERM2 (E)U\\, -(1-X,)R,
+ TERM1 P Ju,x,

as a hinear system of two equations determining
"dP, (dU,
(\})T: )L, el (55 )L‘

In Equation (3.2-34),

Pu

= it 3

R, T (3.2-35)

is the equivalent gas constant for the steam vapor,
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" h 1 1/9v,) 1 (9T,

s = " sove S :—: et o :—j 2‘
TERMI1 = (1 xn)P"R,[P!-vU’[ %), F( 7 ')C] (3.2-36)
and

1({0v,) 1 /0T
Y - FE oo § Q& Qi 32-37
TERM2 = (1 X")P"R‘[U‘( 5 ), T,Ldu,)p] (32-37)

To obtain the derivatives of P, and U, with respect to U, and X, we repeat the above development
taking derivatives of Equations (3.2-32) and (3.2-33) with respect to U, and X, In each case, linear

equations parallel to those in Equation (3.2-34) are obtained. In fact, the left side matrix is exactly the
same, and the rght side vector changes.

Having obtained all the derivatives of P, and Uy, it is relatively easy to obtain the derivatives needed
for the gaseous phase. From the chain rule, we have

oT, 3T, (P, (dT,) (U, ]
[3—*})&» I (Iﬁ;‘)l t })F)L N *\ﬁ-)v(ﬁ)t " (3.2-38)

JT ‘9T,\ (9P, aT,\ (oU,"
(;‘;if)“=(ﬁf|l(§ﬁg]“+(5ﬁua—qn“ (3.2-39)
aT, (aT,\ ( oP, aT,\ (dU,)
(533)? u \.ﬁjlv(3‘;?-",}““'(&75‘],,_(5)?“)“‘ (3.2-40)
where

are the standard phasic derivatives for the vapor phase. Equations (3.2-38) through (3.2-40) give all the
desired gaseous temperature derivatives. The interface temperature derivatives are obtaned from
Clapeyron's equation and the known P, denivatives, 1e.,

(1) . ‘11'(‘15) (3.2-41)
\dP /u.x, = dP\ 9P /u,x, 3.&

La’rl - dT,( aP 39.42
a‘c/'.x _d ‘\é-t'—!:}px (3.2-42)
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(BT,) dT,(’ 9P, i
B em— m— o
X Jpu = APAIX. s 0, wrlinic

where dT/dP, 1s given by the reciprocal of Equation (3.2-17)

The derivatives of the densities can be obtained from v, = X, v, or Vg = (1 - X;)) Vg, as these two

formulae for the gaseous specific volume are equivalent [see Equation (3.2-24)]. A symmetric formula can
be obtained by eliminating X, from the above two formulae, giving

o bl (3.2-44)

"
v, +Y,

Using Equation (3.2-44), we have for the denivatives of pwith respect to -

¢ dv, dv,
(%%)u,x . _:}i(%}l,x,_é(%)t X, (3.3-49)

Similar formulas are obtained when either Uy or X, is the independent variable. The partial

derivatives on the right side of Equation (3.2-45) are obtained from formulae exactly parallel to those in
Equations (3.2-38) through (3.2-40) with T, replaced by v, or v, When taking the derivatives of v,

remember that

R, T (P,v)
v, = —n—ét-P——— (3.2-46)

Hence, an additional term appears in Equation (3.2-38) due to the direct dependence of v, on P.

The homogeneous equilibrium sound speed (a) for a noncondensable-steam-water mixture g2

taken from

2 U:
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du N or, . 1 ) ‘_{f_a

( 5”) - x ) ’lxnbn[( ﬁ"P' + Kn )( a J X, Kn] 4 x\Us[ B’P" Ks )( P J3 X }
) ) (3.2-48)
. 1 {dP oX, )
+Xy\n[8:§7‘\§‘) ‘Kf] v *Ut)("?/ls %,
p oo 0P ol S5 (3.2-49)
T (v, =) v~ v,
Equation (3.2-48) 1s similar to Equation (18) in Reference 3.2-2, where the relation

(&) - _‘_(‘Zf_) (3.2-50)

dP/s.x, P’\oP/sx

" .

is used. Equation (3.2-49) is the inverse of Equation (22) (Clausius-Clapeyron relation) in Reference 3.2-

d X .
2. The quantities ( 5'-)- | and ( ‘2}_ 1 _ in Equation (3.2-48) are obtained from the following matrix

P /s x dP /s x
equation
r ) . .
KXo, B,-Xv B S,-8, (ap‘) § .
) : P . & X
+ l [ ( chpn » XSL e XfCNT ] dP - uan ! 'vaf
P . = (3.2-51)
o . { 1Y s o felal [ oX, L Xk,
)\,.U,,(‘ K, + B"P\ |+ )\\u’[\ K, B‘P ) v, L\ B }5 N i

Equation (3.2-51) is from the first and third equations in Equation (19) in Reference 3.2-2, where
Equation (3.2-50) is used as well as

R, = Ry, = X0, . (3.2-52)

In the above formulae, X,, X,, )‘(g. and X, are, respectively, mass qualities for steam,
noncondensable, gas, and liquid based on the total mixture mass; X, and X, are the mass qualities for
steam and noncondensable based on the gas mixture mass. Thus, their definitions are

. G — (3.2-53)
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X, = i (3.2-54)
M +M +M,

Ky =X = M;":‘h;,.hf»"M, 3 M::EM, el

R » M,+31+M, ’ M:‘:'Mf (A3

X = M‘T'Mn (3.2-57)

The liquid properties and derivatives are obtained as above for Case 1. To obtain the gaseous
properties, Equations (3.2-32) and (3.2-33) must be solved iteratively. A global Newton iteration in two

variables is used *2*® The iteration variables are P, and U,. The steam table subroutine is called once

during each iteration to obtain all the needed steam vapor properties, and Equations (3.2-25) and ( 3.2-26)
are used to obtain the air properties. Once the iteration has converged, the gaseous properties are
determined from the formulas in this section.

The transport properties phasic viscosities pg, Hy, phasic thermal conductivities k. ky, and surface
tension © are evaluated as functions of the local thermodynamic properties. Correlations from ASME323
and Schmidt>*7 are used for steam and liquid water. The presence of noncondensables in the vapor phase

are accounted for by using Wilke's semi-empirical formula®#8 for Hg. and by using Mason and Saxena’s

analogous method™#* (with approved modification by Bird, Stewart, and Lightfootu'w) for kg.

Evaluation of the sound speed formulas at the saturated equilibrium state requires a second iteration.
To avoid this extra iteration, the sound speed formulas were evaluated using the nonequilibrium state
properties.

3.2.4 References

3.2-1. ). G. Collier, Convective Boiling and Condensation, 2nd Edition, New York: McGraw-Hill,
1981.

32-2. V. H Ransom and J. A. Trapp, “Sound Speed Models for a Noncondensable Gas-Steam-Water
Mixture,” Proceedings Japan-U.S. Seminar on Two-Phase Flow Dynamics, Lake Placid, NY.
July 29-August 3, 1984,

9

o
'

a2

American Society of Mechanical Engineers, Thermodynamic ard Transport Properties of Steam,
United Engineering Center, 345 East 45th Street, New York, NY, 1967.
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. 3.3 Constitutive Models

The constitutive relations include models for defining flow regimes and flow-regime-related models
for interphase drag and shear, the coefficient of virtual mass, wall friction, wall heat transfer, and
interphase heat and mass transfer. Heat transfer regimes are defined and used for wall heat transfer. For the
virtual mass, a formula based on the void fraction 1s used.

In RELAPS/MOD?2, all constitutive relations were evaluated using volume-centered conditions;
junction parameters, such as interfacial friction coefficients, were obtained as volume-weighted averages
of the volume-centered values in the volumes on either side of a junction. The procedure for obtaining
junction parameters as averages of volume parameters was adequate when the volumes on either side of a
junction were in the same flow regime and the volume parameters were obtained using the same flow
regime map (1 €., both volumes were horizontal volumes or both volumes were vertical volumes).
Problems were encountered when connecting horizontal volumes to vertical volumes.

These problems have been eliminated in RELAPS/MOD3 by computing the junction interfacial
fricion coefficient using junction properties so that the interfacial friction coefficient would be consistent
with the state of the fluid being transported through the junction. The approach has been used successfully
in the TRAC-B code 331332 The independent variables in the flow regime maps for the volumes and
junctions are somewhat different as a result of the finite-difference scheme and staggered mesh used in the
numerical scheme.

The volume and junction flow regime maps will be discussed separately, followed by a discussion of
the interphase drag and shear, coefficient of virtual mass, wall friction, wall heat transfer models, and
interphase heat and mass transfer

The volume map is based on volume quantities. It is used for interphase heat and mass transfer, wall
friction, and wall heat transfer. The constitutive relations, in general, include flow regime effects for which

simplified mapping techniques have been developed to control the use of constitutive relation correlations

The flow regime maps are based on the work of Taitel and Dukler’>3334 4n [ghjj 3-3-5.33-63.3-7

Taitel and Dukler have simplified flow regime classifications and developed semi-empirical relations
to describe flow regime transitions. However, some of their transition criteria are quite complex, and
further simplification has been carned out in order to efficiently apply these critenna in RELAPS. In

addition, post-critical heat flux (CHF) regimes as suggested by Ishii*** are included.

Four flow regime maps are used. a horizontal map for flow in pipes, a vertical map for flow in pipes
and bundles, a high mixing map for flow in pumps, and an ECC mixer map

3.3.1 Vertical Voiume Flow Regime Map

The vertical flow regime map (for both up and down flow) is for volumes whose elevation angle ¢ is
such that 45 < 9! < 90 degrees. This map is mod=led as nine regimes--four for pre-CHF heat transfer, four
for post-CHF heat transfer, and one for vertical stratification. For pre-CHF heat transfer, the regimes
modeled are the bubbly, slug, annular mist, and must-pre-CHF regimes. Formulations for the first three
regimes were utilized by Vince and Lahey™® to analyze their data. The mist-pre-CHF regime was added

' for smoothness. For post-CHF heat transfer, the bubbly. slug, and annular mist regimes are transformed to

the inverted annular, inverted slug, and mist regimes, respectively, as suggested by Ishn 335 The mist-
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post-CHF regime was added for symmetry with the mist-pre-CHF regime The mist flow regimes consist
of pure droplet flow where all of the available liquid is assumed b to be entrained and there 1s no hquid
film on the wall. Unheated components are also modeled, utilizing the pre-CHF map. A schematic
representing the pre-CHF. post-CHF, and transition regimes of the vertical flow regime map 1s shown in
Figure 3.3-1. The schematic is three-dimensional, to illustrate flow regime transitions as functions of void

fraction @, average mixture velocity vy, and boiling regime (pre-CHF, transition, and post-drvout) where

G
Vy = (3.3-1)
pm
Gvr- - uppglvgl + (llp1|\!{ ‘1 3’:’
pm » (l[p“ + (lQp! '3 }‘3’

The map conststs of bubbly, slug, annular mist, and dispersed (droplet or mist) flows in the pre-CHF
regime; inverted annular, inverted slug, and dispersed (droplet or mist) flows in post-dryout; and vertically
stratified for sufficiently low mixture velocity v, Transition regions provided in the code are shown. The
flow regime identifiers which appear in the printed output is shown for each of the regimes. The criteria for
defining the boundaries for transition from one regime to another are giv . by the following correlations.

Post-dryout r:n\;leu ¢ /iaN// Inverted Mist >
________ IAN ISL siug (ISL) (MST) /=
. / v ISL-
Transition / BBY/IAN# ISL-#/ 11 #/SLG/ 4 ANM/MS
_____ SLG ANM
Bubbly Slug SLG// Annular /&
-3 (BBY) (SLG) ANM /mist (ANM) /=
Unstratified V
/) ;
: y, Jrnsition 2 /A////// i
Increasing Vertically stratified (VST) ég"
o &
e aps Gpg  Osa aam O

.
Increasing @,

Figure 3.3-1 Schematic of vertical flow regime map with hatchings indicating transitions
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For the bubbly to slug transition, Taitel and Dukler?3-33.34 suggested that bubbly flow may not

exist in tubes of small diameter where the rise velocity of small bubbles exceeds that of Taylor bubbles.

The small bubble rise velocity is given by the correlation®*4

" 172 2 o 174
vo u 153 28] o 1s3[BR000Y (3.3-4)
Dp; P

and the Taylor bubble rise velocity 1s given by the correlation”>"?

k 2 D - J 172 '
vo = 035D [ 27" = 035[82 PP ] (3.3-5)
o Dp, Py

(Note: in Re.crence 3.3-4, g - p, is approximated as py. see also Reference 3.3-6 and Reference
3.3-10.) Accordingly, the limiting tube diameter allowing the presence of bubbly flow is

D" 219.11 (3.3-6)
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