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R. B. Landsman, DRP
. F. Schapker, DRS
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Approved By: ﬂ%\p c\alqz
Rolf AlMestberg, D TR

Tegm Leader
Approved By: . N. ¢ Nt 1/47/"1«
Ronald N. Gardner, Chief Date:

Plant Systems Section

Special Augmented Inspection Team (AIT) inspectior conducted
in response to the circulating water pipe break event at Perry Nuclear Power
Plant on December 22, 1991. The review included validation of the sequence of
events, determination of the root cause for the pipe break and equipment
failures during the event, review of the circulating water system’s
performance and maintenance history, evaluation of operator response to the
event, evaluation of the effects of flooding, evaluation of the licensee’s
event classification and reperting, and evaluation of the licensee’s
corrective actiens,

Results: No violations or deviations were identified in any of the areas
inspected. No significant operational safety parameters were approached or
exceeded. The AIT concluded that the root cause of the failure was inadequate
design of a support adjacent to the au.iliary circulating water system pipe
elbow that failed. The licensee did not implement recommendations in a 1982
consultant’s report relative to the repair and modification of this pipe



EEPEp— e e e — b i et e R A e

support. Instead, a temporary repair was made to address problems experienced
during construction and was allowed to become a vermaneni modification without
adequate design analysis. The specific failure mechanism involved a loosening
of the pipe support anchor bolts which, in turn, permitted excessive movement
of the fiberglass circulating water pipe elbow. Potential contributors to
failure may also have been a manufacturing flaw which existed in the
fiberglass elbow or an incorrectly installed fiberglass pipe splice.
Catastrophic failure of the pipe prevented drawing definitive conclusions on
this point.

The team concluded that the operators safely respcnded to a challenging plant
event and that their actions were indicative of a strong knowledge of plant
systems and procedures.

Licensee recovery from this event was thorough. Corrective actions were
generally good; however, modificaticns made to correct pipe support design
deficiencies were not adequately evaluated. Inadequate consideration was
given to the long-term affects of the dynamic forces on the fiberglass piping
and pipe supports which had led to the recent failures. In rezponse to NRC
concerns, the licensee committed to perform a more rigor s piping analysis
and special monitoring of the affected piping.



1.0 Intiroduction

1.1 Event Summary

On December 22, 1991, at 1:50 am, a 36 inch fiberglass pipe carrying
circulating water from the cooling towers to the auxiliary condenser broke at
the point where the pipe exits the ground, makes a 90° bend, and transitions
from fiberglass to steel. It was located outside the plant in the North plant
yard approximately 20 feet from the turbine building heater bay. Water from
the pipe break entered the plant via electrical conduit which originated in
manholes 1n the transformer yard and caused some minor flooding (up to 6
inches) of areas inside the plant. The leak was subsequently stopped when
operators secured the pumps to the broken 1ine., Reactor operators manually
scrammed the reactor from 100 % power at 2:00 am. An Alert was declared under
the plant’s emergency plan at 2:59 am due to ground water in the heater bay
being above the 590 foot level. The plant was placed in cold shutdown and the
Alert was terminated on December 22, 1991, at 11:04 am,
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The resident inspectors responded to the event. A subsequent review by the
residents and licensee personnel indicated that no safety related equipment
was affccted by the floeding. Some non-safety related equipment such as
lighting and radiation monitoring was affected. No water was observed in
rooms containing Emergency Core Cooling System (ECCS) Equipment., Some
radioactive contamination of basement floor areas in the auxiliary and
intermediate buildings resulted from floor drains backing-up.

1.2 AlT Formation

Region I11 staffed the Incident Response Center (IRC) and headquarters
personnel monitored the event. Senior NRC managers determined that an
Augmented Inspection Team (AIT) was warranted to gather information on the
auxiliary circulating water pipe break and othe- equipment failures which
occurred during the event. On Sunday, December 22, 1991, an AlT was formed
consisting of the following personnel:

Team Leader: R. A. Westberg, Team Leader, Plant Systems Section,
Division of Reactor Sa‘ety
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Team Members: A.Piago1. NRC Resident Inspeccor, Perry Nucle.r Power
ant

J. H. Neisler, Reactor {nspector - Electrical, Plant
Systems Section

J. F. Schapker, Reactor Inspector - Mechanical,
Materials and Processes Section

R. B. Landsman, Reactor Inspector, Division of Reactor
Projects

J. E. Tatum, Senior Reactor Inspector,
Ofice of Nuclear Reactor Regulation

The team leader and three of the team members arrived on site during the
afternoon of December 22, 1991. The full team was on site the morning of
December 23, 1991. In parallel with formation of the AIT, RIII issued a
Confirmatory Action L¢ ‘ter (CAL) (attachment 1) on December 24, 1991, which
confirmed certain actions in support of the team and established conditions
required to be met prior to the restart of the plant.

1.3 ALT Charter

A chiiter was formulated for the AIT and transmitted from E£. G. Greenman to
R. A. Westberyg on December 24, 1991, (attachment 2) with copies to appropriate
EDO, NRR, AEOD, and RIII personnel.

The AlT was terminated on Sunday December 29, 199].

2.0 Description of the Event
2.1 System Description

The purpose of the Circulating Water System (N71) is to remove waste heat from
the Main and Auxiliary Condensers and to dissipate heat to the environment.
The N71 system is a closed loop system consisting of one natural-draft cooling
tower, the main and auxiliary condensers, three circulating water pumps, a
mechanical cleaning system, a water box drain tank and pump, and various
valves required to operate the system. Makeup water for wind losses,
evaporation, and losses due to blowdown is obtained from the service water
system (P41) at a rate of approximately 16,000 to 23,300 gallons per minute
(GPM) . s

The flow path for the N71 system is from the cooling tower basin through a set
of fixed screens to the suction of the circulating water pumps. The pumps
discharge water through a 12-foot diameter pipe to the main condensers. The
auxiliary condensers get their supply from a 36 inch pipe which taps off the
main pipe. From the condensers, water flows out to the cooling tower where it
cascades through a set of baffles, is cooled by the air flow, and returns o
the cooling tower bazin.
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2.2 Sequence of fvents

At 1:38 am on December 22, 1991, reactor power was increased from 99 % to

100 % upon completion of weekly surveillance No. SVI-N31-T1151. At 1:52 am,
Annunciator No, 1HI13-PB70 was received for low circulating water suction
chamber level. At 1:54 am, the Secondary Alarm Station (SAS) informed the
control room that the motor and diesel fire pumps had auto started and that
the start-up transformer deluge system had initiated. SAS also reported that
@ lar¥e vapor cloud had been spotted in the vicinity of the Unit 1 start-Up
transformer. At 1:57 am, control room personnel observed that the cooling
tower basin level was rapid1{ decreasing and that pump ampere and discharge
pressure readings were oscillating considerably for all N71 pumps. A rapidly
degrading vacuum in the "A" auxiliary condenser was also noted at this time.

At 2:00 am, the control room unit supervisor ordered a decrease in reactor
power to 80 % via reduction in reactor recirculation system flow hoping that
the “A” auxiliary condenser could be isolated; howcver, control room personnel
soon noted that vacuum was also decreasing in the "B” auxiliary condenser. At
this time, plant personnel began contacting the control room with reports of
large amounts of water in the transformer yard and turbine building. After
observing a continued rapid decreasc in cooling tower basin level and severe
oscillations in circulating pump amperes and discharge pressure, the unit
supervisor declare entrance into 101-8 (Shutdown by Manual Scram). Reactor
vessel core flow was reduced to 52 Mibm/hr and a manual scram was initiated at
2:05 am. Procedure No. PEI-B13 (RPV Control) was entered when water vessel
level dropped to level 3, or 178 inches abuve the active fuel. This level
causes a reactor scram signal, isolation of Residual Heat Removal (RHR)
shutdown cooling, and run-back of the reactor recirculating p.aps to slow
speed (at this point in time, the reactor was already scrammed, RHR was in the
suppression poo! cooling mode, and one recirculating pump was off; the other
was already in slow speed).

At approximately 2:10 am, a plant operator reported to the control rcom that a
massive leak existed at the 36 inch circulating water inlet to tl heater bay
at the 620 foot level. As a result, the Unit supervisor ordered the “A" and
"B" circulating water pumps secured. In accordance with Procedure No. PEl-13,
reactor pressure was being controlled by opening the steam bypass valves,
These valves were used until the reactor pressure had decreased to
approximately 700 psig. At 2:24 am, the outboard Main Steam Isolation Valves
(MSIVs) were closed because of the imminent complete loss of condenser vacuum.
The “C” circulating water pump was also secured, Reactor pressure control was
then transferred to the Safety Relief Valves (SRVs).

&n ALERT was declared at 2:59 am by the on duty Shift Supervisor (SS) based on
the then current plant conditions, the loss of the N71 system due to the pipe
rupture, and the flooding in the Intermediate Building, Auxiliary Building and
the Turbine Building heater bay.

From 2:22 am to 6:57 am, 50 individual manual SRV cyclings occurred. Reactor
Core Isolation Cooling (RCIC) was used from 2:25 am to 2:35 am to augment the
SRV pressure control. As a result of the above actions, reactor



pressure was reduced from 674 psig to 128 psig. Head spray was then used to
continue deceasing reactor pressure,

Both Residual Heat Removal (RHR) pumps “A" and “C* were operating in the
suppression ?ool cooling mode for all of the SRV cyclings. The "A" RHR pump
was zventually shifted from suppression pool to shutdown cooling at 7:37 am to
assist in Reactor Pressure Vessel (RPV) cooldown.

The Motor Driven feed Pump (MFP) and RCIC were used for reactor level control
for mnst of the transient. The MFP subsequently failed to restart after its
15th level 8 (219 inches above active fuel) trip at 3:59 am. Llevel 8 also
causes a scram signal if the mode switch is in the “run position”, closure of
the RCIC turbine steam supply and the HPCS injection valves, and trips of the
MFP, reactor feedpump turbine, and the main turbine. RCIC was then started
for level control at 4:04 am. (Note: At 2:08 am, RCIC was manually initiated
and injected to the vessel for approximately 1 minute before subsequently
tripping on level 8. RCIC was not used for level control again until the MFP
failed.) Reactor level cycled to greater than level 8 nineteen times during
the RPV cooldown due to void formation and collapse following SRV cyclings.
Once reactor pressure had been reduced to less than 350 psig, a reactor feed
booster pump was placed on the low flow controller to control reactor vessel
level. Threoughout the remainder of the transient, RCIC was used for pressure
control.

At 11:5]1 am, on December 22, 1991, the Alert was terminated and a recovery
phase entered.

2.3 Precursors to The Event

At the time of the event, approximately 1:50 am, on December 22, 1991, the
only plant transient in progress was a reactor power increase from 99% to 100%
power, which had no impact on the N71 system. Prior to the event, no other
plant evolutions involving the N71 system were in progress. The N71 system
had been operated steady state, with no circulating water pump shifts since
wovember 24, 1991. Based on the team’'s review of plant logs and interviews
with operators, no ongoing activities which could have been precursors to the
nipe rupture event were identified.

2.4 Operator Response

To determine what actions the operators took in response to the event and the
suitablility of these actions, the team reviewed plant logs, the Post Scram
Restart Report (1-91-2), appropriate plant emergency and off-norma)
procedures, and interviewed the operators involved in the event,

On Decembar 22, 1991, prior to the event, the operators were performing
routine functions with no major evolutions or plant transients in progress.
The initial event information that the operators noted were the following
alarms and indicators:

() Process computer alarm - Circ. Water Pump A, B, C Outlet Pressure
Low
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o Annunciator No. IH13-PB70 - Circ. Water Pump Suction Chamber (ow

0 SAS report from F&S Computer - Motor and Diesel Firepumps start,
Unit 1 Startup Transformer Deluge

The initial alarms associated with the N7]1 system were not considered unusual.
These alarms can be caused by high winds or sluggish reaction of the cooling
tower makeup valves (Note: The previous weekend, the plant experienced high
winds which caused spurious alarms related to the cooling tower basin),

The report concerning the startup transformer deluge was initially thought to
be a separate problem. The SS dispatched plant operators to investigate the
cause for the deluge. An operator reported back that there was a large water
leak in the vicinity of the Unit 1 Turbine Building heater bay adjacent to the
transformer yard.

With reports of a large leak and observation that the level of the cooling
tower basin was decreasing, the S5 surmised that there was a leak in the N7I
system. The initial action taken was to try to isolate the leak; but, after
receivin? updated information from the field that the break was at the N7)
water inlet to the Auxiliary Condensers, the SS made a decision that the leax
was not isolatable,

Realizing that loss of the main condenser as a heat sink was imminent, the $S
ordered a fast reactor shutdown. The reactor was scrammed approximately 1§
minutes after the ri st indication of a N71 problem. After the scram,
subsequent actions taken included shutting down all but one of the circulating
water pumps, establishing suppression pool cooling, transferring pressure
control to SRVs, securing the remaining circulating water pump, and shutting
the MSIVs. The deluge on the startup transformer was also secured after
varifying that there was no fire. These actions ensured stability of the
reactor pressure control prior to the loss of the normal heat sink,
established the support systems to handle SRV actuation so that containment
design parameters were not challenged, isolated the motive force of the leak,
isolated the main steam supply to the main condenser which had no cooling
vacuum, and removed an unnecessary challenge to the reliability of the off-
site power supply (deluge of the startup transformer).

Once the MSIVs were shut, the operators utilizea the SRVs, RCIC and the MFP
for reactor level/pressure control during the plant cooldown. While utilizing
the SRVs for pressure control, the plant experienced six level 3 actuations
and 19 level 8 actuations. Each of the level 8 actuations led to a trip of
the MFP. These level actus*icns were caused by the shrink and swell effect on
the reactor vessel as the SRVs actuated. In discussions with the plant
operators, the team surmised that the shrink and swell were expected but that
the magnitude of the level change was larger that expected.

Factors affecting the magnitude of level changes include:

0 The length of time the SRV is open, which for a given decay rate
determines the magnitude of the pressure change.
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Maintenance personnel inspected breaker L1006 and determined that the closing
spring was not charged, further investigation revealed that a defective
control relay prevented the charqing motor from charging the closing spring.
The co?trol relay was replaccd and breaker L1006 tested to verify its proper
uperation,

The failure of the bus transfer was not & result of the pipe break event since
the transfer would have “ "“ed to occur the next time an automatic transfer
from the auxiliary trans. v to the start up transformer was inftiated.

3.3.3 Damage Assessment Due To Repeated Starts of MFp

The MEP breaker was s7t in the AUTO start mode at the time of the event. When
the turkine driven feed pumps trip, the MFP will star{ and feed water into the
reactor vessel until the vessel hijyh level trip signal stops the pump. When
the high .vel alarm clears, the o;orutor can reset the trip sigral and the
pump will outonatic;lI; restart. The MFP then ran from 1 to 20 minutes
rcpoattngnthe cycle. This trip-reset action occurred 15 times in less than 2
hours . the 16th trip reset, tho MFP did not automatically start due to
fatlure of the electrical breaker.

The licensee contacted the motor manufacturer’'s representative who stated that
the motor had exceeded the recommended 2 hot starts. It was recommended that
the motor be meggered and if the megger readings were acceptable, and the
running motor had no unusual nofses, “he motor be considered acceptable for
continuous operation,

The licenses meggered the mitor uindsngs and recorded a reading of 10,000
megohms which exceeds the manufacturer’'s and 1EEE-43-1974 minimum requirements
of 14 ohms. The MEP motor showed no signed of damage due to the excessive
number of hot starts. The licensee plans to do vibration testing of this
motor upon restart to further assure that there was no damage during the
event.

The lTicensee’s engineering review of the breaker control logic did an reveal
any anomalies that would expiain the breaker's failure to close on t . 16th
close actuation, Licensee maintenance personnel cycied the breake* using
circult breaker testing equipment. The breaker operated satisfactorily. The
breaker was then disassembled and the contacts inspected per manufacturer’'s
instructions The breaker was reassembled, returned to its switchgear cubicle
and operated several times in the test position. No root cause of the breaker
failure to close has been determined. The (icensee will monitor the breaker
opers ‘an during MFP testing at plant restart,

The 'm concluded that the must probable cause of the breaker failure were
cumul av.ve heating effects caused by the reneated motor starts., The team also
conc’uded that the failure of the pump to start on the 16th try was not safety
significant because the plant still had RCIC ano MPCS available,
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3.3.4 Couse of Startup Transformer Deluge

Durin’ the event, the startup transformer deluge system actuated. The
0

transformer is near the pipe break. When the comparatively hot (80-85'F)
water hit the cooler transformer, the transformer's rate of temperature rise
sensors detected a rapid temperature increase which actuated the deluge
system, There was no damage to the transformer and the transtormer protection
equipment performed its design function.

3.3.5 Anstrument Air Anomalies

During ‘he event, the instrument air system could not maintain air pressure
above £6 psig with a scram signal in anu the SRVs being cycled. The Unit 2
l?strunont Air Compressor anpeared to trip off-line without generating any
alarms,

The reat determined that the operation of the instrument afr system was normal
for the above conditions. When the system is set in the AUTO ON-OFF .ode, the
pressure will decrease to below the low pressure setpoint prior to the start
and loacing of the air compressor. After the pressure reaches the desived
level . che compressor unloads.

By design, only one air compressor is required to supply adeguate make up air
for all system needs. The Unit 2 air compressor tripped off without alarms
because 1t was not needed. Since the Unit 1 air compressor was always loaded
first, the Unit 2 air compressor was very seldom loaded and shut itself off
per the control logic; therefore, there were ro alarms generated.

3.3.6 Backup of the Floor Drains

As discussed in Section 3.2.3 (2), the floor drains backed up due to the large
quantity of water flowing into upper drains. The root cause was that the
drain piping was not designed for such a large inflow of water a'. uprar
elevations in the buildings.

The licer -¢ has strengthened administrative controls to assure that
inspection manhole covers are kept closed and that piezometer caps are on and
tight, Conduits that conducted water into the building were sealed.
Improvements a::- also being considered in regards to lcak tightness of
electrical manholes.

4.0 Event Classification and Reporting

The licensee classified the event as an ALERT in accordance with Tab L, 11.1
of OM15A, “Emergency Plan for Perry Nuclear Power Plant.” Tab L.I1.]1 of the
licensee’s Emergency Plan specifically requires that an ALERT be declared if

rorau water level rises above 590 feet as indicated by local indication at

he majority of the underdrain meqholes. Should the ?round water level exceed
the 590 feet elevation, safety-rslated ¢tructures would be placed in jeopardy
due to the hydro-dynamic loading that would result. Ground level at the Perry
site 1s nominally at an elevation of 620 feet.
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During the event, annunciators in the control room indicated that the
underdrain system was being overwhelmed by the large volume of water escaping
from the gipt break. Additionally, the shift supervisor corcluded that
additional staffing would be required to adequately respond to the event,
Given these considerations, the shift supervisor determined that an ALERT
should be declared.

The team reviewed the specific circumstances surrounding the event, discussed
the event with plant operators and other licensee personnel, and reviewed
operator logs and Emergency Coordinator logs. Based on this review, the team
concluded that the status of the underdrain system was in question during the
event and declaration of an ALERT condition was appropriate. The team alsc
concluded that all required notifications were made in a timely manner in
accordance with the licensee’'s Emergency Plan.

The licensee stated that a self-critical assessment would be completed to
evaluate personnel performance and staffing, NRC interface (HQ and Resident
staff), and adequacy of the Emergencv ®lan relative to the actual event and
circumstances involved. The license will communicate the results of this
assessment with the NRC Region 111 Office.

5.0 safety Significance

During the event, some fraction of the water that was discharged through the
break enteved the underdrain system through open manhole number 20 and some of
the water drained into electrical and security manholes. It is likely that
the water that flooded manhole number 20 overwhelmed the underdrain and

gravity drain system at that location for a short period of time, but the
rominal groundwater level throughout the site remained well below the design
basis level of 590 feet. The amount of water that entered the Turbine
Building, the Auxiliary Building aid the Intermediate Building was within the
bounds of the flood analyses that were completed for these locations and no
safety-velated equipment was effected. Although the event did result in an
unmonitored release from the Unit 2 auxiliary building sump to Lake Erie, the
release was a very smal)l fraction of the regulatory limits. Therefore, the
event in and of itself was not safety-significant; however, response to the
event required a plant shutdown and consequent unnecessary actuation of safety
equipment. The licensee should specifically identify any other critical
fiberglass/carbon steel interfaces that exist in the plant and verify that the
installation is being properly maintained and that the design is adequate.

6.0 Conclusions

Aiter completing the AIT Charter, the team .s able to make the following
conclusions:

(1) The AIT concluded that the root cause of the failure was
inadequate design of a support adjacent to the auxiliary
circulating water system pipe elbow that failed. The )licensee did
not implement recommendations in a 1982 consultant’s report
relative to the repair and modification of this pipe support.
Instead, a temporary repair was made to address problems
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experienced during construction and was allowed to become a
permanent modification without adequate design analysis. The |
specific failure mechanism involved a loosening of the pipe |
support anchor bolts which, in turn, permittec excessive movement
of the fiberglass circulating water pigc elbow. Fotential
contributors to failure may also have been a manutacturing flaw
which existed in the fiberglass elbow or an incevrectly ins alled
fiberglass pipe splice. Catastrophic failure of the pipe
prevented drawing definitive conclusions on this point,

No significant operational or safety parameters were approached .r
exceeded.

Off-site releases were minimal and will be included in the
Yicensee’'s annual report due to the low level of the release.

Although the root cause of the failure of the MFP breaker on the
16th start was not determined, its most probable cause was due to
the heating effects of the consecutive starts,

Fatlure of the SDV valve and the failure of Bus No, L)1 t
transfer were not related to the auxiliary circulating waler pipe
break,

The deluge of the startup transformer was caused by the pipe
break; however, its internal protection circuits performed as
designed.

The overflow of the drains was due to the pipe break. This caused
some contamination of basement areas of the plant; however the
resultant flooding was limited and did not reach a level that
affected the operation of safety related equipment.

The operators safely responded to a challenqin? plant event and
their actions were indicative of a strong knowledge of plant
systems and procedures.

While the modi’ication to the auxiliary circulating gipe support
is adequate for short term operation, a rigorous analysis of the
dynamic loads is essential. Further, the pipe suld alsc be
closely monitored to ensure that no significant pipe movemeni is
occurring in the near term.

Charter Completion

The team completed the Charter on December 29, 1991, and the AIT was disbanded
after & teleconference with RIII managers.
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