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ABSTRACT !

Technical papers accepted for presentation at the Seventh Internaticaal Topical Meeting on
Nuclear Reactor Thermal-flydraulics are included in the present Proceedings. Except for the

; invited papers in the plenary session, all other papers are contributed papers. De topics of the
meeting encompass all major areas of nuclear themial-hydraulics, including analytical and exper-
imental works on the fundamental mechanisms of fluid flow and heat transfer, the development of
advanced mathematical and numerical methods, and the application of advancements in the field
in the development of novel reactor concepts. Because of the complex nature of nuclear reactors |

and power plants, several papes deal with the combined issues of thermal-hydraulics and reactor /
power-plant safety, core neutronics and/or radiation.

'

The participation in the conference by the authors from several countries and four continents
makes the Proceedings a comprehensive review of the recent progress in the field of nuclear reac- 1

'

i tor thermal-hydraulics worldwide.
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PREFACE
~

Welcome to Saratoga Springs, the place of the first of the NURETH meetings, held in 1980.
Since this first meeting, the NURETH series have included: Santa Barbara, Califomia in 1983,
Newport, Rhode Island in 1985, Karlsruhe, Germany in 1989, Salt Lake City, Utah in 1992 and
Grenoble, France in 1993. Now, after fifteen years, the seventh of the NURETH meetings is
being held again in the birth place of the series.

As you probable know, the NURETH meetings have been initiated and sponsored or co-spon-
sored by the Thermal-Hydraulics Division of the American Nuclear Society. The TH Division
has clearly become a leader in establishing and maintaining high technical standards regarding J
topical meetings in the field of nuclear thennal-hydraulics, paper acceptance criteria for such '

meetings, and promoting international cooperation and exchange. In particular, the papers 1
accepted for presentation at NURETH-7 and published in these volumes have been thoroughly |

reviewed by leading experts in their respective fields. 'Iheir work, as well as the efforts of the ses- |

sion organizers, are the cornerstones of the high technical quality of this meeting. l

The present conference has been organized by the Northeastern New York Section of the Ameri-
can Nuclear Society, in addition, the following organizations have agreed to join the ANS Ther-
mal Hydrauiics Division as co-sponsors of NURETH-7: American Institute of Chemical
Engineers (AIChE), American Society of Mechanical Engineers (ASME), Canadian Nuclear
Society (CNS), European Nuclear Society (ENS), Japanese Nuclear Society (JNS), Japanese
Society of Multiphase Flow (JSMF) and the U.S. Nuclear Regulatory Commission.

Except for the invited papers in the plenary session, all the other papers are contributed. They !

have been divided into twenty-four major topics. These topics cover all major areas of nuclear
thermal-hydraulics.

The theme of the NURETH-7 conference is Thermal-flydraulics for the 2ist Century. This
theme has been implemented in the program of the meeting through technical papers covering
areas such as: progress in analytical and experimental work on the fundamentals of nuclear ther-
mal-hydraulics, the developmect of advanced mathematical and numerical methods, and the
application of advancements in the field in the development of novel reactor concepts. Because
of the complex nature of nuclear reactors and power plants, several papers deal with tl.e combined
issues of thermal-hydraulics and reactor / power-plant safety, core neutronics and/or radiation. ;

I hope that both the conference participants and other future readers of this multi-volume edition
of NURETH-7 Proceedings will find several new and innovative ideas as the results of the work
by the authors representing an outstanding international community of experts from academia and
industry.

On behalf of the organizing committee I invite you to actively participate in the conference and
wish you a pleasant stay in Saratoga Springs.

!
! Michael Z. Podowski

Technical Program Chainnan
,
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The Sudden Conlescence Model of the Boiling Crisis
.[

P. M. Carica and A.Clausse !

Centro At6mico Bariloche and instituto Balseiro (
(s400)Bariloche- Argentina

Abstract
!

A local two-phase flow integral model of nuclease boiling and crisis is presented. The i

model is based on averaged balances on a control volume, yielding to a set of three j

nonlinear differential equations for the local void & action, bubble number density and i

velocity. Boiling crisis at critical heat flux is interpreted as a dynamic transition caused |
by th coalescence of bubbles near the heater. The theoretical dynamic model is !

compared with experimental results obtained for linear power ramps in a horizontal plate j
heater in R-113, showing an excellent qualitative agreement. |

Introduction

Boiling heat transfer is widely used in engineering applications. In nuclear power
plants, local subcooled and saturated boiling are present in PWR and BWR cores and steam
generators during normal operation, and in many accidental situations. |

Boiling physics have been extensively studied since the pioneer work of Leidenfrost
[1]. The first complete boiling curve was obtained by Nukiyama [2] and very soon
researchers realized the importance of the boiling heat transfer crises. However, the
comprehension of the processes involved in boiling heat transfer and crises is still today one
of the most challenging problems in heat transfer technology. Despite the considerable effort
devoted to this concern, many questions remain unanswered. As Lienhard [3] has pointed
out, it has not been possible to derive a complete theory fmm first principles to piedict the
relation between heat flux and wall temperature for a given geometry.'

: The problem of the first boiling crisis or critical heat flux was always treeW as a
phenomenon independent of the nucleate boiling p ocess, and almost nothing is known
about their interrelation. Some authors have proposed different models that atteinpt to
explain the critical heat flux in pool boiling. The main postulated models aie:

Bubble coalescence: First proposed by Rohsenow [4], this model postulates that vapore;

j film is caused by the bubbles coalescence when bubble density increases with heat flux.-
Recently, breakup and coalescence models based on modem system dynamics have been:

piesented [5].
.
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o. Hy&odynamic theory: Ascending bubbles coalesce in vaporjets that become unstable as
the heat flux increases. When the structure collrpses the vapor film covers the surface cf
the heater. This model was proposed by Zuber [6] and widely studied f:r diverse
geometries and conditions [7]. The correlation obtained by Zuber is very similar to that
obtained by Kutateladze [8] based on a dimensional analysis.

Macrolayer model: Haramura a Katto [9] developed this model. A thin liquid layer (the.

macrolayer) is perforated by vapor jets and placed underneath large bubbles (vapor
mushrooms). Each mushroom is fed by many vapor jets. The critical heat flux occurs
when the liquid macrolayer dries out before the departure of the bubble and liquid
renewal take place.

To the present, it is not clear if one or a combination of these mechanisms determine
the occurrence of boiling crisis. Several investigations have been conducted to verify the
hypotheses of the different models. In this direction, observations and measurements of the
two-phase flow field near the heated wall have been performed in recent years. Liaw & Dhir
[10] measured the void fraction along a line near a vertical plane heater in saturated water
using the gamma ray attenuation technique. They observed a maximum in the void fraction
near the heated wall for high heat fluxes. Bonetto et al [11] measured similar trends using
local phase detection with a hot-wire anemometer over a horizontal heater immersed in
saturated FC-72 refrigerant. For horizontal heaters in saturated water the same trend was
measured by Shoji (12]. It has been observed that the peak in the void fraction becomes
closer to the heated wall as the heat flux increases [13]. These experimental observations
support the models of coalescence and macrolayer, while the hydrodynamic model would
be more consistent with uniform void fraction distributions near the heater.

The knowledge of the two-phase flow parameters near the heated walls is also
imponant in nuclear industry due to the effect of vapor distribution in neutmn moderation
and consequently in fission rate. This effect could be important in very compact reactors
were the pitch is a few milimeters, comparable with the size of the region near the wall were
the void fraction changes appreciably.

In this work a hydrodynamic model of boiling and crisis is presented. The model is
based on integral momentum, energy and interfacial area density balances in a small control
volume near the heated walls. The complete model is formulated in terms of three ordinary
differential equations for the temporal evolution of the void fraction, number density and
vapor bubble velocity. The theoretical model is compared with experimental data of void
fraction and interfacial impact rate measured during power oscillations in a small horizontal
heater immersed in stagnant freon R-113 at atmospheric pressure.

The model shows the same trend as the experimental data: a sudden jump to a higher
void fraction is observed when the transition to film boiling occurs. The interfacial impact
rate, on the other hand, experiences a pronounced drop. The transition is basically
interpreted as a consequence of the sudden coalescence of all the bubbles, which causes a
drastic reduction of the interfacial area in the control volume. The final state with low
interfacial area density can be associated to the film boiling regime. ;

!

|

Boiling model

[ Let us assume the existence of a bubble population function /v) [14), defined as the

i number of bubbles per unit volume, containing gas volume between y and v + dv. The j

;
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number density, void fraction and interfacial area density are related to the bubble {
|populati::n function ts:

a

n =[f(v)dy (la)
0

"'
!

a= f(v)vdv (Ib)
'O

|

* i

a, = , f(v)a,(v)dy (Ic)
0 |

where a bubble area corresponds to each bubble volume. The average bubble volume is:

i

|=
'

.
f(v)vdv |

,

y=0 (2) j
,

f(v)dv
b

Control Volume A c

. o\.O "s !
. W. .o.. ,

fO O Ol |{nOO O
-nn n n n .*

fffffffff 'fffffffffffffffffffffffo 'f
|HeaterSurface

|

Figure 1: Diagram of the control volume and the boiling process
'

Let us consider a small horizontal heater providing a heat flux q" to a pool ofliquid
at saturation temperature (Fig.1). A control volume (CV) of height L is defined on top of
the heated wall. The two-phase flow variables are averaged in the CV [15,16]. The
following simplificative hypothesis are assumed:

The bubbles are spherical..

The bubbles inside the CV are identical with a volume V . This volume is the average.
6

volume of all the bubbles inside the CV.
The bubble distribution is locally homogeneous, so the spatial average is valid..

The bubble velocity is calculated as the velocity of a bubble with volume V . {
.

3
The heater thermal inertia is negligible. j.

;
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nen the CV contains n identical bubbles per unit v:lume, and the v:id fraction, the
interfacial area density and the v:lume cf the bubbles are related by:

a=nV (3a)6

2
ai = 4 x r3 m (3b)

V = 4/3xr3 (3c)
3

6

where r3 s the bubble radius.i
The objective of the analysis is to find a relation between the average two-phase

flow parameters in the local CV and the heat flux. The starting point are the momentum,
; mass and energy balances in the CV.

i

Vapor momentum balance

| The balance of forces over a rising bubble is given by:

.

l

dPlu (nr )--r;Vs du (4)
2 2 1

Vs du = 8(Pi-PghVs - 1CPg s

where, from left to right, the inertia, buoyancy, drag and virtual mass terms are written. De
virtual mass term in vapor-liquid mixtures is discussed by Drew et al [17] and Biesheuvel
& Spolestra [18].

Neglecting gas density p , compared to liquid density pf, yields:g
i

2du nCs u r3
_ (5y

! dt Vs
,

combining Eqs. (3) and (5) gives

0" = 2 g _ Csu ai (gy
: dt 4a
4

The drag coefficient Cd is calculated from the terminal velocity of the bubbles,
assuming the same drag coefficient for any bubble velocity:

I C = 8ga (7)d
u* ai

'

4

'

Following Zuber & Findlay (19], the terminal velocity of bubbles can b Jculated

as:

u, = Co f + v. (8)

1
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- where f = u.a is the vapor superficial velocity, v. is the terminal v:locity of bubbles in a

stagnant liquid with no gas stream (f=0) and Co is the spatial flow distribution parameter,

which is 1 for the case of flows without spatial restrictions. The terminal velocity v. is

calculated from the tenninal velocity ofisolated bubbles v.j, corrected for the effect of

void fraction [20):
;

v. = (1-a)v.j (9)

Combining Eqs. (8) and (9) yields: I

;

#* (10) !

u.=1-a = v.j j

'

Eq. (10) implies that the terminal velocity of the bubbles in the CV, u., is the same

as the terminal velocity ofisolated bubbles in a stagnant liquid v.j. The terminal velocity of ,

the bubbles of radius r3 is then calculated using the correlations of Pebbles & Garber [21] ,

for isolated bubbles. The drag coefEcient is obtained combining Eqs. (3), (7) and (10):

'

# (11)
C = 3 v.jd

,

I

Vapor mass balance

The vapor mass balance in the CV can be written as: I

p, L A da + a u p, A = r (12)
'

where r is the evaporation rate inside the CV. Here the donor cell model was used, |
according to the hypothesis of homogeneous bubble distribution in the CV. Even when the :

void fraction is not constant near the wall [12,13], the differences due to this can be
absorbed by the adjustable constants of the model.

w. p

~~ Energy balance ;

The heat flux generated by the heater is partitioned in heat that produce vapor inside |
the CV and the rest which is transported by Marangoni effect, microconvection or any other !

mechanisms that do not produce vapor in the CV. Then the total heat flux is wTitten as:

q" A = r h , + q,, (13) }f

In Eq. (13) the subscript "nv" in the second term stands for "no vapor", and is the

heat that does not produce vapor inside the CV. The modelling of q,, is quite complex, and
,
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to the present is a subject ofinvestigation. For the purpose o. the present analysis a simple
model will be postul ted based on logical conjectures t. bout the physical mechanisms
influencing q,,. Since the different heat transfer mechanisms in the pier.; ace of bubbles
without evaporation are directly related to the interfacial cea density, it is postulated that in
steady state we can write:

dq,, = q, k dai (14)

where q, is the heat that generates vapor inside the CV and k is a constant coefficient.
Considering that the relaxation time of the heat partition is much shorter than the remaining
process we can write:

dq = dq, + dq,, = 0 (15)

where q is the total heat generated by the heater. Combining Eqs, (14) and (15) gives:
;

'' 04v = *' k da, (16)
e0-a) q, o

i
!

Notice that q(1-a) is the maximum amount of heat that can be used to generate vapor
inside the CV, corresponding to the case when the mechanisms of microconvection, ,

Marangoni, etc. are negligible. Combining Eqs. (13) and (16) yields:

1

!I' = (1-a)q" A exp(-kaj) (17)
hg

finally, from Ecs. (12) and (17) results:
,

L da (1-a)q"exp(-kaf) ua= - (18)
dt phgp

Eq. (18) will be considered valid also in the transient case, assuming that the
relaxation time in the partition (15) is fast enough.

J

- Interfacialarea density
'

i

! There are some correlations for the interfacial area density that where developed for j
'

!' small void fractions [22,23]. Recently it was suggested the idea of a conservation equation
4

for a based in mechanistic models including the bubble breakup and coalescence dynamicsj

; [24]. Considering the process of bubble generation, breakup and coalescence, it is
j convenient to derive a conservation equation for the bubble number density n and from this

! calculate af.

!
,
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f
The balance of bubbles in the CV is given by:

L A dn = S A +p-6-un A (l9) |

dt

where S is the bubble generation in the CV, p is the breakup saurce term, G is the loss by
coalescence and the last term accounts for the leakage of bubbles through the CV surface.

The bubble source S has volumetric and superficial components [24]. Generally, S
can be written as: ,

;

S = $j,, + $f,, + 4, (20)

where (3, and (f,, are respectively the homogeneous and heterogeneous nucleation in the

liquid bulk and 4, is the nucleation in the cavities in the surface of the heater. Normally the

overheating present in boiling with metallic heated walls is small enough to neglect (j,, and

(p,, compared to (, [25]. Assuming that all the bubbles are generated with the same size, S
results: !

l

''S= (21)
A p ,h , Ysf

in Eq. (21) the detachment volume V is generally a function of the heat flux. The i
4

departure size of the bubbles depends also on surface and fluid properties, such as |

nucleation site density and size, contact angle, etc. [26]. Assuming that the departure !

frequency is constant, the dependence of V with the heat flux can be calculated from the4
dependence of the nucleation site density with the heat flux. i

There is no agreeraent respect to the dependence of nucleation site density with heat
flux in nucleate boiling. From the experiments of Zeng & Klausner [27], the nucleation site
density can be written as:

1

N" = ci q"' (22)
i

where N" is the nucleation site density, ci s a constant and I varies between 1.5 and 2. |i
Staniszewski [28] reported a value for I of about I and Sgheiza & Myers [29] give for I a
value lower than 1. For the sake of simplicity, I will be considered here as 1, what implies
that the departure size is independent of heat flux.

In two-phase flow, the turbulent coalescence kemel is assumed [30]. From this
hypothesis, the coalescence term can be written as:

|

2q=cV n (23)3

;

where c is a constant coeflicient to be determined. The same equation can be obtained using
,

the dilute media hypothesis [31]. !

i
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The breakup term is modeled assuming that no breakup is possible f:r bubble size I

smaller than a critic:1 v:!ume V,, while for larger bubbles breakup is more likely to occur
[32].This trend can be expressed as:

|

p = bn H(V -V,) (24)3

and for numerical calculations the Heavyside function is approximated with:

#(V -V,) = (25)
6

3
Vs* + V"c

where m is an integer greater than 1. The critical volume is calculated following the model
of Hinze [33] applied for gravity driven flows. The critical Weber number results: |

We, = "#=1 (26)
a

Combining Ecs. (3), (19), (21), (24) and (25) we obtain:

#" 9' bna" ""
-= + -can- (27)

phg fg A LVs a* + V," n* Ldt-

and combining with Eq. (18) yields:
1

dn 1 da ua'1 1' bna"
-=--+- --- + -can (28)
dt Vs dt L Vs Vs , a* + V," n*g

Dimensionless equations

Ecs. (6), (18) and (28) form a system of three ordinary differential equations which
describes the dynamic of the averaged local two-phase flow variables (u, a, n) in the boiling
region. The dimensionless form of these equations is:

b=2- OI (29a)
di a

i = (1-a)q"exp(-if aj)-sa (29b)

N=M+b - +dsa 0"' -1 (29c)
di Vs dt L < Vs Vs , a*+A*g ,

,

where the dimensionless variables are defined as:
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u
8" '(30s)
a

81/2y1/6c

A=nV, (30b)

d, = aj V,''3 (30c)

'

i=Ig/2 (30d)
I

y1/6, e

9=b (30c)6 V
< c

b=b (30f)
~

4;

In Ecs. (29) the following dimensionless groups are introduced:

9g= Dimensionless departure volume (31a)
c

j if = Heat removal number (31b),3

L= L Dimensionless CV height (31c)
-

,,3
e

q"= Dimensionless heat flux (31d)
p, h , g /2 V i/6

f c
.

C = c V''''
-

Coalescence number (31e)
*

i/2,

8

b
a=- Coalescence to breakup number (31f)o

c
,

Model solutions and critical heat flux
,

Steady state solutions

The steady state solutions of Eqs. (29), (G,,cx,, A,), can be found by making zero the

temporal derivatives of a, A and 4, which gives:
'

,

i
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2 a, = $4,2 dj,, (32a)

(1 -a,)("exp(-ifd ,,) = 0, ot, (32b)j

" '"' d- (32c)da, A, 1- =

G " + A," > L Vs Vs ,g<

Combining Eqs. (32a) and (32b) yields:,

"

"' - d|/3 p.2/3exp if dj,, (33a)
(1 - a,),,, = t 2,

-
,

( s

Iand from Eqs. (32a) and (32c) results:

f 3m-1 Tf
1/2 " 7/6

aa

(36x A,)"'ib'' <d 1da, A, 1
"0"' (33b)'=

Vs a,>a," + A,* ,<

where 5 is a function of the bubble volume.'

In order to compare the model with experimental data, the solutions will be !
presented in terms of the void fraction and interfacial impact rate (i. e., the number of |

i
interfaces intersecting the tip of a local phase detection probe per unit time). The interfacial
impact rate can be related to the model variables as [34]:

" #'ff= (34)
2'
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,...-
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Figure 2: Steady state solutions of the model, Eqs. (33)
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The steady state solutions of the model in the (cz,ff) plane are shown in Fig. 2. In
order to show the behovior of the model with realistic values the cor * ants were calculateda

to represent the conditions of an experimental study on freon R-11 at atmospheric pressure
[35). The corresponding parameters are shown in Table 1. The dashed curves correspond to
the solutions of Eq. (33a) for different dimensionless heat fluxes, and the full line
correspond to Eq. (33b). The intersections of the curves give the values of void fraction and

impact rate for a given heat flux. At low heat fluxes (see 4" = 1) there is only one solution, .

and the void fraction and impact rate increase with heat flux. When the heat fluxes are larger |
than 4" = 3 the system jumps to another set of solutions with lower impact rate. These two
stable sets of solutions can be interpreted as the nucleate boiling and film boiling regimes,
while the heat flux correspondent to the transition is associated to the critical heat flux. j

do A d1
0.3 0.3 500 2.5 mm ,

Table 1: Model parameters for Freon R-11. i
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Figure 3: Effect of coalescence in Eq. (33b)
:
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Figure 4: Effect of detachment volume in Eq. (33b)

,

2462

i

._ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ - _ _ _ - _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _



. . . . .. . . . . _ . . . - -. .-. .
,

Fig. 3 shows a parametric study of Ec. (33b) for freon R-1I with different values of ;

S i, . The detachment size was 0.0005 cm3. The maximum of the curve (associated with the |
critical heat flux) decreases when the coalescence rate increases. Fig. 4 shows the effect of 1

4 '
' the detachment volume.

l

Criticalheatflux relations'

i

Ecs. (33) represent the steady state of the boiling model. The point at which these |

| equations are tangent in the plane (a,ff) corresponds to the critical heat flux. With some
; additional hypothesis it is possible to derive an analytical expression for the critical heat

flux:
,

The drag number value is $ = 2 /3. :.

: The bubble volume at critical heat flux is 9 = 1. This means that there is no breakup in. 6
the CV until critical heat flux occurs it can be shown that this condition holds exactly
when m -+ e (i. e., a Heavyside breakup probability function is assumed).

Using these conditions on Eq. (33b) yields:
4

i
4 3'3 ,

j' a ,y = a + . .-1 (35)o
D <Vd i

i
s

where the dimensionless constant f is proportional to the bubble coalescence number:i 1

(1 = 1d (36)
( 3s,

:

Combining Eqs. (3) and (30) for 9 = 1 gives:3

,
,

E

! af,,y = (36n)''3a,y (37)
:

j Combining Eqs. (37) and (33a) yields:

:
r 31/6

'

(36n)''3 Aa,y (38)--
'V

f 4"cy =
4 n , 1-a y

exp
- ( c

.

Eq. (38) can be written in dimensional form resulting in the final relation for the
,

| critical heat flux:
,

"'V (36n)'''if a y (39)q",y = - p, h , exp
f c

t pf j 1-a y .
c
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|

! where Eq. (35) giv:s the value of the void fraction at critical he:t flux a,y. j

Eq. (39) predicts that critical heat flux must increase, in a given fluid, when a,y
i

-increases. Eq. (35) shows that a y increases when the detachment volume and the i

.

c

coalescence rate decrease. The detachment volume can be reduced on a given fluid
decreasing the contact angle between the bubbles and the heater surface. Liaw & Dhir [36]
measured the relation between contact angle and critical heat flux, finding that critical heat
flux increases when contact angle decreases. The same trend shows the model considering
that the detachment volume decreases with the contact angle. '

Eq. (39) reveals the importance of the heat that leaves the CV without producing i
'

vapor, represented by the parameter S. When A increases, the critical heat flux increases.
Unfortunately, at the present neither the coalescence number nor the heat removal number
can be evaluated fmm first principles. Additional research on the subject is necessary, |

considering the importance of the role that these mechanisms play in the critical heat flux |
determination. j

|

' Comparison with experimental data
,

i
!

The theory is compared with experimental data of void fraction and
interfacial _ impact rate measured during power oscillations in a small horizontal heater
immersed in stagnant freon R-113 at atmospheric pressure. The heater was a thin laminated ;

platinum foil of 5mm x 10mm x 25 m attached to a mica substrate for downward thermal 1

insulation. The use of a very thin heater was mandatory due to thermal inertia requirements )
and other experimental restrictions. The indicator function was recorded with a specifically
designed high velocity acquisition card, and a sapphire optical probe located over the heater
was used to detect the presence of vapor. An ensemble average method over a large number
of cycles was used to obtain the temporal variation of the void fraction and interfacial
impact rate. For more details related to the experimental procedure see reference [35].

The power oscillations were a triangular wave in which each period lasts 20 s
following the law:

2. '30t/10 10 2 t 2 0 s
q"(t) W/cm (40)=<

60-30 t/10 202 t 210 s
,

The adjusted constants and model parameters used for freon R-113 are given in
Table 2. L is chosen as the value at which the void fraction and impact rate were measured.

di L(mm)
V (cm') Vs(cm0 V'V

1000 2.5 0.0007 0.0005 0.24 2.57

|
i

|Table 2: Model parameters for Freon R-113.
:
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V, was calculated using Eq. (26) and Vs was estimated cRer video recording

observati::ns of boiling R-113. So, A and di were adjusted to fit the experimental data.

do was adjusted to fit the void fraction at CHF and A and $1 were tuned to reproduce the
experimental CHF/Leidenfrust ratio and temporal response respectively.
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.

!
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~
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|

Figure 5: Comparison of the void fraction experimental data (circles) with the model (full
line).
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Figure 6: Comparison of the impact rate experimental data (circles) with the model (full
line).

:

Eqs. (29) were solved numerically imposing a forcing function as defined in Eq.
(40). Figure 5 shows a comparison of the void fraction experimental data with the model
results. Good qualitative agreement is observed. The void fraction in film boiling is higher
than in nucleate boiling, as verified experimentally. In Fig. 6 the impact rate experimental
data and the model results are shown. The interfacial impact rate falls abruptly after the first
boiling crisis and then increases slightly in film boiling while increasing the heat flux. In the
second boiling crisis the impact rate increases yielding the second peak.
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In Fig. 7 the complete cycle is shown in a three dimensional phase-space plot, where
the simultaneous void fracti:n and the impact rate corresponding to each power level
(proportional to the square of the electrical current) can be ob," ved.

1

i W|G '

"R :

ug |

| CM-"
.

.

R | ,-
-y 4- -

s

Figum 7: Comparison of the experimental data (circles) with the model (full line) in the
void fraction -impact rate - 12 space for R-113.

Conclusions

A theoretical model of boiling and crisis was presented. The differential equations
governing the local boiling field state naturally undergo a sudden transition caused by the
massive coalescence of bubbles in the region close to the heated wall. An analytical
expression for the critical heat flux as a function of the model parameters was derived. The
model predicts that the critical heat flux can be increased either reducing the coalescence

rate close to the heated wall (d), reducing the bubble detachment volume (9 ), or4

increasing the sensible heat removal number ( A). The first two reduce the probability of
coalescence delaying the crisis, while the third reduces vaporization near the wall.

The model was compared with' experimental data of void fraction and interfacial
impact rate during power oscillations in R-113. The comparison results in a good
qualitative agreement.
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Nomenclature

2A CV area [m ]
. af Interfacial area density [l/m]
h Constant coefficient (breakup) [l/ m3 s]
c Constant coefficient (coalescence) [l/ m3 s]
C Coalescence number [Dimensionless]
C Drag coeflicient [Dimensionless]d

$ Drag number (Dimensionless]
i
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ff Interfaci:1 impact rate [#z]
g Gravity acceleration [m/s2]
h Latent vaporization heat [J/kg]g-

: k Constant coefficient (heat removal) [m]
L- Control volume height [m]

A Heat removal number [Dimensionless]
n Bubble number density [l/m3]

2N" Nucleation site density [l/m )
9. Heat non producing vapor inside CV [WJ

g, Heat generating vaporinside CV [WJ,
2 lq" Heat flux [W/m )

r Radius
[m] 2[l/m 3)S Bubble source

t Time [s]
u Bubble velocity [m/s]

.

u. Terminal velocity [m/s]

Terminal velocity, isolated bubbles [m/s]vu
v, V Volume [m3]
We Weber number (Dimensionless]

; a Void Fraction [Dimensionless]

do Coalescence to breakup number [Dimensionless]

c p Breakup source term [Hz)
j q Coalescence losses [Hz]

F Evaporation rate inside the CV [kg/s]-

il Constant proportional to coalescence [Dimensionless]3

$ Nucleation source [l/m2 ]
'

3

3p Density [kg/m ]
2o Surface tension [kg/s]

,

; Superscripts

i Dimensionless^
' ~

Average
1 |

| Subscripts

!

1 b bubble
c critical -

chf critical heat flux
d detachment
g gas

I liquid
nv no vapor
s steady state

'

j v vapor

1
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| THE ROLE OF HEATER THERMAL RESPONSE IN REACTOR THERMAL LIMITS DURING
OSCILLATORY TWO PHASE FLOWS -

' A. E. Ruggles, University of Tennessee, Knoxville
A. D. Vasil'ev, Nuclear Safety Institute, Moscow ,

N. W. Brown, University of Tennessee, Knoxville ;

M. W. Wendel, Oak Ridge National Laboratory, Oak Ridge, TN

!
Abstract ,

i

Analytical and numerical investigations of critical heat flux (CHF) and reactor thermal limits are i

conducted for oscillatory two-phase flows often associated with natural circulation conditions. It is shown :

that the CHF and associated thermal limits depend on the amplitude of the flow oscillations, the period of i

the flow oscillations, and the thermal properties and dimensions 4 the heater. The value of the thermal i
limit can be much lower in unsteady flow situations than wodd be expected usin0 time avera0s flow {

conditions. It is also shown that the proporties of the heater arongly influence the thermal limit value in i

unsteady flow situations, which is very important to the desi n of experiments to evaluate thermal limits ;0
for reactor fuel systems. ;

;

;

1. Intmdudion
i

The CHF used in this paper refers to the transition from nucleate boiling to transition boiling. This is the ;

heat flux at the peak in the boiling curve correspondin0 to where the slope in heat flux goes from positive
to negative with increasing well superheat. In steady flow conditions, the heater surface temperature ;

continues to rise once the transition boilin0 region is encountered. More of the heater surface becomes |
dry as the wall surface temperature rises resulting in further de0redation of the heat transfer coefficient

'

This proceas ccntinues until the heater surface is dry. The time for the transition from nucleate boiling to [
a dry heater strface is a function of the CHF and the heater thermal properties. Heaters with large ;

dimensic .:, and high thermal effusivity, kpc, transition slowly, while heaters of small dimensions and low
therm &t effusivity transition rapidly. This physics is easy to understand for the steady flow situation with a j

constant applied power and is described in many texts dealing with boiling heat transfer [1). !

Unsteady two-phase flows cause the CHF value to very in time at any given location on the heater. This f
allows portions of the heater to move into the transition boiling region and back to the nucleate bollin0 |
region. This behavior has been observed in experiments by Oh and Englert [2], Mishima et al. [3]. Ishii '

and Mishima [4], and Ozawa et al. [5] amoung others. This movement into the transition boiling region !

and back to the nucleate boiling region results in oscillations in the well temperature [3), [4], and [5]. The
'

ability of the heater to retum to nucleate boilin0 after encountering CHF causes a distinction to be
necessary between CHF and the thermal limit. The term thermal limit will refer to incipient heater or fuel
damage as indicated by a maximum allowable temperature.

The character of the wall temperature oscillations is controlled by the nature of the unsteady flow and the
thermal properties of the heater. A thin foil heater will transition from nucleate boiling to dry surface
conditions very rapidly due to low heat capacity, as discussed earlier. Therefore, a heater of this type
may be damaged upon the first encounter with CHF and transition boiling conditions. A massive heater
with large heat capacity and high conductivity will transition from nucioate boiling to dry surface |

conditions more slowly. This heater may encounter transition boiling conditions for significant periods of ;

time and still retain wall surface temperatures low enough to allow a retum to nucleate bolling when the J

adjacent fluid state variables allow, i

If the nature of the unsteady flow is approximated by a period and amplitude, then further generalizations :
can be made regarding the relationship between CHF and thermal limits in unsteady flows. Flow

]oscillations of large amplitude and large period will allow the heater to move into the transition boiling
to0lon for an extended time. Therefore, the heater wall may become dry or exceed a temperature value )
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allowing for a retum to nucleate boiling. Flow oscillations of short period and small amplitude allow less
time for the heater temperature to rise and a retum to nucleate boiling conditions may be possible.

The aforementioned physics goveming the behavior of a heater in the neighborhood of the CHF is
quantified in this paper. This quantification allows the scaling of thermal limit data taken with electrical
heatore to roedor fuel systems. It is shown that this scaling is very important when unsteady flow
condtions are present. The performance of the scalin0 crNorts is vertfled by comparison with
experimental data. The analytic results are also compared with a study of thermal limits performed using
the RELAPS-MOD 3 [6] code where the heater dimensions are varied.

II. Analvtic Develonment

The physical development starts with the treatment of the transient conduction in the heater or nuclear
fuel resulting from time varyin0 convective boundary conditions. The time varying convective boundary
condition is quantified in terms of an amplitude, period, and CHF model. These equations are then
manipulated to describe the thermal limit, as determined by circumstances that do not allow the heater to
retum to nucleate boiling.

The temperature distribution in a single heater under transient conditions is described by the
nonstationary heat conduction equation l

UT*V(xVT*)-pc +E=0, (1)
at >

Where K is the thermal condudivity, c is the spedlic heat of the hoster material,*p is density, E is volumetric
energy generation of decay hesi, and T* is temperature. The variable T = T'- T w is defined for convience, i

where T w is a constant reference temperature. j

Boundary conditions are applied to the equation (1) on the heater surface, S:
'

Fr
x- = q"(z,t,T,), (2)

an ,

where q' is the boiling heat flux. The case of cylindrical geometry requires axial symmetry of temperature.
Note that the temperature gradient at the surface and boiling heat flux will be time varyin0 espite a constantd
value for the volumetric energy generation in the heater, E.

<

; The solution of equations (1) and (2) is not simple for the general case of arbitrary q'(1, T.). However, boiling
heat flux oscillations with an0ular frequency, o>=2xh, limit consideration to temporal dependencies of a type,
exp(inet), where n is an arbitrary whole number and I = V-1 is imaginary unity. More general oscillations can'

; be considered using Fourier composition techniques.
i

lla.The Plane Geometry Case
;

j First consider the one dimensional heat conduction equation for temperature T in a slab of width 2d with
j temperature independent thermal conductivity, x, and thermal diffusivity, x. The x-axis is directed into a I
' slab with x=0 corresponding to the wetted surface. The cases of cylindrical geometry and two-layer
| heater structure with a gap have been considered but are not presented here. The heat conduction |

equation for the plane case takes the following form:
|

'

8'T 1 Jr E
; - - - + - = 0. (3) I

| h* XM K
; in the general case of nonsymmetrical heatin0 of a slab, the following boundary conditions are
i considered:
!
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_ q"t(t,() _6I _ q",(t,L) .

(4)6f
&, _ ,

_ ,

x & ,.x x

where qi and q'n are the host auxes on the ten (x=0) and right (x=2d) side of the heater. Simgady, the heater
son and st0ht won temperatures are denned by T = T(x=o) and T, = T(x=ad).4

Consistent wth the aneumption of periodic behavior for basic physical quantities, induding G, p, a, and T new
norHsimonsional variables are introduced

t = towm, x = xd(y/m)'8= xd(dN ),'
i

(5)

q' = q'd(c(edx)'"aTn) = q'd(qcw.oN2),

: where the amplitude of the heater well heat flux first harmonic, q',i - x(m/ )"ATeqi/qcw.o , is used toX

i normalize the wall heat flux. AT is the characteristic width of the boiling heat flux curve near the CHF
maximum, q', is the CHF oscillation amplitude, and q'cw.o is CHF at steady conditions as determined
using the time average flow conditions. Note that the depth of the thermal wave penetration is 4-(y/m)"i

[7], such that Ni is equal to 4 /d.

Equations for temperature harmonics To follow from avevis (3) and (4). Temperature is now represented in'

1

| the form T = [(T,e"' + c.c.):
j n=0

k

Ex = 0, a:T" - mT" = 0,n 21;
2

I BTo .

8x' + cox ax'
<

i

l (6)
0 M" M" = AT,q.| = AT,q. - .,u,
! E x=0 x=2/NI

| where ATn is the charaderistic width of boiling curve near the CHF temperature and To is a cycle average
temperature in the heater. Fourier harmonics of rHh order for the heat flux are given by q'on and q'nn and c.c.

j denotes the complex conjugate.

The solution of the system (6) for n21 takes the form:

e '" + e "("-2wr> ,t,x _ ,-t.ca-2wp 3'k ~k

T,(x)= AT,i

i 2k " '"
1 + e "Nf1 - e ""f 2k2k, j

- (7)
.

'
Son =4"on+4*an . Don =q'on-q'an ,

where kn= Vin. Note that in expression (7) the temperature is represented as a sum of symmetrical and'

}
antisymmetrical parts.

The zero temperature harmonic in the heater is defined by (6) as:
,

To(x) = T Ed'N' (N x - 2x)+ (L - Tot) N'x2
(a)i ot i ,

2K 2
2 where Tot and Ton are zero harmonics of the left and right heater wall respectively. The final expression for
j the transient one dimensional temperature profile in the hester has the form:

2472'

|

1

- - - - - _ - - . . - - _ _ _ _ - . _ _ __ - __ _ - - _ - - _ _ -_



.. . - . - . - . . . - . - . - . - -. - - - . - - - - - . .- . .- -.- = - -

:
:
,

!

T = T (x)+ AT [ #S1" e* " + e
-("-2"i') |-k '

l- 6 e"' + c.c .+
'

o 1 - e * Ni, (e)2 s k, 2
jg. ,

. .

{ AT, h e* " - e-k-("-2"i')g
1 + e ,wr*2 k, 2k

4 , t ,
.

The @ ::J:-w for sum and difference of heat fluxes q't and q'n are obtained frotri (9) as-

i

j 9' + 9" = +f(,,'"22 qcy,oN -
"" e"' + c.c.) ,

| 2 i

| (10) )
!j 4t- 9a = r(T, - T ) T ,- T,, ,,,o ot t

"

: 2 2qcy N d 2 |2 i

,
where

1

! Oin = k,1 - c * "i'
2n = k,1 - e,, ,', .

1 + e ,w;'2 26

|
j 1 + e,,

, , _

; The left and right heater wall temperatures are given by

! T = T + f(T ,e"' + c.c.), T = Tao Fa,e"' + c.c.) . (11)t to t a
! : i

Note that this solution is general enough to allow consideration of experimental conditions where only one side
i of the heateris exposed to fluid. Plate fueled research readors would have convedive boundary conditions on

{ both sides of the fuel plate.

| lib. Modelino of Critical Heat Flux and Thermal Limd under Oscillatory Flow Conditions
i

The mothematical description of unsteady two-phase flow in boiling channels requires the self-consistent.

solution of two-phase flow thermal-hydraulic equations coupled with the heat conduction equation for the,

f ' heater. The solution of these equations results in the possibility for many types of waves to exist,
j including waves with a period of about the characteristic transport time in the boiling channel. Note also ;

; that many types of flow oscillations can be motivated by system components outside the boiling channel |
! that effect the boundary conditions imposed on the channel. Many reviews of types of unsteady two- '

| phase flow have been offered to explain these phenomena in more etail with those due to Boure et al.
j [8] and Kakac and Veziroglu [9] offered as examples.

j As a first approximation the unsteady behavior of the flow is modeled by incorporating a periodic perturbehon
] with penod t into all physical quantities of interest for a given axial location such that,
!

| F=E(Fnexp(int)+c.c.), (12)

where F is one of the physical parameters (a,p,G,x) and F, are corresponding harmonics. A relabonship simlar,

! to (12) is also used for the boiling heat flux q'=q"(a,p,G,T.).

|. The present evaluabon is limited to the axial locahon where the thermal limit is first reached. Terms in the heat
condudion equation proportional to a'T/az are negleded due to the large characteristic dimensson in the axial2

.

deredion. Note that the analysis presented herein identifas conditions for which a retum to nucleate boiling is,

not possible and the heater will move to dry surface conditions. This involves wall superheat values less than
2473
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100 degrees Celsius in water systems. Therefore, the analysis is not consistent with the rowetting of very hot
fuel assemblies where axial condudion terms are known to tm important.

lic. Intanostion of Models

The boiling host fluxes q't and q'n are represented in the followin0 general form usin0 Taylor series

9"t (t,T ) = qca,,t(t) A,(Tn - Tear,t(t))" ,%

(13)

9"a (t,Twa) = qca,,a(t) A,(Twa - Tea,,a(t))" ,

where Ao = 1 because q'(1,Tw=Tw) is the critical heat flux and A, = 0 due to extremum of function q'(1,T.) at
the CHF point. A2 s negative because this extremum point is a maximum point. Note thati AJ -(ate).2, whisi
justifies the appearance of AT In equation (g) and in the nondimensional complex, N .2

The critical heat flux values gew,t and qcw.n , with the periodicity expressed in equation (12), are given in the
form

qw.L(t) = qcw.o+ I(qw.Ln "+c.c.),e

(14)
qw,n(t) = qcw,o + I(qw,nn " +c.c.)e

Note that the possibility of phase shift between oscillations on the left and right of the heater (i.e., out-of-
phase oscillations in parallel channels [1]) could be accepted in equations (14).

Combining equations (10), (13), snd (14) gives the relationship for determination of temperature
harmonics Ton, Tan, where n = 1,2,...:

(9 car,o + [(9 car.tne" + c.c.))[ A,(Tn - T ,T +ca

(qcap o +[(qcar,a,e* + c.c.))[ A,(Twx - T ,)" =ea

2Ed /(qca,N ) +[( i,(Tu + T ,)e"' + c.c.) ,2 a

(15)

(9 car.o +[(9 car.u d + c.c.))[ A,(Tn - Tea,)" -e

(9eur.o + [(9eur.x,e'"' + c.c.))[ A,(Twa - T a,)" =c

x(Tea - T )/(qea,N d)+[(02n(T - T,,)e* + c.c.).ot i u

Equation (15) requires all the terms with the same exponent, e", to equalize.
lid. CHF and ThermalUmit Models

Equation (15) has three different solutions for Tat, Tan in the range of parameters q'on<Ed<q'm.. The nuciente
boilin0 regime, for which Tot Ten < 0 is the solution of (15) at Ed<q'w., where wall temperature does not
exceed the CHF point on the boiling curve. Therefore, the first solution corresponds to wall temperature
oscillations entirely in the nucleate boiling regime.,
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q When q'cws < Ed <q'n the temperature solution moves into the transition boilin0 rW on and then retums toi
the nuciente boiling region. This cycle repeats within each flow oscillation period:

j

! At E6q's the solution of equation (16) not longer exists or is unstable. Therefore, q'n is the thermal limit
i heat flux.

The themvil limit values obtained by this procedure have been nomalized to the steady state CHF value, !

q'ow.o , which is based on the time-average two-phase parameters at the channel exit. For example, the exit ,

:

| quality is determined by the relation x.,=Ed(Ss/S)/(Ghg), where Sw and S are the heater and flow areas ;

,w-Cdi, he is the latent host of vaporization, and G is the mass flux. '

j The stability of solutions is investigated by introducing small porturbations sew +c.c. to temperature
harmonics T . This procedure produces the followin0 from equation (15):i

(16)=- .

xd dT r.r,g.1,,
a

,

This indicates that when dq'/dT>0 (positive slope) p<0 and the solution is stable,

f 111. Analvtical Solution within the Bounds of the Perturbation Method I

For cases when the perturt'ation amplitude of the oscillations of the boiling curve is not large an analytic ;

; solution of equation (15) is possible A perturbation, q=q's/q'cw.o ,lo introduced where q's is the porturbation :

i amplitude, and q'or.o is q'cw evaluated using time averaDe parameters. For the case of symmetrical
heating, the analytical solution of equation (15) for the thermal limit heat flux becomes !

! 2 Aqcy.oq'

|
9 ^ " 9 C" ' -

x (ia) / x)'''(1 - c'0*''f d ) / (1 + e'0*'2f' )
i

) where 2A = d'q'cw.o/dT is the second derivative of CHF at the CHF point. Note that this solution applies for2

i small G and a thick heater, N < 1 or d4i

!

i IV: Results
.

| The influence of boiling instabilities on thermal limits has been evaluated experimentally for low pressure and
j low mass flux situations in water by Mishima et al. [3] and Ozawa et al. [5]. Unfortunately, an experimentally
: based characterization of the boiling curve was not found for these conditions. Griffith et al. [10] determined

that the CHF value is well approximated by the pool boiling CHF value taken times the local liquid volume-

I fredion when the mass flux is less than 200 kO/m s. A similar model is implemented in the RELAP5-MOD 32

2
i code [6] and is shown in flg.1 for mass flux G 20 kO/(s m ), pressure p = 0.10 MPs, and saturated=

conditions. These conditions are consistent with those of Ozawa et al. [5). The coefficients in the Taylor series
.

expansion of the boiling heat flux required for the model are derived from flg.1.'

1

! Equation (15) has been solved using the packages MATHCAD and MAPLE on a PC. The wall temperature,
2

T., dependence with time is shown in fig. 2 for theparameters x=0.23W/(cm-K), x=0.06cm /s, m=1.5s'',
d=0.25cm. A=0.005, q'cw.o=50W/cm',and q's=5W/cm which are consistent with data from Ozawa et al. [5).

,

'

Note that the well temperature in flg. 2 is normalized to the wall temperature conosponding to CHF st time
average conditions. When Ed is less than thermal limit, gn, nucleate boiling persists throu0hout the period of,

| oscillatica and the wall temperature follows the heat flux as indicated by curve 1 in fig. 2. When Ed is just less
; than the thermal limit heat flux, gn, the wall temperature exhibits more complicated behavior due to the

nonlinear relationship between wall superheat and boiling heat flux associated with movement into and out of
;

the transition boiling regime.
,
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Figure 1: Heat Flux Versus Wall Temperature Fmm REl.APS MOD 3 for G= 20 kO/(s-m ), p = 0.10 MPs, and
saturated conditions !
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!' Figure 2: Wall Tempure Dependence with Time for (1) Ed=35 W/cm and
2

; (2) Ed=47.2 Wicm

Note the phase shift between the wall temperature traces in flg. 2. The transibon from nucleate boiling to
transabon boiling is shown by the uptum in curve two, indicating a decrease in the heat transfer coefficient. The,

heater then stores energy during the time it is in transition boiling. The retum of the heater to nucleate boiling is,

delayed because the hester surface temperature must first be lowered to a value near the saturabon4

temperature. This requires that some of the energy stored in the heater during transition boiling be discharged
to the fluid. The temperature tums upward again indicating a retum to transition boiling. Note that the,

subsequent uptum in temperature occurs somewhat before the wall temperature value ci,s=sporiding to the
i time average CHF. This is because the heat flux is still higher than the average value at this point in the cycle
: due to the continued discharce of energy stored in the heater during transibon boiling when the heat transfer

coefficient and heat flux are low.
,

Analysis of expressions (10)"and (13) shows that two nondimensional numbers N1 = (y/m)" d = 4/d and N2 =
4

x(m/x)"ATo/q'w.o = (xpc) (e)"ATn/q'cw,o can characterize the solution. The normalized rat o, q'n/q'w,o
; . is represented versus N1 for different N2 in flg. 3 with q'3 q'w.o=0.4. It is seen that that the major change in/

thermal limit takes place as N mover. fmm 0.5 to 10. This conesponds to movement from thick heaters withi,

dimensions greater than the thermal wave penetration depth,4, to thin heaters with dimensions smaller than-
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J

the thermal penetration depth. Note also that as the heater thichness goes much smaller than the thermal
penetration depth the heater temperature responds instantly to variations in the heat trarder coefficient and
the heat flux becomes constant in time. Therefore, the it.emial limit occurs when the CHF is irst encounteredr

for the case of large N1, such that q's=q'cw.e q'1

The thermal limit heat flux, q'n , approaches the steady state CHF for large N2 and small N1. The
~ dimensionless group, N2, is proportional to the thermal effusivity, icpc, to the one half power. The themial
,

effusivity gives a measure of the ability of the heater to store energy and move energy to the surface. A heater
with large thermal effusivity and large dimensions (small N1) is therefore able to withstand periods of transition
boiling without large changes in wall temperature. This allows the thermal limit heat flux, q's , to approach the
steady state CHF value.

The slight hook in curve one on flg. 3 at low N1 and high N2 is associated with high frequency behavior since'

N1 goes as opia while N2 goes as o)''' . The high frequency causes the thermal penetratal depth to be small
relative to the heater dimension. This limits the ability of the heater to discharge energy stored during the

< transition boiling part of the cycle. Note that high toquency is defined by the heater charactensucs and the
I

1 boiling curve through the' definitions of N1 and N2.
1

; The model predictions are compared with the experimental data of Ozawa et al. [5] in fig. 4. Sinusoidal inlet
mass flow variations were imposed on the channel with periods of 2,4 and 6 seconds. The comparison shows !

qualitative agreement between the r n,ytical model and the experimental results. ,

|

'
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Figure 3: Dependence of Nondimensional Thermal Umit Value, q'n/q'cw,0, on N1 and N2.
,
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Figure 4: Comparison of the Model with Data from Ozawa et al. (5). The model results are indicated with lines.
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!
i

;
i

:
! The REl.APS-MOD 3 [6] code is a numerical representation of a two-fluid thermal-hydraulic rrLiel coupled with
2 a one dimensional conduction model in the heater. Therefore, this code should simulate the physics required to
: predid the variation in thermal limit heat flux associated with unsteady flow conditions. RELAPS MOD 3 was >

used to simulate an experiment performed by Ishii and Mishima [4). This simulation is an extension of work
performed by Ruggles and Williams [11]. The RELAPS code predicted unsteady flow behavior and welli

i temperature oscillations qualitatively consistent with those observed in the experiment. These simulations
'

included a careful examination of the sensitivity of the results to nodalization, time step, and rate of increase in
the applied heat flux. The thermal limit flux was defined as the applied heat flux when the heater back wall
temperaNro began to rise rapidly and continued to rise for several hundred degrees Celsius. REl.APS was run
for the experimental conditions from [4] with inlet mass flow of 35 K0/m's and a thermal limit flux of 72 KW/ m'

2was determined. The measured thermal limit flux was 105 KW/m . The input file for the code was then
modified to run with the heater thickness four times the original value and a thermal limit heat flux of 78 KW/

;
am was predided. The N1 value for the experiment is 86 using an oscillation period of one second which is'

roughly consistent with the experiment and the simulation results. These simulations support the effect of
increasing the parameter N1 on the thermal limit heat flux as indicated in flg. 3. A study with values of N1 in; .

the range from 0.5 to 10 would likely produce more variation in the thermal limit..

i V. Conclusions

Many of the experimental studies used to establish reactor thermal limits have been conducted using
constant inlet mass flow conditions. However, it is the pressure drop across the fueled region that
remains constant in reactor systems due to the large number of parallel cooling channels in the fuel
assembly [1]. It is often assumed that thermal limits established during single channel tests with constant
inlet mass flow can be used in reactor thermal limit studies. This assumption certainly holds if the flow
behavior in the fuel cooling channel is identical to that recorded in the single channel experiment.
However, the flow behavior and measured thermal limit can vary significantly as the applied boundary
condi"ons are changed from those of constant inlet mass flux to those approaching constant applied
pressure drop, as indicated by Mishima et al. [3).

Natural circulation flows and flows at low mass flux and low pressure are very prone to unsteady
behavior. These flows are of interest in reactor safety analyses where decay heat is to be removed by
natural circulation. It is generally beyond the state of the art to accurately predict the nature of flow
oscillations in two-phase systems. Therefore, it is important that experiments intended to verify the
performance of these systems be property designed to produce either best estimate or conservative
performance Information.

The model presented herein provides a tractable and mechanistic relationship between heater properties,
basic flow properties and thermal limits. These relationships allow the engineer to determine if an
experiment evaluating thermal limits is likely to produce conservative, non-conservative, or best
estimate results when applied to a reactor fuel assembly. However, this evaluation will require some
knowledge pertaining to the nature of the unsteady flow both in the experiment and in the reactor fuel
assembly.

The results of this analysis are especially important to equipment where the heat capacity of the structure
in the region where the energy is generated is small and the materials used have low melting
temperatures. Such systems include research reactors and production reactors which use aluminum
cladding, and fusion reactors in the region of the diverter plates where copper is the primary structural
material. These systems have significant heat loads after shut-down and can be damaged by dry
conditions. Experiments intended to establish the thermal limits for these systems can easily produce
nonconservative results if heaters of large dimensions are used.
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Nomenclatury
d 2Au2 d'qhr,o/dT (T=Tcw)- second derivative of boiling heat flux with temperature

c- specific heat, J/kg K
d - heater thickness, m
E - volumetric energy generation, W/m'
Ed - heater host flux W/m'

3G - mass flux, kg/(m s)
dG-amplitude of mass flux oscillation
h - heat transfer coefficient, W/(m*K)
p - pressure, N/m'
q' - heat flux, W/m'
T- temperature, K
ATn - characteristic bolling curve width temperature, K
x-quality; coordinate, m Subscripts

z- longitudinal coordinate, m
a - void fraction ex - exit
p - porturt>ation amplitude L -left
t- bacillation period, s R right

x - thermal conductivity, W/mK sat- saturation
y,- thermal diffusivity, m'/s TL -thermallimit
p - density, Kg/m' w - wall
p2x/t-frequency 0 -average value
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ABSTRACT !
1

The boiling crisis is one of the phenomena limiting the available power from a nuclear pmver
plant. It has been widely studied for decades, and numerous data, models, correlations or tables are
now available in the literature.

If we now try to obtain a general view of previous work in this field, we may note that there are
several ways of tackling the subject.

The mechanistic models try to model the two-phase flow topology and the interaction between
different sublayers, and must be validated by comparison with basic experiments, such as
DEBORA, where we try to obtain some detailed informations on the two-phase flow pattern in a
pure and simple geometry. This allows us to obtain better knowledge of the so-called " intrinsic
effect".

These models are not yet acceptable for nuclear use. As the geometry of the rod bundles and
grids has a tremendous importance for the Critical Heat Flur (CHF), it is mandatory to have more
precise results for a given fuel rod bundle in a restricted range of parameters: this leads to the
empirical approach, using empirical CHF predictors (tables, correlations, splines, etc...).

One of the key points of such a method is the obtaining local thermohydraulic values, that is to
say the evaluation of the so-called " mixing effect". This is done by a subchannel analysis code or
equivalent, which can be qualified on two kinds of experiments: overall flow measurements in a
subchannel, such as HYDROMEL in single-phase flow or GRAZIELLA in two-phase flow, or
detailed measurements inside a subchannel, such as AGATE.

Nevertheless, the final qualification of a specific nuclear fuel, i.e. the synthesis of these
mechanistic and empirical approaches, intrinsic and mixing effects, etc..., must be achieved on a '

global test such as OMEGA. This is the strategy used in France by CEA and its partners
FRAMATOME and EdF. |

|

1. INTRODUCTION

The boiling crisis in nuclear plants is one of the phenomena limiting the available power, and
must be taken into account in accidental, incidental and nominal conditions.

In accidental conditions, (more than class 2), it is necessary to have a rough estimation of the
boiling crisis conditions for a very wide range of parameters. A rough but general purpose
predictor, as Groeneveld's tables (1993) can be used.

in incidental (up to class 2) and nominal conditions, more precise evaluations are needed for a |
more narrower range of parameters. To obtain this high level of precidon, one must take precisely
into account the detailed rod bundle and mixing grids geometry (for example, the geometry of the
vanes). The precision and the reliability of our knowledge of the boiling crisis in a given fuel
design impacts directly on safety margins, available power and consequently finance.

As it is impossible to provide detailed results, which are proprietary, the purpose of this paper is
to explain the French methodology used by the CEA. EdF and FRAMATOME.

\
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2. MECIIANISTIC BOILING CRISIS MODELS AND EXPERIMENTAL STUDY OF i

TIIE TWO-PIIASE FLOW TOPOLOGY

This seems to be the most " physical" approach to boiling criset,. Many authors have tried to
model two phase flow topology, often by modelling the behavior of several sublayers and the
exchanges between them. The boiling crisis occurs when a critical condition is reached on the
sublayer near the heating wall.

For dry-out at rather high quality in the tubes, the Whalley model [1,2] is well accepted. It is
based on the drying of the liquid film in annular dispersed flow. A model of the exchanges between
the droplets in the bulk flow, the liquid film near the wall and the vapor phase allows the prediction
of the conditions in which the liquid film dries and dry out appears.

For burn-out (lower quality), there are several families of models: the Weisman model [3,4,5, |

6, 7, 8] proposes a mechanism by whici. bubbles accumulate near the wall: the boiling crisis |

corresponds to a critical local void fraction. On the other hand, some models such as Lee's 19] |

modified by Lin [10] or Katto's model [11,12] rnpose a mechanism based on the drying of a thin
liquid film between the wall and larger bubbles ,ng's model [13,14,15], based on a superheated
liquid layer near the wall, a bubbly layer and tne bulk flow is widely used for taking into account
the non-uniformity of axial heat flux distribution.

These models are semi-empirical, that is to say that most of them have parameters adjusted using
experimental data. As initial attempts at modelling were fairly simple they only applied to very
simple geometries such as a circular, uniformly heated vertical tube. Subsequently, they have been
adapted to more complex geometries such as rod bundles and to an extended parameter range.
Recently, Katto [16) has provided a general review of the different boiling crisis models over the
last decade for a wide range of parameters, geometries and conditions.

All the " mechanistic" models described above help the Progress of Science, and, consequently,
must be constantly improved, mainly by simple and analytical experiments. This is one of the aims
of the French Atomic Energy Commission (CEA) DEBORA facility.

In the DEBORA [17,18] test loop, freon R12 simulates high pressure high temperature steam-
water flow. For different simple test-section geometries (tube, annular space, etc), micro-
thermacouples measure local fluid temperature and micro optical fiber probes (with a measuring
diameter of 10 m, using a one slice level method with a threshold at 30% of the amplitude,
recording the signal during 3 mn for point) measure the phase indicator function, permitting a .

detailed description of the single-phase and two-phase flow patterns up to boiling crisis conditions. l

From some preliminary tests performed m a tube (19.2 mm internal diameter) with pressure,
mass velocity and heat flux values equivalent to the nominal conditions of a PWR, we can report
some partial, provisional but interesting conclusions:

The position of the maximum of the local time-averaged void fraction radial profile is near the*

wall at low meu quality and moves progressively toward the center of the tube when the mean
quality increases (see, for example, figure 1).
Assuming a velocity field and a slip model between phases, one can deduce from the optical
probe signal the characteristic dimension (the diameter if we assume spherical bubbles) of the
bubbles.
The characteristic dimensions of the Freon bubbles are fairly homogeneous whatever the radial.

position and the mean quality, but depend on the pressure and, less, on the mass velocity.
These dimensions are of the order of 300 pm, and a large majority of them range from 200 pm
to 400 pm. There is no experimental evidence of coalescence of these bubbles in usual
conditions.
Just before the boiling crisis, a change in the two-phase flow pattern has been detected in a layer.

roughly 150 pm to 300 pm thick, near the wall (visible in figure 1).

These topology studies are now under way to validate the above facts and to determine their
dependencies on the parameter range.
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'Diese results will be used to test the mechanistic boiling crisis models and improve basic
knowledge on this phenomenon.
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Figure 1 : Void fraction profiles measured on the DEBORA test loop i
Local time-averaged void fraction plotted vs radial position of the micro-optical probe for different I

mean thermodynamic qualities Xs (the void fraction increases when the quality Xs increases).
]

The real mean freon R12 conditions are: G = 2000kg/m2/s, P = 2.62 MPa, heat flux = 74 kW/m2

Up to now the " mechanistic" models compared to the experimental Critical Heat Flux (CHF)
results have provided moderate agreement for a simple geometry (such as tubes) and poor statistical
results for a more complex geometry (such as rod bundles). Most of these models are unable to take
into account the complex effects of the mixing grids of a nuclear fuel rod bundle and the
consequences of secondary flows. Experimentally speaking, these mixing grid effects are important, l

,

For example, de Crecy [19] splits the total effect of the mixing grids and mixing vanes into a i

mixing effect, which quantifies the cross flows and determines the subchannel mean conditions and
an intrinsic effect, which is the remaining part and represents the effect on the mixing grid and
mixing vanes on the two-phase flow topology inside a subchannel. Ideally mechanistic models
should describe and quantify the intrinsic effect. Due to the lack of understanding of local
phenomena, this effect is at present quantified by empirical CifF predictors.

That is why these models, useful for the scientist and for better future knowledge of the basic
phenomena, are inadequate for industrial use or safety studies of a LWR. The nuclear safety
authorities do not accept the use of these mechanistic models.

,

1

:

2482

1
1



|

| 3. THE EMPIRICAL APPROACH TO BOILING CRISES 2 THE CHF PREDICTORS .

!

As the mechanistic models are not yet adequate for industrial use, an empirical approach is |
|

widely used. It consists in using experimental data, which is sometimes complemented with general

|
physical considerations, to build a bolling crisis predictor such as a correlation, table, smoothing
spline, neural network, etc. Usually it only applies to a specific geometry and a specific mixing grid
in a given range of parameters.

According to Groeneveld [20], over 500 CHF correlations exist in the published literature and
many others are proprietary; most of them deal with water-cooled tubes and have a narrow range of
validity. This proliferation of CHF prediction methods illustrates the lack of understanding and
consensus on the boiling crisis physical phenomena. It also demonstrates how acutely users need a'

means, which is both accurate and fully reliable, of estimating boiling crisis conditions in their i

specific geometry, parameter range and mixing grids.
These correlations are usually obtained using a least square regression method, but this approach

is not really satisfactory: the scattering between measured and predicted values is significantly
higher than the expected experimental uncertainties, the a priori given form (or, in the best cases, a
limited choice between several a p-lori given forms) of the correlation seems to mean that the
phenomenon has to obey this (these) form (s).

In order to use all the information from the experimental data points without adding any other
hypothesis, the CEA has developed an alternative method, called PLAQUE, based on a
multidimensional pseudo-cubic thin-plate type smoothing spline [21]. It uses neither physical
modeling nor an a priori given form, but only experimental data. The only underlying hypothesis is
that the phenomenon (for example, the CHF) depends in a " smooth" way on the other parameters
(pressure, mass velocity, enthalpy, etc.). It does not require a normalised data base. Experimental
data points may be anywhere, but of course the results will be more reliable and accurate in areas
where the points are numerous.

The smoothing parameter, that is to say the strength of the smoothing or the optimal compromise
between a " smooth" surface and small differences between measured and " smoothed" values, is

obtained by generalized cross validation. i
|

This smoothing spline method yields very satisfactory results, giving well validated small
residual deviation and allowing statistical and uncertainty calculations. It is widely used by CEA, f
EDF and Framatome, for example to quantify the effects on CHF of geometric changes in mixing 1

!
; grids design, such as a different mixing vane angle, and reveal the parameter range in which this
; effect is statistically significant.

This smoothing spline can also be used to build a CHF look up table, similar to the one used by
Groeneveld [20] for tubes. However, as this empirical approach using CHF predictors is mainly a
way to describe and use the experimental results, one must always remember that any extrapolation j4

from the experimental data set is doubtful, unreliable and may be dangerous: there is no physical !

explanation of the underlying phenomenon. This is one of the main drawbacks of the empirical i
,

approach.

4. OBTAINING " LOCAL" THERMOHYDRAULIC VALUES

Generally speaking, the use of mechanistic models requires knowledge of the local thermo-
hydraulic conditions. In the same way, many CHF empirical predictors use the local thermo-
hydraulic conditions, and this is the most advisable approach [22,23].

,

Usually, " local" means at the scale of a subchannel, delimited by 4 (square pitch) or 3
(triangular pitch) rods; but a more precise description may be needed.

In general, only "mean" limit conditions are known: inlet temperature, average mass velocity in
the whole test section, mean exit pressure, etc. A specific tool is needed to deduce local
thermohydraulic conditions from the mean conditions. The problem is quite different in a real
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reactor core or in a rod bundle CHF experiment (with typically a 4 x 4,5 x 5 or 6 x 6 rod bundle).
De secondary flows are not caused by the same type of heterogeneity.

In a PWR core in nominal conditions, there are some "long distance" (at the core scale) i

'
secondary flows driven by the "long distance" neutronic power heterogeneities, some " intermediate
distance" secondary flows driven for example by heterogeneities between two adjacent assemblies,
and some "short distance" secondary flows at the scale of adjacent subchannels driven by mixing i

grid heterogeneities due to the presence of guide thimbles or rod to rod differences 'n neutronic
power.

In incidental conditions, all these long, intermediate and short distance secondary flows can be
significantly modified.

In a usual rod bundle CHF experiment only "short distance" secondary flows can exist: the
water proof shmud prevents intermediate and long distance cross flows. To prevent the boiling
crises on the non-representative peripherical rods, the experimentors usually impose a higher heat
flux radial-peaking factor in the tests than what is expected in an actual nuclear core. Dey also
impose a rod-to-shroud gap sufficient to allow the secondary flows to pass round the peripherical
rods, but this involves a larger cross-section of the subchannel to heating perimeter ratio. These two -
facts result in a short distance enthalpy radial-peaiag factor which is higher in a CHF experiment '
than in a true LWR core, and, in two-phase flow, in higher quality and void fraction radial peaking
factors, and, consequently in higher "short distance" secondary two-phase flows: for the same short
radial distances (a few centimetres) there is usually more to mix in a CHF experiment than in an
actual LWR core.

The way to use a rod bundle CHF experiment for an actual PWR core calculation may be
symbolized by the following figure: -

Figure 2

CHF expenment PWR core:
C mean condebons

V "
;

|

|u u

Local CHF Local core |
Icondrbons condrbons

O v

Comparison of core
U local heat flux and

predicted CHF for theseEmpirical CHF s
#prodctor local core conditions

The "A" and "B" process is usually implemented with the help of subchannel analysis code such I

as FLICA, THYC, COBRA, etc. One of the main purposes of these codes is to model the
;

secondary flows.

In CHF experiments, "long" and " intermediate" distance secondary flows are impossible
(presence of the shroud). But, as mentionned previously, "short distance" secondary flows are
enhanced. Consequently, the mixing grid effects (mainly short radial distance effects and
enhancement of turbulence) have a comparatively greater influence in the "A" process than in the
"B" one, because there is more to mix in "A" than "B". It is thus very important to have a reliable

,
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| description of this mix!ng effect, in order to validate the mixing coefficient, or equivaient, used in
j the subchannel analysis codes.

De CEA has two experimental facilities for studying this mixing effect: HYDROMEL in single
phase flow and GRAZIELLA in two-phase flow.

In HYDROMEL, a rhodamine solution is injected into the most central subchannel of a 5 x 5 to
9 x 9 rod bundle, upstream from a mixing grid, in an adiabatic, low pressure and moderate
temperature water flow. The local concentrations in each channel are measured first between the
injection point and the mixing grid to quantify natural diffusion and then downstream from the
mixing grid at different locations to quantify mixing effect efficiency and its variations and then
adjust the mixing coefficient of FLICA code.

An interesting feature revealed by this experiment is the high asymmetry of the subchannels even
a long way downstream from the raixing grid (L/Dh greater than 30).

On GRAZIELLA, isokinetic sampling is performed at the end of a 5 x 5 heating rod bundle in a
_

freon R12 two-phase flow simulating high pressure high temperature water flow. De parameter
range is characteristic of a PWR in an incidental condition, prior to the boiling crisis. 36 sampling
probes can extract the totality of each subchannel to measure the sampled mass flow rate and
enthalpy. He major difficulty is minimizing flow disturbance, so considerable attention is paid to
the isokinecity of sampling: the exit level pressure map, precisely measured by 36 pressure taps,
must remain the same with a very high stability before and during sampling. The procedure and the
technology has been tested previously on FRENESIE, a 2 x 2 rod bundle.

The results are devoted to validating the description of the two-ohase mixing effect in industrial
subchannel analysis code such as FLICA.

5. A FINE DESCRIFilON OF THE SINGLE-PHASE MIXING EFFECT

The industrial subchannel analysis codes such as FLICA, THYC, COBRA, THINC, etc. previde
overall predictions of the mixing effect and are based on a overall description of this mixing effect
observed on experiments like HYDROMEL or GRAZIELLA.

The physics included in the code is devoted to giving as reliable as possible an extrapolation
of the experimental results from a CHF experiment to an actual nuclear reactor for a given mixing
grid. With this type of code, it is not possible to predict the effect of a new mixing grid geometry
or even understand the behavior of an existing one.

As we would also like to understand mixing grid behavior, we need to determine the flow
pattern at a very f'ine scale, ideally below the scale of the smallest structure of the flow pattern.

To progress toward this aim, two tools are used: the AGATE experiment and the TRIO code.
AGATE [24, 25) is a 3D laser Doppler anemometry test loop. It provides a precise (15 cm/s) and

3very local (the measurement volume is about 2 x 10-3 mm ) description of the velocity and
turbulence field in a 5 x 5 rod bundle, upstream and downstream from a mixing grid in an adiabatic
low pressure moderate temperature single phase water flow. A two-color laser measures the two or
three components of the velocities in the unshadowed area.

Figure 3 presents the areas where the 2 or 3 components of the velocities are measured in
AGATE test section.
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Figure 3 Two and three component velocities
measured by AGATE Figure 4 : AGATE - Axial evolution of

transverse velocities

The numerous results reveal a complex velocity field with, for example, some inversion in cross
flows. It has been observed that this flow behaviour depends strongly on the position, dimension,
shape and inclination of the mixing vanes at the upper part of the mixing grid.

An example of results, the axial evolution of transverse velocities with some inversion of the
flow,is presented in figure 4. This result is compared to the calculations of TRIO, a fine-meshing
3D single-phase flow computer code. We used the " natural" version of this code, with minimum
closure laws but a turbulence model. The code is mainly based on local instantaneous balance
equations with the usual hypotheses, such as incompressible Newtonian fluid.

The turbulence is modelled using the "large-scale simulation and sub-grid modelization"
technique [26]. There is no " mixing coefficient" or equivalent. The mixing effect is only determined
by a description of the geometry of the mixing vanes and mixing grids.

To obtain a satisfactory fit between the AGATE experiments and the TRIO cal'culations, we need
a fine description of the grid and vane design and consequently a very fine meshing (the
characteristic dimension of the mesh is I mm as an order of magnitude).

At this point, the objectives of AGATE and TRIO are:
to facilitate the understanding of the mixing phenomenon, secondary flows, and so on,*

to allow f reliable extension of the 5 x 5 experimental results to the actual 17 x 17 nuclear fuele

assembly,
to be able to make numerical sensitivity studies on the geometry of the mixing vanes in order toe

optimize the geometries to be tested on AGATE.

Once the use of TRIO is well qualified on AGATE tests, it could be used as a R&D tool.
The knowledge of the flow velocity field is therefore summarized with an appropriate set of

coefficients in a fast-running industrial subchannel analysis code such as FLICA.
It is obvious that the main drawback is that this approach deals only with single phase flow in

the present state of the art.

Work is under way to find an equivalent fine description of the two phase mixing effect. It
would involve both bringing together, in one experiment, the capabilities of AGATE and DEBORA
a two phase flow version of a fine 3D code.

We hope that, in the more distant future, we may obtain a reliable description of both two phase
cross-flows and two-phase flow topology. This fine two-phase description of the flow could then be
used with an improved mechanistic model to obtain a reliable, physical and precise prediction of
boiling crisis conditions.
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| 6, OVERALL CHF CONDITIONS FOR INDUSTRIAL USE

With the present state of the art, a global CHF experiment with the real geometry is needed in

| order to obtain re'lable and directly usable boiling crisis information. His is the left entry of figure
2. In our strategy, it is implemented by the OMEGA experiment: (a 5 x 5 rod bundle,2 MPa to 17
MP, 355'C in water,10 MW). A large number of wall thermocouples can detect the boiling crisis
and its axial and asimuthat position. A wide variety of mixing-grid geometries and dispositions,
axial and radial heat flux shape, diameters and pitches have been tested. It is also possible to have
either an adiabatic shroud or a heating one. De measurement (in single phase) of fluid temperature
maps can assess the single-phase mixing efficiency of the grids.'

As explained in the left part of figure 2, the mixing effect of the grids is taken into account toi

obtain the local conditions from the mean boiling crisis conditions.;

Den the remaining part of the total effect, that we call the intrinsic effect, is quantified by a

| empirical CHF predictor, usually by using the PLAQUE method (the "C" process in figure 2).
;

i

CONCLUSION
,

The strategy used to study the boiling crisis has been presented. We try to finalize a coherent set
,

of methods, experimental facilities and computer codes in order to obtain:
. better knowledge and understanding of the fundamental phenomena involved,

reliable and directly usable information on the boiling crisis, such as CHF predictors. ;j e

We emphasize the geometry and parameter range useful for PWR cores under normal and-

incidental conditions. Starting from very local measurements, tools are provided to transpose this
basic knowledge to actual reactor conditions. His strategy is designed to help our industrial-

,

partners in their never-ending search for better performance and safety.
:
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An Investigation of Transition Boiling Mechanisms of Subcooled Water

under Forced Convective Conditions

Kwang-Won, Lee and Sang-Yong, Lee
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ABSTRACT

A mechanistic model for forced convective transition boiling has been developed to
investigate transition boiling mechanisms and to predict transition boiling heat flux realistically.
This model is based on a postulated multi stage boiling process occurrmg during the passage
time of the elongated vapor blanket specified at a critical heat flux (CHF) condition. Between
the departure from nucleate boiling (DNB) and the departure from film boiling (DFB) points, the
boiling heat transfer is established through three boiling stages, namely, the macrolayer
evaporation and dryout governed by nucleate boiling in a thin liquid film and the unstable film
boiling characterized by the frequent touches of the interface and the heated wall. The total heat
transfer rates after the DNB is weighted by the time fractions of each stage, which are defined as
the ratio of each stage duration to the vapor blanket passage time. The model predictions are
compared with some available experimental transition boiling data. The parametric effects of
pressure, mass flux, inlet subcooling on the transition boiling heat transfer are also investigated.
From these comparisons, it can be seen that this model can identify the crucial mechanisms of
forced convective transition boiling, and that the transition boiling heat fluxes including the

'

maximum heat flux and the mimmum film boiling heat flux are well predicted at low;

; qualities /high pressures near 10 bar. In future, this model will be improved in the unstable film
boiling stage and generalized for high quality and low pressure situations.;

!

I. INTRODUCTION.

Transition boiling is an intemlediate heat transfer mode where the heated surfaceJ

temperature is too high to maintain nucleate boiling but too low to maintain stable film boiling.
In this boiling mode, an increase in surface tempearture usually results in a decrease in surface
heat flux. The transition boiling region of the boiling curve is traditionally considered to be'

i bounded by the critical heat flux (CHF) with the corresponding CHF temperature (this point
corresponds to the maximum heat flux point in the bolhng curve) and by the minimum film
boiling (MFB) heat flux with the corresponding MFB temperature (see figure 1). However, the

,

tra$ition boising boundaries may be determined on the phenomenological basis as the points "a" |
anc "d" rather than the points "b" and "c", as shown in Figure 1. Point "a" indicates the |

departure from nucleate boiling (DNB), which is characterized by the appearance of unstable
local dry spots on the heating surface. Point "d" shows the departure from film boiling (DFB)

i characterized by the appearance of unstable local cold spots on the heating surface. Kalinin et al. |

I[1] took notice of the fact that the transition from nucleate to film boiling with increasing the
wall superheat AT, (or the opposite transition with decreasing AT,)is gradual and smooth, and j

the maximum heat flux (MHF) and MFB heat flux are interior points of the transition boiling
'

region. To investigate the transition boiling mechanism based on the various experimental
,

observations [1,2], this classification is considered more promising than the traditional one. |

,

'
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Figure 1. Schematic Diagram for Transition Boiling Boundaries. Point (a): Nucleate Boiling
Instability Bounday, Point (b): Maximum Heat Flux, Point (c): Minimum Film Boiling
Heat Flux, Point (d): Film Boiling Stability Bounday.

Recently, the practical interest in transition boiling has increased in connection with the
safety analysis of nuclear reactors, especially with studies of hypothetical loss of coolant
accidents (LOCA) as the design basis accident for light water reactors, and heat treatment of
metals. Up to now, the experimental and theoretical studies have been plentifully performed for
the transitan boiling in pool boiling situations, but scarce in forced convective boilmg situations.
The comprehensive review of Kalinin et al. [1] and Auracher [2] of transition boiling shows that
the present knowledge about transition boiling mechanism is plentiful only for pool boiling
situations. However, the forced convective transition boiling mechanism is poorly understood
due to the inherent complexity of this phenomenon and the experimental difficulties.
Conseguently, available prediction methods are promising in the pool boiling situations but yield
large discrepancies in the forced convective boiling situations due to their limitations caused by
the difficulty in accounting for the various physical mechanisms in a single correlation and the
lack of reliable data base.

Most of the prediction methods for transition boiling are based on Berenson's postulate (3]
. that transition boiling is a combination of unstable nucleate boiling and unstable film boiling,
each of which alternatively exists at any given location on the heating surface. This can be
formulated as

q. = F, q , + ( 1 - F, ) q , , (1)

where, qi and q, designate the average heat flux during the liquid contact and the vapar contact,
respectively. F, denotes the average statistical fraction of the wetted area on the heated wall at a
given moment. If the liquid solid contact process can be assumed to be ergodic, the local liquid
contact time fraction, Fr, is considered to be equal to the wetted area fraction, F *A

Based on the idea of Equation (1), some phenomenological models for forced convective
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| transitiin boiling have been developed by several authors, such as Ragheb and Cheng [4],
Bjornard and Griffith (5), and Kao and Weisman [6]. In the first two models, they assume that
q3 and q, are constant during the contact process, and equal to the MHF and the MFB heat flux of
a boiling curve, respectively. They also assume that a linear relationship exists between the two
anchor points and F, =1 at the MHF point and F,=0 at the MFB heat flux point, respectively. In
these models, the expression of F, becomes

'

F = [ (T - Tura) /(Tung - Typ3) ]2 (2).A

However, Kao and Weisman (6) introduced a moving quench front model to estimate the wetted
area fraction (F ) at high quality and low flow conditions, and used a wetted heat flux curve
decreasing with, temperature instead of a fixed MHF and a vapor convection heat flux instead of
a fixed MFB heat flux, respectively, as two anchor points. In this model, the first anchor point is
not the MHF point but the DNB point in the boiling curve (see point "a" in the figure 1), thus the
wetted area fraction at the MHF does not need to be unity.

In fact, the recent experimental studies (1,2,7-9 ) for the wetted area fraction show that F
at the MHF is far below unity. Therefore, the correlations of the wetted area fraction derive 8
from Equation (2) cannot be regarded as a reasonable estimate. Up to now, we cannot find
reliable correlations for the estimation of the wetted area fraction in the forced convective boiling i

conditions, especially at low qualities /high flows. On the other hand, most of the recent !
theoretical studies on the transition boiling for pool boiling conditions, such as those of Kalinin l

Iet al. [1], Pan, Hwang, and Lin [10], and Farmer et al. [11], assumed that the liquid-solid contact
process as a periodic sequence of transient conduction, nucleation and macrolayer dryout, and
vapor film boiling phases on the heating surface. In these models, the wetted area fraction was
evaluated by the liquid contact time fraction, assuming the contact process to be ergodic. These
studies showed that the wetted area fraction at the MHF point was smaller than unity and the
MHF point is much higher than the steady state CHF value as the upper limit of nucleate boiling.

In this context, we attempt to develop a mechanistic prediction model for the forced
convective transition boiling of subcooled water, based on the basic idea of Pan, Hwang, and Lin
(PHL) theoretical model [10] for the pool boiling. For a specific feature of forced convective
transition boiling, some mechanisms and assumptions of PHL model will be modified, and
their rationales will be discussed in the section of physical model and basic assumptions. The
primary objective of this study is to predict the transition boiling heat flux properly, and to
explain adequately the recent experimental evidence that the wetted area fraction at the MHF is
smaller than unity and the liquid contact heat flux is higher than the CHF value.

I
II. MODEL DESCRIPTION

II.1 Physical Model and Basic Assumptions
Based on the previous investigations [10,12-17] of the physical mechanisms of critical

heat flux, transition boiling, and film boiling phenomena, the present physical model is
supposed, as depicted in Figure 2. For a complete transition boiling cycle, there are four key
boiling stages, namely, approaching of vapor blanket, macrolayer evaporation, macrolayer
dryout, and unstable film boiling with frequent liquid-solid contacts. It is assumed that the
transition boiling cycle starts when a vapor blanket approaches to a given point on the heated
wall. The departure from nucleate boiling (DNB) occurs when the macrolayer dryout time is
equal to the vapor blanket passage time, which is determined by dividing the vapor blanket
length, L , by the blanket velocity, U,, at a CHF condition. Before the DNB, the heat transfer
through the macrolayer is governed by a fully developed nucleate boiling. After the DNB, the
wall heat transfer is established through two boiling stages, i.e., the macrolayer evaporation
governed by a nucleate boiling in thin liquid film and the unstablefilm boiling with alternate
wet and dry periods induced by the instability of the liquid and vapor interface. The present
model assumes that the total heat transfer rate during transition boiling is the sum of the heat
transfer rates after the DNB weighted by the time fractions of each stages which are defined as
the ratio of each stage duration to the vapor blanket passage time. The transition boiling heat
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Figure 2. Illustration of the Physical Model for Each Stage of Transition Boiling Cycle

transfer is terminated when the wall superheat exceeds the DFB temperature characterized by a
complete separation of the liquid-vapor interface from the wall. From the assumed ergodicity of
the time sequential process during the vapor blanket passage over a given point, the transition
boiling heat flux at a given axial location can be estimated.

This physical model is similar to that of PHL pool boiling model [10], but it is considerably
modified to accommodate the specific feature of forced convective situations. The PHL model
was based on three contributors of the transition boiling process, i.e., transient conduction,
macrolayer evaporation, and vapor film boiling. In the present model, the effect of transient
conduction on the forced convective transition boiling is assumed negligible and the vapor film
boiling stage is replaced by the unstable film boiling stage due to the instability of the vapor-
liquid interface under the forced convective boiling in the venical tube geometry. To satisfy the
ergodicity of the transition boiling process, the controlling phenomena are selected as a time
sequential process occurring at a given point during the vapor blanket passage, instead of the
controlling phenomena under the hovering bubble on the heated surface of PHL model. If the
specified vapor blanket characteristics ( its size, length, and velocity) are suitable as compared
with the tube diameter and length, and the time scale including all the controlling phenomena,
the ergodicity will be satisfied.

,
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The present model is also similar to that of Katto, Yokoya, and Yasunaka (KYY) [17] for
the pool transition boiling process. In the KYY p,roposal, the bubble departure period specified
at a CHF condition does not vary during the transition boiling process and the liquid macrolayer
evaporation is the same as the nucleate pool boiling. Therefore, the DNB occurs when the liquid
macrolayer dryout time is equal to that for the bubble depanure time, and the heat flux after the
DNB is determined by multiplying the wetting time fraction by the nucleate pool boiling heat
flux. In this approach, the boiling curve slope of transition boiling region is too steep. This
aroblem is overcome in the present model by mtroducing a new boiling mechanism in a very thin
. iquid film after the DNB and considering the strong contribution of an unstable film boiling on
the total transition boiling heat flux in the forced convective boiling situations.

Katto [12), Lee and Mudawwar [13], and Mudawwar et al. [14] have developed the
theoretical CHF model under subcooled flow boiling based on the similar physical mechanism.
They have claimed that the crucial CHF mechanism of subcooled flow bothng is a macrolayer
dryout under an clongated v: 7r blanket. Here, the macroiayer means the thin liquid film under
the elongated vapor blanket- aled adjacent to the wall surface at near the CHF condition, which
is distinguished from the inicrolayer below a fast growing bubble in nucleate boiling.
According to this physical mechanism, the CHF condition reaches when the macrolayer dries
out during the vapor blanket passage time ( L, / U, ). In the present model, this mechanism is
used for the determination of the DNB condition.

I
I

Ueda and Kim [15] and Hino and Ueda [16] investigated heat transfer characteristics near
the CHF condition in a subcooled flow boiling system. They concluded that the wall
temperature excursion at the CHF condition was composed of the temperature fluctuations which
accompany periodic passing of large coalescent bubbles close to the surface and a subsequent
sharp temperature rise under a film boiling state. Since this heat transfer characteristics is
similar to that of transition boiling, the macrolayer behaviour under the vapor blanket is also
thought to be a very important heat transfer mechanism in the transition boiling process.

After the DNB condition (point "a" in Figure 1), the macrolayer dries out before the
vapor blanket passage time due to the thin film boiling heat flux which is higher than the CHF.
Therefore, the macrolayer evaporation stage can contribute to the transition boiling heat flux
in proponion to the macrolayer dryout time fraction to the vapor blanket passage time. Up to the
MHF, this macrolayer evaporation will be a major contributor to the total heat flux.

Just after the macrolayer dryout, the wall surface is covered by thin vapor film. At this
time, a depression in the vapor-liquid interface occurs due to the insufficier:t vapor generation
and it allows the interface to touch the dry wall surface if the wall temperature is below the DFB
temperature (point "d" in Figure 1). This touching results in a vigorous boiling at the wall surface
and then the interface is repulsed from the wall. This sequence is periodic and lasts until the
vapor blanket passes a given point. Qualitatively, the frequency of this sequence is the highest
near the MHF temperature and the lowest near the MFB temperature. In this model, the heat
transfer characteristics of this sequence is evaluated by the simple thermomechanical model for
the unstablefilm boiling proposed by Huang et al. [18]. The unstable film boiling period is
determined by subtracting the macrolayer dryout time from the vapor blanket passage time.

The basic assumptions for the mathematical formulation of the physical model are listed
below :

(1) The time sequential process occurring at a given point during the vapor blanket
passage is ergodic.

(2) The vapor blanket passage time specified at the CHF condition remains constant
with increasing wall superheat, AT..

(3) The average length and velocity of the vapor blanket during the unstable film boiling
period does not vary.

(4) The thermal and physical properties at a given point are determined at the CHF
tandition.
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II.2 M:thematical Fcrmulati:ns cf Physical M: del

A. Critical Heat Flux and Vapor Blanket Characteristics
In the present physical model, the CHF condition for forced convective boiling at low

qualities is reached when the macrolayer dryout time is equal to the vapor blanket passage time.
Based on the previous works of Katto [12], Lee and Mudawwar [13), and Mudawwar et al.[14),
the CHF and the vapor blanket characteristics, i.e., its size, length, and velocity, are determined
as follows.

From the mass balance on vapor stems in the macrolayer beneath the vapor blanket, each
phase velocity is related as

p, U, A, = p, IU,1 ( A - A,) , (3)

where, A and A, denote the total surface area beneath the vapor blanket and the cross sectional
area of vapor stems, respectively. This equation simply means that there is a balance between
the vapor outflow and the liquid inflow in the macrolayer. The vapor velocity is obtained by the
energy balance on vapor stems as follows;

9a A = p, U, A, h ,, , (4)

where, q.,is a boiling heat flux for vaporization, which is given as
q,=q,-q,. (5)

Here, the subcooled liquid convective heat flux, q,, given by the Shah's correlation for high flux
boiling conditions [20], can be expressed as

230g,(qu / Gbr,)"d(T,,,-T )u

(230(qu / Gh ,)"-1)(T,,,-T )+ qy / H
*

r 3 k, (6)

where, the single phase forced convective heat transfer coefficient, H,, is given by the well-f

known Dittus-Boelter correlation for turbulent flow. The allowable relative velocity in the vapor
stem can be evaluated by the Helmholtz instability criterion as follows;

( U, - IU,1)2 = 2 no (p, + p, ) / (p, p, A ) . (7)n

The thickness of the macrolayer at the CHF condition is assumed by Haramura and Katto
[19] as follows;

S = A /4. (8)u n

From Equations (3), (4), (7), and (8), the macrolayer thickness can be rewritten as;

S - (n / 2X1 + g / p,)c(A, / A)'
^''^

[l + (g / p,)1 - A, / A]2p,(._qa_):p,h,, (9),

where, A,/ A is given by Haramura and Katto's correlation [19] as follows ;

A,/ A = 0.0654 [ ( 11 p,/16 p, + 1 )3/5 f( p,f p,,3))v2
'

= 0.0584( p,/ p,) a2 for p,/ p, n 1. (10)

The CHF condition occurs when the liquid supply into the macrolayer from the core flow is
completely vaporized and can be formulated as follows,
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L %r = pr(U - U )S, h,,{ 1+(h,-h ,)/ h ,}(1- A, / A), (11)
a a u i r

where, L, and U, are the length and velocity of the vapor blanket, respectively. And Uxis the
macrolayer velocity, which is assumed nearly zero. The vapor blanket length can be determined
by introducing Helmholtz instability criterion between the macrolayer and the vapor blanket,
thus

L, = 2 m (p, + p, ) / [p, p,(U, - U )2] . (12) jy
|

Since the macrolayer velocity is negligible as compared with the vapor blanket velocity, the
relative velocity can be considered equal to the vapor blanket velocity. The vapor blanket
velocity can be written from the force balance between buoyancy and drag force on the vapor
blanket as follows ;

U, aq2 Log (4 - p,)/ gCo + U (13)w
,

where, Uw and Co are the liquid alone velocity (or two phase mixture velocity) at the mass )
center of vapor blanket and the drag coefficient of the vapor blanket, respectively. If the liquid
alone flow is turbulent, the liquid alone velocity, Uw, can be obtained by the well-known
Karman's three layer velocity profile. If the liquid alone flow is laminar , Uw can be determined
by,

Uw = 2 G/p,, { l - ( R,- ya)2/R,'}. (14)

Here, the distance of the vapor blanket center from the wall, ya,is

ys = Su + D, / 2 . (15)

The vapor blanket diameter is assumed equal to the bubble diameter at the bubble
detachment point, D,. The correlations for the drag coefficient, C , and the vapor blanketo

diameter , D ,will be discussed in the section of the constitutive equations. Consequently, the
CHF is obtained by Equation (11) and the vapor blanket characteristics are determined by
Equations (12) and (13). ,|

B. Macrolayer Evoparation
Before the DNB, the macmlayer thickness is larger than that for the CHF condition (Su)

and the heat transfer through the macrolayer can be evaluated by the fully developed nucleate ,

boiling heat flux, which is estimated by the correlation of Mikic and Rohsenow [21]. Since the |

macrolayer beneath the vapor blanket a? pears to be nearly stagnant, this approach is considered
reasonable. Experimentally, Fuilta anc Ueda [22] showed that the surface heat flux in falling
liquid film approaches to a pool boiling heat flux as the wall superheating increases. From the
Mikic and Rohsenow correlation for water boiling data [21], the fully developed nucleate boiling
heat flux is expressed in SI units as follows:

9"' ~_1. 89x10* Vgn, (p,h r,)"' g"''c/''AT, '
c'''(g - p )5''T,,/'' (16),

After the DNB, the macrolayer becomes thinner than that for the CHF condition (Su), the
heat transfer through the macrolayer is changed from fully developed nucleate boiling to a thin
film boiling. This thin film boiling is very different from the pool boiling or forced convective
boiling. Mesler [23] suggested that the nucleate boiling heat flux in a thin liqud film might be
exceptionally high because a bubble generated in the thin film can escape quickly with a very
smell resistance. Kopchikov et al. [24] developed a co.Telation for the thin film boiling heat
transfer which focussed on the heat transfer through the quasi-laminar layer adjacent to the
growing bubble. This correlation is expressed below;
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Cx hr,P GAT,'

9"' " o ,T,,,(a - p,)
(17),

where, C is a empirical constant, which is given as 0.01 for the various fluids including water at
the atmospheric and subatmospheric pressures. Kopchikov et al. [24] also explained that the
boiling heat flux in a thin film boiling could increase up to the heat flux associated with the
limiting temperature of the liquid superheat (i.e., Leidenfrost temperature), since in thin film
boiling there are practically no hydrodynamic restrictions on the removal of the vapor and supply
of the liquid.

Beattie and Lawther [25] investigated the structural change in a thin annular film as dryout
is approached, and developed a more peralized thin film boiling heat flux equation based on
the beat transfer through a single clo,e-packed hexagonallayer of bubbles. If "N" bubble layers
exist in the thin film, the boiling heat flux is given by

0.0288Krhr,p,R AT,2
q ,6 =

No T,,,(g - p,) (18).

It can be seen that the Beattie and Lawther correlation (Eq.18) is equivalent to that of
Kopchikov et al. if N is assumed to be 2. In the present model, the boiling heat Dux in the
macrolayer after the DNB is determined by Equation (18) with N=2 for the pressur below 110
kPa and N=3 for the pressure higher than 110 kPa. For the higher pressures than 110 kPa, the
selection of higer N value is to consider the effect of the pressure on the packing of bubble layers
in the macrolayer.

The DNB wall temperature can be determined by rearranging Equation (16) after
substituting the CHF (Eq.ll) for the nucleate boiling heat flux, q,3 The step change in the
macrolayer evaporation heat flux before and after the DNB temperature is treated as follows:

9 ,,= q ,3 for AT, < AT , (19)os

9 me= 9 mb( AT,} + [q g- q ,,( AT o }] for ATos, < AT, < Atom (20)ox

9 m,= 0 for AT, > AT (21)om ,

where, q ,[ AToyo} and q,,(AT.) denote the macrolayer boiling heat fluxes determined by
Equation (18) as the functions of the wall superheats AToa and AT,, respectively. Equation (20)
means that the macrolayer boiling heat Hux after the DNB starts from the CHF value ( q,) and
varies with the slope of Equation (18) up to the DFB point. The macrolayer thickness, S.,,
during the macrolayer evaporation stage can be evaluated by replacing the boiling heat flux, q ,
in Equation (9) with the macrolayer evaporation heat fiux, q,,, determined by Equations (19) to
(21). This thickness is distinguished from the CHF macrolayer thickness, S,, of Equation (9).
Finally, the macrolayer dryour time is given by,

ST., = Pu m. h ,, { 1 +(h,-h )/ h ,, } /q ,,. (22)y

and the contribution of the macrolayer evaporation during the macrolayer dryout timeto the total
total boiling heat flux is

kne = 4m. Tma / T , (23)p

where, t,,is the vapor blanket passage time, which is defined as,
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T,= 1, / U, . (24)

C. Unstable Film Bolling
Within the vapor blanket passage time, the macrolayer dries out, and then the heat transfer

through a vapor film is available during the vapor film covering time. The vapor film covering
time is defined as

T, = T, - T, . (25)

During the vapor film coverage time, the unstable film boiling with alternate dry and wet
periods is established due to the instability of the vapor-liquid interface, which is augmented by a
repeating insufficient and violent vapor generations under the vapor film. Therefore, an
information for the interface contact frequency, size, and time is needed to quantify the heat
transfer characteristics of the unstable film boiling. Up to now, for the forced convective boiling
situations, this information is unavailable in the literature.

In this model, the unstable film boiling heat transfer is simply evaluated by the
thermomechanical model proposed by Huang et al. [18]. They developed an equation of the, !

evaporation enthalpy between the wetting zone and dry zone, based on the conservation
equations at the vapor-liquid interface. In their model, the wetting liquid on the highly heated
wa]! is assumed to be at saturated state at the elevated pressure, which is defined as the saturation
preure corresponding to the wall temperature. Also, the vapor is assumed to be saturated at the
system pressure of the bulk liquid. The resulting equation is

h, - h,(T,) = 0.5 [ p,(T.) - p,] [p,(T,) - p] / p,p,(T ) + (q,* - q,*)/m , (26)

corresponding to the wall temperature, respectively. And q,* quid enthalpy, density, and pressurewhere, h,(T,), pf(T,), and p, (T,) designate the saturated li
, q, , and "m" are defined as

*

q,'=g, + m V,(V -V,) (27)
q, =g,+ m V,(Y,-V,) (28)

m = p,(V,-V )=p,(V,-Y,) , (29)i

where, q and q,are heat fluxes from liquid phase to interface and from vapor phase to interface,
respectiv,ely. V, V, and V, denote the liquid and vapor velocities normal to interface and the 1

i |interface velocity, respectively. Equation (26) can be interpreted as the fact that the evrporation
enthalpy is provided by both heat conduction and the mechanical energy released during*the |

depressurization process of evaporation. Since the vapor is assumed at saturated state, q, in
Equation (26) must be zero to keep the vapor at the satuartion temperature. If we assume that q,
is negligible near the MFB temperature, Equation (26) can be rewritten by

h, - h,(Tor 3) = 0.5 [ p,(Tora) - Pal IP.(Tora) - Pl / P,p,(Tors) (30)

As Equation (30) is used to determine the DFB temperature, this means that the evaporation
enthalpy at the DFB point is supplied by the mechanical energy of depressurization alone. From
the assumption that the wall heat flux during the unstable film boiling is proportional to the
liquid heat flux at the interface, the following equation is derived,

gn,= C q,* = m C,(h, - h,(T.) - 0.5 [p,(T ) - p, ] [p,(T,) - p] / p,p,(T )} . (31)
x

To remove the proportional coefficient, C , the DNB point is selected as the anchor point and3
then we can obtain the following equation:

qn, { h, - h,(T ) - 0.5 [p/T,) - p,1 [p,(T ) - p] / p,p (T )}
9axa (h, - h,(Toxu) - 0.5 (p,(Toxn)- p,] [p,(Tox3) - p. / p,p,(Tox3)] (32)
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For zero heat flux, Equation (32) reduces to Equation (30) for the DFB temperature. Finally, the
contribution of the unstable film boiling to the total boiling heat flux is given as,

in> = % % / T,- (33)

D. Boiling Curve Generation
In the present model, the boiling curve ranging from a nucleate boiling region to the DFB

point can be generated. When the wall superheat is lower than the DNB temperature or the
macrolayer dryout time is shorter than the vapor blanket passage time, the total boiling heat flux
is

9=%- (34)

Between the DNB point and the MFB point, the total boiling heat flux is
_.

9=%+%- (35)

Equation (35) involves the DNB heat flux, the MHF and the DFB heat flux in the boilinJ curve.
If the liquid contact time during the vapor coverage period is as.umed negligible, tie time
fraction ofliquid contact is given as,

E=Ta / T,- (36)r ,

If the liquid contact process is ergodic, the following equality can be applied, ,

F*E. (37)A r

II.3 Constitutive Equations
For the determination of the CHF and the vapor blanket characteristics, the subcooled flow

boiling model is required. In the subecoled flow boiling model, the subcooling at the bubble
detact ment point > ( h.- h ),is very important in determining the position of bubble detachmentu ,

and acmal q :tt nr file. To evaluate this value, the Saha and Zuber correlation [26] is chosen
as the bn one foi sow pressure and low velocity conditions because this correlation can be
applicable to laminar and turbulent flows. If the wall heat flux in the pre-CHF region is -

umform, the actual quality at the CHF location is given by the ?rofile fit method (26; using
equilibrium qualities at the bubble detachment point and the CEF location. Once the actual
quality is determined, the liquid enthalpy at the CHF location is obtained as follows;

h = [ h, - h,x,) / [ 1 -x,] , (38)| u

where, the bulk enthalpy, h,,is defined as

h, = h, +4L,sg,,,/ @ . @
'Ihe bubble diameter at the bubble detachment point is evaluated by the modified Levy's formula
of Ying and Weisman [27] and expressed by

0.015VoD/ t.
* " yl + 0.l(pi - p,)gD / t , (40)

where, t
buoyancy, denotes the wall shear stress. This formula can be applicable to the system that theeffect on bubble detachment is considerable as compared with the drag force effect.
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such as 13w flow conditions.

The drag coefficient, Co, for the vapor blanket is evaluated by the formula of Ishii and
Mishima [28] for distorted bubble and expressed by

1 + 17.67(1 - ot,)#
*'

Co = (2 / 3)DQ(q -p,)g / c'
18.67(1 - ot,)u

*

, ,,

From the well known void fraction and quality relationship based on the drift flux models
of Chexal et al. [29] is used to find the void fraction (or quality) when the quality (or void
fraction) was known . In addition to this relationship, the flow regime map is used to identify

,

the CHF mechanism and to validate our physical model. The flow regime map is based on
Mishima and Ishii's flow transition criteria [30) .

III. RESULTS AND DISCUSSION

To investigate the prediction capability of the present model and to study the parametric
effect of pressure, mass flux, and inlet subcooling on the transition boiling heat flux, the
comparison of the model prediction with the available experimental data of forced convective
transition boiling is performed. As the representative transient boiling curve, we choose the data
of Huang et al, [31] and Cheng et al.132]. The data of Huang et al. [31] and Weber and
Johannsen [33] are selected as the representative steady-state data.

For simulation of experimental conditions, several assumptions are needed to fit the model
to the experimental procedures and conditions. Since any information for the CHF condition and
the post-CHF flow regime is unavailable in the experimental sources [31-33], it is assumed that
transition boiling occurs in the overall heated length, and an elongated vapor blanket exists at the
CHF condition whenever the inlet water flow is subcooled. The boiling curve at the mid-plane is
selected as the representative boiling curve in the test section. The axial conduction due to axial
temperature difference or heat flux difference is neglected in this model. The parameter ranges
of the selected experimental data are listed in Table 1.

Figure 3 shows the relative contributions of macrolayer evaporation (ME) and unstable film
boiling (UFB) stages to the boiling curve. In this figure, two symbolized curves designate ,

steady state and transient data of Huang et al., respectively. The solid line, dotted line and
'

dashed line denote the total heat flux (given by Eq.35) and the contributions of ME (given by
Eq.23) and UFB (given by Eq.33), respectively. The predicted boiling curve is well matched
with the steady state data but overestimated for the transient data whose inlet flow condition is
identical with the steady-state case. From this figure, it can be seen that the contribution of
macrolayer evaporation dominate; before the DNB temperature but rapidly decreases after the
DNB temperature, while the contribution of unstable film boiling is negligible before the DNB
'emperature but tapidly increase with the wall superheat after the DNB temperature. Figure 4
. cows the wetted area fraction predicted by this model for the above case. The wetted area
fraction decreases rapidly from unity after the DNB temperature and approaches to zero near the
DFB temperature. At the MHF point, the wetted area fraction is not about 1.0 but 0A. This
result is well matched with the experimental evidence described in the section of mtroduction.

Figures 5 to 7 show the prediction trend for the pressure variation from I bar to 10 bar. In
these figures, the steady-state and transient data of Huang et al. are expressed by the two symbols
and the prediction is depicted by one solid line. The experimental data are well predicted in the
higher pressures and the steady state data. The large discrepancy in Figure 5 seems to be caused
by the mismatch between the physic.d model and the real situation. At the low pressure case, the
estimated diameter and length of the vapor blanket is too large to satisfy the assumed ergodicity |

of the controlled phenomena. Especially, the vapor blanket length predicted by the Helmholtz
instability criterion is longer than the heated length of test section. For this case, a new instability

.
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Table 1. Parameter Range of Selected Experimental Data

Source
Huang et al. Data Cheng et al. Data Weber & Johannsen

Range Data

Experiment Type Steady-state & Transient Transient Steady-state

Pressure (MPa) 0.1 - 1.0 0.101 0.11 - 1.0

Mass Flux (Kg/m's) 200,500 136,20 100

Inlet Subcooling(K) 5,15 28 15

Diameter (m) 0.01 0.012 0.01

Length (m) 0.05 0.0572 (Short Tube) 0.05

Mid-plane 2.46 D 2.25 D 2.46 D

Tube Material Copper (heater) Copper Copper (heater)
Monel(flow tube) Monel(flow tube)
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Figure 3. Relative Contributions to Transition Boiling Heat Flux Figure 4. Predicted Wcited Arce Fruction in Transition Boiling

criterion is needed to avoid this problem. It is likely that the Helmholtz instability criterion,
derived for semi-infinite horizontal flow condition, is inadequate for the cases of vertical tube
with low velocity and low pressure flow. Furthermore, we suppose that the flow regime just
above the DFB temperature is an inverted annular flow according to our physical model.
However, from the installed flow regime map, the flow regime at the CHF condition was
estimated as an annular flow and thus the post-CHF flow regime is expected to be a dispersed
droplet flow. Figures 7 and 8 show the parametric effect of inlet subcooling on the transition
boiling in Huang et al. data. From this comparison, it can be seen that the inlet subcooling effect
is not remarkable in this range.

Figure 9 shows the prediction trend for the pressure variation in Weber and Johannsen's
steady-state data. The prediction is well matched with the experimental trends. However, the
predictions at the low pressure cases are highly overestimated. This discrepancy can be explained
by the same way as in Figure 5 case. Figure 10 shows the prediction trend for the mass flux
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variation in the transient data of Cheng et al. The prediction shows the same trend as in the
experimental data, but remarkable mismatches are observed in the wall heat f ux magnitude and
the data trend near the DFB point. The overestimated heat flux seems to be caused by the
inadequacy of the present physical model at low pressures (inadec uacy of Helmholtz instability
criterion) / high qualities (occurrence of annular flow), descrised above. The mismatched
trendnear the DFB point is attributed to the weakpoint of the present unstable film boiling model,
characterized by the fact that there is no parametric factors accounting for the mass flux and inlet
subcooling effects in the prediction equations for the DFB temperature and the unstable film
boiling heat flux.

From the overall comparison illustrated in Figures 3 to 10, it can be concluded that the
transition boiling heat fluxes meluding the MHF and the MFB heat flux are well predicted at low
qualities / high pressures, while a considerable discrepancy is observed at high qualites / low
pressures. In future, the observed weakpoints of the present model will be overcome through an
improvement of the unstable film boiling model and the development of the physical model for
high quality and low pressure situations.

IV. CONCLUSION AND RECOMMENDATIONS

A mechanistic model for forced convective transition boiling has been developed to
investigate transition boiling mechanisms and to predict transition boiling heat flux realistically.
This model is based on a postulated multi-stage boiling process occurring during the passage
time of an elongated vapor blanket.

The model predictions are compared with some available experimental transition boiling
data given as the steady-state or transient boiling curves. The parametric effects of pressure,
mass flux, inlet subcooling on the transition boiling heat transfer are also investigated. From
these comparisons, it can be seen that this model can identify the crucial mechanisms of forced
convective transition boiling at low qualities /high pressures and that the transition boiling heat
fluxes including the maximum heat flux and the minimum film boiling heat flux are well,

| predicted at low qualities /high pressures near 10 bar.

| From the results of model validation, the improvement directions of the present model and
funher studies are recommended as follows:'

(1) A r.ew hydrodynamic instabilty criterion for the determination of the vapor blanket
length at low pressure and low flow condition should be established.

(2) The generalization of the physical model for the high quality and low pressure
conditions is needed.

(3) A improved model to consider the parametric effects of the mass flux and inlet
subcooling on the unstable film boiling heat flux and the DFB temperature is required.

(4) A two-dimensional and transient heat conduction modelis needed to simulate and,

'
evaluate realistically the experimental condition and its data.

.
NOMENCLATURE

|

2A Total Surface Area beneath Vapor Blanket (m )
A, Cross Sectional Area of Vapor Stems in Macro!ayer (m )2

| c Specific Heat (J / Kg * C)
do Drag Coefficient of Vapor Blanket
D Tube Diameter (m)
D, Bubble Diameter at Bubble Detachment Point (m)
F, Average Statistical Wetted Area Fraction

F.r Local Liquid Contact Time Fraction
g Acceleration Due to Gravity (m/ s )2

G Mass Flux ( Kg / m s)2
,

| h Enthalpy (J / Kg)
l H Heat Transfer Coefficient (W/m K)

2
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Latent Enthalpy cf Vaporization (J / Kg)
h,4 Vapor Blanket Length (m)1

p Pressure (Pa)
2q Wall Heat Flux (W/ m )

R, Radius of Tube (m)
i T Temperature (* C)

A T. Wall Superheating (K) |-

U,V Vel (m/s)
<'

Uw Velocit of Macrolayer (m/s) i
.

Uu Liquid locity at the Center of Vapor Blanket (m/s)
i x Actual Flow Quality I

j f Axial Location (m)

Greek

i a Void Fraction ,

8,w Macrolayer Thickness at the CHF Condition (m) !

.

6,,, Macrolayer Thickness during Macrolayer Evaporation Stage (m) |

i x Thermal Conductivity (W/mK)
A HelmholtzInstability Wave Length (m)u

Dynamic Viscosity (Ns/m') :-

p Density (Kg/m')
o SurfaceTension (N/m) i

'

tu Macrolayer Dryout Time (sec)
t, Vapor Blanket Passage Time (sec)

I t., Vapor Coverage Time (sec) i

-j t, Wall Shear Stress (N/m')
.

Subscripts

i b Bulk
B Vapor Blanket

chf Cntical Heat Flux Point
DFB Departure from Film Boiling Point

; DNB Departure from Nucleate Boiling Point
i f Saturated Liquid

fb Unstable Film Boiling Stage
'

g Saturated Vapor
in Inlet
i Interface

le Subcooled Liquid at the CHF condition
me Macrolayer Evaporation

,

MFB Minimum Film Boiling Point
MHF Maximum Heat Flux Point'

SAT Saturation:
t Total
w Wall
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A FORMAL APPROACH FOR THE PREDICTION OF THE CRITICAL

HEAT FLUX IN SUBCOOLED WATER
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ABSTRACT

The critical heat flux (CHF) in subcooled water at high mass fluxes are not yet
satisfactory correlated. For this scope a formal approach is here followed, which is based on an
extension of the parameters and the correlation used for the dryout prediction for medium high
quality mixtures. The obtained correlation, in spite ofits simplicity and its explicit form, yields
satisfactory predictions, also when applied to more conventional CHF data at low-medium
mass fluxes and high pressures. Further improvements are possible, if a more complete data
bank will be available. The main and general open item is the definition of a criterion,
depending only on independent parameters, such as mass flux, pressure, inlet subcooling and
geometry, to predict whether the heat transfer crisis will result as a DNB or a dryout
phenomenon.

1. Introduction

The critical heat flux (CHF) in subcooled water at high mass fluxes is being thoroughly
studied by many researchers, in view of cooling applications in thermonuclear fusion reactors.
In spite of a rather wide experimental evidence, so far no fully satisfactory correlation of the
data is available. However, Celata et al. of ENEA [1] recently suggested an interesting
mechanistic model, which seems to yield reliable predictions.

A different approach is followed here based on a formal extension of the parameters
and the correlation used for the prediction of the heat transfer crisis data in medium-high
quality mixtures (the so called dryout).

| The resulting correlation was compared with the data bank prepared by Celata and
| Mariani [2), which contains four different groups of data, all relevant to natural waters , round

tube geometry, uniform heat flux distribution, and negative outlet quality (few positive quality
| data were discarded). The first group refers to high mass flux experiments (1811 CHF points),

| purposely obtained for fusion reactor applications (Bank 1). The second group refers to typical
fission reactors conditions and is characterized of medium-low mass fluxes and high pressures
(711 points, Bank 2). The other two groups of data refers to a limited number of special tests
relevant to possible fusion reactor application, i.e. i) half heated tube experiments (26 points,
Bank 3), ii) nalf heated tube with twisted tape experiments (13 points, Bank 4).

| The operating ranges covered by data banks are detailed in Table 1. These data show a

j rather wide scattering, which is also confirmed by the above mentioned lack of satisfactory
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correl:ti:ns. 'In particular this spread may hide the cfrect of relevant parameters, thus
|

preventing the achievement of a correct physical understanding of the CHF ph:nomenon.

Table 1: Operating ranges of data banks with subcooled CHF (water)

Data Pressure Diameter Length Mass flux Inlet sub. |

|

# [kPa] [mm] [mmJ [kg/m's] [K]

I 1811 100 + 8400 0.3 + 25.4 2.5 + 610 100 + 90000 25 + 255

718 1400+21483 1.1 + 37.5 35 + S490 350 + 19000 13 + 338

l
26 1960 + 3700 8 - 15 150 - 300 6600+20000 110 + 190 i

13 2560 + 3610 8-15 150 - 300 6900+15000 130 + 180

!

1: High mass flux; 2: Medium low mass fluxes and high pressures; 3: Half heated
tube; .

4: Half heated tube with twisted tape.
;

2. The dryout interpretation

The heat transfer crisis obtained in medium-high quality mixtures is commonly definedi

as dryout, because it is interpreted as the breuk or the dryout of the liquid film flowing along i

the wall. According to the CISE interpretation [3] (see fig. la), the heat transfer crisis is |-

! defined by a relationship between the saturation power and the saturation length, with the mass
flux, the pressure and the diameter of the tube as parameters. The critical saturation power2

(Ws,cr) is the power supplied to the two-phase zone of the duct between the cross section-

i where the fluid first reaches in the bulk the saturation condition (zero thermodynamic quality)
and that where the crisis first occurs. The c:itical saturation length (Ls,cr) is the length of the

,

region where Ws,cr is supplied.*

; The CISE correlation [3] is valid for steam-water mixtures flowing in round tubes, ;

! independent of axial and radial heat flux distribution, and it is written as follows: l

!

W'" L,"!

rN u = a(p,G) L,, + b(p,G,D) (1)
s

;

! where r is the total mass flow-rate, H,i is the latent heat of vaporization, and a and b are two
j empirical functions defined as (in SI units):

l

1 - p / p,i

(2)
a = (G /1000)"

b = 0.2 (p, / p - 1) 'D''G (3);

.
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with pressure (p), mass flux (G) and diameter (D) and pc the prcssure of the critical point of |

water, equal to 22120 kPa.
The correlation was successfully extended to complex geometries (rod bundles and

annuli) by introducing the concept of the rod centered subchannel. In this context, only the
round tube correlation will be used. |

The left hand side of eq. (1) is the ratio between the critical saturation power to the i

power needed to evaporate all the saturated liquid. The asymptotic value of this quantity
should be one, even though the es. < tation does not give this result, because in order to avoid
rather complex analytical formulations it was not purposely made valid at the limit conditions
(I ,4 m, or G 9 0).

In the case of uniform heat flux distribution, the correlation can be transformed into the

following simple form: ,

I

LW" r ,

=|a - X "|L + b
(4)

TH,,
' "

where W., L, and xs are the total critical power, and the total length of the channel, and the
inlet quality respectively.

In this work, the pressure dependence in the function b was translated in terms of the
steam specific volume as follows:

rg,y'w
b = 2.2 < 2 >

D" (5)

The ratio between eqs (5) and (3) differs from one with a maximum difference of
13% for a pressure range of 1000 and 17000 kPa. However, the effect of this difference on
critical power obtained by eq. 4 is substancially reduced, beuse the function b is to be added
to the length, having in general a lower value. This modification has been suggested by the
results obtained for DNB data (see below).

3. The formal appproach

The above definition of the left hand side of eg. (1) was formally extended to the
subcooled CHF phenomenon. In other words, only the data for which the heat transfer crisis is i

obtained in the presence of subcooled liquid (thermodynamic average over the cross section) I

are taken into account. A parameter p is defined as the ratio of the overall test section power ;

and the power needed to bring the inlet fluid to the saturation condition (see fig. Ib): ;

W" 4 CHF L
B = F(H, - H,,,) = G(H, - H,,,)D (6)

where H and H ni are the saturated and inlet liquid enthalpy respectively and CHF the criticali

heat flux. Because p is applied, as said above, only to the subcooled liquid conditions at the
test section outlet, its asymptotic value is one. Therefore data showing values higher than
one are not used in this context. The use of p as correlving parameter reduces the data spread,
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in fact when calculated for all high mass flux data it varies of a factor 23 instead of a factor 60 |
!shown by CHF values.

The p values are plotted versus CHF in fig. 2 for data bank 1.This figure indicates a
progressive convergence of by increasing CHF, tending to a value around 0.3 for very high i

CHF values (> 10 kW/m'). It is not clear whether this behaviour is of general meaning or only |5

fortuitous, because the high CHF data are too few to display an actual trend. The same ;
!quantities for data bank 2 are plotted in fig. 3. In spite of a much lower maximum heat flux

(roughly an order of magnitude lower) and the presence of a single set of data having values
close to 1, the trend of fig. 2 seems to be confirmed. However further verifications are i

undoubtly needed !

In order to empirically correlate D, the same structure of eq.(1) was adopted, i.e.: the ;

first term is substituted with p, while in the second term L ,cr is substituted with the overall |s

length of the duct L; then one obtains: |
!

L
= a'(p,G) L + b'(p, G,D) (7)

After several trials it turned out that:
- a' does not seem to depend on the mass flux and on the pressure; its value ranges around 1;
- b' results rather similar to b, in the sense that it is proportional to the parametric group of

eq. (5), where vi substitutes for v,.
Summarizing, the resulting correlation can be written as:

L
8 = L + k (G'v, / 2)o3

(8)
D" |

where k is an empirical constant. This expression also satisfies the limiting condition of p
tending to 1 for L -+m, or G -+ 0 (always remaining, if physically possible, in subcooled

conditions).
Then CHF is as follows (see eg. 6).

G (H, - H,,,)
CHF = (9)

4 L / D + k (G2v, / 2)o,D"

4. Verification of the correlation

The constant k is optimized by reducing to a minimum the average error of the CHF
predictions for all data of Bank 1 and Bank 2. It resulted for k a value of 1.3 (SI units). The
average error (c) and the root square error (RMS) is detailed as follows:

Data Bank Number of data e RMS

['/ol
1 1811 -1.30 20.26

2 718 3.23 19.82

1+2 2529 -0.01 20.14
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Different kind of CHF data behave in a similar way as shown by the above values of e and
RMS. The comparison between the calculated CHF and the experimental data are shown in fig.
4 through 9 as function of different parameters. These figures, while confirming the inherent
scattering of the data, do not show any clear systematic effect, apart perhaps the effect ofinlet
and outlet qualities, because the calculated over experimental CHF seems to increase by
increasing in absolute terms both the inlet and the outlet qualities. The constant k when singly
optimized on Data bank I or 2 does not show an appreciable difference, in spite of the different
features of the two Data banks.

Fig.10 shows a comparison among different correlations Katto [4] ENEA [1], Tong-
Celata [5], and the prediction of the present correlation. The comparison refers only to data
Bank I for which Katto and ENEA results were available in ref. [1]. The figure shows that the
present correlation is better than the Katto one and worse than the ENEA one, while it is
practically equivalent to the Tong-Celata one. Katto model implies that almost half of the data
cannot be used. Therefore, in spite ofits simplicity and its explicit form, the present correlation
does not result worse than more sophisticated correlations. However, these correlations are
based on a sound physical model, which is completely lacking in the present approach.

For half heated tube data (Bank 3) two different drastic hypotheses are made: i) Mixed
flow; ii) Separated flow. In the first case a CHF value equal to half CHF experimental datum is
assumed to be uniformly distributed along the whole circumference. Then the right hand side
of equation (9) multyplied by two is adopted to predict actual CHF data. In the second case,
the cross fluid mixing is mumed equal to zero and equation (9) is directly applied to the half
heated channel to predict actual CHF data. The results are shown in fig. I1 in terms of

2calculated over experimental CHF versus mass flux. At mass flux lower than 10000 kg/m s the
separated flow hypothesis yields satisfactory predictions, while the contrary is tme for mass
fluxes around 20000 kg/m s; in between the predictions are symmetric around 1. In fact it is
reasonable to immagine that the fluid cross mixing be an increasing function of mass flux.

For half heated tube with twisted tape data (Bank 4) the same hypotheses are made;
moreover the length in equation (9) is multiplied by the term

( >

n
L = L 1 + 2 TTRj (10)

s

where TTR represents the half pitch of the twisted tape in terms of tube diameter: this in order
to take into account the actual length flowed from the fluid. The results are shown in fig.12 in
terms of calculated over experimental CHF versus mass flux. In this case the mined flow
hypothesis seems more able to predict the data, and this is coherent with the fact that the
twisted tape determines an alternative contact between the fluid and the heated and unheated
section of the tube.

Transforming eq. (9) as function of outlet quality (x .) one obtains:o

x"HCHF=- s o$ (n)
4k(v,/2) D"

This equation implicity says that the condition of x -+ 0 is obtained only with infmite longo

channel, because CHF tends to zero as well. In other words the present approach is not
applicable to very small outlet qualities (on the negative side), where DNB phenomenon
assumes a different character. Moreover, the above equation states that CHF vs. x.a trend is
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linear and indipendent of mass flux while dependent on D to an exponent -0.4. This latter
dependence is in agreement with other correlations. For instance Groeneveld et al. [6]
suggested an exponent of-1/3, while Celata shows that its correlation foresees an exponent of

-0.3 [7].

' 5. Concluding remarks

.

An approach based on a formal extrapolation of CISE dyout correlation was applied

1 both to CHF data obtained for fusion applications and to more conventional CHF data typical
1 of fission reactor conditions. In both cases the predictions are reasonably good and not worse

than other current correlations, in spite ofits simplicity and its explicit form.
The proposed correlation might be improved by taking into account the probable but

not certain effect ofinlet quality. For this it is advisable to refer to a more complete data bank
than that used here. It is also necessary to have a further verification of the trend, which seems

to indicate an asymptotic value for (overall critical power over power needed to reach the
saturation conditions) of about 0.3, by increasing the heat flux.

However, a criterion is needed to establish, on the basis ofindependent parameters,
such as mass flux, pressure, inlet subcooling and geomety, whether the critis will be obtained
in subcooled conditions (DNB) or in the quality region (dryout). To the author's knowledge no
such a criterion seems to exist in the open literature. In spite of several attempts made to this

,

regard, no reasonable results were obtained in this research..
f

'
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N:menclature

Symbols Subscripts

CHF: critical heat flux c: critical point of water
D: diameter cr: critical
G: mass flux g: steam
H: enthalpy in: inlet
L: length 1: liquid
p: pressure out: outlet
RMS: root square error s: saturation
TTR: half pitch of twisted tape
v: specific volume
W: power
p: critical power over that needed to bring the inlet fluid to saturation
c; average error

T: mass flow rate
x: quality
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A COMPARISON OF CHF BETWEEN TUBES AND ANNULI UNDER PWR
THERMAL-HYDRAULIC CONDITIONS

Ch. HERER
FRAMATOME EP/TC

BAL 1639A TOUR FIAT CEDEX 16
: 92084 Paris-La D4fense, FRANCE

Tel.: (1) 47 96 14 84
*

! Fax : (1) 47 96 01 48 |

I
1 A. SOUYRI J. GARNIER

EdF DER /RNE/TTA CEA DRN/DTP/STR/LETC
6, Quai Watier B. P. 49 CENG 17 rue des Martyrs !

; 78401 Chatou Codex, FRANCE 38054 Grenoble Codex 9, FRANCE ]
: Tel.: (1) 30 87 76 43 Tel.: 76 88 36 46 1

Fax : (1) 30 87 79 49 Fax : 76 88 52 51
i

Critical Heat Flux (CHF) tests were carried out in three tubes
with inside diameters of 8, 13 and 19.2 mm and in two annuli with
an. inner tube of 9.5 mm and an outer tube of 13 or 19.2 mm. All'

,

axirl heat flux distributions in the test sections were uniform.
3

The coolant fluid was Refrigerant 12 (Freon-12) under PNR
thermal-hydraulic conditions (equivalent water conditions
- Pressure: 7 to 20 MPa, Hans Velocity : 1000 to 6000 kg/m2/s,
Local Quality : -75% to +45%). The effect of tube diameter is

; correlated for qualities under 15%. The change from the tube to
'|the annulus configuration is correctly taken into account by the

i equivalent hydraulic dinmeter. Useful information is also
provided concerning the effect of a cold wall in an annulus.

$

| 0 NOMENCLATURE AND ACRONYMS
:

P : Outlet pressure MPa
,

: W : Mass flow rate kg/s
Mass velocity kg/m2/sG :'

T : Inlet fluid temperature oc
Q : Total heating power kW
M : Measured critical heat flux kW/m8-

C : Calculated critical heat flux kW/m2
4 : Critical heat flux kW/m2'

. x : Outlet thermodynamic quality -

4 d : Tube inside diameter mm
$ : Diameter (in general) mm
e : Exponent for correcting CHF for tube diameter2

Gap between tubes in annulus mmg :;

hy: channel hydraulic diameter mmd

CHF : Critical Heat Flux
CEA : Commissariat a l' Energie Atomique
CENG : Centre d' Etudes Nucl6aires de Grenoble (CEA)
EdF : Electricit6 de France
PWR : Pressurized Water Reactor
BWR : Boiling Water Reactor

,
R-12 : Refrigerant 12 (Freon 12)

;

!
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ID : Inside diameter
OD : Outside diameter
IT : Inner tube
OT : Outer tube
RTD : Resistance Temperature Detector
APHRODITE : EdF R-12 test loop
ENEE : 13 mm ID tube test section on APHRODITE
POSEIDON : second mockup to be tested on APHRODITE

CENG R-12 test loop with various test sectionsDEBORA :
AGATE : CENG LDV rod bundle test loop (no heating)
OMEGA : CENG rod bundle CHF water test loop
GRAZIELLA : CENG rod bunale CHF R-12 test loop
PLAQUES : CENG mathematical " regression" method

g = 1/2 (ID of outer tube - OD of inner tube)
dhy = 4 x flow area / wetted perimeter

I INTRODUCTION

The boiling crisis is a significant phenomenon limiting
nuclear power plant operating capacities of Boiling Water
Reactors - (BWRs) and Pressurized Water Reactors (PWRs). It
defines the limit above which correct cooling of the core
is no longer assured. A sudden and large increase in the
fuel clad temperature occurs, possibly leading to the loss
of clad integrity and the release of fission products
into the reactor coolant system. This problem is directly
connected with the thermal and hydrodynamic effects of the
flow and results from a rapid degradation of the heat
transfer between the fuel rod and the water due to film
dryout in the annular flow regime (for BWR configurations)
or bubble-layer blanketing of the heating wall leading to
Departure from Nucleate Boiling (DNB) in PWRs. On this
subject, reliable tools, mainly based on empirical Critical
Heat Flux (CHF) correlations, have been qualified to
compute and predict the occurrence of boiling crisis using

! the CHF value. Every major nuclear plant designer and fuel
assembly supplier now has an accurate CHF correlation. In
fact, each correlation is designed for a specific use, i.e.
for specific fuel assemblies and core configurations.

The extension of a correlation to another design or the
i extrapolation to larger parameter ranges has to be

supported by experimental tests. One of the main reasons is
that the basic CHF mechanisms, that are still not well
understood (especially for DNB), are not taken into
account when building a correlation. For example, some
major geometry effects, such as hydraulic diameter or
channel shape, are not yet correctly represented.,

!

| This paper presents a quantitative parametric analysis of
CHF versus geometry and heating factors. It includes CHF

. tests performed both in round tubes (with inside diameters
L (ID) of 8, 13 and 19.2 mm) and concentric annuli (outer

L 2520
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tube 'with ID of 19.2 mm or 13 m and inner tube with
outside diameter (OD) of 9.5 mm) uaicc normal and abnormal
PWR operating conditions. These tes;s were conducted by
Electricits de France (EdF), the Commissariat a l' Energie

,

Atomique (CEA) and FRAMATOME as part of a larger program, '

briefly described below, devoted to studying the boiling
crisis phenomenon.

All tests were carried out with uniform electrical heating
and Refrigerant-12 (R-12) as the working fluid. R-12 is a
valuable simulation fluid for water, with scaling laws to ;

obtain equ suggested, for example, i

byStevens{valentwatgrconditions,or Ahmad

II OBJECTIVES OF THE PROGRAM
i

2.1 General objectives

Better knowledge and comprehensive modeling, taking into
account the basic mechanisms involved in the CHF
phenomenon, would help to prepare for the nuclear plant of
-the future and to optimize the performance of existing
reactors. In order to contribute to these objectives, two
experimental programs were initiated in France:

- the APHRODITE program at EdF,
- the DEBORA program, a joint project between the CEA, EdF ;

and FRAMATOME.

As the specific geometry of nuclear cores and the large
variety of fuel assembly configurations (square or )
triangular fuel rod arrays, grid designs, etc.) can not be
fully studied, two complementary approaches are used:
- detailled analysis and modeling of the boiling flow, up
to CHF, by means of local measurements (void fraction,
liquid temperature, bubble size and velocity
distribution),
- quantitative analysis of CHF parameters, including among
others, the geometry or heating factors like channel type,
heating shape, turbulence promoters, etc.

This paper describes the first results from tests carried
out in support of this latter part of the program. Tube and
annulus test configurations are considered, all with
uniform axial heat flux distributions.

2.2 The APHRODITE program

The APHRODITE experimental program was set up by EdF to
contribute to a better understanding of the boiling crisis'

phenomenon. Particular attention was given to the detailled
analysis of local boiling two-phase flow up to CHF, which
appears to be very important for the development of a

i
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comprehensive model of the boiling crisis. This program
involved the construction of an R-12 test loop in which
various mockups can be installed and tested within the
following parameter ranges:

- pressure (P) :1-3.5 MPa (7-20 MPa in water) ,
mass flow rate (W) : 0.03 - 12 kg/s,-

inlet temperature (T) : 25-100*C,-

- electrical heating power (Q) : up to 500 kW,
- height of test section : up to 6 m.

Up to now, two test sections have been designed. The first
one, referred to as ENEE, consists of a single round tube.
The associated experimental program is intended mainly to
calibrate the experimental equipment, to permit running
more complex experiments in the future (using the second
mockup) and to obtain a reference CHF databank for a 13 mm
ID tube for 6 and 3 meter heating lengths. This databank
was used for the studies presented in this paper. The
second test section (POSEIDON), is currently being
designed. It is a shell side flow mockup, composed of a
group of three electrically heated rods in a rectangular
channel.

On the ENEE mockup, boiling crises are monitored using 168
Chromel-Alumel thermocouples ($= 0. 3 mm) welded to the outer
surface of the tube wall 3(f ur thermocouples per section,'

l at 42 heights). Souyri gives more information on the
I test procedure. The operating parameter measurements and

Instrumentation and Control (I&C) uncertainties for the
i test section are as follows:
!
'

Power (60/0) : 1 1% ,
Mass flow rate (6W/W): i 2% (W>0.18 kg/s), i 1% (W<0.18)
Inlet temperature (6T) : 1 0.8 C ,
Outlet pressure (6P) : 1 0.008 MPa.

2.3 The DEBORA program

For several years, FRAMATOME has performed numerous CHF
tests with rod bundles using water or R-12 as the coolant
fluid. These tests are carried out at the CEA center in
Grenoble (CENG) on the OMEGA loop (similar to the Columbia
HTRF loop) and GRAZIELLA loop. The information obtained
from these large loops has not been sufficient to achieve
all the above-mentionned objectives. We obtain global
results concerning the performance of a given fuel

i
assembly, but without any indication of local behavior.
FRAMATOME's R&D strategy has led to a comprehensive
program, based on numerical simulations, experimental work
using advanced mathematical tools. The experimental
program, jointgyperformedwiththeCEA, involves the AGATE
project (Herer ) for studying the hydrodynamic effects of
fuel mixing grids, and the DEBORA program (CEA/

2522
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EdF/FRAMATOME) dedicated to handling all the heat transfer
1

differences due to the specific environment of the nuclear -

rod bundles. DEBORA is an R-12 test loop with the following
characteristics:

- pressure (P) : from 1 to 3 MPa
up to Skg/s- mass flow rate (W) :

- inlet temperature (T) : 20'C-85*C>

- heating power (Q) : up to 200kW ;

- height of test section : up to 4m

Heating power comes from two thyristor-type rectifiers
(100 kW each). Boiling- crises are monitored using 32
Chromel-Alumel thermocouples ($=0.5mm) welded to the outer
surface of the tube wall (at three. heights). The operating

.

parameter measurements and I&C uncertainties for the test
) section are as follows:

Power (60/Q) : i 0.5% (CENG designed transducer),
Mass flow rate (6W/W) : i 1% (mass flowmeter or venturi),

,

; Inlet temperature (6T): i 0.1 C.(RTD),
Outlet pressure (6P/P) : i 0.1% (transducer).

III BASIC ELEMENTS OF THE ANALYSIS

i 3.1 Belected CHF databanks
4

A large number of CHF studies have been carried out since
the 1960s, especially on simple geometries like tubes. Some
authorshavecompiledandanalyzeg>gargetubeCHFdatabanks |1

from various origins. Groeneveld has collected numerous-

data, these data being used to establish an international
7

CHF look-up table for CHF in tubes. Katto also used a'

i large amount of tube data leading t 8" 9*"*#" **

; correlation. Similar work was done by Hebel Most of the. ,

! CHF data available does not include detailed information on I

the experimental procedures used, the verification tests |

carried out, or the accuracy of the results.

Another problem with a large databank is that it is
difficult to study each parameter individually because it
is hard to find two sets of data from tests run with the'

same parameter values except one. For example, you can have
same heated lengths, pressures, and mass velocities for two-

tubes having different ids, but the quality range may be
different for each dataset causing difficulties in
examining the effect of the tube diameter without bias.

4

For these reasons, each test series of our joint
experimental program was carefully prepared and a quality
assurance procedure based on the ISO 9001 standard was
followed. Test series were defined in order to evaluate the

to study, ieffects of the first parameters we wanted
our previous paper $e.),heated length (already described in

.
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hydraulic diameter, and cold wall. Given the absence of a
g

heated length effect , at least for the range investigated
here, tests series were able to be performed with various-
heated lengths. The analysis of the CHF data was carried
out using the so-called " local conditions hypothesis", i.e.
using the local thermal-hydraulic parameter values :

calculated at the CHF location. In our case, for all test
sections, CHF location is close to the outlet because the
axial flux shape is always uniform. Qualities are
calculated using the ASHRAE R-12 thermodynamic tables 10,

All test series referred to in this paper are listed in
Tables 1 and 2 and were carried out on the R-12 APHRODITE
and DEBORA test loops with an axially uniform electrical
heat flux. Even if some DEBORA tests in these tables have
a relatively small (<80) L/D ratio , all DEBORA tests were
carried out with a total length of about 4 m. The heated ,

length was changed by moving the upstream electrical
connector to the desired distance. In this case, we can
assume that a limit of 50 for the L/D ratio is enough to
avoid any inlet disturbance.

!It is well known that the CHF mechanisms are very different
for dryout conditions (high qualities and low heat flux :

densities) and DNB (low qualities and high heat flux
,

densities). As PWRs operate with low qualities and as DNB !

effects are more severe than dryout effects, we will focus
our attention on data with outlet qualities smaller than
0.30. This value does.not correspond to the limit between
DNB and dryout, which is currently not well known, but it
is generally the upper limit of most of the industrial CHF
correlations. In the following section, we present the
general bases of our analyses performed with the usual .

PWR configurations and thermal-hydraulic parameters.

3.2 Comparison method

In order to obtain the " purest" and closest comparison of ,

various CHF databanks, it is necessary to compare the CHF *

conditions. The PLAQUES method, ;forexactlythesameloca{1,as described by de Crecy or any multilinear regression i

method allows interpolations to calculate CHF for given ;

local conditions (pressure, mass velocity and quality), :
providing that calculations are made in the interpolation
range. The PLAQUES method is a non-parametric regression
method with a residual standard deviation usually smaller
than the one obtained from a multilinear regression method.
Besides its very low standard deviation, the advantage of
this method is that neither model nor mathematical

'

: relationship is needed for CHF predictions. However, a
| simple analytical relationship like the one obtained with i

a multilinear regression does not exist. In the following ;

analyses, both types of regression have been used. The
results from each method were systematically checked. One ;

;
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way to compare data is to always take the same " preset"
conditions. These preset conditions, constituting the
reference " mesh", have the following values:

Pressure:1.5,2,2.5,3 MPa,
Mass Velocity: 2000,3000,4000,5000 kg/m2/s,
Local Quality: .10, .05,0.,.05,.1,.15,.2,.25 .

3.3 Error estimates

CHF and quality, the two fundamental parameters used for

local analysis, are not " primary" measurements. They are
calculated from the power measurement for CHF and from all
the measurements for quality. They depend not only on I&C |

'

errors but also on the criteria associated with the CHF
definition based on thermocouple signal analysis. In

addition, the boiling crisis is, in fact, a transient '

phenomenon. Thus, even the most accurate (and unbiased)
device can give inaccurate values. Moreover, local heat |

flux is a function of the local thickness of the material !

and of possible local electrical shunting through the

thermocouple welds. Thus, it is not worth estimating the

error on CHF and quality because they have no " physical"

reality.

In addition, our objective was to compare CHF test series

between themselves considering, on the one hand, that

errors and uncertainties on raw data are very similar

between each test series and, on the other hand that the

regression method is always the same for all the analyses.
For these reasons, and as we are not giving any reference
value for CHF, error estimates were not made.

IV THE EFFECT OF DIAMETER ON CHF IN TUBES

One of the major problems still to be resolved is to know

how CHF varies with hydraulic diameter. The simplest way

is to know the CHF value in tubes as a function of the

tube diameter. This modeling seems to be far more
complicated than the literature previously supposed. Most i

!authors have postulated that CHF varies exponentially with

diameter. The power of this exponential function may be a |

quality, as pointed out by Groeneveldge,
velgcity orconstant or may vary with pressu mass

or in Czop . Three |

different tube diameters were used. ID of tubes were 8, 13, |

and 19.2 mm. Tests configurations are shown in Table 1.

4.1 CHF vs. operating parameters

Using interpolated values of CHF in the mesh, the variation
of CHF with pressure, mass velocity and local quality was
plotted as a preliminary step, to verify the consistency of
the tests. The trends are similar for each tube diameter.

Two examples are given in Figures 1 & 2. In Figure 1, the i

!
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lowest pressure value (1.5 MPa) is taken. At a given local
quality (0.10), CHF is the lowest for ~ a mass velocity
between 3000 and 4000 kg/m2/s. This phenomenon is related
to the "Bowring point". Plotting CHF vs quality shows that
the slope of the curve is higher for higher mass
velocities. For two mass velocities, the two curves
intersect at a point, the "Bowring point". The reason is
probably that, for high qualities, high mass velocities
(mostly vapor) can remove the liquid film from the wall;
CHF decreases when mass velocities increases. At low
qualities, higher mass velocities lead to higher CHF .

because of smaller enthalpy rises. CHF increases with mass {
velocity. ;

This type of phenomenon can be found again for the three
tube diameter data when plotting CHF versus pressure at a !
given quality (Figure 2). CHF increases with pressure at a {mass velocity of 4000 kg/m2/s, but decreases with >

pressure at a mass velocity of 2000 kg/m2/s. As for the ;
variation of CHF with local quality at a given pressure and ;

mass velocity, all three data sets indicate a steep slope
for negative qualities and a small slope for higher
qualities. During this preliminary study, the CHF behavior i
observed at low mass velocities (G<2000 kg/m2/s) was quite j
different from behaviors at higher velocities. Therefore, !

it was decided to consider only data obtained with mass i

velocities greater than or equal to 2000 kg/m2/s. The three :

data sets being consistent, it is now possible to compare '

the CHF level for the three tube diameters for the preset
'

thermal-hydraulic parameters. .

!
4.2 CHF in tubes of 8,13 and 19.2 mm ID

The usual equation suggested by Doroshchuk12,13
!

4d mm / *d= 8 mm = (8/d)f (1)
|
,

gives a very convenient and easy to use relationship to
relate diameters for all tube CHF data. The evaluation of
e permits relating all data to the single 8 mm tube data. '

The interpolated values of CHF are calculated in the mesh.
.

The ratio between CHF in the 13 mm tube and CHF in the 8 mm !

tube appears to be almost constant (~ 0.87) giving an '

average value of 0.29 for the exponent e in equation (1). *

Thus we have:

*13 mm / *8mm = 0.87 = (8/13)0.29
In fact, the ratios are mostly in the range of 0.84 to 0.90
leading to an e range of 0.36 > e > 0.22. However, using a
constant value of 0.29 gives acceptable results (Table 4).
The local condition validity range for e = 0.29 is given in
Table 3 and corresponds to the range of local conditions ,

'

covered by both tests (8 & 13 mm) . This value of e is close

!
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to the value suggested by Groeneveld5 which is 0.33 for
tube diameters between 16 mm. Note that in a more
recent paper Groeneveldg

and
suggests e = 0.50.

As for the 19.2 mm databank using e = 0.29 also gives
(Table 4). Note that the on the

suggestedbyGroeneveldgimitfairly good results
is extendedtube diameter (16 mm)

to 19.2 mm. Table 4 compares the CHFs calculated using
Equation (1) with the measured CHF in the 19.2 mm tube.
Nevertheless, we thought that either the range of validity
for e or its accuracy had to be improved.

4.3 Proposed equation for e
.

The reference mesh is no longer considered here. We first

calculated a reference PLAQUES using the 8 mm data. This
allows calculating CHF at any local condition in the

interpolation range. More precisely, we used the local
conditions obtained in the other two tests (13 and 19.2

mm tubes) to calculate CHF in an 8 mm tube. " Experimental"
values of e were determine for all local conditions using :

e =ln (og/4g) /ln (8/d) d= 13 or 19.2

where @d is the measured CHF at given experimental local
is theconditions for the 13 or 19.2 ID tube tests and 48

8mm PLAQUES calculated CHF for the same local conditions.

We see from Figure ? that these values change dramatically

when local (outlet) qualities exceed roughly 0.1. A more

precise analysis of this figure (but not directly seen on
this figure) indicates that the steep slopes are strongly

dependent on pressure and mass velocity. For example, the

steepest slope is for 1.5 MPa and 4000-5400 kg/m2/s. It

was then decided to limit our analysis to the data for

local qualities below 0.15. With this restriction, it

appears that even though the 8 and 13 mm data and the

8 and 19.2 mm data agree quite well, the combination of ;

both 13 and 19.2 with 8 mm data shows some deviations. This i

l4 For this reason, only a Ibehavior was also found by Cheng
slight improvement for e was obtained using the following

equation: ,

P+b G/1000+c1x+a2P2+b2(G/1000)2+c2x2 (2)e=c+a1 1

c= 1.087

a1 = -0.526 b = -0.077 c1= -0.303i
0.099 b= 0.010 c2= -0.910a2 = 2

As shown in Table 4, this equation permits reducing the
standard deviation for the 19.2 mm data frog 0.063 (c=0.29)
to 0.049. The recommendation of Groeneveld to use d=16 mm
instead of the DEBORA diameter (19.2 mm) did not lead to

any improvement.
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We must stress the fact that the validity range for
diameters is from 8 to 19.2 mm and that the upper quality
limit is 0.15 and that large errors can be introduced if
Equation (2) or E=0.29 is used for higher qualities. The
ranges of the other parameters are given in Table 3.

The variation of measured CHF (M) divided by the
calculated (C) CHF (or predicted CHF) versus the local
quality is given in Figure 4. Predicted values are
calculated as indicated above using the PLAQUES
interpolated value of CHF for an 8 mm ID tube and equations
(1) and (2). C vs M values are given in Figure 5.

A preliminary interpretation of these results, to be
confirmed by some local void fraction measurements, is
based on the difference between average quality and true
local quality. For low qualities, the difference between
local quality (at the wall) and the average calculated
quality at the same height increases with the tube
diameter. For the same given average local (outlet),

quality in two tubes, the quality near the wall is higher
in the larger tube. As DNB is a local phenomenon, CHF is
then lower for the larger tube. On the contrary, for high
qualities, the flow regime may be totally different and the
CHF mechanism may be dryout. In which case, the above
study would not be valid.

V CHF IN ANNULI

In order to extend the results in tubes into more general
behaviors, we need to test other simple geometries close to
the tube geometry. Annuli are the most appropriate
geometries. However, this change generates secondary
effects like curvature, radial heating and spacer devices
etc. Spacer devices are designed to maintain the two tubes
in the correct position.

ComparedtoCHFstudies{gtubes, references in annuli are
far less numerous. Shah used about 23 internally heated
cylindrical annulus tests from 10 references to build a
correlation extended to any kind of annuli with the
addition of four other tests with outer or both tubes being
heated. The gange of tube diameters and gaps (g) is quite
large. Ilicl presents a series of 29 annuli cooled by
upflow of R-12 at an inlet pressure of 1.04 MPa with
internal, external, and combined internal and external
heating. The range of tube diamete{g is large, but gaps are
small (0.8 to 3 mm). Ornatski performed tests with
two-side heating, the outer tube being overheated Inner
tube OD is 10 mm and the gap 1 to 2 mm. Tolubinskiy used8

about the same geometry but with CHF occurring on the inner
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tube with the inner tube being overheated. Becker19
performed tests with a geometry close to the first DEBORA
annulus, but obtained high qualities.

The first DEBORA annulus gives us three CHF annulus
databanks. The annulus geometry is as follows: 19.2 mm ID
for the outer tube and 9.5 mm OD for the inner tube. The
choice of these dimensions was governed by the geometry of
most of the 17x17 PWR fuel rod assemblies: the diameter of
9.5 mm corresponds to the fuel rod. diameter and the
hydraulic diameter of the annulus is 9.7 mm, which is the
hydraulic diameter of a guide-tube subchannel. Spacer
devices used to center the inner tube are welded on the
inner tube every 300 mm, with the last one located 250 mm
upstream from the end of the heated length. These spacers
are designed to interfere as little as possib:e with the
flow.

The first databank, DEBORA 13 (see Table 2), was obtained
with both tubes heated by identical heat fluxes. The other
two databanks were DEBORA 3, with the outer tube heated and
DEBORA 4, with the inner tube heated.

5.1 One-side heating (external or internal)

Figure 6 gives a comparison of CHF in the 19.2/9.5 annulus
with just one side being heated (outer tube for DEBORA 3;
inner tube for DEBORA 4). CHF is greater (about 10%) when
the inner tube is heated under DNB conditions (x<0.1).

5.2 Bilateral heating

CHF LOCATION

On DEBORA 13, power was set on each tube to try and obtain
the same local heat flux densities on both tubes. In
practice, as the heat fluxes are generated by two
independent power supplies of 100 kW each, heat fluxes on
both tubes are never strictly identical. However, the
resulting heat fluxes never differed by more than 4%. |
Boiling crisis occurred either on the outer, the inner, or

|
on both of tubes simultaneously. Looking at the test
conditions when these three cases took place, we noted
that:

- There is no relationship between the tube having the
highest heat flux and the tube on which the CHF occurs.

- Pressure or mass velocity have no effect on CHF location.
We found CHF occurring on either tube for the whole ranges
of pressures and mass velocities.

- Local quality has an obvious effect on CHF location (see
Figure 7).
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For qualities greater than 0.2, almost all boiling crises
occur on the inner tube ($ 9.5), and for qualities lower
than 0.2, boiling crises occur on the outer tube ($ 19.2)
except for very few cases. This behavior could be due to
the type of boiling crisis i.e. DNB under low qualities
and dryout under high qualities. This means that CHF would
appear on the outer tube under DNB conditions and on the
inner tube under dryout conditions. Since DNB is commonly
considered to be a local phenomenon, following the

20conclusion of Brighton that the local velocity near the
wall is lower on the outer tube than on the inner tube,
this could explain why the cooling is less effective on the
outer tube and why CHF occurs preferentially on the outer
wall. The velocity gradient, and, consequently, the shear
stress can also play an important role. This preferential
occurrence seems to be related more to channel geometry
than to curvature of the heating surface itself,
considering that the diameters and gap used in our tests
are large enough.

In the references, when looking at other tests with equally
heated tubes, oggy data under dryout conditions- are
available. Becker found that CHF always occurred on the

inner tube 6. (which is consistent with our observations),
found that CHF occurred on both tubes. In thewhile Ilic

second case, the gaps were rather small. We believe that
for small gaps, major differences can appear compared to
our actual gap. This is also true for CHF in small ID tubes
where other effects (like curvature) may be stronger.

When comparing CHF level for internally or externally
heated annuli (Section 7.1), it seems logical that, for the
same thermal-hydraulic conditions, CHF preferentially
occurs on the outer tube when both tubes are heated.

CHANNEL SHAPE

Next, we looked for a relationship between the CHF in the
two-side heated annulus and the CHF in a tube. What tube
diameter gives about the same CHF as was obtained for the
annulus? We first tried a tube diameter of 9.7 mm
(hydraulic diameter of the annulus). Since we did not have
any data for a 9.7 mm tube, we used either equations (1)
and (2) from Chapter 6, or the PLAQUES method to calculate
the CHF for a 9.7 mm tube under the preset conditions.

Using the same method as in Section 4.3 allows the direct
comparison of calculated CHF in a 9.7 mm tube and measured
CHF in the annulus. Results of calculated / measured ratios
are plotted in Figure 8. For qualities below about 0.1(DNB
conditions), CHF in the " equivalent" 9.7 mm tube is
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slightly higher (- 6%) than CHF in the annulus with two
wall heating. In fact, the CHF in the annulus is similar to
the CHF in an 11 mm tube.

~

Under higher qualities (dryout conditions), the effect of
pressure is predominant if mass velocities are above
2000 kg/m2/s. For low pressures, CHF in the annulus can be
much higher than CHF in a tube of equivalent hydraulic
diameter (see Figure 8).

In conclusion, for a two-side equally heated annulus, under
DNB conditions, CHF occurs on the outer tube at a value
close to that found on a tube having roughly the same
hydraulic diameter.

5.3 CHF on outer tube : cold wall and channel shape effects

We analyzed two annulus tests; the DEBORA 13 test for low
qualities (boiling crises on the outer tube) and DEBORA 3
(inner tube not heated) and the 19.2 mm tube test (DEBORA 1
and 2). In Figure 9, a comparison of the calculated CHFs
from DEBORA 13 and DEBORA 3 shows that the presence of the
cold wall (inner tube not heated) tends to lower the CHF by

ggnditions (x<0.1). This resultabout 10%, under DNB
,

disagrees with Ornatskiy who found, for gaps between 1 |
and 2 mm, that CHF at the external surface is independent
of the heat load applied to the inner tube. But a cold wall
is normally detrimental to heat transfer, since it
attracts liquid which could otherwise be used to cool the
heated wall. Once again, gap size seems to be important.

The next step was to compare annulus and tube. Heating
tubes were the same but hydraulic diameters were different
and there was a cold wall in the annulus. When the two
sides of the annulus were heated, CHF was about the same as
in the tube with the same hydraulic diameter. Having just I

the outer tube of the annulus being heated lowers the CHF 1
'

by about 10% compared to both tubes being equally heated,
and we found that the CHF corresponded to that of the
19.2 mm tube (Figure 10). Under DNB conditions, CHF in the
outer tube heated annulus is close to the CHF in the
19.2 mm tube. The 10% cold wall penalty in a 9.7 mm
hydraulic diameter annulus is compensated by a larger
diameter (19.2 mm) in a tube according to Equations (1) and
(2) in Section 4.3.

VI EFFECT OF HYDRAULIC DIAMETER

Lastly, a comparison has been made between the DEBORA 18
CHF data and the ENEE B&C CHF data. DEBORA 18 data 39 for
an annulus with a 9.5 mm IT OD and a 13 mm OT ID, while
ENEE is for a 13 mm tube Since the annulus hydraulic.

diameter (3.5 mm) is outside the range of the tube databank
(8-19.2 mm), CHF for this diameter was not calculated.
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The only remark we can make is that the behavior of the
data would lead 'to completely different conclusions from
the conclusions drawn from .the above comparison between
annulus and tube. We lack enough data to continue this 1

investigation, but we can assume that this difference is ,

probably due to the fact that the flow and heat transfer |

characteristics are not the same for such a small I
'

hydraulic diameter.

YIJ CONCLUSION

The first observation we can make is that CHF can exhibit
dramatically different behaviors under dryout conditions
and for DNB. These behaviors have been precisely establish
with the help of an advanced spline method.

Limiting our conclusions to DNB conditions, we found, for

CHF in a round tube, that the variation with the tube
diameter followed the rec equation and initial
exponent value of Groeneveldgmmendedalthough the exponent value,

was slightly modified.6 But a more recent exponent value
proposed by Groeneveld gives less satisfactory resultr,.

we impose an (0.15) for local
althoughGroeneveldgpgerlimit

Nevertheless,
indicates no upper limit.qualities, '

Respecting this limit allows comparing the CHF in an
annulus (with both walls heated equally) with the CHF in a
tube having the same hydraulic diameter.

Concerning the externally heated annulus, still under DNB
conditions, the results seem comparable for tubes having

'

the same diameter as the outer tube of the annulus.

Also, internally heated annuli can reach higher CHF than
externally heated annuli, under the same DNB conditions.

Small tube diameters and small gaps can totally change
these conclusions.

Nevertheless, the need for more research is evident if we
want to assess and generalize these results. Also further
work has to be done to expand our analysis to rod bundles.
It seems that for low qualities, good accuracy can be
achieved, but for higher qualities, we need to improve the i

phenomenological approach to the boiling crisis phenomenon.
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TABLE 1 : CHF TE8TS IN TUBE DESCRIPTION OF TEST 8 CONFlIURATION8
TEST resr. Heated ID OD # cf Pressure (MPa) Mem vel (Katze Quality (%) Flux (kW/ml)

EECTION # length (m) (mm) (um) tests Min Max Min Max Min Max Min Max
DEBORA 20 1.5 6.0 12.0 75 1.44 3.03 1007 5102 - 21 +44 53 435
DEBORA 21 0.66 6.0 12.0 45 1.44 3.02 955 5073 - 51 +32 70 650

ENEE B 6.0 13.0 14.0 97 1.24 3.51 2660 5360 -11 +37 60 23;
ENEE C 3.5 13.0 14.0 197 1.03 3.47 1775 5432 -33 + 36 53 3d*

DEBORA 1 3.5 19.2 21.2 146 1.43 3.03 960 5017 -30 +39 59 415"
DEBORA 2 1.0 19.2 21.2 35 1.45 3.02 1007 5015 - 74 +19 106 663

TABLE 2 : CHF TEST 8 IN ANNUL 1 DESCRIPTION OF TEST 8 CONFIGURATIONS (DEBORA LOOP)

TEST Heated Inner Outer # of Pressure (MPa) w mvet.(Kym24 Quality (%) Inner tube Outer tube

# length Tube OD Tube ID tests Min Max Min Max Min Max Flux (kW/m2) Flux (kWhn2)

(m) (mm) (mm) Min Max Min Max
3 3.5 9.5 19.2 120 1.46 3.01 976 5038 - 20 +41 0 0 44 356

4 3.5 9.5 19.2 101 1.46 3.01 991 5024 - 34 +19 67 522 0 0

13 (*) 3.5 9.5 19.2 33 1.46 3.01 1012 5020 -2 + 30 50.7 261.3 52.6 260.0
14 (*) 3.5 9.5 19.2 39 1.46 3.01 991 4998 + 20 + 34 . 30.6 141.7 29.4 144.5

18 3.5 9.5 13.0 30 1.46 3.01 2022 504j +2 + 41 0 0 34 177

19 3.5 9.5 13.0 27 1.46 3.01 2031 5?P! -7 + 23 35 224 0 0
|

-

(*) DEBORA 13 concerns CHF detected on the outer tube <

(*) DEBORA 14 is the same CHF test series as DEBORA 13 but concerns CHF detected on the inner tube
All test series carried out on the DEBORA loop

TABLE 3 : VALIDITY RANGES
Limited Range Extended Range All Data

Pressure 1.5 1.5 1.0

(MPa) 3 3.5 3.5
Mass Vel. 2000 2000 1000
(kg/m2/s) 5000 5400 5400
Quality -5 -60 ~74

(%) +15 +15 +44

Limited Range : for e (epsilon) constant = 0.29
Extended Range : for e (epsilon) using Equation (2)

TABLE 4 : STATISTICS OF M/C
i

epsilon = 0.29 Umited Range Extended Range All Data
ENEE B & C 1.035 1.023 1.29 average

TUBE 0.052 0.069 0.57 std

13 mm ID 48 131 294 data

DEBORA 1 & 2 0979 0.996 1.05 average

TUBE 0.062 0.063 0.13 std

19.2 mm ID 92 129 181 data

epsilon = EQ. (2) Umited Range Extended Range All Data

ENEE A & B 1.021 1.012 1.26 average :

TUBE 0.048 0.064 0.58 std

13 mm ID 48 131 294 data

DEBORA 1 & 2 0975 0.996 1.05 average

TUBE 0.060 0.049 0.12 std

19.2 mm ID 92 129 181 data

M is the measured CHF
P is the calculated CHF using the 8 mm ID. tube data and Equation (1) with epsilon

constant (0.29) or varying according togD,ation (2).
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FIGURE Sb : C vs M DEBORA 1&2 (19.2 mm tube) FIGURE 6 : CHF IN ONE-SIDE HEATED ANNULl
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New Model for Burnout Prediction in Channels of
Various Cross-Section

j Bobkov V.P , Kozina N.V., Vinogradov V.N.,
Zyatnina 0.A.~

State Scientific Center,
Institute of Physics and Power Engineering

Bondarenko Sq. 1, 249020 Obninsk,
Kaluga Region, Russian Federation4

Telex: 911509 URAN SU
Fax: (095)883-3112

I Abstract.
] The model developed to predict a critical heat flux (CHF)

' in various channels is presented together with the results of
data analysis. A model is the realization of relative method of
CHF describing based on the data for round tube and on the system
of correction factors. The results of data description presented
here are for rectangular and triangular channels, annuli and rod {
bundles. ,

l

Table of Nomenclature. ,

'

Co curvature of thermal boundary layer;
D tube diameter, m;

De heated equivb;ent diameter, m;h l

F flow area, m i

2G mass flow rate, kg/(m s);

Ket parameter of effective thermoconductivity of fuel rod;
i L length, m;

Lh heated length, mm;

Lo relative extension of elementary thermal cell flow area;
P pressure, MPa;

Per pressure, critical value, MPa;

Ph heated perimeter, m;
2

O heat flux (also critical), MWt/m ;
2

Op heat flux in tube with diameter D, MWt/m ;
2

08 heat flux in tube with diameter 8 mm, MWt/m ;

Qt heat flux in tube, MWt/m2;,

R radius, m;

Rh radius of heated surface, m;
X steam quality;

Xo steam quality, modelling value;

AX value of X biasing;'

Yt model parameter, a thickness of thermal boundary layer, m;
,

secondary parameters Y , min, Y ,av and Yo;t t
indexes: 1 - for internal surface of annulus;

2 - for external surface of annulus.

:
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1. Introduction.The report contains the analysis of specific features of
critical heat flux (CHF) for water flowing in channels of various
non-round cross-section and the results of CHF description in
such channels. The method used here is a relative one which canbe considered to be analogous to ones being used in another
fields of thermohydraulics. The relative model means here the
using of recommendations for CHF in round tubes in order to
predict CHF values in more complex channels. The examples of
investigations based on similar approach can be found in [1,2].

The authors of [1] have elaborated the corrections to

skeleton (look-up) table on CHF in round tubes with uniform
heating which have been used to predict CHF in rod bundles. These
corrections describe the effects of cross-section geometry,

heated length, minimum gap, curvature of heated surface, spacers,
distribution of heat flux along heated perimeter. The authors
have considered their results as preliminary and awaiting for
improvement. They have not presented the estimates of data

fitting accuracy and the ranges of applicability.
The authors of [2] have checked directly (without any

corrections) the possibility of using of CHF values in tubes for
prediction CHF in spaced 7-rods bundles. The cases explored have
yielded satisfactory results.

2. Special features of CHF in complex channels.
When deriving the model of relative CHF description one

should define the conditions of comparation of CHF in various
channels. It seems that the main conditions are connected with
pressure, P, mass flux, G, and steam quality, X. Others will be
considered later.

The complex channels with special features of CHF can be
divided to two types: 1) isolated channels of complex cross-
section (annuli, rectangular or triangular channels, simulators
of rod bundle cells); 2) rod bundles which, in contrast to
isolated channels, should be considered as systems of parallel
channels.

Let's look at first at CHF in isolated channels with
respect to CHF in round tube.

1. Having in mind the dependence of CHF in tubes on cross-
section scale (diameter) we should choose the proper scaling
factor for other channels. We guess that we can use the heated
equivalent diameter, Dhe, as proper one.

2. An overheating of fluid is inevitable in the narrowest
place of chanriel with nonuniform gap of flow area along heated
perimeter. Therefore the CHF in such channel depends on such
parameters of cross-section geometry as variation of gap value
and its relative extent. The last factor affects heat transfer
efficiency along heated perimeter and consequently overheating
degree and CHF value.

2540



_

3. We assume that thermoconductivity and thickness of

heated channel wall affect CHF in such channels because an
efficiency of transverse heat transfer depends on these factors.

4. Having in mind the fact that CHF differs in annuli with
internal and external heating with the same main parameters (P,

G, D X, L) we should assume that CHF depends on the type ofhe,

heated surface curvature (either convex or concave) - see also
[3-5).

5. It seems also that CHF depends on conditions of heating
along perimeter in isolated channels of complex profile. The

example is the flat channel or annuli with unilateral and
bilateral heating. A presence or absence of heat flux on opposite
surface affects strongly CHF value. There is no steam generation
on nonheated surface (a liquid film is retained) that leads to
displacment of flow regimes and to variation in CHF. It had been
mentioned in [C).

The specific features of CHF in various rod bundles include
features presented above for isolated channels. But we have here
additional factors due to the fact that rod bundle is the system
of parallel connected channels of complex profile. It leads to ,

'

considerable complication'of experimental methods and phenomena
description. These additional factors are:

1. The problem of thermohydraulic non-equivalence of bundle
cells (subchannels) is connected with difference of central and
peripheral zones of bundle and also with possible presence of
technological distortions of bundle geometry. It leads to

nonuniform distribution of mass and heat flow and to dispersion i

of such parameters as G, X and, maybe, P along cross-section. The
crisis occurs in the cell featured by most adverse conditions.

2. The transverse heat and mass transfer between cells can
decrease or suppress the effect of non-equivalence of central and
peripheral cells.

3. The additional turbulization of flow by spacers leads
usually to an increase of CHF value.

The main difficulty of CHF description in rod bundles is
how to define the values of main local parameters in crisis
locality - both operating (P, G) and geometrical-

3. New model.This new model of CHF description in channels of complex
cross-section including rod bundles is based on CHF features
presented above and on following assumptions [7,8].
1. The main dependencies of CHF on main parameters (P, G, X, Dhe)
are defined by the case of round tube of D=8 mm with correction
factor for another values of diameter. We use here the look-up !

table method for calculation of CHF in tube - see, for example, |

[9,10).
2. The model is valid for the smooth channels with arbitrary
cross-section which is uniform along length. We assume that the
local values of main parameters (P, G, X, Dhe) are known and the
heat flux is uniform along length.

|
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3. The whole cross-section of channel is divided to " elementary
thermal cells" (ETC). Its definition ([7,8]) is presented below.
4. We take the heated equivalent diameter Dhe=4 F/ Ph (F is a flow
area of ETC, Ph is its heated perimeter of ETC) as the typical
scaling factor for cross-section. It is used to correct the CHF
value for tube diameter. This factor can help to take into
account a type of heat flux cross-distribution and the constancy
of derivative of enthalpy with respect to length.
5. The CHF value for ETC can be found from value for tube with
the same P and G, D=Dhe'

Q(P,G,Dhe,X) /0e (P, G, D,X ) =f (C ) , (1)o 1

where C1 is the system of correction factors contained mainly
geometrical factors and effective thermoconductivity of fuel rod.
The definition of function X -is presented below.o

4. Definitions.
The elementary thermal cell (ETC) is the part of channel

cross-section which contains the part of fuel rod or its
simulator and adjacent thermal boundary layer - flow area section
-which is responsible for removing of heat from heated surface of
ETC. The ETC can be defined by following borderlines (see Fig.1) .
1) Lines dividing ETCs along normal to heated surface (lines N1,
N2, N3 and N4 on Fig.la) . It is assumed that heat transfer across
these lines is absent. We call them "the lines of zero transfer"
(LZT). With these lines been defined properly the heating of heat
agent inside the ETC is equal to the subchannel mean value.

In the case of bundle with uniform radial heating these
lines for internal (closed) ETC coincide with the lines of
symmetry (line N1 on Fig.la) and the surface of barrel gives the
LZT (N3, N4) for peripheral (open) ETC (ETCs of types 3 and 4).
We take the N2 as LZT for ETC of type 2.

The case of bundle with nonuniform radial heating is more
complicated one. We assume that the first step of analysis should
be done by using of proper method of subchannel analysis to
define local parameters values of most " dangerous" cell
(subchannel). Then this last should be divided to a number of

|
ETCs. Such a complicated case is a subject of further

j investigation which will lead to more grounded method of CHF
calculation.

In general, each LZT is the geometric locus of points whose
distances from nearest heated surfaces along normals are
proportional to corresponding values of heat flux.
2) Lines dividing the neighboring ETCs along heated perimeter
(lines L4 of Fig.1,a). In the case of uniform heating these lines
are also defined by symmetry and in general can be defined after
building the LZTs.

The exact definition of ETC's borderlines demands checking
the relation derived from heat balance equation:

|
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Q oP ,i/F3 = E(0 0P ,j) / E(F ), (2)
i h 3 h 3

where index i stands for given ETC, the sums are over all ETCs
included into the subchannel of commonly accepted division (for
example, one consists of two ETCs of type 3 plus two of type 2).

The thermal boundary layer (TBL) of ETC is its flow area
closed by heated perimeter and LZT.

The thickness of TBL (Y ) is a distance from heated surfacet

to LZT (see Fig. lb). The nonuniforin ETC has Y which variest

Y , min. It isalong perimeter with definite minimum value, t

important that Ye varies monotonically along heated perimeter. We
Y ,,v-use also the average value of Y , tt

,

(3)Y , av= (1/ P ) *. Y * dPht h t

Pn
and such parameter of ETC's nonuniformity as Y =Y , min /Y ,av-o t t

The curvature of TBL (C ) is the ratio C =Y ,,y/R , where Rho o t h
is a radius of heated surface. We have: for tube - R =D/2, C =-1;h o

for annulus with external heating - -1<C <0; for annu?us witho

internal heating - C >0; for flat channel - C =0. For alloo
channels which we deal with C varies from -1 to 1. By the way,

o

the parameter C in annuli has also meaning of undimensional mean
o

gap value.
The relative extension of ETC's cross section (L ) is thea

ratio L =P /Yo h t av-The model' ling value of steam quality (X ) in tube is definedo

by a relation of biasing X =X+AX, where X is the value in given
o

channel and AX depends on other parameters (see below).
The thermohydraulic nonuniformity of ETC is caused by

Idifferent heating of heat agent in narrow and wide parts of its
flow area (see definition of parameter Y). It leads to a heato '

transfer along heating perimeter both in flow area and in a body
of fuel rod (or its simulator). In the last case the value of
heat transfer depends on thickness and thermoconductivity of a
simulator wall . So we should insert the parameter of effective
thermoconductivity of fuel rod or its simulator, K It is wellet.
defined for case of convective single-phase heat transfer [11)
but additional investigations are needed to define it for burnout
phenomena. We estimate this parameter here phenomenologically.

So we have such a system of model parameters: thickness of
Y , min; parameterthermal boundary layer, Y, with minimum value, tt

of nonuniformity of TBL, Y; curvature of TBL, C; relativeooextension of TBL, L; parameter of effective thermoconductivityo
of fuel rod or its simulator, K et.

5. Results for isolated channels.
The data used were chosen from HEMATIt's (Heat and Mass

Transfer Information Center, IPPE, Obninsk) data bank on CHF in
various isolated channels. The correction factors have been

derived from the data for concentric and eccentric annuli with
uni- and bilateral heating in such form:
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Q(P,G,Dhe, X ) /Qe ( P, G, D=Dher X )"l-K* (l-Y ) n (4)o o

where

K=K1*K2*K3*K4*K5 (5)
;

The recommended data for tubes used to derive coefficients in (4- |
5) were (here and below) in the form of look-up table [9], with !
diameter ef fect Op/Qg= (8/D) o.5,

|
Let's begin with the relation between X and X =X+AX. The jotypical case of this biasing for annulus can be seen on Fig.2. ;

Fig.3 shows the dependence of biasing AX on C obtained after ;o
analysis of experimental data on CHF in concentric annuli. With |

Co=-1 (round tube) AX is equal to 0. Let's imagine'the nonheated
rod inside the tube with both diameters (D1 and D) Dein9 i2
increased so that. Dhe is being retained constant. When D /D1 2 i
varies from 0 to 1 the value of C is increased from -1 to 0 ando
that of AX from 0 to some definite value (our estimate is-

approximately 0.05). A changing over C =0 to positive values !o
means the changing of heating from external to internal surface. ;

The positive increasing of C (decreasing of D /D ) leads too 1 2 ;
further.insreasing of biasing AX. *

What are the reasons of this curvature effect? Here we can
only give the hypothesis. Analysing the data on CHF in concentric !

annuli we see that 1) CHF biasing along X-axis is greater at i

internal heating (C >0); 2) the values of AX are approximately :o
the same at all values of X for given Co. This means that the !

reasons of curvature effect on AX value are the same at film !
boiling, transition and dispersed-annular regimes and result in
better water supplying of an external (concave) surface. We guess
that the reasons are connected with turbulent pulsations of ;

velocity along curved isotachs. These pulsations lead to a rise '

of massive forces acting on each elementary volume of flow. These
forces being proportional to density push the heavy phase (water)
to an external (concave) surface more effectively than light |

,

phase (steam).

The phenomenological relation for AX is (see Fig.3):
X =X + AX , (6) 'o

where !

AX=0. 05* (C +1) 2 + (1_o ,4 * p/per)< (7) (o

P is the critical value of pressure.
[

er
The correction for Y in (4) have been derived aftero

analysis of data on CHF in eccentric annuli:
,

'

n=0.5+0.0015*G*C 2o' (8) !

!

;

2544
|

t

-
. _ _ - _ _ _ _ _ _ _ __ _ __-____ _



.

2where G is in kg/ (m s) . The typical plots of CHF dependencies on
Y are presented on Fig.4. The greater is the nonuniformity ofo
ETC's cross-section (eccentric annulus) the greater is difference
between CHF in this ETC and in ETC with uniform cross-section
(concentric annulus). When Y =1 (uniform cross-section of ETC,o
for example, concentric annulus) the correction factor (1-Yo)n
equals to 0, when Y =0 (maximum nonuniformity, minimum gap valueo
equals to zero) this factor equals to 1. The dependence of
exponent n on G and IC l (modulus of C ) extracted from data cano o
be seen on Fig.5.

In (4) K1 is the correction for relative extension, Lo,
which have been derived from the data in eccentric annuli:

K1=K(L )=0.077*L (9)o o

The correction for both mass flux, G, and C have beeno
derived using the relation from (5):

K2=K (G, | C l ) =G* * (-0. 37 * | C 1 5) , (10)0
o o

2where G is in kg/ (m *s), ** - raising to a power..'

L, mm, is: |The correction for both C and heated length, ho

K3=K (L , | C l ) =L * * [ (0.29* | C j ) 0.33) (11)h o h o
,

The correction for steam quality is (see (5]):
,

K4=K (X ) =1-0. 3 * X (12)

The correction for assumed parameter Ket have been defined
from the data for annuli as phenomenological constant.

K5=K(Ket ) =0. 4 (13)

This value is valid for tubular simulator of fuel rod made from
stainless steel, with wall thickness being in range 1-1.5 mm.

i So, we can describe now the CHF in concentric annulus. We
have the given values of P, G, X, heat fluxes 01 and Qr2

and D. Here we have Y =1, the right part of (4)diameters D1 2 o

equals to 1 and the correction is connected only with biasing A
X.

We should define on which surface the crisis arises. We
have for annulus:

Dhe,1=4 F / P ,i s (14)1 h

C ,1=Y , i/R , (15)o t 1

where i=1 - internal and i=2 - external surface.
we should calculate the diameterTo define the value of Dhe

D of LZH dividing both TBLs - near internal and externali
o
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surfscos . (soo Fig.lc) . This value ccn ba dafined as sufficient
F / F "Q * P ,1/ (Q2*P ,2) . It leadsapproximation using condition: 1 2 1 h h

to relation

D 2.(gl*9 *92 +02*D *D1 )/(g3*9 +gy*p2) (16)2 2
o 3 2 3

Then we have for internal surface:

Dhe,1"(Do _p3 ) /p , (17)2 2 y

Y ,1" (D -D ) /2, (18)
t o 1

C ,i= (D -D ) /D , (19)
o o 1 i

and for external one: <

!2 _p,2)/9 , (20)2Dhe,2= (D 2

Y ,2= (D -D ) /2, (21)
t 2 o

(22)Co,2= (D -D ) /D2o 2

Note that C, in (22) is negative, i

The calculated values of CHF, Qer,1 and Qcr,2, for both
surfaces are equal to the values, Oc,1 and O ,2, for equivalentt

tube with given parameter values: internal - P, G, D=Dhe,1, oX =X+
X =X+AX . These values should beP, G, D=Dhe 2, o 2AX , external -

1compared with real values ,of heat flux on each surface. If r

0 <0er,1 and 02<0er then the crisis had not arose. Otherwise we
easily define the c,2ritical surface and the value of CHF.1

To define the CHF in eccentric annulus we should calculate ;

and use theadditionally the parameters Yoi and Loi
phenomenological value K5=0.4. With R =D /2, N =D /2, R =D /2 weo o 1 1 2 2

(Y ,1=Y ,2 by definition)have o o

Y ,i= (R -R -E) / (R -R ) , (23)o 2 i 2 1

Y ,2= (R -R -E) / (R -R ) , (24)o 2 1 2 1

L ,i=3.14 *R / (R -R ) , (25)o 1 o 1

L ,2=3.14 *R / (R -R ) , (26)o 2 2 o

where E is the eccentricity in meters. The values of D , Dhe lao
and C should be defined in the same way as for '

Dhe,2, Co1concentri,c annulus,2(Fig.lc).o

'Statistical results of description CHF data in annuli with
uniform heating are presented in Table 1. The data used have been
taken from HEMATIC's data bank [3). The notations in Table 1 are:
M is mean value of relative residues, RMS is relative root mean

.

L
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square error (non-biasing estimate of scattering around the mean
value M).

The Table 1 contains also the results for CHF in
rectangular and triangular channel [17).

So, we've got the correction functions system in a rather
general form which helps to predict CHF in isolated channels of
various cross-section. It can be done with given values of main
parameters: pressure, mass flux, steam quality, cross-section
geometry, features of fuel rod or its simulator. It should be
noted that the accuracy of description of data for isolated
channels equals approximately to that for tubes, but the
discrepancies between the data sets of different authors and/or
for different test-sections are greater. The maximum value of
this discrepancy for annuli is about 40%.

6. Results for spaced rod bundles.
The data used were for triangular bundle geometry,

hexagonal nonheated barrel, with the number of rods from 3 to 37
The parametric ranges of 2100 points were: pressure - from 3 to

219.9 MPa, mass flux from 500 to 4130 kg/m , steam quality --

from -0.5 to 0.7, thermal diameter from 5.8 to 12.45 mm,-

pitch / diameter ratio Tpd - from 1.22 to 1.4.
The thermohydraulic non-equivalence of internal and i

peripheral cells means the difference of local values of system
,

parameters (P, G, X). The crisis takes place always in internal I

cell for the cases under consideration. To be sure that the local
values of system parameters differ little from the mean ones
across channel we use the criterion

Kthd=dH (c) /dH (b) (27)

Here dH is a variation of mean enthalpy in cell ("c" - cell) and
in channel ("b" - bundle) as the result of heating. With
neglecting of intercell exchange this relation can be simplified:

/Dhy,c)0.5, (28)Kthd" ( Dhe,b/Dhe, c) * (Dhy,b

where subscript "he" means " heated equivalent" and "hy" means
" hydraulic equivalent". |

We use the data with the vaues of Kthd from 0.85 to 1.15. j
The relation (28) gives rather upper limit of criterion because -

of the transverse intercell mixing. After that we don't use the
subchannel analysis which is needed for more detailed !

development. |
The use of spacers inside the channel body helps to ;

turbulize the flow and to increase CHF. To account for this |
|effect we use the relation [1]

0. 5 * G . 2 * exp (- 0.1 * L,p/Dhy,c), (29)OK =l+1.5*Ksp o

1
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2
where K is the spacer loss coefficient, G is in Mg/ (m s), Lsp iso
the distance from top to nearest spacer.

The main relations of geometric parameters for internal ETC
2 Y =Tpd/Co,are: Dhe=D * (1.103*Tpd -1) , C =1.047*Tpd-l i o

r o

L =0.5236/Co, where D is rod diameter.
o r

So, we assume that the main features of CHF in spaced rod.

bundles are described by the function AX (P,Co) (7) . The further
data analysis-has shown that we have here the residual dependence
of CHF on P, G and X. After data fitting this dependence is

(30)he) / [Q (P, G, X , Dhe)*Ksp) =N (P, G, X) ,Orb ( P, G, X, D t o

where

N (P, G, X) = (0. 091+1. 02 * P*G-0. 057 5* P * G ) * (1+ 0. 53 6* X) (31)2 3

Finally, the relation (30, 31) fit 2105 data points with M=
-4.7% and RMS=22.8%. The ranges of values of M and RMS for
various data sets are: M - 60%, RMS - from 8.3% to 29%. The
Fi'gures 6-10 display several plots of CHF (data and calculated
values) versus Xct.The data show, just as in the cases of other channels, the
noticeable discrepancies between data sets of different authors.
These data sets differ of ten by parametric regions so one meet
the danger to overestimate the residual parametric trends when
fitting forcely mentioned discrepancies. Our compromise has been
grounded by the analysis of residual error distribution function
for each data set - we have demanded them to be approximately
normal.

| 7. Results for tighted rod bundles.
! The description of CHF in tighted rod bundles is made

! difficult by the fact that this case has the features both of
I isolated and bonded channels. Another difficulty is the lack of

data available with all of them being for Dhe<4 mm.
Having this in mind we have dealt with a special case of

problem - to check the accuracy of relation
*N(P,G,X) (32)Orb (P, G, X, D e) /O (P, G, X , Dhe)"Il-K* (1-Y )"l *Ksph t o o

against the data for tighted rod bundles.
We have two data sets available: 41 points for Tpd=1. 02 and

T The parametric ranges are: pressure -
13 .pd= 1. 0 5 .49 points for 28 MPa, mass flux - from 650 to 5550 kg/m s,from 8.2 to

quality - from 0 to 0.77, heated equivalent diameter - 2.4 and
2.8 mm. The best fit is for K5=0.6 - see (13), with this value
being equal to that for triangular channel (17]. It should be
noted that these experiments have had the aim to simulate the
crisis in tighted rod bundle. Also, the best fit is for diameter
correction Op/Qg= ( 8 /D) 1/3 This fact recalls the conclusion of
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D.C.Groeneveld [1] that the degree value of 1/3 helps to fit
batter the data on CHF in tubes with D<4 mm.

Finally, the statistical results are: M=15% and RMS=22% for
first data set (Tpd=1.02), M=7% and RMS=22% for second one.

8. Conclusions.
1. CHF in channel differing from tubular one can be predicted by
using reliable recommendations for tube and correction functions
system. This last must include the corrections for geometry,
heating conditions, details of fuel rod design or its simulator
and thermoconductivity of its body.
2. The approximations for CHF in isolated channels presente'l here
are based on the model which allows to derive such system of
corrections which are workable for channels of various cross- i

section. The data for annuli and triangular and rectangular
channels have been used to determine the phenomenological
coefficients.
3. The nucleus of model is the concept of " elementary thermal
cell" (ETC) which helps to analyse the general features of CHF in
various channels. It is geometric and thermohydraulic non-
uniformity of ETC that can result in decreasing of CHF in non-
tubular channel.
4. The model gives a quite reasonable description of CHF in rod
bundles. The residual parametric trends have been been revealed
which are important mainly for low values of pressure and/or mass
flux.
5. The use of subchannel analysis can help to improve the
description of CHF in rod bundles. *

6. Up to now we don't success to determine accurately the
corrections to internal properties of fuel rod. The reason is the
lack of appropriate data and the absence of suitable theory.
Instead, we have got the phenomenological values for corrections.
7. The authors hope that the results presented here can be used
to improve the methods of CHF calculations in channels of nuclear
reactors.
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Table 1. Tha statistical results for isolated channels, the data
era from HEMATIC's data bank. The first column features a data
sample (all data, inside the scattoring ranga of 100% and 50%)

-

Sample. N P G -X Gap M RMSP
ranges mm % %

Concentric annuli.
Unilateral uniform heating

All 3359 3:20 500:5600 -0.50:0.85 1.0:5 0.1 34.7
- - - - -2.6 28.9100% 3293'

-5.3 22.0- 50% 3028 - - - -

Internal uniform heating

i All 1737 3:20 500:5600 -0.5:0.85 1:5 -4.5 38.4
- - - - -8.4 30.1100% 1689
- - - - -10.7 22.5: 50% 1539

External uniform heating

All 1622 3:20 500:4100 -0.5:0.7 1:5 5 29.3
- - - - 3.5 26.2 |

5 100% 1604
- - - - 0.3 20.1 |

50% 1489

Bilateral uniform heating
i
~

All 296 6:20 500:4500 -0.3:0.8 2.1 -6.2 30
-5.3 2350% 260 - - - -

,

Eccentric annuli (relative eccentricities were 0.25 and;

; 0.5) |

|
! All 82 9:20 500:1000 -0.35:0.35 0.5:1 -15.6 15.2 !

\* '

Rectangular channel

All 47 6:15 620:3500 -0.2:0 0 0.8 8.2

1

: Triangular channel

All 40 6:17 500:3700 -0.2:0 0 2.3 16.8
,

i

i

i

I

)

4

d

,

2551



- _ -
. . - .

N4 N3

4 2 3/ / f
'

AJ////#/1////
''yg)i: -N2

_

..
,

* ~~ '

s / N1
'

/\
*

.

'::w

| * .

. .
.

v._'
-

\

a

Yt Ytmtn

N
~ /~

Ytt / ,''~ h'

| '

*". . , . . . .. . . ~ /
# "',..'.|*.~.''.'' Yt2 / ! --

'

- o n
. . . . ; : :. - y - o a o* '

5 x *

. ,'. : . :, .'
''

p
. . .

%h!' I\
, . ' , . . ' , '

8
** * -

L

$ .

. . :.
',: c

b
i

Fig.1 The schemes of typical ETCs: a) for rod bundle;
b) internal ETC of type 1 for subchannel; c) for eccentric
annulus.

2552

_ -. _ ___ ______ - - - - _ _ _ _ _ _ _ _ _ _ - - - - - _ - _ __



- . . _ _- ..

?CHF, MW/m2

o.2D -
P=7 M Ps, G=2233 k3/m2*c,
L=700 mm. D1 =9.5 mm. D2=15.9 mm._

Co=0.67. A X=o.1

2.80 -
Upper line - look-up table,

_ cmoooooo - clate of IPPE and fit

x'2.40 -

_

2.00 - Q
'N

- dQ .\
\'

1.60 - 'NO
&

_ N s

N
O ,' O1.20 , ,

,,, ,

, ,,

0.20 0.25 0.30 0.35 0.40 0.45 I

Quality X

Fig.2 The example of X-biasing (AX), data in annulus.

I

W |

0.25 - <

++++ - Ref. [5] |
'

_ oooo - Ref. [12]
Line is fit

+
;0.20 -

/ |

- / :
i

|

0.15 -

~ O O
O O

o.10 - O
O

_

/
/

0.05 - /
/ O

O
~

/O O
+ /

O.00 f ; g , g gi , , ,

0.00 0.50 1.00 1.50 2.00 2.50

Co+1

Fig.3 Dependence of AX on curvature (Co+1)
2553



Q(Yo) / Q(YO"1)
'S1.oo -

C
- O +

r

o.so - . + X
- r

X
o.oo -

s J

o.40 -
__

Ref. [13)- O -

[4]
.

* -

(2 4 ).o.20 - X X + -

[153o -

r ..

xb (16)-

e - [3]
o.co

i ; ; i i. . . ,
,

O.00 0.20 0.40 o.co 0.80 1.00
Yo

Fig.4 Experimental dependence of CHF on parameter Yo.

Exponent, n

4.00 - X
+ - G = 500 kg/m2s

- o- 1000
x- 2000

3.00 -

- X O

2.00 - o

_

'
1.00 - gs

'

e -

m

o.00 , ,
,,

0.00 0.40 0.80 1.20
_

ICol

Fig.5 Dependence of exponent n on | Col G [4), lines are fits.

2554

_ -_ _ _ _ - __ -



2.40 - O oo3 - data for P=J.8 L APa, G=.30 k /m2"c,
Dhe=5.8 mm.
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Fig.6 The data versus calculation, CHF in rod bundles.
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Fig.7. The data versus calculation, CHF in rod bundles. One
can see two different data sets.
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CN THE LOOK-UP TAULES FOR THE CRITICAL

H2AT FLUX IN TU2E8 (HISTORY AND PROSLEM2).
P.L.Kirillov, I.P.Smogalev.

National Research Center, Institute of Physics and Power

Engineering (IPPE), Thermophysical Department '

249020 Obninsk, Kaluga Region, Russia i

Fax: 7(095)230 2326, 883 3112 ;

!

Abstract. !

The complication of critical heat flux (CHF) problem for

boiling in channels is caused by the large number of

variable factors and the variety of two-phase flows. The

existence of several hundreds of correlations for the

prediction of CHF demonstrates the unsatisfactory state of this

problem. The phenomenological CHF models can provide only the

qualitative predictions of CHF primarily in annular-

dispersed flow.

The CHF look-up tables covered the results of numerous
experiments received more recognition in the last 15 years.

These tables are based on the statistical averaging of CHF ,

values for each range of pressure, mass flux and quality.

The CHF values for regions, where no experimental data is

available, are obtained by extrapolation.

The correction of these tables to account for the diameter

effect is a complicated problem.There are ranges of conditions

where the simple correlations cannot produce the reliable j
results. Therefore, diameter effect on CHF needs additional

study.

The modification of look-up table data for CHF in tubes to

predict CHF in rod bundles must include a method which
to take into account the nonuniformity of quality in a rod

( bundle cross section.
!
1
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-1. Cutlino cf hictory of CHF lesk-up tchloc dorivation cnd

rolcvent publications up to 1989

The idea of derivation of CHF look-up tables was first

proposed by Doroschuk V.E. whose publications initiated this

study [1,2]. The first version of look-up table then available
was based on a relatively small experimental data base and

a number of subjective approaches in the form of quality

function of CHF. The Section of Heat and Mass Transfer of

the USSR Academy of Science has formed a commission to

generate new recomendations. The activity of this commission

was based on the method of expert evaluations presented by

four research organizations such as VTI*, IVTAN , RDIPE*, IPPE.#

As a result the edition of "Recomendations for Prediction of

CHF" [3] and the publication in the journal [4] have been

performed. The procedure to calculate CHF values formulated
in terms of an approximated correlations and based on the CHF
look-up table of Smolin et al. was published [5]. Doroschuk
et al. have reported the new look-up tables [6]. The next

version of look-up tables derived by the experts of the

commission was published in the paper of the IVTAN [7]. They

have been distributed as "The Tables of the USSR Academy

of Science".

However, there were disagreements between the data from the
look-up table of the commission [4] and the data from the

look-up table in [6]. Therefore, initiated by the IPPE

a series of control experiments to elucidate the cause of

these differences was carried out during 1981-1983. Nine

organizations in Russia were invited to accomplish these

experiments. But not all organizations have taken part in

this study. Besides, the others have not completely carried

it out.

+ VTI - All-Russian Thermotechnical Institute (Moscow)
# IVTAN - Institute of High Temperatures, Academy of Science,

Russian Federation (Moscow)
* RDIPE - Research & Design Institute of Power Engineering (Moscow)
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In occh organization tho sxparimInto wora carried out using

thair own proc: dura and tset fccilities, but on the samn

12x2 mm tube under the agreed range of conditions: P=7,10,14,
218 MPa; G=0.5, 1, 2, 4 Mg/ (m s) ; L=1, 3, 6 m. The results of

their control experiments have shown that the data of four

organisations presented in q ,versus x , coordinates practi-

cally agreed. The data of ITTF" and KPI** were lower.The data
of VTI were a much higher. There is a brief publication about

this control experiment - Ref.(8]. The possible reason of data

disagreements may be caused by the difference in the" hydraulic

stiffness" of circulation loops. The hydraulic stability of

flow (the degree of " hydraulic stiffness") is dependent on the

flow throtting value in front of an inlet. When the flow

throtting is absent at the boiling initiation ( " soft" condi-

tions), then the oscillations of flow rate, pressure, coolant

temperature in a loop occur due to reverse flow rate.

Unfortunately, no CHF measurements have been conducted

using the available test rigs neither at that time, nor at

| present. In 1980 the Heat and Mass Transfer Information

| Center (HEMATIC) was founded at the IPPE. Among other problems,
'

the problems of derivation of up-to-date CHF look-up tables

has been set before the HEMATIC. At the same time the related

study was fulfilled at the Chalk River Laboratory, Canada.

In 1986 Groeneveld et al. [9] published the first version of

look-up tables used in computer codes such as RELAP 5/ Mod. 3,

| CATHARE and others. The procedure used in this study was based

on the formalized matrix approach to statistical elimination

of experimental data through the three dimensional space with

parametric directions P-G-X During the data estimation they.

values which overcome more than 50% the average mean have
been excluded. For G -> 0 the results of prediction of CHF

under pool boiling were used. And for X -> 1 the CHF valuey

is taken equal to zero. However, these extrapolations were

|

++ ITTF - Institute of Technical Thermophysics (Kiev)

** KPI - Kiev Polytechnical Institute

,
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not proved.The CHF look-up tables with slight corrsctions were
publichsd in Raf.[10).

2. Improvement of CHF look-up tables.

The IPPE CHF data bank (see Table 1) covers the results

of all known publications, the RDIPE data base, the Chalk

River data base and a number of other data.The four approaches

used to develop the CHF look-up tables on the base of this

data bank were as follows:

- The separation of the range of quality ( P=const, G=const )
into regions corresponding different two-phase flow patterns
and the description of each region by polynomial function [11];
- The analysis of the available look-up tables to determine

the form of function and to calculate the optimal values of

exponents of the polynomial expressed as [12):

k G")P"* Xgc, = Sum ( a --

ii j er,i

- The regression analysis procedure based on the division of

the data array for P and G into two zones and on the descrip-
tion of each zone with a following relationship:

i

9er *K (X -X ) / X,-

r i er

|
'

are the functions of P and G ;Where K, and Xi
- The model which takes into account the initiation of

intensive quality growth or void fraction.

Furthermore, when the differences between the result of

above evaluations were within 15%, the data of these four
,

approaches were averaged with equal weight. If there were'

disagreements between the results, the data of other CHF

look-up tables [7,10] were used and then the averaging of all

these values were performed. The results of research were

published in 1989 [13,14]. In the following years further4

improvement of CHF look-up tables took place [15,16].
The availability in the literature of two or more CHF |
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look-up tcblco r2icca tho qucation of cgrsam:nt cmong th:m and

tha production of en unified rofsranca data. Such study was

started in 1993 by the specialists of Russia, Canada and

Germany (17,18). To date (1994), the project of CHF look-up

tables has taken into account the different approaches and

aimed to evaluate data and to eliminate disagreement between

different versions of CHF look-up tables. The final results

of study can be summarized as follows:

1. The additional amount of data in the regions where they

are already sufficient data does not improve the accuracy (see

Table 1).
2. There are limited data in the regions of low mass fluxes,

low pressures and X < 0. It should be pointed out that the use

of only three parameters (P, G, X) is insufficient to generate

a CHF look-up table for these regions. The inaccuracies in

these regions were still considerable.Most data were collected

in small diameter and short heated length where the effect of

diameter and length on CHF is strong. Although the use of

pressure, mass flux and dryout quality as parameters may not

be sufficient to characterize CHF at subcooled conditions,

they are also the primary parameters used in the bubble-

|
crowding or vapor-blanketing type of subcooled burnout models

and seems to provide good prediction accuracy.

3. The diameter effect on the CHF values is not yet well

clarified. It is not clear whether the use of complex

correlations provides a better agreement between the data for

different diameters.

4.In perspective, it is possible to develop CHF look-up tables

using a dimensionless criterion. A dimensionless CHF look-up

table has been derived by Groeneveld and his co-worker for non-

aqueous fluid.

3. Effect of some factors on CHF.

3.1. Effect of tube diameter on CHF.

|

The diameter effect on CHF has been studied by many

researchers over almost 30 years. However, to date the ]
)

|
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contradictions wara not eliminated. In dariving the look-up

table a correction factor for CHF based on the diamator ratio

to the some power has been used:

( d /-8 }" (1)q, ( d ) / q,( 8 ) =

Doroschuk et al. [16) suggested a value of -1/2 for the

exponent. Groeneveld et al. [9] pointed out that different

rescarchers recommended an exponent within the range

(-1/10) + (-1/2). An exponent value of -1/2 for d = (2 + 16)mm
has been used 2n the first version of the look-up table. A

correction factor equal to 0.79 was acceppted for d > 16mm.

Similar values were also recommended by Smith (42] suggested

the exponent: -1/3 for d < 32mm and 0.63 for d >32mm. In the
last version of the look-up table (18] an exponent of -1/2 has

been used and for d > 25 mm the correction factor 0.6 was

accepted. It is noted that for d < 8 mm the diameter effect

is better described with the above law with n=1/3 (see Fig.1). |
|

Becker and Soderquist (19] suggested the diameter

correction factor given in tabular form (see Table 2). These j

values disagree with other data.

The complex correlations were suggested by Muller-Menzel

and Zeggel (20), and also by the IPPE (21). In practical

j calculations their application presents difficulties.
.

Moreover, the physical nature of these correlations remains
; to be understood. Besides, the above suggestions disagree with

each other (see Figs.2,3).

An effort to analyse the diameter effect on CHF was
<

i performed by Bethke (22), but there are no conclusions.
Boltenko and Pomet'ko [23] observed that increasing the

3

diameter increases the CHF at nucleate boiling and the

reverse situation occures at the annular-dispersed flow

conditions for freon (see Fig.4a). The same results were

also observed for water (see Figs.4b and 4c) at high pressures.
The following has been proposed to explain these trends:

"At nucleate boiling an increase of diameter enhances the

mass exchange between the flow core and the two-phase layer

4
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naar tho wall. Consequently, the bubble removal is enhanced

which, in turn, increases g ."y

In an annular-dispersed flow the fraction of the liquid

in the flow core increases with increasing diameter and causes

a decrease in g This observation is qualitatively confirmedy.

by the "entraintment curve" [24] given in Fig.5 as well as

by the measurements carried out by other researchers [25,26].

The similar results were obtained by Celata et al. [4] at

high mass flux.

Erbacher et al. [26] pointed out that the exponent in the

equation (1) depends on the quality. Although the numerical
values of n obtained ( see Fig.6 ) in the recent investi-

gations [11, 23, 27] were different .the dependence of the

exponent on the_ quality seeme6 to be similar.

To clearly establish the oaality effect on gy(d)/qy(8)=

= f(d), we compared the data obtained by different authors

specified in Table 4 on freon and water. A typical example of

such comparison is shown in Fig.7. Unfortunately, there is

no sufficient amount of data for the large diameters and X50.

Since in Fig.7 the data for different pressures and mass

fluxes have been used, it has only an illustrative character

and demonstrates the complex character of the diameter effect.

Tne results of the investigations for which deviations from

the equation (1) are observed are shown in Figs.8(a -d).

The question is then: why does the simple power depen-

dence given in the equation (1) provide reasonable results in

deriving the look-up tables. The fact is that the most data

used ta develop the look-up tables wero obtained for quality

A> 0 and the contribution of data obtained for X < 0 is

small. This argument is supported by Fig.9 reproduced

from (18].
The look-up tables provide the best results when the

geometrical characteristics of channel and the flow parame-

ters are located in the center of the " points galaxy"; when

they are brought to the periphery of the " galaxy", the

accuracy decreases. This concerns, especially, subcooled

water, small diameter tubes, low pressures and low mass

2564
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fluxOS. It 10 not apparantly ths only rascon of dsvintions

from th3 cquation (1) cc indic2ted by Figs. Sc, Bd.

Despite the data scattering for the dependence of g ony

"d", one can draw the following qualitative conclusions:

1. For high qualities X>>0, pressures and mass fluxes, gy

decreases with increasing diameter according to the equation

(1).
2. For X<0, the diameter effect on q,is more complex.

The dependence of g on "d" can be directly or inverslyy

proportional. The experimental data sets for water do not

agree. There is a direct effect of diameter for long tubes

( l>1m ). Celata (41) observed an inverse effect of diameter
for short tubes ( 150.1m ) which is consistent with the

equation (1). The data for freon are also ambiguous. The !

experiments of Erbacher (27] have shown an inverse effect

of diameter at high pressure ( 2.3-3 MPa ). The results of

Boltenko (21] for a pressure of 1.08 MPa have shown a direct '

effect of diameter. The qualitative character of the depen-

dence of g on "d" as confirmed ny the experiments (seey

Figs.8(a-d)) is shown in Fig.10.

3. It should be supposed that the current conditions and

the structure of two-phase flow have an effect on the function

gy(d). The refinement of the equation (1) should be carried

out by conducting systematic researches.

3.2. Gas content effect.

The use of gas pressurizers in NPP experiments results in

the saturation of the water by gas due to a contact between

them. As the water temperature increases, the gas solubility

decreases. Therefore, the gas liberation and accumulation in

the flow near heat transfer surfaces can initiate an early CHF.

The investigations dealing with the determination of effect

of gas content in water on heat transfer and CHF are rare, and

the results presented are contradictory. Subbotin et al. [31]

have not found a variation in the CHF value for nitrogen
3content in water of 1500 ncm /kg under subcooled boiling

256S
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conditions. Howavor, approximttoly with th2 cams paramsters

Ficenko ct al. [32] havo obscrved the q,, reduction by 10%

under subcooling conditions; under saturated conditions and |
3with gas content of 3500 ncm /kg they established that the

q,, decreases by 30%. The similar effect was also observed by
IBertoletti (33).

In order to establish the causes of data disagreement, the

verification experiments were carried out by Lozhkin et al. in
the IPPE (34] and Smolin in the RDIPE [35). Different techni-

~

ques of gas dissolution in water and various sampling

methods were tested. The gas distribution over the tube

cross-section was determined by using an isokinetic probe.

For qualities > 0, pressures between 10 and 18 MPa, mass
2fluxes between 1000 and 3700 kg/(m s) and gas concentrations

up to 4100 ncm /kg, the CHF was not found to be reduced3

within the experimental accuracy (Table 3).

In the region of subcooled water, within the same range
3

of parameters and gas concentrations above 2000 ncm /kg, a

reduction in the CHF has been observed up to 20% at

3c = 4100 ncm /kg) (Fig.11,12).

These results were confirmed by the gas content variation

measurements in a liquid film flowing along the wall. For X<0,

the gas content in the liquid layers near to the wall

corresponds to the mean content of the flow. For X>0, the

film turns out to be completely degassed.

4. Application of data of look-up tables for prediction
' of CHF in rod bunles.

With the advent of look-up tables for the prediction of

CHF in uniformly heated tubes, their use in the computer codes,

instead of rod bundles correlations, is recommended. One of
|

the reasons is that the look-up tables are based on a wider

range of parameters as compared with the correlations. These
,

tables are also important for calculations under transient and

abnormal operating conditions.

The first step in this direction was made by Groeneveld

;
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[9,36). Hic proceduro- involv00 tho introduction of eight

capirical coafficianto to c=rrect tho data of look-up tables

with rampact to tho data for rod bundles.

The other approach was reported by Bobkov (37,38),'who mad'e
an effort to derive universal correlations independent of the

geometry of the channel.

Currently, some objections against the use of such

approaches have been raised (39). It is-the author's opinion

"that since the tubes and rod bundles have different relation-

ships between qcr and G the transition procedure from a tube

to a rod bundle could be quite complicated".

This argument can be supported confirm by the data of Smolin
.[40) ( shown in Figs.'13a, 13b ). However, such a direct

comparison is not right because the experiments with rod

bundles were carried out with few rods only 7 and 19. It )
should be believed that the use of the function q,, (X,,) for

a such small number of rods is incorrect.

For a small numbrer of rods the average quality in a bundle

is considerably less than the local quality where the crisis

takes place. Therefore, it is incorrect to perform the direct

comparison between the results of experiments in tubes and

rod bundles in forms of similar average parameters.

It is more adequate to make the comparison using the

coordinate transform:

a(P,G)X X= -

er,b er,t

9er,b 9er,t b(P,G)" -

Where X,,,,; q,,,,- for tubes,

X ,bi 9er,b - for bundles.ce

Figure 14 illustrates as the data on diagrams Figs. 13a, 13b

agree better in this specific case. Only under these conditions
( the given bundle and the pressure 7.4-7.8 MPa) there are

2 2
a=0,23G and b=1,55-0,7G, where G in Ng/ (m . s) ; q,, in MW/m ,

,
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5. canslucien3.

The results of study could be summarized as follows:

1. The additional amount of data in the regions where they are

already sufficient data does not lead to an improvement of

the look-up table accuracy (see Table 4).

2. There is a lack of data for low mass fluxes, low pressures,

high qualities and, especially, in the subcooled boiling

region. In this region the use of only three parameters (P,G,X)
to develop the look-up table does not seem to be sufficient.
The inaccuraccles in these regions are still considerable.

3. The diameter effect for qualities X>0 may be represented by

the law: g d" = const, where n=0,5.-

y

For X<0, low pressures and low mass fluxes, the dependence
of g on "d" is more complex and no relationship has been

y

obtained. There is a need to perform systematic researches in

the shaded regions shown in Fig.9.

4. It is possible to use the data of look-up tables for the

prediction of CHF in rod bundles if the rules of data

correction are refined. The determination of generalized

correlations for this purpose represents an interesting

avenue for further development.
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Table 1.

I DATA BANK THERMOPHWSICAL CENTER IPPE

(D-inner diameter, Dt-heated diameter, Del- gap size annuli,

; L-length,'P-pressure, G-mass flux).
.

Form Geometry Parameters
channel No.of Data

D,mm L,mm P,MPa G,Mg/m8s

Tubes,
uniform 0.1-44.7 2-20000 0.1-21 0.01-90 27825
heated

Tubes,
nonuniform 6-22 100-6000 0.28-20.6 0.25-9.97 8330
heated

Annuli, Del
uniform 0.5-11.1 40-2740 0.45-20.6 0.05-8.4 13000 ;

heated

Rectangle,
uniform Dt 8.3 200 6-15 0.6-3.5 47
heated

Triangle,
uniform Dt 4.8 200 6-17 0.5-3.6 40
heated

Rod bundle,
uniform and S/D=
nonuniform =1.01-2.22 0.28-19.6 0.02-7.48 24227
heated D=5-19

|

|
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Table 2.
i

correction Factors for Diameter Effect on CHF (19).

d, mm 3.930 6.010 7.85 10 13.06 17.49 19.93 24.95 36.0
q,, (d) /q,, ( 10 ) 1.176 1.193 1.11 1 0.965 0.941 0.926 0.905 0.915

!

. Table 3.

CHF in tube D=9 mm, by different content of gas

dissolution in water.

G P, 3, qC XC

kg/(m s) MPa nem /kg MW/f2
erI

1000 10 53 2.21 0.404
1350 2.17 0.792

14 590 1.81 0.226
| 1350 1.84 0.218

18 53 1.78 0.079
1350 1.71 0.074

2000 10 53 2.53 0.145
1350 2.52 0.146

14 127 2.27 0.002
1470 2.25 0.002

18 95 2.33 -0.190
1440 2.37 -0.184

3000 10 29 2.81 0.069
1510 2.93 0.068

14 29 3.18 -0.025
750 3.10 -0.039

18 29 3.44 -0.170
1630 3.38 -0.180
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)
i Table 4.

ASSESSMENT OF VARIOUS CHF TABLE ( From (17) ).

No Error %
Table Ref. of Data

Avg. Rms.

Doroschuk et.al. 6 3705 -3.00 12.27
Table 1993 3741' -1.18 4.42

Recommendation- 7 4901 10.56 9.78 )
Table 1993 4926 -1.32 4.61

'

Groeneveld et.al. 9 21710 1.54 8.07
Table 1993 21724 1.01 7.44

Kirillov et.al. 13 12129 2.32 9.97
Table 1993 12131 0.81 7.14

Kirillov et.al. 15 13300 0.67 8.76
Table 1993 13259 1.14 7.59 [

Kirillov et.al. 16 16900 1.53 9.49 ;

Table 1993 16881 1.17 7.68 '

|
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Author Ref. Coolant P, MPa G, x
Mg/m2s

o Boltenko et al. 23 F-12 1,06 1 0; 0,15

x Cheng et al. 28 F-12 2,3 4 -0,4

g Groeneveld et al. 29 F-12 1,34 2 0,3

4 Doroschuk et al. 25 Water 8,0 2,86 0,3

e Celata et al. 30 Water 0,8 1 -0,075

9 Levitan et al. 26 Water 9,8 3 0,3
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A COMPARISON OF CRITICAL HEAT FLUX IN TUBES AND BILATERALLY
HEATED ANNULI

by |

S. Doerffer*, D.C. Groeneveld* and S.C. Cheng |

University of Ottawa, Department of Mechanical Engineenng
Ottawa, Ontario, KIN 6N5, Canada

ABSTRACT !
i

This paper examines the critical heat flux (CIF) behaviour for annular flow in bilaterally heated annuti and compares |

it to that in tubes and unilaterally heated annuli. It was found that the differences in CIF between bilaterally and
unilaterally heated annuli or tubes strongly depend on pressure and quality. The CHF in bilaterally heated annuli
can be predicted by tube CIF prediction methods for the simultaneous CIF occurrence at both surfaces, and the

2following flow conditions: pressure 710 MPa. mass flux 0.5-4.0 Mg/m s and critical quality 0.23-0.9.

The effect on CHF of the outer-to-inner surface heat flux ratio, was also examined. De predstion of CHF for
bilaterally heated annuli was based on the droplet-diffusion model proposed by Kanilov and Smogalev [1,2]. While
their model refers only to CHF occunence at the inner surface, we extended it to cases where CHF occurs at the i

outer surface, and simultaneously at both surfaces, thus covering all cases of CHF occurrence in bilaterally heated |
annuti. From the annuli CHF data of Becker and letzter [3), we derived empirical functions required by the model.
De proposed equations provide good accuracy for the CHF data used in this study. Moreover, the equations can
predict conditions at which CHF occurs simultaneously at both surfaces. Also, this method can be used for cases
with only one heated surface.

1. INTRODUCT!ON

Current methods to predict critical heat flux (CHF) in subchannel codes are often based on empirical CHF
correlations derived from tube data, which ignore the influence of bundle-specific parameters such as element-element
gap size, heated surface curvature, and the presence of unh:ated surfaces. The paper presented by Daerffer et al.
[4] at NURETH 6 systematically examined the differences between CHF in tubes and internally heated annuli by
accounting for the differences in geometric parameters. One of the methods, accounting for the effect of eccentricity,
was applied recently at Chalk River Laboratories (CRL) to the analysis of CHF data obtained from a full-scale,

bundle simulator contained in a pressure tube with a vanable diametral creep, resembling an intemally heated annulus
with an eccentricity. It was found that the relative effect on CHF is approximately the same in a bundle-pressure,

tube system with and without diametral creep, as it is between an eccentric and concentric intemally heated annulus.
This successful extrapolation of a predstion method for a simple flow geometry to a more complex geometry
demonstrates the relevance of studying subchannel-specif's separate effects in simpler geometries.

This paper is an extension of Doerffer et al. [4] previous CHF study on concentric and eccentric annuli. The
objectives of the current paper are: (i) to examine the CHF behaviour in bilaterally heated annoli and compare it with
that in tubes and unilaterally heated annull, and (ii) to develop a CHF prediction method for bilaterally heated annuli.
Both studies are directed towards improving the CHF predstion accuracy in geometries having bilateral heating, such
as subchannels in a fuel bundle.

'Maihns address: Chalk River Laboratories. AECL Research
Chalk River. Ontario. Canada K0J IJO,
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2. EXPERIMENTAL OBSERVATIONS AND COMPARISON AGAINST TUBE DATA

In general, the literature on CHF in bilaterally heated annuli is very scarce, compared to that of CHF in unilaterally
heated annuti. The few available sources apply to concentric annuli, and of these only the experimental data of
Becker and Letzter [3] and Becker et al. [5] are available and well documented. The Becker and Letzter data [3]
were chosen as a reference data base since: (i) their parameter ranges cover conditions of interest (i.e., P > 3 MPa.
G > 1 Mg/m's and the critical quality range corresponds to the dryout-type CHF in water), and (ii) their data base
includes also CHF data obtained in the same annulus with only intemal and only extemal heating. Their ranges of
parameters and geometric dimensions are given in Table 1.

The initial location of CHF occurrence in bilaterally Table 1: Conditions of Water CHF Data for Annulus
heated annuli was found to depend primari:y on the with Bilateral Heating
heat flux ratio, R, between the outer and inner
surfaces. At low R values the CHF occurs
preferentially at the inner surface; at R value p
somewhat between 1.2 and 2.2 CHF could occur
simultaneously at both surfaces; and for higher R
values CHF occurs only at the outer surface of an
annulus. At simultaneous CHF occurrence the dryout P [MPa] 2.96 10.0

quality reaches its maximum valoe (during the
experiments, the inlet quality remains constant). To G [Mg/(m's)) 0.24 - 3.98

assess the effect of bilateral heating on CHF these
x [-] -0.03 - -0.06three cases were considered individually and

compared against a reference tube CHF prediction x, [-] 0.15 - 0.89
method (the standard 8-mm tube CHF look-up table
of Groeneveld et al. [6]), and the prediction method L [m] 3.0
for annuti with unilateral heating (Doerffer et al. [4])
at the same dryout conditions (i.e., P. G and x,). S [mm) 4.65

2.1 Bilateral Heating with CHF D, [mm] 12.0

Occurring Only at Inner Surface
D, [mm] 21.3

The data of Becker and Letzter [3], representing the
D, [mrn) 13

CHF occurring at the inner annulus surface, CHF,,
were compared with the predicted CHF values: (i) for D, [mm] 9.3
a ube of ID = 8 mm, CHFu, and (ii) for intemally
heated annu',i (using correlation (1) of Doerffer et al., L/D. 322.6
[4] ) CHF,,.

No. of CHF 240
For the same dryout conditions it was observed that
CHF,is larger than CHF,,. His difference, in general,

increases with an increase in q", and R, and pressure (see Figures 1 and 2). The corresponding CHFo., is always
larger than that in an annulus, but its value decreases with pressure.

Moreover, at constant inlet conditions CHF, decreases, regardless of pressure and mass flux, with increasing heat flux
applied to the outer surface, q",, (e.g., Figure 3). At a certain value of q",, significantly higher than q",, the CHF
occurs simultaneously at both surfaces of an annulus (at R = 2.17, for conditions shown in Figure 3). Figure 3 also
shows the CHF,, values corresponding to CHF, values, which decrease at higher rate than the CHF, with increasing
x, .

The fact that heating both inner and outer surfaces results in an increase of the inner surface CHF, compared with
that of the inner surface heating only, was also confirmed in other studies. Kirillov and Smogalev [2], Becker at
cl. [5], Jensen and Mannov [7] and Alekseev et al. [8] observed that in the annular geometry, while Collier et al.
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Figure 1: Compa ison at Various Pressures of Experimental CHF, Data with Predicted CHFu for Tube and
CHF, for Internally Heated Annulus, at G = 1.5 Mg/m's, R = 1.3 and x, = 0.4.

CHF 1.2 -
I

CHF, 1.1 -

1- ----------------------------------------R=0
R = 0.96 R = 0.25

0.9 -

R - 1.7 G = 1.5 MQ/m ,s
0.e - R = 0.99

X * -0.04
0.7 -

R = 1.3 R - q', / q",
0.6 - |

R = 1.96 |

0.5 - R = 1.3 l
4

|,

0.4 - |

0.3
0 2 4 8 8 10 1'2 1'4 1'8 j

~

P (MPa) |
|

2Figure 2: CHF /CHF, Ratio at Various Pressures, G = 1.5 Mg/m s and x, = -0.04. Shaded Areas Cover
Experimental Data Range et Becker and Ixtner [3] of Different Outer-to-Inner Surface Heat Flux
Ratio, R.

2585



Predicted
1500- Simultaneous CHF p . 7 MPa-

I 1400 CMk G = 1.5 Mg/m's

1300N Simums CHFCHF
g%/ i on nom swoo.s

,,,,.

'. ,'s CHF' o CHF Predicted (int. heating)-

gion.

' .{ '
+ CHF Predicted (bit, heating)-

a CHF Exportmental(bil. heat.)1000<
,

. h.,.-- _.

b%800- g +
CHF on outer', 4.b.4 surfoos only

.* \
-goo. .

.

'

600- .

u aco 400 sco sco inbo isoo 14o0 1ebo q' [kW/rd]
40

,
'

| q'* / q'8,

O.253 0.731 1.467 2.167
; X,

0.277 0.350 0.438 0.406

Figure 3: CHF, vs. Outer Surface Heat Flux, q".. Companson of Experimental CHF, Data with Their
Prediction by Equation (29) and with Corresponding CHF, Values. Determination of Simultaneous
CHF Occurrence by Equation (45).

[9] found it in an annulus with irregular outer surfre, and Tippets [10] in a rectangular channel with either one or
both long sides heated. These observations refer only to the dryout-type CHF. A situation during the DNB-type
CHF is different.

Tolubinskiy et al. [11] and Ornatskiy et al. [12] investigated the effect of bilateral heatmg on CHF at very high
pressure (15-20 MPa) and very high subcoolings resulting in DNB-type CHF. Dey concluded that the presence of
a heat flux at the outer surface does not affect the CHF at the inner surface, and vice versa. In addition, they found
that the CHF at the inner surface is always higher than that at the outer surface. His is opposite to the CHF
behaviour during dryout.

2.2 Simultaneous CHF at Both Surfaces

Figure 4 shows an example of the experimental data (i.e., CHF, and CHF,), obtained during simultaneous CHF
occurrence at both surfaces of an annulus, as a function of mass flux for two pressures (7 and 10 MPa) and one inlet
quality (-4%). It was observed that: (i) the CHF, value is always much higher than the CHF, value, (ii) at a given
pressure, with an increase in mass flux, both CHF, and CHF, increase monotonically, (iii) the ratio R = CHF,/CHF,
decreases with pressure regardless of the mass flux (Figure 4), but CHF, decreases at a much higher rate with
pressure than CHF (compare Figures 4 and 5; when pressure increases from 7 to 10 MPa, CHF, drops by 43% while4

CHF, does not drop at all at G = 1.5 Mg/m's).

When comparing for the same exit qualities CHF, vs. CHF , and CHF, vs. CHF,, the values obtained during bilateral
heating are larger than those of unilateral heating. De CHFu values in a tube are larger than those of CHF, and
CHF,, but are closer to the CHF, values. For CHF,,the following equation was used (Doerffer and Cheng [13]):
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Figure 4: Effects of Mass Flux and Pressure on CHF at inner and Outer Surfaces of Armulus During

Simultaneous CHF Occurrence (Data of Becker & Letzter [3]).
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**(K,#3 p, E)+(C,- C)+f (P,G) (1)CHF,,= CHF,* +

. .

where f = 0.0102*G" . 0.0035 for P = 5 MPa, f = 0.012*G" . 0.00315 for P = 7 MPa, f = 0.00782*G'" +
0.0035 for P = 10 MPa, G is in Mg/m's, and other parameters are specified in chapter 4.

2.3 Bilateral Heating with CHF Occurring Only at Outer Surface

When at given pressure and mass flux, the ratio R exceeds a value of the CHF,/CHF, ratio corresponding to the
simultaneous CHF at both surfaces, then CHF occurs only at the outer surface of an annulus, At constant inlet
conditions it appears that CHF, is almost insensitive to q", at the inner surface (i.e., CHF, slightly decreases with
heat input to the inner surface, q",, as shown in Figure 6), and the predicted CHF,, values corresponding to CHF,
values are lower and decrease at higher rate than the CHF, with increasing x,, similarly as in the case of CHF
occu Tence at the inner surface.

At the same P. O and x,, the corresponding CHF values are also highu than CHF., but very close to each otheru
at pressure 7 to 10 MPa.

'"'
4""' P - 7 MPa
E. m---- -..-~ ~. $ 4, g . G - 3.7 Mg/m's
, seoo

+ x = .O.04;g,
'"'

g CHF %
6 1200 CHF,

1000

4 CHF Experimental (Bil. Heat.)
'UO'

+ CHF Predicted (Bil. Heat.)
o CHF Predicted (Ext. Heat.)aan,

i
. 400-

|

200

u 260 460 e60 soo 1000 1200 q" (kW/nf]

~ * I2.838 1.900

|
x,

0.218 0.255 0.268i

Figure 6: CHF, Occurring at Outer Annulus Surface During Bilateral Heating vs. Inner Surface Heat Flux,
q",, at P = 7 MPa and G = 3.7 Mg/m's. Comparison of CHF, with 'Iheir Prediction by Equation
(42), and with Corresponding CHF Values.
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2.4 Comparison with Tube CHF Data f
I

When comparing the tube CHF to an annulus CHF, an equivalent diameter must be chosen. The followmg '

possibilities are available D , D,,, D, and D = 8 mm (for convenience only). Strictly speaking, D, = D , even
if there is only very small heat flux present on the lower heat flux surface. An alternative D, could be based on
a heated perimeter p = p ,,,,,,. + p.,,,,,,,fq"g./q"m,. ;

The ratios CHF,/CHFo for D = D. (21.3 mm), D = D (9.3 mm) and D = 8 mm for the simultaneous CHF |

occurrence are shown in Figure 7. Each point in the figure represents an average value of the experimental CHF, ]
to the predicted CHFo ratio over the given range of mass flux and exit quality. Both for D = D, and D = 8 mm
the tube CHF values appear to agree well with the CHF, for simultaneous CHF, from 7 to 10 MPa. Note that in

'

all other cases either for bilateral heating or unilateral heating, or simultaneous CHF at lower pressure, CHFo is

higher than the CHF in an asuiulus.

CHF 2-

CHF '

D
A D=8mm

1.6

O D=N
1.4 -

W D = Do
1.2 - y -- ~W

I,--
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'.
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0 i i 8 4 8 8 7 8 6 1'O 1'1 1'2 1'3
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Figure 7: Comparison of CHF, Data at Outer Surface in Bilaterally Heated Annulus During Simultaneous
CHF Occurrence with Corresponding CHF, Values Predicted for Tubes of Various Diameters as
Function of Pressure. Points Represents Average Values Over Given Ranges of Mass Flux and
Exit Quality.

3. CHF MECHANISMS IN BILATERALLY AND UNILATERALLY HEATED ANNULI

The physical phenomena responsible for CHF in annuti are more complex than those in tubes. 'Ihe following
interacting phenomena control the dryout type of CHF in annuli: (i) the shear stresses and their distribution between
the surfaces, (ii) the distribution of the droplet deposition between the surfaces (the droplet deposition is assumed
to be affected by the vapour flow normal to a heated wall, the droplet concentration, pressure and fluid properties),
and (iii) differences in entrainment rates from liquid films flowing along concave and convex surfaces. Each of them
will be discussed separately:-
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:

Shear stress distribution * In single-phase flow, both in the laminar and turbulent flow regimes t, > t, (e.g.,-

Knudsen and Katz [14), Brighton and Jones [15]). This is also assumed to be true in two-phase annular
flow at the vapour-liquid films interfaces.'

Deposition rates D*: Deposition rate D' = f(C, K), where the deposition coefficient K = f(P. q", view' factor).-

! At the same P and q": K > K, because of the difference in so-called view factor, which is larger for the
outer surface than for the inner one, hence D| > D,*, The view factor quantifies chances of reaching a
given surface by the droplets entrained in the vapour core. It can be defined differently (e.g., Equation (5)
in the Kirdlov and Smogalev [2] model presented below, or Equation (4.10) of Doerffer and Cheng [13])..

In general, K decreases with an incrwse in P; moreover, for a given surface, K decreases with an increase
; in q" supplied to this surface (Kiri lov and Smogalev [2]) due to the vapour counterflow generated by q".
'

Saito et al. [16] concluded also that D/ > D,*.

Fdm thickness: For the same heat fluxes on both surfaces 6 > 6, due to t, > t, and D/ > D,*. For-

this reason CHF, > CHF,.

Entrainment rate: E = f(6, t, q"). 'lhe thicker liquid film,6, the more wavy surface and greater E. It-

is difficult to quantify at which surface E is higher, because the higher 6. may compensate for lower t
The q' effect on E is probably small.

Compared to unilateral heating (q", = 0), the presence of q", decreases the film thickness 6,, increases C and hence
enhances K,; therefore CHP, is always higher than the corresponding CHFu (at internal heating, as shown in Figure
3). When q"i = q", then 6, > 6, due to t, > t , and D| > D*. All these effects are favoumble to enhance theo

CHF, at the outer surface, and that is why CHF, is always observed larger than CHF,. A change in q", has a less
significant effect on CHF, comparing to the effect of q", on CHF, (see Figures 6 and 3), and this is presumably due
to the smaller impact of a change in 6, on C. Still, the presence of q", enhances K., therefore CHF, is higher than
the corresponding CHF., (at extemal heating, see Figure 6).

In general, the CHFo in tubes is always higher than that in annull, regardless of a mode of heat supply to the annulus
surfaces (although in bilaterally heated annuli the ratio of the heated perimeter to the total wetted perimeter is one,
like in tubes). But CHF in annuli strongly depends on the ratio of the perimeter of the wall where CHF occurs, to
the total perimeter. 'Ihe discrepancy between CHFo and CHFu is the largest when CHF occurs at the inner surface
(where this ratio is minimum), and it is the smallest when CHF occurs simultaneously at both surfaces (where this
ratio is maximum = 1). 'Ihe differences in the shear stress distribution and the shape of the flow area can partially
explain the differences in CHF behaviour between these two flow geometries. Even though the heated equivalent
diameter of an annulus is close the tube diameter, the gap in the annulus is only 4.65 mm. At the same exit
conditions the average velocity of two-phase mixture is the same in both geometries, but the maximum velocity and
the velocity gradients at the walls are much larger in the narrow gap of an annulus than at the tube wall. Because
these gradients control entrainment and the thickness of the liquid films, therefore they lower CHF in annuli
compared with that in tubes.

Mornover, the deposition of droplets in tubes is uniform around the whole perimeter and entirely reaches the heated
perimeter where CHF occurs, while in annuli always one heated wall, where CHF occurs, experiences a lower
deposition rate due to the parasitic effect of the opposite wall. This fact contributes to the lower CHF values in
annoli than in tubes. 'Iherefore the ratio CHFdCHF is smaller at a low pressure, where the deposition coefficiento
is high and the parasitic effect on CHF of the opposite wall in an annulus is more pronounced than at a high pressure
(see Figures 1 and 7).

However, for DNB-type CHF behaviour opposite trends have been observed by Tolubinskiy et al. [11] and Omatskiy
et al. [12]. 'lhe fact that t, > t explains that CHF, > CHF, during the DNB. A higher te causes more effectiveo

cooling of a heated surface by bubble removal from that surface, and prevents the formation of a thick bubbly layer
- near the surface and thus increases CHF,. Since the DNB type of CHF is a very local phenomenon, therefore the

,

presence of a heat flux at the opposite surface does not affect the CHF at a given surface.
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4. DERIVATION OF PHENOMENOLOGICAL CHF EQUATIONS FOR BILATERALLY j

HEATED ANNULI
i

Saito et al. [16] formul ted a four fluid model to analyze flow characteristics and CHF in the annular flow regime
in annull. His very complex model, involving numerous constitutive relationships, was solved numerically, and was ,

tested against CHF data obtained in a bilaterally heated annulus. De model was able to predict a general CHF trend, !

but overestimated CHF occurring at the inner tod, underestamated CHF at the outer rod, and failed to predict ,

I
simultaneous CHF occurrence at both annulus surfaces, it was concluded that "the deposition coefficient for the
outer tube should be larger than that for the inner rod. No direct experimental data ast available to verify this j2

observation".
|

No empirical correlations or analytical equations to predict t'a CHF and its location in bilaterally heated annulus j

have been found in the literature. Only Kirillov and Smogalev [2] proposed an analytical model to predict CHF at
'

the inner surface. His model, which takes into account the differences in deposition rates on the inner and outer"

surfaces, and the effect of the normal vapour flow on the droplet deposition, has been applied to bilateral heating
with simultaneous CHF occurrence, or CHF occurrence at the outer surface of the annulus. The results have been

adopted to the experimental data used in this study.

4.1 Description of the Kirillov and Smogalev Model

An analytical droplet-diffusion model describing the dryout-type CHF in tubes (Kirillov and Smogalev [1]) introduced ,

the new parameter x,, the quality at which droplet deposition from the core stream onto the channel wall deteriorates ,

markedly or ceases completely, for adiabatic two-phase flow. This approach was subsequently used to developed !

a CHF prediction model for annu11 (Kirillov and Smogalev [2]). Due to restricted availability of reference [2J, this |

';

model will be summarized below,

4.1.1 CHF in Internally Heated Annulus
,

To develop a CHF model for bilateral heating, Kirillov and Smogalev [2] first derived the model for internally heated
annuti. Figure 8 shows that a formation of annular flow takes place between I to 2. Between 2 to 3 droplets from
the wavy liquid films become entrained in the vapour core as a result of interaction between the films ard the core
flow. N. 3 liquid entramment ceases and a fairly smooth liquid films begin. In the region from 3 to 4 (i.e. to the
section, where CHF occurs) the core flow consists of the vapour and the liquid droplets if the effect of the vapour
thrust velocity (due to the film evaporation) on droplet deposition is neglected, then deposition will continue until
the liquid mass flow rate in the core flow reaches its minimum value P,' (corresponding to the quality x,).

The mass flow rate of deposited droplets in this region is

# (2)P, = l ar - I<
.

r

Deposition on the inner (heated) surface is

(3)P,, , = n, P,
.

and on the outer (unheated) surface is

(4)P,, , = n, P,
4

where
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Figure 8: Schematic of Flow Pattems in Annulus for Kirillov and Smogalev's Model [2]

#'n, = and s, = (5)*

r, + r, r, + r,

A normal component of the vapour flow, q,"/(14p,), decreases the droplet deposition onto the inner surfax in the
ratio K/K, as follows: I

K |

P,, , = n, P, (6)
'

Consequently, the mass flow rate of droplets in the core flow, at which their mass transfer toward the wall
deteriorates, is increased by the amount:

' K'
AC =m,P , 1- (7)

,

The droplets mass flow rate in the core stream, at which mass transfer deteriorates, is

K'
f, = 4 + s, P, 1 - p., (8)

In this case, the liquid mass flow rate at any section in the region is
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3

i
:

|

# .(9)P = P,' + (PK - I,) + P,,f + P,,f

|

For the onset of CHF it is necesswy that: .

|
# ~(10)TE=l, and Py=0 ,

i
'
,

so that

# (11)P, = I , + P,,f
<

Equations (2) and (8) with the following relation ,

c2)1<a,= r ,K , ;a a
.

and the assumption

||'' ('b)
K* = K* - >

Hg, e

introduced to Equation (11), which divided by the total mass flow rate, fr. yields f
i
,

>|| '
I' b (I4)

x, = x, - n, [(1 - s ) Ka,- 1+ x) K,Hg, P,.
-

ar

where F/ry= 1 - x,, r,'/Ty = 1 - x, and r ,/Pr= 1 x,. The liquid mass flow rate in the file on the outera

surface is

(15)P,,f = 2n r, 8, pf fv

The stable film thickness,8,, is assessed from the Tippets formula [17]

C C,o 1+
3

' ''6, = (16)

1+ A s'8
'

r 3o

t,
Pr g, ,r

where the shear stress at the outer surface was assumed after Knudsen and Katz {14] for single-phase flow as also

valid for the annular flow regime

4 p, v, (r,' - r|,)
,

*
r, (r,' + r| - 2r|,)

and
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\ (r' - rd / (2 ink
(I8)r, =

r,

To replace the average vapour velocity, y,, in Equation (17), by the average liquid velocity, y,, the following slip
ratio equation is assumed to be valid:

| 3=h..P/$ (19)

'l Pr s>

Then, the fraction of liquid in the film at the outer surface can be expressed as fo' lows:

T
4,, = = A,*S*C, (20)

where

f 50Jr i

op, S 1+ N
'#4 E''8= '

(21)saf' ,'
f

2p, G 1+ A
Pr si >r

and

r,' (r,' + r,' - 2r,8)
C, = (22)

(r,' - r,')(r,' - rh

Rearrangement of Equaten (14) with an assumption E, = 1, yields this equation the following form:

Pk8' e (x,- 4, - x,) (23)CKF, = **
Y Ei ni

where x,i = x, . x,, and the heat flux q", becomes the CHF in an internally heated annulus.

4.1.2 CHF at Inner Surface During Bilateral Heating

Due to evaporation of the outer film, the normal component of the vapour velocity, q,"/(H,p,), attenuates droplet
deposition on this surface, and thus increases the liquid mass flow rate in the core flow, T,', by the amount

||g% I*f

AM = s, P, 1'1 = n, (I',, - I*g (24)
K,, K)f p,g

'Iherefore, the liquid balance equauon at the CHF section with bilateral heating is
.

I
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1 n '(gy' I* (25)P " I + (far - f.) n, K,H p, + n, K)f p,,
+ T,, fc n

r y y

Also, due to evaporation the liquid film thickness at the outer surface decreases in tne direction of flow at the rate

b.- I* (26)
di H p, v,g

Then, the film thickness at the CHF section can be determined as

(27)8, = 8, - A 8,

where AS, is obtained from integration of Equation (26) over the distance (L - L,). Using Equation (15), where ,

6, is replaced by 6,, the fraction of liquid flowing along the outer (now also heated) surface is

2r,q," (L - L,,)
$, = &,, - = 4,, - A $, (28)

GH (r,, - r,*)y

Dividing Equation (25) by the total flow rate, and using Equations (12) and (28) the equation for CHF at the inner
surface during bilateral heating is obtained

A'8 + (x, - $, - x) bg," (29)'
CHF, = **

T X r,
s ai

Kirillov and Smogalev assumed this method to be valid for: (i) L 21 m. (ii) n,2 0.17, (iii) 7 s P s 20 MPa, (iv)
2 s G s 5.5 Mg/rn's, and (v) x,/2 s x, s x,. ;

!

4.2 Extension of the Kirillov and Smogalev Model

Applying the same methodology as Kirillov and Smogalev [2]. we extended their method to bilaterally heated annuli
where: (i) CHF occurs at the outer surface only, and (ii) CHF occurs simultaneously CHF at both surfaces. To
obtain the equation for case (i), first the equation for CHF for external heating has to be derived.

4.2.1 CHF in Externally Heated Annuli

If evaporation at the outer surface only takes place, then a normal component of the vapour flow, q,"/(H,,p,),
decreases the droplet deposition onto this surface in the ratio K/K, as follows:

K
(30)T,, ,, = n, T,,

Consequently, the mass flow rate of droplets in the core flow is increased by the amount:

Af, = n, T,, 1- (31)

. .,

2595



f

The droplets mass flow rate in the core flow, at which mass transfer deteriorates, is

K'
f,=f,+n,P, 1- (32)

.,

In this case, the liquid mass flow rate at any section in the region is given also by Equanon (9). For the onset of
CHF at the outer surface it is necessary that:

(33)PE = F, and Pq=0

so that

P, = f, + P,,f (34)

Applying the same approach as to Equation (11), Equation (34) takes the fcym

n
I* b (35)

x, = x, - n, [(1 - x ,) E ,- 1+ x,] K,N,p, P,.
4 g

The liquid mass flow rate in the film on the inner surface, Pu, and the stable film thickness,6,, are obtained
similarly as before, using Equations (15) and (16), where the quantities with the index "o" are replaced by those with
the index *i", The required shear stress at the inner surface we calculated from the force balance in the annular flow,
which results in

r,(r', - r,*)
t, - t, (36)

r,(r,' - r )8

where T is given by Equation (17).

Taking into account Equations (18) and (19), and modified Equations (15), (16) and (36) the fraction of liquid in
the film at the inner surface can be expressed as follows:

P
tu=y=AeB+C (37)u y

where

r,' (r,' + r,' - 2r')
C, = (38)

(r,' - r,*)(r* - r,')

Finally, the equation for CHF in extemally heated annulus takes the form

'# #* ***E8CHF,, = 8 . (x,- $u- x,) (39)
Y % ,1e

.
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4.2.2 Cif at Outer Surface During Bilateral Heating

The similar considerations apply in this case as those in Section 4.1.2, but now the liquid film in question is that on
the inner surface, which decreases its thickness due to the heat flux, q",, and its evaporation attenuates the droplet
deposition onto this surface.

The liquid balance equation at the CHF section with bilateral heating can be written as

# 1 (40)P, = I, + (I$p - M)
n, K,N,p, + n, K H p

+ P,, f
r , g ,,

In this case, the fraction of liquid flowing along the inner (now also heated) surface is!

8 I' ~ 87} = $u - A $, (41)4,. b 4,-1

I GN, (r, - r,')r

1 The CHF at the outer surface during bilateral heating is given by

* (x, - $, - x,) - ' q,# (42)' * *8CHF,= +

t X T
o as o

4.2.3 Simultaneous CHF at Both Annulus Surfaces:

If CHF occurs simultaneously at both surfaces, then at the CHF section both liquid films disappear. So, for the onset
of CHF it is necessary that F , = 0 and P.,, = 0. For this case the liquid balance equation at the CHF section is'

t

Y || H \
(43)# # *

P' = g + (I$, - I,)
n, K,H p, + n* K,H p,,

!

r g g

and this equation yields the following equation for the critical quality
.

, r, g," + r, g," (44yXs,' , ,* _
K,H p, r, + r,g

where the heat flux at each surface is the critical one (i.e., q," = CHF, and q " = CHF,). Rearrangement of

Equation (44) allows to relate the CHF, to the critical heat flux ratio q "/q, as follows:

' *
CHF, - A ' * (x, - x,) * (45)

2.1 r,+r,+ (q,"/q,")

1

5. APPLICATION OF MODEL TO EXPERIMENTAL CONDITIONS

in this chapter we will apply the above derived CHF equations to predict the CHF in bilaterally heated annulus. The
basis for this application will be the data of Becker and Letzter [3].

2597

.,. . . - - . . . . -



:

|

|

! 5.1 Development of Working Equations
; . .

! Once the values of K,, $,, $,, x, and x,, in Equations (29), (42) and (45) are known then the CHF can be predicted
for all above cases. Unfortunately, not all of these values are known, and have to be derived from the experimental

' data [3]. Kirillov and Smogalev [2] suggested that the term x,i = x, x,is independent of mass flux and constant

| st a given pressure (based on their Figure 2b, but from this figure x,, can be assessed only at P = 14.3 MPa). On
the other hand, this term can be equal to x, (Kirillov and Smogalev [1]). Both approaches were tested (Doerffer and

| Cheng (13]) but the assumption x,i = x, seems to work better and will be presented in this paper.

|

| 5.1.1 Prediction of simultaneous CHF at both surfaces
i

Kirillov and Smogalev [2] provided in a graphical form (Figures 6a and 6b in [2]): (i) K, as a function of pressure,

(7 to 20 MPa), and (ii) x, as a function of mass flux (< 2.2 Mg/m's) and pressure (7 to 20 MPa), both obtained from
tube CHF data. 'Ihe function K, can be approximated by

K, = 0.15869 + 3.5917*10-s,p 4 - 0.047*P"8 + 1.7591 *P-2 (46)

Thus only Equation (45), for the simultaneous CHF occurrence, may be directly used and tested within the given
range of the parameters. A comparison of the CHF prediction by the equation with the corresponding experimental
data (seven CHF points) is very good as shown in Table 2. This indicates an applicability of tube CHF data to CHF
prediction in annuli. (N.B. A comparison based on the inlet conditions is required as these are the independent
parameters; a comparison based on x, is frequently used, as x, is specified in the prediction method, but x, is not
an independent parameter. Both comparisons are given in Table 2).

Table 2: Accuracy of CHF Prediction Methods for Bilaterally Heated Annuli
.

Ermr [%)
Number

Correlation Inlet Conditions Exit Conditions or
CHF Data

Rms Avg Rms Avg

Equation (45) 3.61 0.63 6.85 1.43 7

(simult. CHF predicted by [2])

Equation (45) 2.93 0.22 5.53 0.64 15

(simult. CHF - our prediction)

Equation (23) 3.32 0.49 11.27 0.78 146

(intemal heating only)

Equation (29) 3.55 0.36 14.56 1.28 62

(CHF at inner surface)

Equation (39) 0.55 -0.03 1.94 0.0 17

(extemal heating only)

Equation (42) 1.52 -0.07 7.20 0.01 47

(CHF at outer surface)
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Due to very limited mass flux range of x,, given by Kirillov and Smogalev [2), we extended this range using all the
data of simultaneous CHF occurrence as follows. Cor.verting Equation (45) into the form

K, H pfr,*r,). g
x, = x,* (47)

K, H p,(r,+r,)-(rps"+ r,q,")g

we found:

- for P - 7 MPa and 0.57 < G < 4 Mg/m's

x, = 0.302686 + 0.323285+G-8 - 0.061g64*G-8 + 0.61698+e-8 (48)

for P - 10 MPa and 0.5 < G < 4 Mg/m's

x, = 0.323236 + 0.201339*G-83 + 0.051459*G-8+Ia(G) + 0.38443*e ~8 (49)

where G is in Mg/m's. For the G values lower than indicated above x,=1 was assumed. 'Ihese x, results are shown
in Figure 9 together with the curves obtained by Kirillov and Smogalev [2]. ,

|

1.2 -

X
n 1,1 gg
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M P = 7 MPs
0.9 -
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Figure 9: Comparison of Quality x, Obtained from CHF Data of Bilaterally Heated Annulus with those
Obtained by Kirillov & Smogalev [2] from Tube CHF Data, as Function of Mass Flux.

5.1.2 Predstion of CHF at the inner surface

Equation (29) defm' es CHF, occurring at the inner surface, while the heat flux q",is supplied to the outer surface.
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To use this equation first the quantity $, has to be determined. It can be done in two steps: (i) the quantity (a (i.e.,
Equation (20)) can be retrieved from the CHF data obtained in intemally heated annuli using Equation (23), and (ii)
the unknown term A$ of Equation (28) may be defined from the CHF data in bilaterally heated annuli for CHF
occurrence at the inner surface.

The first step yields the unknown quantity A., in the form

s u' ''
r

' 2p*G 1+ A
, ',_ ,'_ CHF,r,x, < p, , (50;1 ,3

f jMr(!s+r,)K, H p,, 'pgt

P, Pg,f tt

This analysis is limited to pressures of 7 and 10 MPa due to limitation of the x, characteristics. Among 1547 CHF
data for concentric annuli with internal heating (Table 1 of Doerffer et al. [4]) there are 138 and 8 CHF points
meeting conditions with respect to Equations (48) and (49). We found that:

- for ? = 6.9 to 7.1 MPa and 0.57 < G < 4 Mg/m's

A, = 0.022174 + 0.000638+G24 - 0.008031*G-83 + 0.00272+G-2 (51)

- for P = 9.8 to 10.2 MPa and 0.5 < G < 4 Mg/m's

A, = 0.066306 + 0.01678+(in G)2 - 0.02709+Gu - 0.019618*G-1 (52)

and are valid for the quality range 0.05 < x, < 0.35 (G is in Mg/m:s). Having defined A., and thus $ the CHF in
internally heated annuli can be predicted using Equation (23).

To determine A$, Equations (29) and (28) were rearranged and yield

f #I
*

CHF, + r, x. (53)
8A $, = $,, - x,+ x,+ ' 2

('e+ r,) K,Hg,

The functions A$, of a general form

A$, = a (g,")* ( G' + dG + eg," ) (54)

of mass flux and the outer surface heat flux, were found with the following coefficients:

- for P = 6.9 to 7.1 MPa and 0.5 < G < 4 Mg/m's

a = 0.467855,
b = 1.237649,
c = -0.999684, (55)
d = 0.055746, and
e = -0.109612,

- for P = 9.8 to 10.2 MPa and 0.5 < G < 4 Mg/m s2
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a = 0.586847, .
b = 1.417714,
c = -1,307195, (56)
d = 0.011097, and
e = 0.022094,

where G is in Mg/m's and q", is in MW/m . Finally, having defined A$,, $, (Equation (28)) is determined and so2

the CHF, at the inner surface in bilaterally heated annuli (Equation (29)).

5.1,3 Prediction of CHF at the outer surface

Following the same steps as in Section 4.2.2, the unknown quantities A, and A$, are derived. The functions A.
derived from the CHF experimental data of Becker and Letzter [3] for extemally heated annuli are:

- for P = 6.9 to 7.1 MPa and 0.5 < G < 4 Mg/m's

Au = 0.037945 + 0.3151+G* - 0.35825+G-8+ lng - 0.34439+G-13 (57)

j!2- for P = 9.8 to 10.2 MPa and 0.5 < G < 4 Mg/m ,

A, = 0.04615 - 0.1258+G-8 + 0.09118+G-83 + 0.014224+G-2 10 (58)

and are valid for the quality range 0.22 < x, < 0.65 (G is in Mg/m's). A, and thus $, allows the CHF prediction
in externally heated annuli using Equation (39).

The functions for A$, of the form (54), where q," was replaced by q,", were found with the following coefficients:

2- for P = 6.9 to 7.1 MPa and 0.5 < G < 3.8 Mg/m 3

a = 0.399263,
b = 1.464061,
c = -0.974858, (59)

| d = 0.070029, and
e = -0.339141,,

;

} - for P = 9.8 to 10.2 MPa and 0.7 < G < 4 Mg/m:s

a = 0.228416, |
b = 1.538116, ;

c = -2.354578, (60) i,

!d = -0.HM088, and
e = 0.%837,

;

4 where G is in Mg/m's and q",is in MW/m . Now, having defined A$,, Equation (42) can be used to predict CHF, |
2

;
! at the outer surface in bilaterally heated annuli.

:

5.2 Comparison of Model Results with Experimental Results and Discussion

A direct use of K, and x, functions, obtained by Kirillov and Smogalev [2] from tube CHF data. allowed the CHF
prediction in bilaterally heated annulus only for simultaneous CHF occurrence at both surfaces at known ratio R.i

;
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'
The agreement with the experimental data is very good as shown in Table 2 (seven CHF points). Our exiension of
x, function, obtained from annulus CHF data, allows CHF prediction over wider range of mass flux also with good

>

accuracy (Table 2,15 CHF points).
.

The good agreement between Kirillov's and our x, functions (see Figure 9), strongly suggests similar physical
mechanism governing the dryout-type CII9 in tubes and annuli, especially in bilaterally heated annuli with
simuhaneous CHF occurrence at both surfaces.

'

An agreement between the CHF data and the corresponding predicted values for internal and external heating, and
for CHF at the inner and outer surfaces during bilateral heating is also very good as shown in Table 2, and in Figures
3 and 7. Figure 3 illustrates this compenson for CHF, at P = 7 MPs and G = 1.5 Mg/m's with increasing the heat i

flux applied to the outa surface, q", (or increasing the ratio q",/q"). 'Ihe predicted characteristic for the
simultaneous CHF at both surfaces (Equation (45)) is also shown. The intersection of these two characteristics
determines the simultaneous CHF occurrence. It can served as a criterion defining the simultaneous CHF occunence. t

Beyond this point CHF can occur only at the outer surface.
.

To make above predictions possible empirical functions such as $,,, $,, A$, and A$, weie derived form the data
of Becker and Letzter [3]. Unfortunately, the limited range of the data limits the range of the functions' application.

Some interesting observations can be drawn from Equations (28) and (29), particularly the effect of the term A$,,
which describes a contribution of vapour generation at the outer surface due to the heat flux, q",, to the critical
quality as shown in Figure 10. 'Ihe experimental CHF, data show a linear dependence between this term and the ;

critical quality for a given mass flux with the heat flux, q",, as a parameter. 'Ihe higher q", the higher increase of
the term and the higher x, at a given mass flux. On the other hand, the higher mass flux the lower critical quality
and the lower contribution of the term.
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Figure 10: Contribution of Heat Flux at Outer Surface, q",, in Bilaterally Heated Annulus to Changes in

Critical Quality while CHF Occurs Only at inner Surface.

,

An extension of every line in Figure 10 up to the intersection with the axis x, defines the x, value at q", = 0 (i.e.,
at internal heating, where flowing liquid film at the outer surface does not evaporate or change the critical quality). i

A comparison of the x, values obtained from these extrapolations with those from Becker and Letzter's [3]
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experiments in internally heated annulus confirms this observation (e.g., at P = 7 MPa. G = 1 Mg/m's those values
are 0.29 and 0.2%, respectively).

Similarly, the effect of A$, on the critical quality x, when CHF occurs at the outer surface is shown in Figure 11.
An extension of every line in Figure 11 up to the intersection with the axis x, defines the value of x, at q", = 0 (i.e.,
at external heating), and these values are almost identical to those of the Becker and Letzter [3] data obtained in the
externally heated annulus.
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Figure 11: Contribution of Heat Flux at Inner Surface, q',, in Bilaterally Heated Annulus to Changes in
Critical Quality while CHF Occurs Only at Outer Surface.

A comparison of both terms, A$ and A$,, indicates that for the CHF occurrence at the inner surface the heat flux
applied to the outer surface, q",, generates much more vapour and increases the critical quality much more
(demonstrated by a smaller slope of the curves in Figure 10) than for the case of Figure 11, where the curves are
steeper and the values of the term A$, are much lower.

In addition, a qualitative analysis of general Equations (29), (42) and (45) shows agreement between :he trends
predicted by these equations with those of the experimental data. Equation (29) reflects correctly the effect of the
heat flux q", on CHF,(compare with Figure 3). Equation (42) shows a much weaker effect of q",on CHF, that the
effect of q",on CHF, (compare Figures 3 and 6; and also compare the last terms in Equations (29) and (42)).
Finally, Equation (45) predicts the correct relation between CHF, and the ratio q"jg"i = CHF/CHF, durink
simultaneous CHF at both surfaces (the equivalent trend is shown in Figure 5).

6. CONCLUSIONS AND FINAL REMARKS |
1

This paper investigates the effect of bilateral heating on CHF of the dryout type in annuli and compares it with that :

in tubes and unilaterally heated annuli. Also, it provides the CHF prediction method for bilaterally heated annuli.
' It was found that the ;:rslicted CHF trends agree well with those observed from the experiments, especially:
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The heat addition to one surface of an annulus (where Clf does not occur) enhances Clf at the other-

surface (due to an enhancement of droplet deposition), Therefore, the corresponding Cif values in
unilaterally heated annuli are always lower than those in bilaterally heated annuli.

i

The CHF occurring at the outer annulus surface is less sensitive to the heat addition to the inner surface i-

thac that in the opposite case.

During simultaneous CHF occurrence at both annulus surfaces, the CHF,is always larger than the CHF,,-

and this difference is a strong function of pressure.

The q",/q", ratio determines the location of CHF occurrence in bilaterally heated annuli.-

In addition, the corresponding CHF value in a tube is always larger than that in an annulus regardless of a mode of
heat supply to the annulus. The CHF, value can be predicted fmm the tube CHF prediction method within the ranges
of pressure 7-10 MPa, mass flux 0.5-4.0 Mg/m s and critical quality 0.23-0.9, when CHF occus simultaneously at2

<> both surfaces and D is the characteristic dimension.

As CHF was primarily obtained at conditions far away from the spacers (i.e., the most downstream spacer plane was
located 630 mm from the CHF location, or L ,/D, = 68, in the Becker and Letzter [3] experiments), the effect of3

spacers on CHF is considered to be minimal. However, in fuel designs with short axial spacings between spacer
planes (i.e., L ,/D,,, s 40) the results will be affected by spacer-generated turbulence, which may reduce the CHF3

differences between two adjacent heated surfaces.

For the first time a CHF prediction method is proposed to cover all cases of CHF occurrence in bilaterally heated
annuli for annular flow type dryout, including a prediction of the radial location of dryout.

It is also the first practical application of the Kirillov and Smogalev droplet-diffusion model [2] for CHF occurrence
at the inner annulus surface, and our further development of their method for CHF occurrence at the outer surface
and for simultaneous CHF occurrence at both surfaces.

We noted, that the quantity x, is almost identical in tubes and annuli. It suggests the similarity in CHF mechanisms
for both geometries. In this study we extended the range of x, beyond that of Kirillov and Smogalev [2].

Presently, this successful application is limited to the data range used in this study, due to a limited range of validity
of the empirical functions derived from the data. Especially, the functions A$, and A$,, which depend on the
upstream flow history, should be developed for wider range of conditions, or derived from theoretical considerations.

The results presented in this paper suggest a further refinement of the mechanistic model of Kirillov and Smogalev
[1,2]. 'Ihis should eventually lead to a general analytical CHF prediction method valid not only for bilaterally heated
annuli but also for similar flow geometries such as rectangular channel, a rad surrounded by a channel of irregular
shape, and finally for a fuel bundle.
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8. NOMENCLATURE

A - function defined by Equatior, (50),
avg - average error (fr],
B,C - auxiliary functions defined by Equations (21,22 and 38),
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,

C - concentration of droplets [kg/m'),
CHF critical heat flux [kW/m'], 1

D- diameter [mm],-
D* deposition rate [kg/m .s],2

E - fraction of liquid entrained [-],
error - (predacted CHF - experimental CHFY experimental CHF, !

2O- - mass flux [Mg/m .s], !

H enthalpy [kJ/kg),
K, - deposition coefficient in nrhahark conditions, defined by Equation (46) [m/s], !
K, deposition coefficient in diabatic conditions [m/s], *

L - heated length [m), >

L., - distance from tube inlet to point at which entrainment ceases [m), |
n - fraction of deposition rate on a given surface [-],
P - pressum [MPa],
p - perimeter [m),

2q" heat flux [kW/m ],
R - outer to-inner surface heat flux ratio, q",/q" , [-],
S. slip ratio [-],
r - radius [m],
rms - root mean square error [%),'
v average velocity [m/s],
x - quality [-),
x, - quality at which deposition ceases [-],
x,i - diffetance of qualities x, and x , [-],
x, - quality at which entrainment ceases [-],

,

l' - liquid flow rate (kg/s],
Ax quality shift [-),
A - change,
8 - liquid film thickness [m],
p - dynamic viscosity [kg/m.s], t

e - fraction of liquid flowing as a film [-], '

p density [kg/m'],
o- - surface tension [N/m].
t - shear stress [N/m'],

Subscripts

an - section at which annular flow regime begins,
.An - annulus, |

c critical, at CHF location,
dep deposition,
D - refers to tube of a given ID,
e entry of test section, ,

f - saturated liquid; liquid film, '

g - saturated vapour,
fg - latent heat, '

he - heated equivalent diameter of annulus,
hy - hydraulic equivalent diameter of annulus,
i on inner surface for to bilateral heating,

;le - on inner surface for external heating, ~

11 - on inner surface for internal heating,
im - csasponds to radius of maximum flow velocity, ;

n corresponds to minimum liquid in the core for a<linhatic conditions,
nq - corresponds to minimum liquid in the core at CHF section in diabatic conditions, ;
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.

o - on outer surface for bilaseral heating,
oc - on outer surface for external heating,
oi - on outer suface for internal heating,
SP - spacer plane; spacer pitch,
T total flow (liquid + vapour),

Superscripts:

c - core flow.
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Abstract
The ABB Atom FRIGG loop located in Vasteras Sweden has
during the last six years given a large experience of critical
power measurements for BWR fuel designs using indirectly
heated rods with individual power supply. The loop was built
in the sixties and designed for maximum 100 bar pressure.
'Ibsting up to the mid eighties was performed with directly
heated rods using a 9 MW,80 kA power supply.

Providing test data to develop critical power correlations for
BWR fuel assemblies requires testing with many radial power
distributions over the full range of hydraulic conditions.
Indirectly heated rods give large advantages for the testing
procedure, particularly convenient for variation ofindividual
rod power. A test method being used at Stern Laboratories
(formerly Westinghouse Canada) since the early sixties,
allows one fuel assembly to simulate all required radial power
distributions. This technique requires reliable indirectly
heated rods with independently controlled power supplies and
uses insulated electric fuel rod simulators with built-in
instrumentation.

The FRIGG loop was adapted to this system in 1987. A 4 MW
power supply with 10 individual units was then installed, and
has since been used for testing 24 and 25 rod bundles
simulating one subbundle of SVEA-96/100 type fuel
assemblies. The experience with the system is very good, as
being presented, and it is selected also for a planned upgrading
of the facility to 15 MW.
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FRIGG Loop Hittsry cnd Dsceription
The FRIGG loop was built in 1965 for full scale
thermal-hydraulic testing of simulated BHWR and BWR fuel
assemblies [1]. It is still in extensive use and a major

,

upgrading is even underway. Although the general layout of I
'

the loop is unchanged (Figure 1), numerous modifications
'

have taken place over the years, in particular with regard to
control and instrumentation systems, and power supply. It is
interesting to note that the carbon steel piping and pressure
vessels are still in very good condition, thanks to careful water
chemistry control and preservation measures.

=

. |lN: :;..

!
h Condenser

i
Steam .o

Drum i"" iMi"lie!!!3!!s
"

:h4)i|in}4k

H

| Main Circulation Loop

+ Test Section. .

Cooling Circuit 4.2 MW DC

h :: |||h' :~

i

Figure 1. Schematic of FRIGG Loop

A major change in experimental technique took place in 1987,
when the use of directly heated rods was abandoned in favour'

ofindirectly heated. Such rods were previously used also in the
FRIGG loop for LOCA testing but were up to then not

,

considered mature for critical power testing.

The use of indirectly heated rods offers several important
advantages:

- Low electromagnetic forces between rods because of high
voltage and thus low currents with a helical current path.

- No electricalinsulation of the channel needed.

- Radial power distribution can be easily changed during
the experiment.

- Thermoc6uples are at ground potential.
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The change to indirectly he:.t:d rods was ti:d to the
development of new multirod 'uel versions, SVEA-96 and
SVEA-100 (Figure 2). Low electromagnetic forces were
considered essential for testing with the relatively slim rods of
those designs. The requirement for the detailed investigations
of the effect of the radial power distribution was another
strong driver. The existing 9 MW low voltage power supply was
replaced by a new 4 MW high voltage power supply consisting
of ten individually controlled rectifier units. The lowei total
power was chosen as being adequate for testing one
SVEA-96/100 sub-bundle with 24 or 25 rods.

"O 0 0 0 0' 'O 0 0 0 0' "O 0 0 0 0' '0 0 0 0 0'
00000 00000 00000 00000
00000 00000 00000 00000
00000 00000 00000 00000
00000, cOOOOO, OOOO OOOO,g

<000001 r00000 <OOOO OOOO,8

00000 00000 00000 00000
00000 00000 00000 00000
00000 00000 00000 00000
<OOOOOxOOOOO, <OOOOOxOOOOO,

SVEA-100 SVEA-96
,

:

Figure 2. SVEA-5x5 Design Versions and Simulated
Geometries

The new power supply has a maximum voltage of 400 V. Six
rectifiers have a maximum current of 800 A and four 1600 A.
The rods are grouped with one to four rods on each rectifier. 'Ib
optimize the radial power distribution and to test the
sensitivity ofindividual rods, grouping may have to be altered
several times during an experiment.

I A detailed description of the development and manufacturing
of the rods is given below. The principle design of a test section
consisting of a pressure vessel with the flow channel and the
rods is shown in Figure 3. The rods are supplied with up to >

eight themocouples at different axial positions where dryout
is expected to occur, generally upstream of spacers and at the
end ofheated length. The flow channelis cut out and rewelded
from an actual full assembly Zircaloy channel. The indirectly
heated rods enable this to be used without electrical
insulation. Along the channel are pressure taps for detailed
single- and two-phase pressure drop measurements.
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Figure 3. Axial Geometry and Power Distribution of the
;

| Test Section
:

i The results of early SVEA-96/100 tests with this system were
presented in [2]. Since then, a lot more experience has beeni

! gained during continued testing in support of the fuel
development. It is the objective of this paper to discuss some

|
of this experience with emphasis on the experimental

,

~ technique.
i

History of Development and Manufacturing of the Rods
.

Development of electrically heated fuel simulators started at
what is now Stern Laboratories in the early 1960's (3]. For
these early heaters, the filaments were made by winding

.

uniform width Kanthal or Nichrome ribbon in a helix, and
welding this to steel electrodes. Electrical insulation was
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provid:d by magn: sin powder and th:rmocoupl:s wera plrc:d
in external grooves in the thick walled stainless steel sheaths.

These heaters were built by Stern Lab. Inc. for use in their
laboratory, and their many weaknesses soon became apparent,
as did the significant cost associated with unreliable heaters.
Over the thirty years since then, the problems have been
eliminated one by one, and the design and manufacturing
techniques have been continuously refined to improve all
aspects of heater performance. Apart from heaters designed
for Critical Heat Fhx experiments, which operate typically at
external sheath temperatures no higher than 350 C, but at

2heat fluxes up to 350 W/cm , many hesters have been designed
and built for Loss of Emergency Core Cooling experiments.
These have to perform reliably at much higher temperatures
(1100 C) but at much lower fluxes.

The most common type of failures encountered by Stern Lab.
Inc. with the early indirect heaters were due to failure of the
termination weld, i.e. the weld joining the filament ribbon to
the electrode at the end of the heated length, and arcing from
the filament to the sheath. In both cases, the heat generated
locally by the are quickly cuts through the sheath wall,
resulting in damage to neighboring heaters. This necessitates
rebuilding of the fuel assembly with several replacement
heaters, usually a very expensive disruption of the program.

The current design has eliminated the termination failure
problem by making the filament from a seamless tube, which
is laser cut into a helix on a numerically controlled machine.
Figure 4 shows a schematic of a completed heater used in the
FRIGG tests and illustrates how the termination weld has
been eliminated. The cut simply does not go all the way to the
end of the tube but leaves a short length ofintact tube for
welding to the electrode. Laser cutting from tubing also
eliminates the curling up of the edges of the ribbon due to the
deformation caused by winding. This allows the average
distance between the sheath and the filament to be reduced,
and thereby permits an increase in heat flux without
exceeding the filament temperature limit. It also, because of
the narrow, uniform gap between turns, achieved even with
non-uniform axial heat flux profiles, practically eliminates
the valleys seen in the longitudinal heat flux with wound
filaments at the gap between turns. Replacement of the
powder filled magnesium dioxide insulation by hot pressed
boron nitride (BN) sleeves addresses the problem of filament
to sheath arcing by ensuring excellent concentricity and hence
excellent circumferential uniformity in the surface heat flux.
The BN also has better thermal conductivity, resulting in
lower internal temperatures, as well as having greater
thermal stability, enabling post CHF temperature
determination without significant risk of heater failure.
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Figure 4. Heater Rod Design

Stern Lab. continues to use their fuel simulators with great
success in their own loop facilities, and consider the cost of
producing them of secondary importance, because of the very
considerable cost of the failure ofjust one heater ofinferior
design during loop operation.

Each heater is custom designed usually starting with a
specified operating voltage, total power, heated length, axial

,

power distribution and finished diameter. The heater filament
diameter and wall thickness are chosen to provide at least 0.7
mm of BN below the thermocouple groove and provide the
appropriate resistance to match the specified supply voltage
and power. Generally the wall thickness is also adjusted to
provide a pitch to diameter ratio in the filament of one or
greater at the peak power location. Custom software is used to
compute the angular rotation required for each cut step to
match the required axial power profile. Adjustments are made

|to the cut filament length to account for the increase that
occurs during final swaging while achieving the required
finished resistance. The maximum filament temperature is
calculated and adjustments are made to component thickness
to ensure that this does not exceed a limiting value, based on
the melting point of the filament material.

The present heaters have filaments laser cut from Monel or
Inconel tubing and can be provided with axial power profiles
having a peak to average ratio of up to 1.6. The filaments are
precision cut in steps of constant pitch, where the number of
steps is at the customer's discretion, usually between 200 to
500. The heaters used here had 248 steps or 70 steps per meter
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having a pe2k to avsregs ratio of up to 1.6. The filam:nts are
precision cut in steps cf constant pitch, where the number ofx

.

steps is at the customer's discretion, usually between 200 to |
i

|
500. The heaters used here had 248 steps or 70 steps per meter
of heated length. After the internal space is filled with !

cylindrical slugs of BN, the uncut ends are welded to short |
4

'

nickel transition electrodes, which in turn are brazed to copper !
4electrodes. The gaps between turns are packed with BN

powder, and BN sleeves with 100 % x-ray inspection are ;

assembled over the full length to be sheathed.

With the BN sleeves held tightly in place, round bottomed i

grooves are cut longitudinally in the sleeves to accommodate ;

the thermocouple instrumentation. This is then placed in the
'

grooves with the junction at the specified location, and the !
whole subassembly is inserted into the oversized sheath and |

thoroughly dried by heating in a vacuum and back-filling with |
helium when cold. The assembly is then swaged for a number :

of passes, until the specified outside diameter and degree of !
'

compaction are reached. The sheath is cut to length and heater
resistance and insulation resistance are measured and the ;

sheath to electrode ends are sealed with a room temperature !

vulcanizing (RTV) compound. The locations of the ,

thermocouple junctions are determined by flux probing with ;

a soldering iron, and each location is marked on the extenor ;

of the sheath. t

.

'

For high power, small diameter components such as the ones
used in the present experiments, the heat generated in the -

" unheated length" outside the test section pressure boundary, :
by 1 R losses in the electrodes, presents a problem. This has !2

been solved by making copper electrodes from thick walled
tubing, and inserting a small hypodermic style tube into this
to form a re-entrant path for water cooling.

:

This particular design of fuel simulator with a Zircaloy sheath !
was used for the Quad +/SVEA-C test program conducted at

,

Stern Lab in Hamilton both with uniform axial and symmetric ;
'

cosine power distributions. With the use ofindirect heaters
and six power zones 38 different radial power distributions i

were tested. Changes between distributions were made by a >

combination of cable reconnections or by simple changes in the
relative input from each power zone by adjusting constants in |
the computer software. In total about 3000 data points were |
taken with this arrangement. Some problems developed at
high powers with the cosine profile after about 1000 test points

,

when heater failures began occurring. It was discovered that ,

the heater sheaths were increasing in diameter due to ;

creeping of the Zircaloy cladding. A light swage of the sheath :
eliminated this failure mode and allowed for completion of the '

program. This problem has not been observed with stronger
Inconel sheaths used in the FRIGG tests. ,
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FRIGG Loop Applirti:ns
Twrnty-ssvrn critical power experiments perform:d during
the years 1988-1994 in the FRIGG loop have given the
experience of more than 13000 critical power data points,
making successful improvements of the critical power
performance of the SVEA-96/100 fuel possible. The large
amount ofdata is due to the convenience ofindependent power.

supply and indirectly heated rods.

Due to the indirect heating of the rods, the radial power
distribution can be modified within less than five minutes,
unless rectifier connection modification is necessary. The
convenience of altering the radial power distribution is a large
advantage for collecting the sufficiently large amounts of
relevant data needed to develop accurate CPR correlations
and to investigate critical power performances of certain rods.

Further advantages discovered during the experience of
individually controlled heater rods are the possibilities to
investigate the impact of the radial void distribution on ,

two-phase pressure drop and stability.1

The experience of the heater rod reliability is very good. Some |
of the heater rods from the first delivery from Stern Lab. Inc.
(December 1987) have been used in all of these experiments.
Some problems have occurred due to corrosion in
thermocouple leads under the fiberglass sleeving (Figure 4),
occurring after a large amount of experiments. 'Ib ' prevent
these corrosion problems, an electric fan heater has been used
to keep the connections dry. The heater rod connection polarity

' has also been altered. Even if the usage of the fan heater
inhibits the corrosion procedure it does not eliminate them.
Some rods with corroded thermocouple leads have been sent
to Stern Lab. Inc., and most of these rods have been
successfully repaired. 1

Once, due to water leakage at the test section's inlet (lower)
part, a flash-over occurred during one of the many I4

experiments, causing damage to the heater rod connections. |

However, after a rather simple reparation of the connections ;
'

no malfunction of the heater rods was detected.

The FRIGG loop will be upgraded during summer 1995 to
allow measurements on a full SVEA fuel bundle. The capacity
of the power supply will be increased from 4 MW to 15 MW. Due
to the very good experience of the indirectly heated rods, the
same heater rod design and the same type of power supply
system will be used.

In most cases, a so called fuel development experiment is
performed to investigate the impacts of design alterings, e.g.
spacer design, axial spacer positioning or numbers of spacers
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on the critical pow:;r p:rform nce. During a fu:1 d:velopment
experim:nt diffar:nt radial pow:r distributions are tested,
generally only at 70 bar pressure and 10 K subcooling, but
each radial power distribution at mass fluxes from 500 to 2000
kg/m s to obtain critical powers for uniform and optimized2

radial power distributions. The so called optimized radial
power distribution is obtained when dryout occurs on most of
the rods, and the bundle critical power is maximized. In the
described experiment type, the number of radial power
distributions generally is within the range 20-45, and the
experiment lasts about one and a half week, within 16 hours
of testing per workday.

Larger experiments are performed to verify
thermal-hydraulic performance of a new fuel design.

Development and verification of CPR correlations
'Ib determine CPR correlations, testing with a large amount of
different radial power distributions at different pressure
(25-85 bar) and subcooling (5-40 K) are required. More than
1300 critical power data points, covering 115 radial power
distributions, were obtained at the SVEA-96+ [4] design
experiments. The large amount of radial power distributions
is necessary to investigate local dryout performance for each
rod, and to create a sufficient correlation development data
base. Such an experiment lasts 3-4 weeks.

The SVEA-96+ fuel type assembly, used as an example, is a
further developed SVEA-96 fuel type assembly. The number
of spacers are increased from 6 to 7 to increase the critical
power. The spacer frame has been designed for minimum flow
obstruction and maximum ability to shave off the coolant film
from the channel walls. The upper portion of the frame has
been given features to divert the water towards the fuel rods,
favouring particularly the corner rods.

In the SVEA-96+ design, the spacer distance in the upper part
of the fuel bundle is 2/3 of the spacer distance at the
corresponding region in the SVEA-96 design. By improving
the spacer design, increasing of the numbers of spacers from
6 to 7, and by reducing the spacer distance in the upper part
of the fuel bundle,the critical power improved by about 12%
compared with the original SVEA-96 fuel design, as shown in
Figure 5.
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Figure 5. SVEA-96+ and SVEA-96 critical power
comparison

Of historical reasons two types of CPR correlations are used
by ABB Atom for the SVEA fuel designs:

J

local type (for SVEA-100 fuel in ABB designed BWR:s)-

$ crit = fIx,G,D eat P)h

| boiling length type (for SVEA-96 and SVEA-96+ fuels in-

BWR:s from other vendors)'

x it = flL ,G, D eat >P)er B h

where
& crit = critical heat flux'

Xcrit = critical steam quality
x = steam quality
G = mass flux

4

D eat = heated diameter (4xAnow/U eat)h h4

Anow = flow area
U eat = heated perimeter'

h
i p = pressure

La = boilinglength
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A weighting f:ctor model is used to take into account the
impact oflocal power distribution on CPR and corresponding
additive constants for different fuel designs are used in this
model.

The base CPR correlation (boiling length type) with new
correction multipliers for mass flux, pressure and boiling
length was developed by ABB Atom for SVEA-96+ fuel design
and named L96+.

The L96+ CPR correlation is based on 1893 data items, and
the obtained mean error is -0.014, and the standard deviation
is 1.737. The L96+ CPR correlation is valid within the
following ranges:

Pressure: 25 - 85 bar
2Mass flux: 341 - 2090 kg/(m ,3)

Subcooling: 4 -49 K

As illustrated in Figure 6, the data obtained from the
measurements and the accuracy of the CPR correlation for
SVEA-96+ type fuel assembly are very good, most of the error
ofthe dryout points areinbetween 3.5%,evenifit covers 115
different radial power distributions.

! Predicted critical power kW

! 3500

.

| 3000-
1

.

2500-
3. %

-

| 2000-
1

-

1500-

.

1000-

.

500 /
, , , , . , ,

500 1000 1500 2000 2500 3000 3500

Measured critical power kW

Figure 6. Predicted critical power from L96+ dryout
correlation versus measured critical power
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Figur:s 7-10 show the errors in dryout power plotted versus
pressure, mass flux, subcooling and boiling length
respectively. As can be seen, there are no biases depending on
pressure, mass flux, subcooling or boiling length.
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C n:lusiana
Applications ofindir ctly hnt:d rods in ths FRIGG loop hcvs
implied several advantages. Due to high voltage and low
current, the electromagnetic forces are kept at a low level.
Electric insulation of the flow channel is not needed, and the
radial power distribution can be easily changed during the t

experiments, where critical power performances ofindividual -

rods are investigated. The latter advantage makes it possible
to provide large data bases within relatively short time,
enaMing development of critical power correlations with good
accuracy.

The indirectly heated rods have turned out to be very reliable,
a consequence of manufacturing experience and refining by
Stern Lab. Inc. since the early 1960's, e.g. the improved
insulation system and filaments cut from tubing by laser. The
latter permits a very uniform circumferencial heat flux with
heaters having a non-uniform axial heat flux profile, >

improved filament to electrode terminations and a higher
maximum heat flux. The 25 heater rods first delivered for the
FRIGG loop have experienced more than 13000 dryout
measurements without malfunction.

The significant impact of the spacer distance on the critical
power has conveniently been verified and quantified.

Even with a large amount of critical power measurement
points have been used as input for CPR correlation
development, remarkably small standard deviation and mean
error have been obtained for e.g. the XL-96+ CPR correlation.

References
[1] O. Nylund, " Full-scale Loop Studies of BHWR and BWR
Fuel Assemblies", ASEA Research. Vol 10,63-125 (1969)

[2] R. Eklund, M. Majed, O. Nylund and B. Sch61in,
" Thermal-Hydraulic Verification of SVEA 5x5 Fuel",
NURETH-4 Vol.1. 572-578 (1989)

[3] E. M. Moeck, F. Stern, G. A. Wikhammer and R. T.
Dempster,"Dryout in a 19 Rod Bundle Cooled by Steam / Water
Fog at 515 psia", ASME 65-HT-50

[4] S. Helmersson, T. Gustavsson, O. Nylund, M. Majed,
"Second Generation SVEA-96S/+ BWR Fuel Assembly",
Jahrestasmna Kerntechnik '94. 327-330 (1994)

2620

__



.- . - - - - - ._ -

:

; CHF Considerations for Highly Moderated 100% MOX ;

Fueled PWRs.1
,

! D. Saphier and P. Raymond |
t
,

'

; CEA Saclay, DMT/SERMA/LETR, ,

I

91191 GIF sur-YVETTE, CEDEX France
,

Abstract'

:
i.

A feasibility study on using 100% MOX fuel in a PWR with increased moderating ratio,'

RMA , was initiated [1]. In the proposed design all the parameters were chosen identical2

to the French 1450MW PWR, except the fuel pin diameter which was reduced to achieve
higher moderating ratios, Vu/Vr, where Vu and Vr are the moderator and fuel volume
respectively. Moderating ratios from 2 to 4 were considered. In the present study the i

thermal hydraulic feasibility of using fuel assemblies with smaller diameter fuel pins was
investigated. The major design constrain in this study was the critical heat flux (CHF). In

,

order to maintain the fuel pin integrity under nominal operating and transient conditions,
the minimum DNBR,(Departure from Nucleate Boiling Ratio given by CliF/q"rocos, where

3
'

q"rocor is the local heat flux), has to be above a given value. The limitations of the existingi

| CliF correlations for the present study are outlined. Two designs based on the conventional
17x17 fuel assembly and on the advanced 19x19 assembly meeting the MDNBR criteria
and satisfying the control margin requirements, are proposed.

:

i

! Introduction

Large stockpiles of plutonium from water moderated reactors are expensive to maintain,
and therefore, in addition to the problem of safeguarding, there is a strong economic-

incentive to consume as large a quantity of Pu as possible. Since 1987 several French plants

j have been using up to 30% MOX fuelloading. llowever, even with this loading, more Pu
will be produced than consumed. In a conventional PWR it is impossible to increase the'

MOX load above 30%, since the resulting spectrum hardening reduces significantly the
efficiency of the control rods and the soluble boron. Calculations performed by Nisan!

et al. [1] and [2] have shown that using 100% MOX in a conventional PWR reduces the
control rod value to one half, and the boron efficiency to one third. The required shutdown
margin therefore precludes the use of more than 30% MOX fuel. In addition, the negative
moderator temperature coefficient increases significantly, generating a major concern in
case of reactor cool down accidents. By increasing the Vu/V the neutron spectrum isF

softened again and the recycling of Pu in 100% MOX fueled PWR becomes feasible.

From the thermal-hydraulic (T li) point of view, reducing the fuel pin diameter affects

Paper submitted to the NURETH-7 Meeting, Sept 10-15, 95, Saratoga N.Y., (pap 171)8

'RM A stands for Reacteurs a Moderation Accrue
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the core performance parameters - assuming that flow and power remain unchanged - in
the following manner:

1. Heat transfer area decreases

2. Heat flux increases

3. Flow cross section area increases

4. Flow velocity decreases

5. Heat transfer ccafficient decreases

Calculations have shown, that one of the consequence of the above changes in the
core T-II parameters is a reduction in the predicted critical heat flux, CHF, while the
local heat flux increases. The direct result is a significant reduction in the DNBR. One of
the most stringent constrains in the T-H design of a PWR core is to keep the minimum
DNBR, (MDNBR), above a certain value, (1.3 in the N4-PWR when using the W3-CHF
[3] correlation) under predefined transient limiting conditions. It became obvious that
some additional modifications are needed in addition to the diameter reduction in order
to maintain the above design limit.

The purpose of the present investigation is to find a PWR fuel assembly design, and
core operating conditions with a moderating ratio of 3 which will have the same MDNBR
as the N4 reference design.

Operating Conditions

The nominal operating conditions of the FRAM ATOME 1450MWe (4250MWt) PWR were
used in the present study. The calculations in the present study were limited to steady state
conditions. The ultimate requirement for the reactor safety analysis is to show that for a
given set of predetermined transients and accidents, the fuel pin integrity is maintained.
However, at this stage of the project, only steady state calculations were performed. These
calculations were performed for nominal and for limiting conditions. These conditions are
defined in the safety analysis report (SAR) [4] and include the setpoints which operational
transients can achieve and which will trip the reactor shutdown system. These conditions
are defined in table 1.

The Calculational Model |

'

The FLICA-4 [5] code was used in the present study. This code has a full three dimensional
thermal hydraulic model that can be used for steady state and transient analysis of a PWR
core. The flow of the fluid through the core is described by a set of four balance equations
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Nominal Added Transient
Parameter Units Conditions uncertainties limiting cond

Power Mw 4250 +2% 4335 +18% 5115

Flow kg/s 18527 -3.2% 17934 -20% 14347

Pressure MPa 15.6 -0.21 15.39 15.39

Inlet Temp C 292 +2.2 294.2 294.2

Table 1: Limiting conditions for which DNBR was calculated.

for each discrete volume element. These equations include the conservation of the total
mass, conservation of the total momentum, conservation of the total energy, and a' mass
conservation equation for the vapor phase. The drift velocity between the vapor and the
liquid are obtained from algebraic relations. Closure equations, given in the form of various
correlations and equations of state are used to describe the following phenomena:

. Wall vaporization - Subcooled boiling

e Bulk condensation

. Turbulent mass diffusivity

e Pressure drop due to wall friction, mixing grids and other singularities

e Drift velocity between the liquid and vapor

e Eddy viscosity

. Eddy diffusivity

e Heat transfer between wall and coolant

A three dimensional finite difference scheme is used and severallevels of discretization
are possible, ranging from very detailed scheme centered around a fuel pin, up to the
coarse mesh where the fuel assembly is a single mesh in the horizontal direction. Because
of the symmetrical power distribution it was sufficient to model in the present study one
eighth of the core, using the scheme shown in Fig.1. The FLICA4 and FLICA3 codes
were partially verified, by reproducing several CHF experiments performed at Columbia
University [15) The numerical scheme [6] is based on an approximate Rieman solver for
the discretized inviscid fluid terms and a central difference scheme for the diffusive terms,

(see full details in ref [5] and [6]).

Applying the CHF correlations

A recent literature search revealed the existence of tens of thousands CHF measured points,
several tens of correlations to estimate the CHF and more then a thousand publications.
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Figure 1: Discretization scheme of 1/8 core used in the FLICA-4 thermal hydraulic model.,

This is only to stress the importance of the CHF prediction for the reactor safety analysis.
Since CliF limits the maximum power extractable from a nuclear reactor, and because
there is a strong commercial interest to extract as much power as possible, the CHF is
a continuous subject of theoretical and experimental studies. Most of the measurements
were performed in tubes for a wide range of flows, heat fluxes, pressures, T-H conditions,

and diameters. However, there exist today a large body of data from rod bundle mea-
'

surements, and correction factors were applied to tube data to extend their applicability
to rod bundles. An excellent recent review and comparison of various correlations was
prepared by Lellouche [7] while an older review describing also the theoretical modeling'

efforts was prepared by Marinelly [8).
,

Some of the correlations, such as a recent Siemens ERB-3 [9] and the Westinghouse
WRB-1 (10) correlations, claiming excellent agreement to measured rod bundle data, and
claiming significantly lower statistical deviations, are still proprietary. Several table look
up techniques based on a large volume of experimental data, such as the standard Russian
tabulations by Doroshchuk [11] and the recent tables by Groeneveld [12] made for flow
in pipes, are also available. Recently deCrecy [13] proposed the pseudo-cubic thin-plate i

type spline method for the analysis of CHF measurements indicating that a significantly
smaller standard deviation can be obtained than with algebraic correlations based on the
same set of data. The technique was applied to rod bundle measurements performed at

,

'

Grenoble in the Omega and Betsy loops. Tables based on this methodology to calculate '

CllF for given conditions were included in the PLICA-4 code.

The problem of evaluating the CllF and the M DNDR in the present study was therefore

v

I
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;

i (CHFGX).
,

fourfold: some of the correlations were not applicalde to fuel assembly calculations; others j

j were not within the range ofinterest; some are still proprietary; and others are not yet part |
;

f the FLICA.4 database. Consequently - only a small part of the available correlations' o
were used in this study. In the near future the CHF data base in the code will be expanded.

1
I !
1

| The Range of the CHF Correlations
|

'

Each CHF correlation and look-up table is valid for a certain range of T-H parameters.
}

~Although the correlations are often used beyond their explicit range of applicability, this

! usage can only be justified when approached with great caution and reserve.
i

j Some computer codes have already introduced a mapping technique rather than using
a single CHF correlation. Inside these programs, the local thermodynamic conditions

4 are evaluated and the most appropriate location in the CHF map is then identified. If
|
j necessary averages or interpolations of several values can be made to achieve the best CHF

:
value.-

i !

|
It is of interest to map the various correlations and look-up tables, together with the

predicted range of parameters of interest in the present study to obtain a graphical viewj

of the applicability of the various correlations.
I<

4

in Fig. 2 some correlations and look-up tables are mapped in the quality-Row area.
As can be seen from the figure all the correlations and tables presented cover the range of!

interest with respect to the quality and flow rate for the RMA-S (RMA nominal steady
:

i

.
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state calculations) and for the RMA T (RMA transient operating conditions). The CENG
measurements have no values below the quality of-5%, but were extrapolated by deCrecy
[13]into this range when the look up tables were prepared. For accident conditions, where
low flow and high quality can be expected the W3 and WRBI might not be sufficient and
other correlations or tables have to be introduced into the FLICA.4 code.

In Fig. 3 some correlations and look-up tables are mapped in the pressure-flow area.
As can be seen from the figure all the correlations and tables presented cover the range
ofinterest with respect to the pressure and flow rate. The W3 correlation upper pressure
limit is just on the upper boundary of the required range.

The major difficulty in using the available CHF correlations can be observed from
Fig. 4 and Fig. 5. These figures present the range of validity for the fuel-channel heated
diameter and for the fuel pin diameter. As can be seen, there is no correlation shown
in these two figures that covers the range of smaller fuel pin diameters. In this study,
therefore, extrapolations were used, but their validity can not be verified, since no bundle
experiments exist for this range. The deCrecy look up tables can be only used for the
9.5mm fuel pin since no measurements with smaller fuel pin diameters were performed.
Although extrapolation tables were prepared their quality is not known.

The Doroshchuk tables seem to cover the whole range of interest with respect to
hydraulic diameters and so do the Groeneveld tables. These tables were prepared for uni-
formly heated smooth 8mm tubes and their validity for nonuniformly heated rod bundles
with mixing grids is unknown. At the present time only the W3, the Columbia, and two

, modes of look up tables based on the Grenoble CHF data by deCrecy [13] are presentE
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in the FLICA-4 code. Some proprietary correlations are also included and additional;

j correlations and look up tables are in the process of being added to the code.
:
,

4

i The Effect of Decreasing the Fuel Pin Diameter on DNBR
,

i
As indicated, the simplest way of increasing the moderating ratio in a given assembly

) geometry is to reduce the fuel pin radius. This reduction increases the heat flux and reduces
flow velocity. The combined effect on the MDNBR la shown in Fig. 6. As expected, the
MDNBR increases with the fuel pin diameter. On the same figure the moderating ratio is

;

plotted as a function of the fuel diameter, and as can be seen it increases with reducing
the fuel pin diameter.

4

The purpose of the present investigation is to find the appzopriate technique by which
the fuel diameter can be decreased to increase the Vu/Vr while keeping the DNBR at,

:

: nominal conditions.

The Effect of Increasing the Number of Mixing Grids
,

Grid spacers with mixing vanes increase the mixing of the coolant, thus enhancing heat
transfer. Decreasing the distance between the mixing grids will increase the CHF. Several
formulas are available in the literature (see for example ref. [14]). Most formulas are
presented in the form of a correction factor, Fs, to the CHF correlation. The value of

.
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Fs increases with decreasing the distance between grids. For consistency we have used
Tong's formulation [10), extrapolating his Ks . axial grid spacing coefficient whenever
needed for smaller grid spacings. The effect of increasing the number of mixing grids,
that is, reducing the distance between the grids, for a 17x17 assembly with 9.5mm fuel
pins under nominal operating conditions, is shown in Fig. 7. With decreasing the distance
between the mixing grids the MDNBR increases as expected. The rate of change decreases,
however, significantly going from a grid spacing of 501 to 270mm.

With increasing the number of grids, the pressure drop across the core also increases,
however this is offset by the increase in the flow cross section area when the fuel pin
diameter is decreased.

The number of mixing grids was varied from 8 to 16 which corresponds to a distance
of 501 to 270mm. The maximum number of mixing grids considered were 16. Having a

;

larger number of grids was not considered practical, and there are some indications, as
can be seen from Fig. 7 that there will be very little gain in the MDNBR with smaller
grid spacing.

The Effect of " Water Holes"

The number of guide thimbles or " water holes" desired in a fuel assembly is determined by
the requirements of the control system. In the N4 reactor having a 17x17 fuel assembly,
there are 24, guide thimbles and one instrumentation tube. Obviously increasing the
number of " water holes" will increase the moderating ratio, and reduce the DNBR, siace
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Figure 6: The effect of the decrease of the fuel pin diameter on MDNBR and the moder->

i

j - ating ratio, (diamef).
.

i

; the same power is produced in a smaller number of fuel pins, j
'

i

i If, however, the Vm/Vf ratio is kept constant, increasing the number of guide tubes, j

|
requires a corresponding increase in the fuel pin diameter, The resulting DNBR as a !

! function of the number of guide tubes is shown in Fig. 8. The calculations were performed ;

i
I for a 19x19 assembly, and the Vm/Vf was set to 3. In the figure the corresponding change

; in the fuel pin radius is also shown. As can be seen from the figure, the DNBR changes !

very little in the range of 29 to 101 " water holes". As a consequence of this behavior,it is (
, - concluded that from thermal hydraulic considerations the exact number of " water holes"
i or guide thimbles is not important and their number can be determined by neutronic ;

considerations, in particular according to the control system requirement and the desire4

: to minimize local assembly power peakir.g. .

1

i

Results of the Study
,

i

The purpose of the many calculations performed in this study was to identify the condi-4

' tions for which the same CHF and MDNBR can be obtained as for the reference PWR
i during normal operating and upset conditions, while trying to achieve the highest possi-

ble moderating ratio. Two basic designs were considered. Design A, with the presently
.

used 17x17 fuel assembly, and design B, with an advanced 19x19 assembly. For the nom-

) inal 17x17 PWR fuel assembly this can be achieved by reducing the fuel pin diameter by

;

.
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Figure 7: Effect of the spacing between mixing grids on the MDNBR, (gridef)

0.9mm, that is to 8.6mm and by using additional 6 mixing grids. The moderating ratio
achieved from this reduction of the fuel pin diameter is 3, which is the desired value to
achieve sufficient reactivity shutdown margin. The details of the design are presented in
Table 2. The number of "ws.ter holes" was increased to 41. This core when operated at

j 90% of nominal power will achieve the same DNBR as the reference core. The heat flux
and the CHF are presented in Fig. 9 and the resulting DNBR is shown in Fig.10 along'

the core hot channel.

The major advantage of this design is, that except for the fuel pin diameter and
additional mixing grids, the core and assembly design, as well as the control system, are
identical to the N4 design. Using an advanced fuel assembly having a 19x19 grid inen.d
of the original 17x17, additional flexibility is introduced into the design. This design has
a smaller diameter fuel pin and a smaller pitch, both of which affect the CHF. The fuel

i

pin pitch decreases from 12.624 to 11.274 and the number of fuel elements increases from
239 to 336, (assuming 25 guide tubes). Although the fuel diameter is smaller, the surface
area increases and more design flexibility is permitted. To achieve a moderating ratio of
three, the fuel pin radius has to be reduced to 7.7mm. The optimal number of guide tubes
under these conditions is 41. With this design and nominal power the same DNBR is
achieved as in the nominal core. The heat flux and the CHF are presented in Fig.11 and
the resulting DNBR is shown in Fig.12 along the core hot channel.

As can be seen from Table 3, due to the increased heat transfer. area, the average heat
flux is reduced by 18%, however, the flow rate is also reduced by 12% due to the increase
in the flow cross-section area. From the T-H considerations there is a significant freedom
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Figure 8: The effect of changing the number of " water holes" on MDNBR in a 19x19
assembly and on the fuel pin radius, (wathoef).

to choose the number of guide tubes. These can be, therefore, determined according
to the neutronic considerations, such as core controllability, local intra-assembly radial
power peaking. A significant radial peak in the assembly due to " water holes", will again
affect the T-H design. There might be also mechanical constraint on the control assembly
structure and the number of permissible rods in the assembly.

Conclusions
,

From the results it can be concluded that a 19x19 fuel assembly can be designed with the
T-H conditions similar to the reference design. Using this assembly the MDNBR is the
same as in the reference 4250MWt PWR.

Keeping the original 17x17 design, a moderating ratio of 3 can be achieved if a Nel pin
of 8.6mm is used and the power is reduced to 90% ofits nominal value while maintaining
a 100% flow rate. All proposed designs required an increase in the number grids with
mixing vanes.

Further improvements in the CHF data and correlations are necessary to improve the
design of the RMA cores using small diameter fuel pins which is equivalent to larger
hydraulic and heated diameters. Most of the tables and correlations are not parametrized
with respect to the grid spacing distance. They relay mostly on som previously published
correction factors. This too has to be corrected since in this study the mixing grids with'
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|
:

| Proposed Nominal | |
1. Assembly 17x17 17x17 I

2. Fuel Pin D, mm 8.6 9.516 I

3. Fuel Pellet D, mm 7.33 8.19 - )

4. Cladding dR, mm 0.571 0.571

5. Fuel Pin Pitch, mm 12.624 12.624

6. Assembly Pitch, m 0.2161 0.2161

7. Core height, m 4.6S1 4.681

8. Core active length, m 4.295 4.295'
9. Moderating Ratio 3.02 1.98

10. Mixing Grids 14 8
211. Flow, kg/m /s 3180 3598

12. Core AP,bar 2.77 2.83 |

2 .651 .61213. Heat Flux MW/m
14. Minimum DNBR 2.23 2.23 |-

15. Water Holes 40+1 24+1
16. Power MW (%) 3850(90) 4250 ,

17. Peak to Av Power 1.490 1.490 t

18. Case No. 708 (3G) 28

Table 2: Design A: based on the N4 core with 205 assemblies of 17x17 pins, the same
minimum DNBR as N4, with the moderating ratio increased from 2 to 3,(designA).

,

(N4 Coco,17x17 ass.,8.4mm IP Rur>704. FAs N4-ONBR17)

:

4.o - -

1

3.0 - -

00.0 200.0 300.0 400.0

om. from boeiom or new. cor.. em.

Figure 10: DNBR along the hot channel of design A,(N4-DNBR17).
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Figure 11: CHF and heat flux distribution for design B,(N4-QCHF19).

1

(No Core 19erts ase 7.7mrnIp., Aur>748. F8e. N4.DNBR19 )

4.0 -
-

"

3.0 - -

00.0 200.0 300.0 400.0
Dietence from twom of actNo core, cm.

Figure 12: DNBR along the hot channel of design B,(N4-DNBR19).
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I
'

| Proposed Nominal >

Fu D, mm 7 516 f
3. Fuel Pellet D, mm 6.414 8.19 ,

4. Cladding dR, mm 0.571 0.5.71

5.- Fuel Pin Pitch, mm 11.274 12.624

6. Assembly Pitch, m 0.2161 0.216i
'

7. Core height, m 4.681 4.681 :

I
8. Core active length, m 8 4.295 4.295

9. Moderating Ratio 3.02 1.98 T,

10. Mixing Grids 14 8 j

211. Flow, kg/m /s 3215 3598 ,

12. Core AP,bar 2.73 2.83 -

213. Heat Flux MW/m .519 .612
-

14. Minimum DNBR 2.23 2.23 ;

15. Water Holes 40+1 24+1
16. Power MW (%) 4250 4250 i

17. Peak to Av Power 1.490 1.490 ;

18. Case No. 748 (3J) 28
,

Table 3: Design B: based on the N4 core with 205 assemblies of 19x19 pins, the same
,

minimum DNBR as N4, with the moderating ratio increased from 2 to 3, (designB).
,

: mixing vanes are of major importance, j

1 i

:
;

.

'
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GENERAL CORRELATION FOR PREDICTION OF CRITICAL HEAT FLUX RATIO

IN WATER COOLED CHANNELS
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-ABSTRACT

The paper presents the general empirical Critical Heat Flux Ratio (CHFR)
correlation which is valid for vertical water upflow through tubes, internally
heated concentric annuli and rod bundles geometries with both wide and very
tight square and triangular rod lattices. The proposed general PG correlation
directly predicts the CHFR, it comprises axial and radial non-uniform heating,
and is valid in a wider range of thermal hydraulic conditions than previously
published critical heat flux correlations. The PG correlation has been
developed using the cd tical heat flux Czech data bank which includes more
than 9500 experiments: data on tubes, 7600 data on rod bundles and 713 data on
internally heated concentric annuli. Accuracy of the CHFR prediction, '

statistically assessed by the constant dryout conditions approach, is ,

characterized by the mean value nearing 1.00 and the standard deviation less i

than 0.06 . Moreover, a subchannel form of the PG correlation is statistically !

verified on Westinghouse and Combustien Engineering rod bundle data bases,
i.e. more than 7000 experimental CHF points of Columbia University data bank
were used.

INTRODUCTION

Critical heat flux phenomenon is one of technical problems, physical
description of which has been so f ar unsuccessful. Many Critical Heat Flux
(CHF) correlations have been proposed for water cooled heated rod clusters and
tubes. However, a majority of these correlations is limited to a narrow range
of thermal hydraulic conditions and geometric parameters. Several CHF

) correlations are usually involved to predict CHF over a wide range of ;

conditions by advance computer codes currently used for Light Water Reactor
modeling. However, a combination of various correlations predicting CHF over a

;

wide range of conditions of ten results in a discontinuity of computed CHF or c

physically inadequate dependence in the certain range of coolant flow
conditions. Shortcomings of the above mentioned procedures and lack of

| sufficiently suitable correlations employed for prediction of the CHF over a
| wide range of thermal hydraulic conditions in various rod bundle geometries

led to the use of existing CHF correlations valid for water cooled tubes,

! 2636 j
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and - to the development of tabular prediction methods for CHF in rod bundles,
based on CHF values for water cooled tubes. The present Critical Heat Flux
Ratio (CHFR) correlation [1], which we call PG, is valid in a wide range of
tube, rod bundle and annulus geometries, as well as - for a wide range of
thermal hydraulic conditions, and shows excellent statistical characteristics.

The value of CHFR, i.e. the ratio of predicted and experimental CHF, is
used to compare the CHF correlations with experimental results - it is
understood as a statistical random quantity (denoted R in this paper) which
fixes the boiling crisis probability. The approach used until now assumed only
a simple inverse proportion of the random quantity R to a local heat flux. The
proposed PG correlation of CHFR uses a more complex dependence on the local
heat flux and thus - determines a value of the quantity R as a direct result.
This should be one of the reasons, why description of CHF conditions by means
of the PG correlation gives very good results, the other one - can be an
appropriate choice of correlating parameters. The PG correlation respects
mixing between rod bundle subchannels as described in the subchannel codes. !

That is another significant difference between this and previously published
CHF correlations [2,3] which were developed for the isolated subchannel model
in a rod bundle.

CHF EXPERIMENTAL DATA

The CHFR PG correlation is developed with the critical heat flux Czech
data bank [4] which comprises the boiling crisis experimental data for
vertical water upflow in tubes, internally heated concentric annuli and
hexagonal or square or circular rod bundles for the range of coolant flow and

>

geometric parameters, and the non-uniform power distributions as shown in
TABLE I.

The CHF data of Czech data bank were compiled from 40 literary sources. These
data were obtained by different experimental research facilities and measuring
equipment. Thus. 173 tube and 23 annulus test geometries and 153 different rod
bundle test sections, which involve different types of spacers, are included
in Czech data bank which were used to introduce the PG correlation. It is
obvious that the description of experimental facilities, measuring equipment,
test sections and uncertainties of CHF data is hardly possible in such a 1

paper. Nevertheless, very favourable statistical results of the PG correlation
i

on Westinghouse and Combustion Engineering rod bundle data bases, i.e. more

than 7000 CHF experimental points of Columbia University data bank [5] are
presented below. Description of the Heat Transfer Research Facility of
Columbia University and CHF data points is known and/or accessible to the
readers.

To the correlation parameters belongs the reduced pressure:

r" p/perit

here p = 22.115 MPa is the critical pressure.

or a rod bundle subchannelThe equivalent diameter of a tube or an annulus
,

d (m):j

2637
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TABLE I

Range of Experimental Data Used for Development of the PG Correlation
Rod Bundle Geometry: Hexagonal, Rectangular, Circular - Czech Data Bank

Data Base Tube Rod Bundle Annulus

No. of Test Geometries 173 153 23

Total No. of Data Points 9547 7616 713

p MPa Exit pressure 0.26 0.28 6.89
17.95 18.73 6.89aG kg/m s Local mass flux 102.3 34.1 189.87
7491 7478 6740

x Inlet quality -1.73 -1.14 -0.63$ '
O. 0.44 0.$ x Loca1 qua1ity -0.49 -0.34 -0.23
0.99 1. 0.612

q* MWm Measured CHF 0.07 0.12 0.49
7. 6. 8.96L m Heated length 0.22 0.4 0.61
6.05 7 .' 2.74d a Equivalent diameter of 0.00384 0.00241 0.00322

subchannel or tube 0.03747 0.07813 0.02223L/d Ratio of heated length to 20.06 12.29 36.9
equivalent diameter 756.25 1422.36 584.5D m Rod diameter - 0.005 0.00952

- 0.01905' O.09647t Relative pitch - pitch to - 1.02 -

rod diameter ratio - 2.48 -

k Peak to axial average 1. 1. 1.*
heat flux ratio 3.1 1.9 1.k Maximum to radial average - 1. -*
rod power ratio - 1.95 -

, . _ . _ _ _ _ - - - _ _ - _ ..__. - - - . _ _ - _ - . - . ._. __. -_. _. . . _ . - - . _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __



A ( 1)d= ,

r,

where A is the flow- area and r s are perimeters adjacent to the
' (sub-) channel. The factor of the radial,' heat flux distribution is:

r,
( 2)T= q(y) ,

# r,q,(y)

1.e. the ratio of local heat flux through the given perimeter to average heat
flux through perimeters adjacent to the rod bundle subchannel or the annulus
at the axial coordinate y (m). It is obvious that for the tubes T,= 1.

To derive other forms of the PG correlation, which will be fully
applicable for the closed channels, i.e. tubes and annuli, let us introduce

the factor of the axial heat flux shape at the axial coordinate y:
3

r , U' q,(z) dz
T=1 ( 3)

,

f.r,q,(y)
* Y

I

For a rod bundle with the identical axial heat flux shape along heated
perimeters as that of the subchannel (it is fulfilled for all CHF experimental
data points [4]) as well as for the tubes, the following products, obtained by
combining Eqs.( 1) and ( 2) . and from Eq. ( 3) respectively, are used as the
correlation parameters;

i

q
( 4)dT=4A ,

91 1
,

#
1 ( 5)q(z)dzy T,= qgy .

GENERAL CHFR CORRELATION

The common correlation functions can be expressed as:

6 + 0.22 P ( 6).

f (P, , G ) = G r ,

( 7)f (P,,x,) = 1. 9 + 8 Pf - P,- x, .

d

Although the PG correlation is called general, there are characteristics
.

related to different geometric forms (tube, annulus or rod bundle) given by
constant values k,, k, and pressure function f(P,). All of these are
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TABl.E II

Correlation Constants k,, k, and Pressure Function f(P,) Depending on
Geometric Form and Indication of Developed Correlations |

Geometry Corre- k k* f(P ) F
* ' '1ation

Tube PG-T 70.9 0.15 0.17 + P + 1. 82 P*+ 17. 7 P** 1.
r r r

Annulus PG-A 102.1 1.

Rod Bundle:

Subchannel PG-S 105.3 0.04 0.2 + P + 1. 2 P'+ 14. 4 P* *
' ' ' |Code

Isolated PG-I 109.8
Subchannel
Model

!

introduced in TABLE II. For rod bundles the value of the constant k* depends i

on the thermal hydraulic method used for the determination of the subchannel
local fluid conditions.

CHFR PG Correlation
|

The original form of the PG correlation [1] which determines the CHFR is:

R = f(P , G, x , x, q, d T , F ) = ,

r i r g '

|
'

k F f(P ,G) f(P ,x )

|
' ' ( 8)"

f(P ) (d T )k
,

f.a
r r

|where F is the rod bundle factor. This factor allows us simple transformation l

of the ' general PG correlation to ad hoc form on the basis of CHF experiments '

on rod bundle test section. By default, or for tubes and annuli, F=1. The {
alternative function f which in closed channel can be described by' different
forms may be written al:

f,= f, f (q, f,) f (P,, f,) f (P,, x, , x ) ( 9), ,

where
'Gh

'f,= ( x - x,) (go),

2640
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>

and h is the latent heat of vaporization (MJ/kg). Other functions are
exprobledas:

, ,

* '

f (q, f,) = 1+ (11)
,

f

f30 +
, ,

|
10400 +,

0.016 + P''' .
'

f(P ,f ) = 1+ (12)"
,

" * 30 + f,

f,
,, <

f(P ,x,,x) = 1+ 1+ (13) |
* *

.

1. 6 + 4 P,- x , , 0.006 + (x - x,)3"
,

|
'

The original form of the PG correlation is very convenient for a number
of applications. The following correlation parameters are used:
the product (d T ) described by Eq.( 4), inlet quality x , the local heat
flux q and local' fluid conditions at the CHFR point. The* coolant flow history
and mixing between. rod bundle subchannels are both represented by the !

difference between the local and inlet quality.

The original form of the PG correlation for tubes and internally heated
concentric annuli is denoted PG-T and PG-A, respectively. For the subchannel
codes, which respect mixing between subchannels of a rod bundle, the original
form is denoted PG-S, it is denoted PG-I if the isolated subchannel model isi

used.
,

;

Clrmm CHANNEL APPLICATION'

For a closed channel, i.e. tubes and annuli, we can derive other forms of
PG correlation with help of the energy equation. The same is possible also for

,

1

the rod bundle geometry, if the isolated subchannel model is applied. In this'

case' the rod bundle average mass flux is used to determine the local
subchannel quality at the point of CHFR. The energy equation applied to an

,

i isolated subchannel at the, axial coordinate y is:
'.

( J
(14)q,(z) dz(x-x,) h GA= r .

4

From Eqs.(1), (2), (3) and Eq.(14) we get the quality x along the subchannel:'

:

41 1 y'

f (15)
r'o' q'(z) dz = x*+ 'qx=x+ ,

4

i GhGh A
f9 f9

'
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where

*
f= (16).

' dT
r

By combining Eqs.(10), (15) and (16) we obtain the following relation:

f=fq (17).

x g

Results of the statistical analysis of the CHFR PG- correlation
transformed forms are identical to~those obtained for.the original form.

CHFR PG .m Correlation

The PG .g is the' geometric form of the PG correlation which differs from
the original form by the alternative function only:

f=f =f f(f ) f(P ,f ) f(P ,x ,x) (18),

a og x g r x r i

where Eq. (17) is applied to' transfer Eq.( 9) into Eq.(18) and then:
'

40
f(f') = 1+ gg,),

'
30 + f' -

9

The local heat flux q as a correlation parameter is replaced by the
parameter (y T ) - see Eqs.(16) and.(19). The PG .g correlation is expressed
as the functioh:

R = f ( P,, G , x, , x , y T,, d T, , F ) .

The PG .g correlation for tubes and annuli is denoted PG-Tg and PG-Ag,
respectively. For an isolated subchannel model in rod bundle it is denoted
PG-Ig.

CHFR PG .f Correlation

The PG .f is the flux form of the PG correlation which differs from the ioriginal form by the alternative function only:

f

f,= f,,= q f, f (f,) f (P,, q f,) f (P,, x, , q ) (20)g ,

where Eqs.(15) and (17) are applied to transfer Eq.( 9) into Eq.(20), then:

10400 +r , 1

0. 016 + P''' '

f (P,, q f )= 1+ "

(21),

30 + q f
e '

,
,
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, ,

f 1.8
}" I*f(P,,x,,q Gh

4D 1. 6 + 4 P - x - qf
' r i ''Gh

fg

, ,

0.001
1+ (22).

, ,3

0.006 + qf d*

'.Ghg s

The local quality x as a correlation parameter is replaced by the
parameter (y T ) - see Eqs.(16) and (19). The PG .f correlation is expressed
as the functioK:

R = f ( P,, G , x, , q , y T,, d T,, F, ) .

The PG .f correlation for tubes and annuli is denoted PG-Tf and PG-Af, i

respectively. For the isolated subchannel model in rod bundle the correlation i

is denoted PG-If.

Comment. The PG .f correlation is based on the inlet fluid conditions,

i.e. pressure, mass flux and inlet quality. This correlation form determines !

the CHFR without analyzing local thermal hydraulic conditions. The use of the
PG .f. same as of the power PG .p correlation (introduced in the next ,

'

paragraph), is not convenient for such transients in which the time frequency
of any parameter is either comparable or lower than the coolant transport time"

in a channel.4

CHF PG .o Correlation
i

The last form of the general correlation which predicts the CHF is that
the PG p power form, that can be derived from the flux form PG .f . The f*
function representing predicted critical heat flux can be expressed as:

f,= q R (P,, G. x , , q , y T, , d T,, F ) =
g

k F f(P ,G) f(P ,x )
1 g r r (23)= ,

f(P ) (d T )k, f gq)
r r p

then using Eq.(20) we obtain:

ff'' '
f (q) = =f f(f ) f(P ,q f ) f(P ,x ,q G h ) (24).

P q g g r g r i

The terms on the right-hand side of Eq.(24) are described by Eqs.(16), (19),
(21) and (22), respectively.
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The PG .p power form is applicable to a tube, an annulus or an isolated
subchannel in the rod bundle. It is obtained by replacing the heat flux q in
the right hand side of Eq.(23) and Eq.(24) by the predicted critical heat flux
q . Then the PG .p c Sre ati n is described by the non-linear constitutive
equation for q, (MW/m ) as follows: |

q,= f, (P, , G , x, , q, , y T, , d T, , F ) (25).

The random statistical variable describing CHFR is:

q*
R= (26),

9e

where q* is the measured CHF. Results of the statistical analysis of the
PG .p correlation differ from that for the previous CHFR correlations. The
PG .p correlation is based on the inlet conditions. Value of CHF calculated by
Eq.(25) represents the critical heat power and enables us to determine the
critical power ratio.

CORRECTION FACTORS

Rod Bundle Factor

Effects of the spacer types and spacers location in a rod bundle are
important. Values of local fluid parameters in a rod bundle, especially that
of quality and mass flux which are determined with help of a thermal hydraulic
model implemented in the subchannel computer code, depend also on the computer
code and influence the CHFR prediction results. It is recommended to assess
these effects together, tsing results of the statistical analysis of the
correlation obtained with the help of the subchannel code and the CHF
experimental data on the examined rod bundle test section. The rod bundle
factor characterizes statistical population, and for the PG correlation is
given by:

F= (27),

' R
I

where R is the mean value of the random dimensionless variable R - it
,

represents the CHFR computed with the PG correlation using F =1 When the '

.

value of the rod bundle factor determined by Eq.(27) is ' used in the PG
correlations, the mean R for the rod bundle is 1.00, and the corresponding |
standard deviation is denoted S. If the user lacks CHF experimental data on
the rod bundle under discussion,'we recommend to use F = 1.

9

It should be emphasized that the value of rod bundle factor can not be
determined by applying the CHF correlation power form PG .p . The rod bundle

,|factor value determined by the PG correlation should be used in the PG .p
form. The described procedure of determining the rod bundle factor value F !

enables us a simple transformation of the PG correlation to the ad hoc '
correlation form based on the test section CHF experiments - i.e. the PG
correlation is applicable as the design equation for CHF prediction in a rod
bundle.

2644

_ _- _ _ - _ _ - _ _ _ _ - - _ _ _ _ _ _ - _ - _ _ _ _ _ _ _ _ _ _ _ _ _ - _



- - - - . . .

Cold Wall Factor

The effect on the CHF of the cold wall in a subchannel is respected by
the product (d T ) in the PG correlation. If on the surfaces adjacent to a
subchannel there'are constant and zero heat flux only, then the product (d T )

"describes heated diameter of the subchannel - see Eq.( 4).

Low Mass Flux

If the PG correlations are used in computer codes for transients, and low
or negative mass flux are expected, it is recommended to replace the quantity
G by max (50,|G|).

STATISTICAL CHARACTERISTICS OF THE CORRELATIONS j

In the statistical evaluation of the correlations the constant dryout
conditions approach is applied. This approach requires a prior knowledge of
the correlation parameters, only.

Statistical evaluation of the correlations is performed with the random
dimensionless variable R which represents the CHFR value computed by the PG
correlations, or the ratio of the CHF predicted by the PG .p power form and
the experimental CHF. The statistical characteristics used are: mean R.
standard deviation S and root mean square S . For non-uniform axial heat flux
shapes the random "dimensionless variable * R is defined as:

R = R(y ) = min R(y) (28).

c y

The predicted axial coordinate of CHF location y satisfies Eq.(28). The
differences between the predicted axial coordinate *of CHF location y and the
experimentally determined coordinate y* are also examined. The dimensionless
random variable

* *Y= (29)
L i

|

is introduced.
1
i

The mean-Y and the root mean square, defined as: |

, o. 5r

'

YO n 1
, ,

are determined (n is the number of experimental points).

To compare the PG correlation with experimental results the CHF data of
Czech data bank (4) are used - see TABLE I. Results of the statistical
analysis of the original PG form, the PG .g geometric form and the PG .f flux
form are in a closed channel identical. Statistical evaluation of the
correlation power form PG .p, which predicts CHF, gives different results. The
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statistical results presented below do not involve favourable influence of the
rod bundle factor; F = 1 was used in statistical analyses.

9

Tubes

TABLE III summarizes results of the statistical analysis of the PG-T tube
correlation and its PG-Tp power form for various tube data bases. Correlation
limit of CHFR, which corresponds to the probability value of 0.95 that CHF
does not occur, is 1.096 for the tube correlation PG-T (PG-Tg, PG-Tf)
and - 1.181 for the power correlation PG-Tp.

Annuli

Results of the statistical analysis data of the annulus correlations for
the annulus data base (n = 713) are R = 0.998, S = 0.052 - for the PG-A
(PG-Ag, PG-Af) and R = 0.999, S = 0.071 - for the" power form PG-Ap.
Experimentaldataofthesamepress0re6.89MPawereused.

Rod bundles

The fluid flow conditions in rod bundles subchannels are predicted with
the help of a subchannel code. The code CALOPEA [6] is used for the CHF test
data evaluation to determine local flow conditions. The CALOPEA thermal
hydraulic computer code for Light Water Reactor analysis predicts the
three-dimensional velocity, pressure, end thermal-energy fie?ds and fuel
temperatures for both single and two-phase flow. The basic computational
philosophy comes from COBRA IIIC. Both codes use the subchannel analysis
approach where the reactor core or fuel bundle is divided into a number of

TABLE III

Statistical Analysis Results of the Tube Correlations PG-1. PG-Tg, PG-Tf
and the Power Correlation PG-Tp for Tube Data Base.

Correlation

Axial PG-T PG-TpHeat PG-Tg, PG-Tf
Flux

, ,

n R S, R S,

General 9547 1.001 0.056 1.003 0.103

Uniform 5589 1.001 0.058 1.008 0.106

"[orm 3958 0.999 0.053 0.997 0.099

* *Non-uniform
0.01 0.084 -0.002 0.081

2646

._-___-__ _ _-_-__-_-_ _ - _. _ __ _ __
- _



_ _ . . _ _ _ _ _ _ _

r

||

! I

quasi-one dimensional channels that communicate laterally by crossflow and !

turbulent mixing. The flow field is assumed to be incompressible and !
'

homogeneous, although models are added to reflect subcooled boiling and
liquid / vapor slip. The CALOPEA verification and comparison calculations are
provided in the reference (7).

The CALOPEA modeling of CHF test sections is summarized as follows:
uniform bundle outlet pressure; crossflow resistance is an uniform value;
turbulent mixing factor TDC = 0.0064 ; Levy's subcooled void model; Madsen's
bulk void relations; Armand's correlation for two-phase friction multiplier.

The PG-S subchannel correlation is compared with the rod bundle
experimental CHF data, and the results of statistical analysis are summarized
in TABLE IV for the various data bases. CHFR correlation limit which
corresponds to the PG-S statistical characteristics (n = 7577) is 1.096 .

The isolated subchannel model does not take mixing among subchannels.
Although the statistical results (2,3] can be good and applicable in the hot
channel method, it is obvious that their use is limited and depends on the
acceptance of the assumption on no m_ixing in a test section. Results of the
statistical analysis (n = 7616) are R = 0.987, S = 0.081, S = 0.043 - for the
PG-I (PG-Ig, PG-If) correlation, and 5 = 0.993, S"= 0.145, S'= 0.086 - for the
power form PG-Ip. CHFR correlation limit of the " PG-I E(PG Ig, PG-If) and
the PG-Ip correlatior.s which correspond to the statistical results are 1.126
and 1.248, respectively.

Columbia Rod Bundle Data. The subchannel correlation PG-S is also
verified on Westinghouse and Combustion Engineering rod bundle data bases,
i.e. on more than 7000 experimental data points of Columbia University data |

bank (51. Results of the statistical analysis are presented in the TAELE V.
The PG-S correlation shows very good statistical results for both data bases.

From mean CHFR of Westinghouse, i.e. 5 = 0.972, which is lower than 1.00
,

it can,be concluded that the design of Westinghouse test sections (mixing j

grids) increa,ses measured CHF values compared with others. The rod bundle
factor F = 1/R = 1/0.972 = 1.029 calculated with the Westinghouse data would
change 'mean CHFR to 1.00 . Uncertainty of the CHF point prediction,
characterized by roct mean square S , may be caused by mixing grids of test
sections.

Results of the calculations with Combustion Engineering data base are
also good, the higher standard deviation value 0.073 can be due to the fact
that a guide tube thimble geometry is present. Better mixing model of the
subchannel code could decrease the standard deviation, since local fluid
conditions in the adjacent subchannels are significantly different.

Comment on Statistical Results and Correlations Comparison

The statistical characteristics of the PG correlation described in
TABLES III, IV and V are comparable with each other, i.e. for tube and
different rod bundle data bases, and show the high accuracy of the new
correlation. Comparison of the PG correlation with several other prior
correlations or CHF Table is presented below.
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TABLE IV

Statistical Analysis Results of the PG-S Subchannel Correlation
for the Data Bases - Czech Rod Bundle Data Base

-

Radial Heat Flux

Data Base General Uniform Non-Uniform

Axia Heat n 5 S, S, S n 5 S, S, S n N S, S, S,

7577 5225 2352
1.005 1.006 1.004

5 General O.054 0.049 0.064

$ 0.054 0.049 0.064 +

0.037 0.036 0.04

6529 4520 2009
1.005 1.004 1.007

Uniform 0.054 0.047 0.067
0.054 0.047 0.067

0.038 0.037 0.042
1048 705 343

1.009 1.019 0.988
Non-uniform 0.054 0.057 0.041

0.055 0.06 0.043
0.03 0.03 0.028

S S S
* 'O YONon-uniform

-0.032 0.C99 -0.035 0.086 -0.025 0.122

. - - . - - . _ _ _ - . . . _ ~



TABLE V

Statistical Analysis Results of the Subchannel Correlation PG-S
for Westinghouse and Combustion Engineering Data Bases

Columbia University Rod Bundle Data Bank
i

|

Data Base Westinghouse Combustion Engineering

Axial Heat n 5 S S S n R S" S S
" * 9 * '

Flux

2485 4655
0.972 1.007

General 0.052 0.073
0.06 0.073

0.038 0.057
668 3910

0.954 1.009
Uniform 0.048 0.075

0.067 0.076
0.037 0.059

1817 755
0.978 1.

Non-uniform 0.053 0.06
0.058 0.06

0.039 0.048

S S
Y Yo

Non-uniform
0.058 0.119 -0.041 0.08

The 1986 AECL-UO CHF look-up table [8] is evaluated by comparing with
the tube c'ata base of Czech data bank for uniform axial heat flux (n = 5589).
Obtained statistical characteristics are the mean R = 1.05 and the standard
deviation S = 0.284 (the PG-T correlation statistical characteristics are
5 = 1.00 and"S = 0.058 - see TABLE III). Results of the 1993 CHF look-up table
compared with "the combined tube data base of AECL and IPPE (n = 21781), based
on the constant inlet subcooling approach, are the average error of 0.0099 and
the root mean square error of 0.075 - it is from the reference (9). However,
the constant inlet subcooling approach gives more favourable statistical char-
acteristics than the constant dryout quality approach which is consistently
applied in this paper analyses. As an example the results from the reference
[8] are used: the CHF data predicted by the 1986 AECL-UO CHF look-up table
within 110% error bounds based on the constant inlet subcooling approach and
the constant dryout quality approach are 87.4% and 40.6%, respectively.

Subchannel correlations respecting mixing among rod bundles subchannels
are compared with Westinghouse data base of Columbia University data bank. The
subchannel correlation PG-S gives statistical results which are presented in
TABLE V. If the rod bundle factor, which respects effects of the rod bundle
spacers and the influence of thermal hydraulic model implemented in the
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subchannel computer code, is used (F = 1.029) then the statistical charac-
teristics of the PG-S correlation are' R = 1.00 and S = 0.053 (n = 2485). The
correlations ERB 3_and WRB-1 show the higher _ standard " deviations - see the
reference [10): R = 0.994, S = 0.096 and R = 1.004, S = 0.087, respectively
(n = 1147). Coefficients of these correlations were not" published and were
determined with help of Westinghouse rod bundle data base, i.e. for the

specific geometry and restricted range of thermal hydraulic conditions.

The adequacy of CHF correlations [11,12,13] was evaluated previously by
applying isolated subchannel model. Statistical results of the comparison of
the CHF correlations with CHF data are described in the reference [2].

Favourable statistical characteristics of the PG correlation and a simple
determination of the spacer types and location ,ffects, i.e. rod bundle design
specific features, on CHF, by means of only c 2 correlation coefficient (rod
bundle factor F ), make the PG correlation convenient for the application

the design ' equation for CHF prediction in the rod bundles. This has beenas
proved statistically for the PG-S correlation on Westinghouse and Combustion
Engineering rod bundle data bases. We consider that the applicability of the
PG correlation as the design equation for CHF prediction in newly designed rod
bundle may be regarded as a valuable contribution of this paper.

CONCLUSIONS

Developed general correlation combines a simple analytical form and a
wide range of applicability with the excellent accuracy of CHFR prediction.

The CHFR PG-S correlation respects mixing among rod bundle subchannels
and gives the best results for the rod bundle geometry. The effect of spacer's
type and their spacing, and the subchannel method used for the determination
of local fluid conditions in a rod bundle are taken into account by including
the rod bundle factor, which enables a simple transformation of the
correlation to ad hoc form - on the basis of CHF experimental data of the
examined rod bundle test section.

The CHFR PG .f correlation and the CHF PG .p correlation require as
parameters inlet conditions only. The PG .p correlation requires few
iterations (approx. 4), and the value of the calculated CHF represents the
critical power.

The correlation uses the lowest reasonable number of correlating
parameters and shows the well-balanced means in various data bases. It has
also a wide range of validity for flow conditions, it includes axial
non-uniform heating, and for the rod bundle - also radial non-uniform heating.

The correlation is verified in tube geometries on more than 9500 CHF data
and in rod bundle geometries on more than 14790 data, representative for both
triangular and square rod bundle geometries. For internally heated concentric
annuli 713 experimental data of the same pressure were available.

The correlation is applicable for thermal hydraulic analysis purposes,
for tubes and water cooled rod bundles representing both typical pressurized
water reactor of boiling water reactor and high conversion pressure water
reactor geometries.
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NOMENCLATURE

!

A = flow area of (sub-) channel, i.e. tube or annulus or rod bundle>

subchannel (m*)
~

CHF = Critical Heat Flux

j CHFR = Critical Heat Flux Ratio
D = rod diameter (m)

] d = equivalent diameter of (sub-) channel (m)
2

.G = mass flux (kg/m 3)

F = rod bundle factor: F = 1 or is defined by user - value depends on
rod bundle grid and 'the mixing model used in subchannel code'

i h = latent heat of vaporization (MJ/kg)
i f9

| k, = peak to axial average heat flux ratio

k, = maximum to radial average rod power ratioi

L = heated length (m)

n = number of experimental points

P, = reduced pressure, ratio of pressure to critical pressure1

'
p = pressure (MPa)

= local heat flux (MW/m*)q
'

q, = predicted CHF (MW/m')

= measured CHF (MW/m*): q,
R = statistical random variable representing CHFR, i.e. the predicted

,

CHF to measured CHF ratio ,

5 = mean of variable R
= perimeter adjacent to v. subchannel (m) )1 r

S = root mean square of the variable R.

3

S, = standard deviation of the variable R

1 S, = root mean square of the variable Y
y

I S = standard deviation of the variable R when rod bundle factors F
determined for test sections are used in the statistical evaluation''

of correlation

T, = factor of the axial heat flux shape
,

T = factor of the radial heat flux distribution
r

t = pitch to rod diameter ratio

x = local quality

x, = inlet quality

.Y = ( y,- y, ) / L
'
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i = mean of variable Y [
I

y = distance from the channel inlet to the predicted CHF point (m)

y, = CHF predicted axial coordinate (m)

y, = CHF experimentally determined axial coordinate (m)
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ABSTRACT

A non-linear one-group s) ace-dependent neutronic model for a finite one-dimensional core
is coupled with a simple 3WR feed-back model. In agreement with results obtained by the
authors who originally developed the point-kinetics version of this model, we shall show
numerically that stochastic reactivity excitations may result in limit-cycles and eventually
in a chaotic behaviour, depending on the magnitude of the feed-back coefficient K. In the
framework of this simple space-dependent model, the effect of the non-linearities on the
different spatial harmonics is studied and the importance of the space-dependent effects is
exemplified and assessed in terms of the importance of the higher harmonics. It is shown that
under cenain conditions, when the limit-cycle-type develop, the neutron spectra may exhibit
strong space-dependent effects. j

1. INTRODUCTION
;

In the fields of rector physics and thermohydraulics, non linearities and their effect on the
behaviour and stability of nuclear reactors have acquired great imponance during the last
decade. Though, the problem of the effect of random parametric excitations on the stability
of early BWRs and in panicular, on the observed random bursts (large-amplitude fluctuations !

which could cause a reactor scram) has attracted the attention of a number of workers in the
field as earl as 1961 [1 - 3] and is still a subject of interest under study by a number of j
researchers 4 - 6].

A simple phenomenological non-linear reduced-order dynamical BWR model was developed
and reported in a series of works [7 - 9]. This model was based on point-kinetics neutronics
and predicted stable limit-cycles for BWRs above a cenain value of the void-feedback reac- ,

|
tivity coefficient (bifurcation parameter) K and the appearance of higher harmonics of the
resonance associated with the void reactivity feed-back m the neutronic Auto-Power Spectral
Densities (APSDs). It also predicted the transition to chaos above a certain value of the feed-
back coefficient. The measurements at the Swedish BWR plant Forsmark during limit-cycle
oscillations [10] have confirmed the appearance of these higher harmonics in the neutronic
APSDs. Similar (but more complicated) results are to be found in Ref 11 (see also Ref.12)
in which measurements of Decay Rations (DRs) a the Ringhals-1 Swedish BWR plant were
presented. In these measurements, while at some radial position in the core there was only
one resonance appearing in the neutron spectrum, in other positions there were two [13),
indicating the existence of strong space-dependent effects and regional oscillations different

,

'

1
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DR's. These strong space-dependent effects were due to the way that the control rods and
fuel boxes were radially distributed in the core [12,14], resulting in a double-hump radial
power profile. Due to this, the two radial segments behaved like a " loosely coupled core",
with the first higher flux harmonic in the transient neutronic equations (which reflects such
an azimuthal shape) being excited by the particular " double-hump" radial power distribution
in the core. Recently [15], a theoretical study on the problem of out-of-phase core oscilla-
tions has also been reported. In general, measurements in different BWRs during limit cycle
oscillations have shown that whi e some times the whole core oscillates "in-phase", there are
cases in which this is not the case (Parmegiani et al.,1984) and the oscillations are 180*
out-of-phase. This will certainly depend on the static radial flux shape which in turn will
deternune which one of the azimuthal harmonics will dominate. Consequently, ([11], one
cannot always associate a unique DR to the system, but rather there are different local DR's.

In this work, we shall extend the model of Ref. 7 - 9 by including explicit space-dependent
neutronics, but only giving a simple "ad hoc" phenomenological space dependence to the
other equations of the model (eg avoiding any direct modeling of the axial dependence of
the transport of the coolant). After writing down the non-linear space-dependent neutron
kinetics modified one-group diffusion equation for a homogeneous core which is finite in i
the x- direction, we shall assume that the system is stochastically excited by a distributed '

;

random source. We shall then separate the independent variables into their deterministic
and fluctuating parts and expand their space-dependent fluctuating components (both of the
independent variables and of the s pace-dependent random source) in a series of time-dependent
coefficients and orthogonal spatiaJ eigenfunctions of the Helmholtz equation [3]. The resulting
infinite set (due to the coupling of each harmonic to all other harmonics) of non-linear
equations for the time-dependent coefficients we shall solve numerically after truncating them
at a certain harmonic. Finally, the complete space-dependent solution (up to the n* spatial ,

harmonic considered) is constructed, from which one can compute the APSDs, CPSDs or ;
!

assess the importance of the different spatial harmonics. In particular, we shall show that
depending on the assumptions made about the magnitude of the different harmonics of the

'

feed-back coefficients and the random excitation source, when the limit-cycle-type oscillations
develop, there may be 180 out-of-phase neutronic oscillations in the two halves of the core
and also, strong spatial dependence of the neutronic APSDs. In this work, we shall not
investigate the actual hydraulic mechanism which is responsible for inducing the instabilities i

and the power oscillations; instead, we shall assume the simple reactivity feed-back (with
a simple space-dependence) as formulated in Ref. 7 - 9. A more in-depth analysis of this
problem and a subsequent association of model parameters with reactor parameters would be ;

a worth-while task.

2. THE COUPLED NEUTRONICS-THERMOHYDRAULICS MODEL

We shall first write down the equations of the model of Ref. 7 - 9. Though, in contrast
to the point-kinetics approach followed by these authors, we shall assume one-group space-
dependent neutmnics m the diffusion approximation and a spatially finite and homogeneous
core (we shall perform the calculations only for the one-dimensional case) in which the random
perturbations are spatially smeared. Then, the neutronic and the coupled thermo-hydraulic
equations can readily be written for the general case; we shall have the following system of
non-linear differential equations

V N(r,t) + (p(r,t) - #) N(r,t) + AC(r,t), (2.la)
ON(r,t) M2 2=

lat I
SC(r,t) N(r,t)$ - AC(r,t), (2.lb)=

Ot i
ST(r,t) K [N(r,t) + a(f(r,t)] - a3T(r, t), (2.lc)=

gf
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O*P(r,t) Sp(r,t)
ai p(r, t) = T(r, t). (2 ld)

Ota at
Equation (2.id) above is derived by utilizing' the void propagation equation for void fluctu-
ations with the fluctuations in the coolant heat absorption rate 6Q(2,t) as the source (this
equations results after linearizing the mixture mass and energy contmusty equations)

,

66a(z,t) 66a(z, t) _ 6Q(z,t)
at Dz ho

(where the void propagation velocity % and ho are functions of the phasic enthalpies and
densities), Laplace transforming the equation, solving it, expressing the reactivity fluctuations
in terms of the void fluctuations by integrating over the core height and taking the inverse
Laplace transform, after approximating an exponential. In doing this, separability of the
Auctuations of the heat transferred to the coolant in space (in the axial direction) and time
is assumed i.e. point kinetics. An equation similar to (2.ld) was used as early as 1961 by
Akcasu [1] (see also Ref 3), who studied the origin oflarge-amplitude fluctuations (random
power bursts) which weir randomly occurring in the early BWRs. Notice that apart from the
neutronic equations for which we have explicitly used the modified one-group space-dependent
model, we have assumed for the thermohydraulic (and reactivity) equations a " naive" straight-
forward space-dependent extension of the corresponding equations of the model of Ref. 7 -
9. In eqs (2.la) - (2.1d), M2 , I, A and # are the migration area, the prompt neutron life
time, the delayed neutron time constant and the delayed neutron fraction, respectively. K
is the adjustable feed-back coefficient, f(r,t) is a Gaussian noise (not necessarily white) by
which we shall excite the dynamical system parametrically, a is the standard deviation and
( is, for the time being, a constant which we shall later set equal to either 0 or 1, in order
to assess the importance of the different axial harmonics to the final result. ai and a2 are
constants related to some thermohydraulic parameters in the core [7 - 9]; in principle, one
could actually generalize this and assume that they are also random functions, consisting of
an average and a fluctuating part ( ag(t) = a; + 6a;(t) ) [1,3]. In general, one can assume
that ((r,f) satisfies a random differential equation of the form

df(r, t)
- bf(r,t) + a.te(r,t) (2.1f)=

g,

where b is a constant, o, is the standard deviation, and tv(r,t) is a temporally white noise
which, similarly to f(r,t), can be ex panded in an infinite series of orthogonal spatial eigen-
functions multiplied by temporally white random coefficients. In this work, we shall assume
that f(r,t) itself is temporally white. We shall now proceed and separate all variables in eqs
(2.la)- (2.id) into their steady-state and fluctuating components, but we shall keep the second-
order non-linear term in the prompt neutron equation. The neutronic equations for example
can be written by separating N(r,t), C(r,t) and p(r,t)into averaged and fluctuating parts
[3], but avoiding any linearization of the resulting equations. After some straight-forward
algebra, it can readily be shown that eq. (2.la) can be written as

|

|

66n(r, t) M2 V 6n(r,t) + y2 V N(r) + (pg _ g) N(r)2 2=
gf 7 , 7

(6p(r,t) - #) 6n(r,t) + 6p(r,t) N(r) + A6c(r,t), (2.2)+
7 7

| where now
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1

6n(r,t) = N(r,t) - N(r), (2.3a)

6c(r,t) = C(r,t) - C(r), (2.3b)

6p(r,t) = p(r,t) - po (2.3c)

and N(r), C(r) and go are the corresponding steady-state values.

Finally, if one notices that N(r) satisfies the steady-state equation, eq. (2.2) simplifies to'

06n(r,t) M2 (6p(r,t) - s) g2g
Ot i I

'#+ N(r) + A6c(r,t), (2.4)'

|
.

It can readily be shown that eq). (2.4) above together with eqs. (2.lb) - (2.1d) (after alsoand re-writing eq. (2.id) as two first-order
d

differential eqaations) can be written in th(e fo)llowing formT(r + 6T r, tassuming that T(r,t) =

'' # } 2= Mgj(V ,r,t) 6Yj(r,t);

/ )
66 + (K ( fg(r,t)) 6,3 (2.5a)' 6Y (r,t) 6Yj(r,t)+ 1 4

| 4

( /'

i

where M j(V2, r, t) is a 5XS matrix, Y;(r, t) is a (column) vector with componentsi
|

Yg(r,t) = (6n(r,f), 6c(r, f), 6T(r,t),d6p(r,f) / dt, 6p(r,f)) (2.5b) !

.i and 6,j is equal to 0 ifi / j and 1 otherwise. Eq. (2.5a) above is a non linear space-dependent
Langevin's equation [3]. The second term on the RHS of the above matrix equation is the"

non-linear term which we shall retain (and which is ignored in the linearized approach as
being of second-order), while the third term is the random source function.

We shall now expand the vector 6Yg(r,t) the source f(r,t), and each term in the product ;

(6Yg(r,t) 6Yj(r,t)) (which in fact is (6p(r,t) 6n(r,t))) in a series of eigenfunctions of the i

Helmholtz equation; neglecting for notational convenience the subscript "i" we shall have

V N (r) + B N (r) = 0 (2.6a)2 2

satisfying |

[ dr N (r) N,(r) = 6,, (2.6b)y

2657



where 6 ,, is the Kronecker delta, in the following way:y

paoo

6Y(r,t) = { ' Y (t) N (r), (2.7a)y y

ymi

and

pxOo

((f(r,t)) = { (, fy(t) N (r). (2.7b)y
y=1

where now we shall assume that (, is either 1 or 0. For the sake of simplicity, we shall assume
orthogonal rectangular coordinates and for computational convenience, we shall assume that
the core is finite only in the x-direction; hence,

/2) kr
N(x)= sin (Ba,z) (Bi., = H ' "") (5 "

' '

and B2,, is the geometrical buckling in the x-direction. Notice that we could have easily
assumed that the core is cylindrical (which would have been a much better approximation
with more realistic space-dependent effects, as well as preserving the radial two-dimensionality
of the problem); though, we tried to simplify the problem by avoiding dealing with Bessel
functions, hence keeping the algebra as simple as possible. We shall now msert the eqs
(2.7a), (2.7b) and (2.8) into eq (2.4) multiply both sides by N'(z) (which is the adjoint; in
the one-group case, it is identical to the normal one) and integrate from 0 to H (we denote by
H the core " length" in the x-direction); the equation (s) satisfied by the expansion coefficients
n (f) of the fluctuations 6n(x,t) for the n" harmonic will beo

M2dng(t)
~ l

,

" ' "" (N" ' '
dt ,

**" """4
+ #*(') ""(#) (" i * ' ")lH2 ==i n-i-

1

# 4 """

- 7 ng(t) + lH2 hx P"(t)I(n' ; 1, n),

| + Acs(t) (2.9a)
:

and the " tensor" Ism, is defined by.

:
*

,1

Ig , = I(n' ; m , n) I
rH

= f dx Nm(z) N,,(z)Ns(z). (2.9b)
!

!
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. It can madily be shown after some straight-forward algebra that with the simple assumption
cf sinusoidal harmonics t.s defintd above, we shall have

I(n' ; m , n) = Ig,,,, =

i H /cos(m + n - n')r - I cos(m - n + n')r - 1
_4r q m + n - n' m - n + n'

J

cos(m + n + n')r - 1 cos(m - n - n')r - 1)
1 (2.10)- -

m - n - n' )m + n + n'>

:

Eq. (2.9) constitutes in fact an infinite number of non-linear equations for the time-dependent;
coefficients ns(t). This infinite hierarchy of ec uations for the time-dependent coefficients is;

typical for non-imear problems, but also for pro >lems with feed-back in which each harmonic'

is coupled to all the other harmonics. Hence, we cannot completely neglect the cross-couplings
^

between the harmonics, since if we were to do this, we would probably be neglecting important;

non-linearities. As an example, for n' 1, if we only keep the first three harmonics, we=i

j shall explicitly have ;

.

h

M3 9dni(t)
~ l '' '' ~ 7"'" + '

dt
41

32i(PiM("iWIn2 + n2(Wu2 + n3Wns)! + -

'
i23 + n2(t)l:22 + n3(t)I123)+ P2(t) (ni(t)I

i )
i + P3(t) (ni(t)l:33 + n2(t)l:32 + n3(t)Ii33) ,

/
;"

4 / \
+ Pi(Win + P2(t)ln2 + P3@Iu3 M a) ;^

g2; )
4

:

with similar equations for n2(t) and n3(t), while for the other equations (n = 1,2,3),

dc,,(t) #
! dt I"" ~

" '*

dTo(t)
! * K'' (""(t) + 4fn(t)] - a3T,i(t), (2.11c)

dt

Y "2 + '#"(f) = T,,(t). (2.11d)
"

! d dt

In writing down the above ec|uations, we have assumed that the feed-back coefficient K is
'

in fact diffemnt for different harmonics. Within the framework of our simple homogeneous'

model, it is not easy to justify this assumption. Though,we shall see in due course that
this is a basic requirement for predicting strong space-dependent neutronic APSDs from the

s

model. The system of non-linear neutronic and " hydraulic" differential equations for the'

time-dependent coefficients can be solved efficiently by one of the IMSL ordmary non-linear
differential equations solvers based on the Runge-Kutta or Gear methods (eq. (2.11d) must

4
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first be written as two first-order differential equations). Subsequently, the time-dependent
coefficients are substituted back into eqs. (2.7a), and the space-dependent solution is obtained.
Though, since a large number of points is needed when the spectral functions are calculated,
the running time increases dramatically as the number of harmonics increases, since clearly,

Sthe number of equations to be solved if one wants to keep up to and including the N
harmonic will be 5N. Concluding this section, we should say that a very important problem
which we shall not tackle in this work is the establishment of rigorous convergence criteria for
the " infinite" sums above and hence, the minimum number of harmonics one should retain to
achieve convergence. Due to the non-linearities of the problem, this is not a straight-forward
task. Instead, in this work, we shall follow a "non-rigorous" approach and try, for one
particular case, to get a feeling of the differences between the model predictions, depending
on the number of spatial harmonics retained in the series expansions.

3. NUMERICAL EXAMPLES

In this section, we shall evaluate the model numerically and try to assess the importance of the
different spatial harmonics to the final results. Additionally, we shall show that under certain
conditions, the model can predict strong space-dependent effects, which manifest themselves
in the neutronic APSDs [11,12].

We shall assume that the core is finite in the x-direction and that its " length" is given by
H = 2.8 m. The nuclear constants which we shall use in the neutronic equations will be
typical for a BWR [7] and are given by B = 0.0056, A = 0.08 s-1, l = 4.510-5 s and
M2 20.0050 m . The coefficients ai, a2 and a3 in the thermohydraulic equations were also=

6.8166, a3 = 2.2494 andtaken from the aforementioned reference and are given by ai =

1, while we shall keep0.2325. Finally, we shall assume that (i = 0 and (2 = (3a3 = =

the feed-back coefficients K, as open parameters and, as we have already men'ioned before,
we shall assume that generally, are different for different spatial harmonics. By choosing
these values for the factors (n's multiplying the expansion coefficients of the random spatially
distributed sources (cf. eq. (2.7b)) we have completely suppressed the contribution from the
fundamental spatial mode of the random source. We shall see in due course that although this
is necessary for the appearance of space-dependent effects, it leads to a divergent solution
some time after the appearance oflimit-cycle-type oscillations. Similarly, in the present work,
in order to magnify the contribution from the second spatial harmonic, we shall assume that
K is always much higher than the other K,'s. Finally, we shall assume that there are three2

neutron detectors are located at x = 0.7 m, x =- 1.4 m and r = 1.85 m, and a temporally
white noise source excites the system parametrically, with a 0.001. Other non-white=

sources have been considered (cf eq. (2.1le)) and the final results do, to some extent, depend
on it. In this work, we shall not elaborate further on this point. The system of differential
equations (2.9a), (~2.11b - c) was solved by an IMSL ordinary non-linear differential equations
solver based on the Runge-Kutta-Verner fifth-order method; the white noise-source fo(t) in
eq. (2.lle) was generated also by an IMSL routine.

In Fig.1, we show the predicted neutronic responses (A) and APSDs (B) (also computed by an
IMSL routine from the signals generated by the solution of the system of non-linear different.ial
equations), respectively, at x = 0.7 m,7 = 1.4 m and r = 1.85 m after the limit-cycle-
type oscillations are initiated. For all the calculations,2000 neutronic " measurement" points
were used from the solution of the non-linear differential equations at intervals of 0.1 s and
the spectra were evaluated by utilizing the predicted neutronic fluctuations between t = 200 s
and t = 400 s. In these calculations, three spatial harmonics were originally considered (ie
a system of 15 simultaneous non-linear differential equations was solved), and K 2.65,=2K K 0.72, (i 0,(2 (3 1 was assumed. Clearly, one can see= = =i =3 =

that under the aforementioned assumptions, the neutronic response at x 1.4 m exhibits=

a double-frequency behaviour when compared to the neutronic response at x 0.7 m ,=

and that this is clearly reflected on the computed neutronic APSDs: At x 0.7 m, the=
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APSD exhibits two resonances at approximately 0.433 and 0.865 Hz, respectively, with the
resonance at 0.46 being the dominant one, while at x = 1.4 m, the APSD exhibits only one
resonance at 0.865 Hz. The appearance of these multiple resonances when the limit-cycle
oscillations develop was first predicted in Ref. 7 - 9 who used the point-kinetics neutronic
model, and has since been verified by measurements [10]. In the same figure, one can see
that although the APSD at x = 1.85 m is almost identical to the APSD at x = 0.7 m, the
neutronic response is 180* out-of-phase with respect to the one at x = 0.7 m. The reason
for this is clear: Due to the assumed dominance of the first higher harmonic, the neutronic
responses in the two different sides of the core will be out-of-phase. In Fig. 2, we show the

. predicted Cross-Power Spectral Density (CPSD) (A) and phase (B) between x = 0.7 m and
z = 1.4 m, also computed in the same way. The two neutronic APSDs at the two different
locations are different and exhibit a strong space-dependence; though, these differences are
extremely sensitive and are strongly dependent on the assumed values of Ko's and (o's. As '

an example of this, we show in Fig. 3 the computed neutronic responses (A) and APSDs j

2.65, Ki Ka 0.77. !(B) at the same spatial locations as above, but with K = ==2

If one compares the APSDs with the ones shown in Fig. 1, the APSD at z 1.4 m |=

0.7 m the APSD is almost identical to jexhibit now a second peak while again, at x =

1.85 m. Furthermore, one can clearly see in the same figure that whilethe one at x =
1.4 m also exhibits this second frequency, in this case, thethe neutronic response at x =

neutronic oscillations consist of a superposition of two signals with different amplitudes. At
1.85 m, the neutronic signals are also 180 out-of-phase with respect to the ones atx =

z = 0.7 m. Finally, we show in Fig. 4 the trajectories in the n(t)- T(t) plane at x = 0.7 m ;

(A) and z = 1.4 m (B), respectively. One can clearly see the different behaviour of these
trajectories at the two different spatial positions. Clearly, full limit-cycle oscillations have
not yet been established within the time period of 400 s considered in this work, as can also ,

be seen from the predicted neutronic signals whose amplitude is still increasing.
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In order to try to assess the sensitivity of the series expansions used in this work to the number
of spatial harmonics retained, we show in Fig. 5 and 6 the predicted neutronic responses (A)
and APSDs (B) at locations z = 0.7 m, x = 1.4 m and z = 1.85 m by retaining 4 and
5 harmonics, respectively (solving 21 and 26 non-linear differential equations, respectively)
with K = 2.65, K = 0.77,(n = 1, .. 5), and with the same values For ( 's (a case similar

i

to the one shown in Fig. 3). If one compares the APSDs shown in these figures with the
corresponding APSDs of the case depicted in Fig. 3 (in which only 3 spatial harmonics were
retained in the analysis), one can see that their general shapes are very similar, although for the
case in which 4 spatial harmonics were retained (Fig. 5), they have started developing rather
pronounced resonances at integral multiples of the fundamental resonance of the system (as
predicted also by the point-model [7]). For both cases, the neutronic responses at x = 1.85 m
are also 180* out-of-phase with respect to the ones at z = 0.7 m while at x = 1.40 m,
they exhibit a double-frequency, consistent with the frequency of the dominant resonances in
the corresponding APSDs. In general, if one looks at at Figs. 3 and 5 - 6, one can say that
at least for this particular case, the model predictions are relatively insensitive to the number
of spatial harmonics retained; though, our argument is qualitative and this conclusion is by
no means one of general validity since we only demonstrated it for a particular case.

Finally, in Fig. 7, we show the Auto-Correlation functions (ACCF(t)) at x = 0.7 m and
z = 1.4 m for the same case depicted in figures 3 - 5, computed by retaining 3 (A) and 5
(B) harmonics. Notice that for our case, at x = 1.4m, the ACFs exhibit a double-frequency;

' the DRs are estimated in Fig. 7(A) to be 0.96 and 0.935, while in Fig. 7(B) are estimated
0.95 and 0.914, respectively. Hence, there is a small difference between the DRS of the two
oscillation modes (and this can be seen directly from the figures) which, at least in our case,
increases when the number of harmonics retained in the calculations increases. Generally, in
our model, the mode associated with the second resonance in the spectrum is a little more

i

stable than the one associated with the first.
;

Before concluding this section, we should elaborate on a problem which cannot be easily
realized from the results presented until now. As it is well known [7-9), if only the fun-
damental spatial mode is retained in the series expansions (equivalent to point-model), the
system develops typical limit-cycle oscillations after some time greater then 400 s. Though,
within the framework of our model and with the particular assumptions made about the saatial
distibution of the random sources and the values assumed for the (o ( cf. eq. (2.7b)), tais is
not the case if higher harmonics are retained. In this case, the " limit-cycle-type" oscillations
shown in the previous figures start growing without bound (as can be seen both from the
neutronic signals and the trajectories on the n(t) - T(t) plane which diverge) and after some
time, the numerical solution scheme breaks-down. Analysis of the same cases by assuming
that the only spatial mode of the random source f(x,t) in eq. (2.lc) is the fundamental (ie
assuming that (i = 1 and all other (o are equal to 0) did not exhibit this behaviour. In Fig.
8, we show the neutronic signals (A) and APSDs (B) for a case in which 3 spatial harmonics
are retained, at the spatial locations zi = 0.7 m, x2 = 1.4 m and z3 = 1.85 m, but with
(i (s = 0, and with K2 = 3.0 and K1,(2 K3 = 0.78. In Fig. 9, we== =i
show the trajectories on the n(t) - T(t) (A) and p(t) - T(t) (B) planes at zi = 0.7 m. For
this case, the transient was run until 2000 e and the limit-cycle oscillations were established
at approximately 630 s. The trajectories shown in Fig. 9 are plotted from t = 400 s until
t = 2000 e and after t = 630 s, they converge to a limit-cycle. One can now see that

| although all three APSDs are almost identical and the neutronic signals at zi = 0.7 m and
'

1.4 m are in phase, the neutronic signals at z 1.85 m are 180* out-of-phase.x2 = a =
| Similarly, one can see from Fig. 9 that limit-cylce oscillations have developed. Clearly, the

solution now remains bounded, but although the neutronic signals exhibit space-dependence,
'

the APSDs do not exhibit the strong space-dependence shown in the previous cases. Hence,
we conclude that the reason of the pathological divergent behaviour is the assumed form of

,

the spatial distribution of the random source.

.
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4, CONCLUSIONS

By employing the model developed by March-Leuba et al. ([7] - [9]) but with space dependent
neutromes and assumed uniformly distributed stochastic penurbations, similarly to the con-
clusions reached in these works, we showed that for a fmite (in the x-direction) BWR core
excited by small inherent stochastic penurbations, the magnitude of the feed-back coefficient
will determine the stability of the system and the subsequent bifurcations and d:velopment
of limit-cycle-type oscillations; in the point-model, this will lead to a transition to a chaotic
behaviour which will occur above a cenain value of the feed-back coefficient K [7 - 9].
Additionally, we showed that within the framework of our model, under cenain conditions
which include the dominance of the higher spatial harmonics of the stochastic source as well
as a feed-back coefficient associated with the first higher spatial harmonic which is higher than
the one associated with the other harmonics, the model can predict strong space-dependent
effects which, when the limit-cycle-type oscillations develop, manifest themselves by the ap-
pearance of resonances in the neutronic APSD whose frequency depends on the position m
the core. These effects are manifesting themselves only over a relatively narrow band of
values of the feed-back coefficient (s) K and outside this band, they almost disappear. On
the other hand, if one assumes that all the Ko's are the same and that all (o's tre equal to 1,
no significant space-dependent effects can be seen. With the aforementioned special spatial i

distribution of the random sources from which the first spatial mode is missing (a neces- i

sary assumption for exciting space-degndent effects), limit-cycle-type oscillations do appear ,

above cenain values of the feed-back coefficients K,'s but after some time, the solution
suddenly diverges. The typical limit-cycle oscillations appear only if one assumes that the
random source is spatially distributed proponionally to the sinusoidal static fh.x (ie assuming
that f(z,f) = f(t)sinBz). For this case, there are still significant space-dependent effects
and out-of-phase neutronic fluctuations; though, there is no strong space-dependence of the
APSDs as in the previous cases.

As far as the convergence of the model is concemed, for one panicular case, we showed that
the model predictions are converging, and are not so strongly dependent oa the number of
harmonics retained. This we showed in a heuristic and non-rigorous fash'.on, by retaining 1

'

different number of harmonics. Finally, due to the one-dimensional character of the model, in
Ithis work, we could not investigate the imponance of the axial harmonics on the predictions.

Concluding, we should say that the simple analytical model developed in this work shows
that under certain conditions, strong space-dependent effects can become imponant during
limit-cycle-type oscillations of a BWR. Clearly, a more detailed analysis of this problem may
reveal that other effects of thermohydraulic origin are also imponant for e(plaining observed
space-dependent effects; hence, we consider the value of this model more didactical and
qualitative than predictive and quantitative, and should not be considered as a substitute for
detailed calculations with a suitable code like RAMONA.
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ANALYSIS OF THE RETURN TO POWER SCENARIO
FOLLOWING A LBLOCA IN A PWR
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ABSTRACT

The risk of reactivity actidents has been considered am important safety issue since the beginning of the nuclear

power industry. In particular, several events leadmg to such scenariosfor PWR's have been recognited and studned to
assess the potentud rssk offuel damage. The present paper analyzes sme such event: the possible return to power during'

the refloodmg pha efullowing a LBLOCA.
TRAC-PFI/ MOD 2 coupled with a three-dsmensional neutronic model of the core based on the Nadal Expansicm

Method INEM) was used to perform the analysis. The system computer model cemrains a decaded representation of a

complete rypscal 4-knop PWR. Thus, the simulation can follow complex system mteractions during refloodmg. which may

unfluence the neutronicsfeedback in the core.
Analyses were made with core models based em cross sections generated by LEOPARD. A standard and a

potentially more hmitmg case, with increased pssssurt er and accumulator inventartes. were run. In both simulations, the
reactor reaches a stable state after the refloodmg is completed. The lower core region. filled with cold water. generates

enough power to boilpart of the incoming hquid. thus preventmg the core average liquidfraction from reaching a value
high enough to cause a return to power. At the same time, the meusflow rate through the core is adequate to maintain the
rod temperature well below the fuel damage hmit.

work and analysis' described in that paper used a

1. Introduction similar plant model, but two major differences were ,

introduced: no SCRAM was simulated and a full |

Several events leading to reactivity accidents in three-dimensional neutronic core model replaced the |
'

PWRs have been recognized and studied to assess the classic point-kinetics model. The close thermal-

potential risk of fuel damage. In most of such events, hydraulic and neutronic coupling allowed a refined

the injection of cold water with low boron content study of the core power evolution as the transient
'

into the core inserts a large positive reactivity. Thus, progressed, and could predict a return to a critical

depending on the thennal-hydraulic conditions during state, should it occur during the reflooding phase.

the injection, there exists the potential for a return to Tyler's original work included the standard
criticality, which could lead to a dangerous power " conservative" assumption of minimum pressurizer

excursion and severe fuel damage. and accumulator inventory. That calculation also

Some studies have been performed to analyze included the further conservative assumption that no i

reactivity accidents during local dilution transients' boron entered with the ECCS flow. Since recriticality

and SBLOCAs . These analyses have identified the in this case depends on the amount of liquid2

necessity of detailed three-dimen:;ional thermal- reentering the core, we have reversed the original

hydraulic and a three-dimensional neutronic core minimum inventory assumption to study the j
<

models to better describe the transient evolutions. A consequences of maximum pressurizer and j

first step in this direction has been taken with an uccumulator initial inventories. This paper first '

analysis of a LBLOCA without SCRAM using presents the system model together with the !

TRAC-PFl/ MOD 2, coupled to a 3D transient kinetics assumptions involved in its development, especially in |

model'. That study was an extension of LBLOCA the neutronics modeling. Then the computational j
'

analyses made by Los Alamos" using a modified process is described and the results of the steady state

version of TRAC-PFl/ MOD 2v53. In the LANL presented. Finally, a description of the transient is

studies, a reactor SCRAM was assumed, and the followed by the. computational results and the
.

potential for recriticality was thus averted. Tyler's conclusions. |L
\

. I

I
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2.2. Neutronic Core Model
2. Computer Model Description The core contains 19315x15 fuel assemblies with

three different enrichments: 65 of 2.2 w/o (weight
2.1. Thermal-hydraulic Modd percentage), 64 of 2.7 w/o and 64 of 3.2 w/o. The
ne thermal-hydraulic plant model used in this model is completed by 64 water reflector assemblies

study was developed as part of the international safety surrounding the fuel region.
research effort known as the 2D/3D Refill /Reflood The power evolution during the transient is
Program. The model describes a typical US/ Japan computed by a two group three-dimensional neutron
PWR with four loops and contains 949 fluid cells. kinetics core model. The TRAC-PFl/ MOD 2 version
The nitrogen in the accumulators was allowed to used in this study contains a full three-dimensional
penetrate into the system and modeled by TRAC with neutronics module developed by Bandini* based on
an additional mass transport equation. Therefore, its the Nodal Expansion Method (NEM)' capable of
effect on condensation rates within the primary side handling both steady state and transient situations with
components is taken into account. several energy groups. This method was shown to

The four loops of the primary side are identical, provide accurate results for a variety of benclunark
except for the cold leg of the loop 3, where the 200% problems".
guillotine break occurs between the cold leg nozzle The coupling between the neutronic and the
and the ECCS injection point. The containment thermal-hydraulic core is described in detail by Tyler'.
backpressure is simulated by breaks whose pressure Each Cartesian neutronic node is mapped onto one
histories depend on a pressure vs. time table. From an thermal-hydraulic node according to its location in the
initial atmospheric pressure (0.1 MPa), the core. He first coupling stage takes place at the end of
containment pressure reaches a peak of 0.341 MPa at the thermal-hydraulic solution for a given time step.
25.0 seconds, finally dropping to 0.242 MPa at 300 Values of fuel temperature and moderator density are
seconds, assigned to each neutronic node according to the

The vessel component was divided into 544 mapping described above. These values are used to
i hydrodynamic cells representing 17 axial levels, 4 compute the neutronic parameters for the neutronic
i radial rings and 8 azimuthal sectors. Most of the node. De three-dimensional neutronic solution is then

vessel intemals were included in the model. Leakage calculated and the relative power level for each
paths between the hot leg nozzles and core barrel neutronic node obtained. Since the number of
nozzles were also included. The core region within neutronic nodes is usually much larger than that of
the vessel is contained in the inner two rings and thermal-hydraulic ones, each thermal-hydraulic node
between axial levels five to nine, can receive power from several neutronic nodes

he balance of plant was simulated by feedwater mapped onto it. In the second coupling stage, the sum
FILLS and steam outlet BREAKS attached to the of all these powers results in the total power being
steam generator's secondary sides, with appropriate transferred to the coolant, through the fuel rods, to
values for the boundary conditions. each thermal-hydraulic node. The power coupling

he differences between the base study and the yields an axial power shape determined by the three-
modified run with higher primary inventory can be dimensional neutronic calculation. The power is then
found in the initial pressurizer's and accumulators' used as input to evaluate the new thermal-hydraulic
inventories. According to the minimum requirement solution the next time step. It is important to note that
by technical specifications in a PWR, the pressurizer the solution procedures for each problem, neutronic
in the standard run had the water level set to 2.7 m and thermal-hydraulic, are independent from each
(13.53 m' of liquid), whereas in the modified case other once the needed information has been
this volume was increased to 30.58 m'(60% of total transferred during the two coupling stages described
pressurizer's volume). The standard accumulator's above for each time step. Such procedure allows for
inventory of 14.15 m' per unit was also increased in different geometries to be used when solving each
the modified run to 27.90 m' according to the problem. Special care was put into selecting a core
minimum acceptable gas volume of 10.3 m'. It was neutronic noding scheme that, once mapped onto the
expected that an increase in the primary water thermal-hydraulic model, resulted in a symmetrical
inventory would result in a larger final core liquid steady state power mapping consistent with the core
content, thus increasing the potential for recriticality. power distribution of a typical PWR (see Tyler').
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each neutronic node to the total neutron population in

3. Calculation Procedure the core. Therefore, this description is able to account
for the much greater influence that nodes coupled

3.1. Cross Section Calculation with low void fraction cells will have in the overall
ne original polynomial fitting procedure used by core neutronic behavior, as compared to those nodes

Bandini's NEM implementation to compute the cross coupled to high void fraction regions.
sections and diffusion coefficients proved to lack the The LEOPARD runs depleted the fuel down to

robustness required to handle tl~ rigors of LBLOCA Xe equilibrium conditions with a soluble boron
and post-LOCA conditions in the core. In order to equilibrium concentration of 780 ppm.
solve this problem, an interpolatory method based in ne core model represented a first load core with
cross section tables was devised and implemented. burnable poison rods in some of the fuel assemblies.
De tables cover the widest range of core conditions LEOPARD cannot include discrete highly absorbing

expected after a LBLOCA, and only two independent rods into the fuel assembly model it uses. To
variables were chosen to model the two most overcome this problem, the effect of the burnable
important reactivity feedback mechanisms expected to poison rods was accounted for by including an
control the neutronic behavior in a post-LBLOCA equivalent boron volume fraction in the clad region
environment: 1.e. the fuel temperature, responsible for that would yield the same number density as that in

the Doppler feedback, and the moderator der,n.y the actual burnable poison rods for the corresponding

(water temperature and void fraction included), which fuel assembly. This value was further modified by a
determines the moderation efficiency, thus controlling factor which decreased the boron concentration to
the neutron spectrum surrounding the fuel elements. simulate the self-shielding effect on the neutron flux

The detailed three-dimensional core model requires that a highly absorbing material produces. The same

the appropriate consideration of this effect since the value was used for all fuel assemblies. The final value

likely process leading to recriticality is based on the for this parameter was obtained by running several

high density moderator flowing up into a rather dry TRAC steady-state runs based on cross section tables

post blowdown core. Nodes located in different parts generated with different self-shielding factors until K,,
of the core, even at the same axial level, can be was close enough to one.

surrounded by different void fractions, thus presenting The homogenization of the burnable poison rods

a different neutronic behavior. Dependence on boron is a conservative as,umption from the point of view
concentration was not included because only the base of the maximum clad and fuel temperature reached by

operating concentration (780 ppm) is permitted during the fuel rods. De burnable poison rods are located in

the calculation as a conservative assumption. the mid-core and in the highest enrichment fuel
ne fuel temperature range spanned from 450 K assemblies he homogenization process reduces the

(350 'F) to 2033 K (3200 'F) and the moderator boron poison concentration in these assemblies, which

density covered void fractions from 0.0 to 0.6 at 572 results in a higher assembly power peak being
K (570.1 'F) (operating temperature) and 0.0 at 378 predicted than if the poison were heterogeneously
K (220.0 'F) (expected reflooding temperature). It is distributed. The power that those assemblies transfer

important to note that in case of a LBLOCA, the core to the ROD components coupled to them (the
void fraction ranges from 0.0 to almost 1.0 at the end assemblies correspond actually to NEM nodes)is also

of blowdown, to decrease again after reflooding starts. higher, and this increases maximum values predicted

Therefore, the moderator temperature is not as for the clad and fuel centerline temperatures.

important as the void fraction in controlling the
moderator density values. Void fractions larger than 3 2. LBLOCA Simulation
0.6, however, were not considered for two reasons: The study was initiated with a steady state run,
first, the code selected to calculate the cross sections, whose main system parameters are displayed in Table

LEOPARD', could not handle accurately void 1. They conespond to actual plant values observed in

fractions larger than 0.6, and second, it was found a typical US/ Japan PWR Plant.

that such large void fractions would yield very low From a system steady state configuration, the
moderation and could be neglected if comrared to the transient run was started with a complete double-

moderating power of the high density refl< oding front ended (200%) guillotine break located in the largest

flowing into the core. As mentioned above, the three- pipe of the reactor cooling system (RCS). The break

dimensional analysis can resolve the ccatribution of was simulated in the cold leF of loop #3,2.70 m from
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Table 1. Steady State Main Parameters the increase of the fuel rod temperatures. Finally, the
decay heat was calculated by the standard TRAC
decay heat model: ANS 79"' with a one-dimensional

PARAMETER VALUE axial distribution according to the steady state axial
p wer shape.com Poww sais uw

The transient run was extended up to 250
M om seconds, since a stable oscillation was observed in the
p,,,,,,,,,,,,,,, is,2o upa core and downcomer inventories for more than 100

seconds.
RCS loop Sow 4.637E+3 Kg/.

n ciar riow tasse.4xor. 4 Description and Analysis of Results
Com riow 1J71E+4 Kg/s

After the transient begins with the double ended
com s p rio. 4s% guillotine break in loop 3 at time 0.0 seconds, the
cor ini e T.mpw.tur. ssi.4 x vessel depressurizes rapidly as the vessel inventory is

lost through the break (Figs. I and 2).
The fast vessel inventory depletion results m

,

s.o. s.conoary riow 4.4ose.2xor. almost total core uncovery at 2.3 seconds (Fig. 3); the
s o St.am Pr.asur. 4 e64 MP. CorC void fraction is 0.99. As a result, the clad

-

temperature rises sharply and reaches a maximum
s.o. si.am Temporni. sas e x

below 1000.0 K in the base and the modified runs.
sa r own Temp. 483.4 x (see Fig. 5). The maximum value is limited because

of a partial core refill following the initial inventory
depletion. The water for this refill comes from the
liquid in the cold legs and downcomer, and from the
pump coastdown. The pumps, tripped at 3.5 s because

the end of the cold leg nozzle (between the vessel of a low primary side pressure signal and keep on
injection nozzle and the ECCS injection point). The pumping coolant into the cold legs until their stored
pressure history for the containment was described by inertia vanishes. The partial refill stops at 5.5 s after
pressure vs. time tables as mentioned above. After the which the core liquid inventory is reduced again
break, a pressurizer low-pressure signal tripped the because the reactor coolant is being lost through the
recirculation pumps. The steam generator isolation break, and no other coolant source is yet available. By
was accomplished by closing the feedwater fills and 30 s, the core is empty and the clad temperature raises
the steam outlet valves connected to the secondary a second time, but this peak is lower than the first
sides. Low pressure readings in the cold leg (4.23 one. In both cases the peak value is well below the
MPa) opened the accumulator's check valves, thus limit of 1475 K (2195'F).
initiating the emergency cooling water injection. The When comparing the behavior of each run during
ECCS (HPIS/LPIS), modeled as pressure dependent this first stage of the LBLOCA, one can see
fills, was tripped at 12.5 MPa in the cold legs with differences in the rod temperature and power curves
a 25 second delay to account for the inertia of the (Fig. 5,6 and 7). These discrepancies are probably
fluid and the pumps in the ECCS. caused by the differences in core inventory. The

Regarding the core power evolution, three major modified run, with a slightly lower rate of
conservative assumptions were made. First, the steady depressurization during the initial seconds, does not
state power was set to 102% of the nominal power, lose as much liquid as the standard run which limits
that is 3315MW; second, no SCRAM was activated the rod temperature rise. When the partial refill starts
after the LBLOCA took place; and third, no credit at 3 seconds, the liquid rushes up into the core, and
was given to the strong negative effect that the highly this time it is the standard run, with a slightly lower
borated water from the accumulators and ECCS has core pressure, the one with a larger core inventory. It
in the core reactivity. Under such conditions, the core is at this point that one of the advantages of
power level depends mainly on the moderating employing a three-dimensional neutronic core shows.
capacity of the coolant present in the core (liquid The increase in lower core inventory enhances the
fraction), and on the Doppler feedback resulting from moderation of the neutronic population from the
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neutron precursors, thus increasing the fission rates in with some oscillations which translate into power
the lower core, ne result is a first peak in the reactor peaks, never larger than 500 MW (15% nominal).
power (see Fig. 7). Peaks appear when the core liquid volume fraction

Although not clear in the figure, the increase in increases suddenly. The increase in power evaporates

power observed in the modified run, whose inventory part of this liquid, and the system returns to low
at this point is lower than that of the standard run, is power again. This is a direct result of the local
also lower (300 vs. 335 MW). This peak in power is neutronic-thermalhydraulic coupling used in this work.

partly responsible for the peak in clad temperature In no case, however, does the core inventory reach a

and increase in fuel centerline temperatures observed value high enough to drive the core into a critical
in both runs at this time. Le lower power peak of the configuration, which would be identified by a sudden
modified mn results in lower rod temperatures, as power increase of over 100% nominal power,

expected. The core quench is completed at 154 s for the
The different hydraulic behavior exhibited by the standard run and 141 s for the modified run. At this

modified run may be traced to the larger pressurizer point, the reactor pressure has reached a stable value

inventory. The increased inertia added to the primary around 0.30 MPa in equilibrium with the containment

inventory may influence the depressurization rate and pressure.

the rate of the first core refill. During the reflooding process the reactor power

Fig. 3 shows how, after the first refill, the core remains low as shown in Fig. 7. He rod temperatures ,

inventory drops again during the second part of the (Fig. 5 and 6) show no sign of increase that would be !

blowdown, when the pressure decreases more slowly expected in an eventual return to criticality, especially |

(see Fig.1) and the accumulators start the coolant in the case of the center line values. The core and
injection into the cold legs at 13.5 s. The liquid, downcomer liquid inventories grow slowly because of

however, does not flow immediately into the core, but the ECCS injection. The modified run shows a
it fills the downcomer, whose liquid volume fraction slightly higher downcomer and core inventories after

increases as the water from the accumulators is the first 50 seconds until the end of the transient.

injected into the vessel. Eventually, the core dries out Figure 3 shows the stabilization of the liquid
at 30 seconds. This situation is a result of the content in the core around 170 s. Since the ECCS
downcomer bypass phenomenon, simulated by TRAC injects liquid water into the vessel during the entire
due to its three-dimensional vessel model. The transient, the stabilization of the core inventory around

differences observed between both runs are probably 0.4 may be linked to enhanced vaporization by the
due to the different interfacial drag computed by the power generated in the lower core. The total power is
code. The modified run downcomer liquid fraction about 5% larger than expected from decay heat
(see Fig. 3) reaches a larger value because of the sources alone (see Fig. 8) in both runs. This
higher accumulators' inventories, and remains high additional power is released in the lower core region.

longer than in the standard run. The retention of According to Fig. 6, the fuel center line temperature

liquid in the downcomer results in more water being in the lower core regions (Bottom level) remains
discharged through the break (see Fig. 2). and higher than the upper regions (Top Level). and equal
increases the time that the core is empty, which in for most of the transient to the mid-plane region, after

turn, delays the reflood of the first core level (see Fig. the quenching has been completed. His can be
5). In both runs, the downcomer liquid fraction drops explained considering the environment surrounding

sharply after 30 seconds, and the liquid is pushed into the fuel rods in the lower core. Liquid water fills up

the core, but its inventory is not large enough for a to 40% of the core (see Fig. 3) with the void fraction

return to criticality in any case (see Fig. 7). By this in the core increasing rapidly along the axial direction.

time, the ECCS injection has already started (at 28.6 This fact alone would support a different picture of
seconds), and the surge of water from the ECCS into the axial temperature profiles were decay heat the
the vessel fills up the downcomer again. Since the only source of power. He higher cooler liquid content

downcomer bypass is not as important now that the in the lower core should enhance the heat transfer and

system pressure is much closer to the break cool down the fuel more effectively than in the upper

containment backpressure, the reflooding of the core core, where a larger void fraction would make the

begins. heat transfer less effective. As mentioned above,

Once the ECCS injection stabilizes, the core and however, this is not what Fig. 6 shows. ;

ouwncomer water contents in both runs grow steadily, ;

;
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5. Conclusions

m
4,o . s- The main objective of the analysis described in

"'d ~~ this paper was to investigate the possible return toF *. criticality during the reflooding phase of theg m.
g m. LBLOCA. This possibility could not be ruled out

Performing studies based on a quasi-static neutronicE 2m.

mJ analysis of the core, which obtain the thermal-
hydraulic coupling from the state of the core at aMg y JJm.

% given time into the transient, but cannot close them.
n . . .

coupling loop, that is, the neutronics calculation had
o so 100 tso zoo 2so no no effect on the thermal-hydraulic one. As a result,

"'"'N these previous studies do not usually take into account

Figure 7. Reactor Power Behavior during Transient the dynamic behavior of the whole primary system,
nor can they simulate the self-limiting negative
feedback that su eventual rise of reactor power would ;

'

produce as a result of the increase in void fraction.
'Ihis mechanism is especially important in the kind of

isn _

f,hi me - analysis described above. The return to criticality, if
# ! y dy ~~ possible, should result from a slow reflooding rate

f S' that would eventually fill the core with liquid water,i

KI J, increasing its moderation power and, ultimately, 112e<g '

yielding a critical configuration. The rate of refloodingN q^ /2 m. ,'

, -): ' i and the power generation in the lower core (from the) A, .,

... decay power and from the incre.ase in fissions causedj
# by the increase in moderation) become, therefore, the
* key control mechanisms to determine the future

. . .

too tso 2o0 250 soo outcome of the transient. The analysis of the results
"'"'M presented in section 4 has shown that, after the

Figure 8. Reactor Power compared to Decay Heat reflooding is practically completed (quenching of the
full rod length), a return to criticality was not
observed in either run. The reactor power remains at

The increase in power generation in the lower a level higher than decay heat (Fig. 8), and is high
core shows that the neutronic model is able to deal enough to evaporate enough additional incoming
with local thermal-hydraulic feedback effects based on liquid to keep the average core liquid fraction stable
the conditions surrounding the neutronic nodes. Such around 0.40. This value is, according to the power
detailed analysis is not possible with a point kinetics. evolution plots (Fig. 7), and to the fuel rod

The three-dimensional calculation describes the temperature plots (Figs. 5 and 6), below the threshold
lower core based on the mostly liquid environment for achieving a core critical configuration. De
surrounding the fuel rods. There conditions effectively stability of this situation is maintained by the
enhance moderation of the fast neutron flux from continuing ECCS water injection which keeps a
precursor decay (computed also in the model) constant flow through the core, assuring an adequate

resulting in a higher fission rate (and power cooling of the fuel rods and preventing fuel damage.

production), which results in a higher thermal flux It is also important to note that one of the main

available for fission in the fuel in a suberitical conservative assumptions in this study neglected the

environment. boron injection from the accumulators and ECCS
In both runs, the power generated in the lower system, a highly improbable event. He tracking of

core seems to boil off enough incoming liquid to keep the boron field by TRAC showed that the core
the average core liquid fraction constant and below reached a high boron concentration roughly 35
the value necessary to drive the core into a critical seconds into the transient. According to this result,

state. and since no sign of power increase was observed up
to 300 seconds in either run, we can conclude that,
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under the circumstances and assumptions covered in [9] S. H. Levine and S. S. Kim, "PSU-LEOPARD
this analysis, TRAC-PFl/ MOD 2 coupled with the 3D- User's Manual" The Pennsylvania State University.
NEM neutronics method predicts that the core will 1987.

not reach a critical state during the reflooding phase [10] V. E. Schrock, "A Revised ANS Standard for |

of a LBLOCA. Decay Heat from Fission Products", Nuclear |
The analysis described in this paper tried to Technotorv 46, p. 323.1979. and ANSI /ANS-5.1-

overcome the limitations reported when using quasi- 1979: " Decay Heat Power in Light Water Reactors".
static coupling approaches'" by employing the Hinsdale IL. American Nuclear Society.1979.
capabiiities offered by TRAC-PFl/ MOD 2 coupled to [11] P. Hyun-Jons end P. Raymond, " Pressurized '

the 3D-NEM transient neutronics method. They Water Reactor Steam Line Break Analysis by Means
allowed us to closely simulate the coupled dynamic of Coupled 3-Dimensional Neutronic, 3-Dimensional
response of both the complete primary side and the Core Thermalhydraulic, and Fast Running System
neutronic core at each time step during the transient. Codes", Nuclear Technolggy,107, p.103.1994.
The result showed a less severe scenario than an
eventual return to criticality would produce.

|
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Abstract |
I

A simple mathematical model is developed to describe the dynamics of the nuclear. coupled thernal-
hydraulics in a boiling water reactor (BWR) core. 'lhe model, which incorporates the essential features of neutron j

kinetics, and single-phase and two-phase thermal-hydraulics, leads to a simple dynamical system comprised of a set !

of nonhnear ordmary differential equations (ODES). The stability boundary is determined and plotted in the inlet-
subcooling-number (enthalpy)/ external-reactivity operstmg parameter plane. The eigenvalues of the Jacobian matrix
of the dynamical system also are calculated at vanous steady-states (fixed points); the results are consistent with those

| of the direct stability analysis and indicate that a Hopf bifurcation occurs as the stability boundary in the operating :
'

parameter plane is crossed. Numerical simulations of the time-dependent, nonlinear ODES are carried out for
I

selected points in the operating p.i ._i plane to obtain the actual damped and growing oscillations in the neutron
number density, the channel inlet flow velocity, and the other phase variables. These indicate that the Hopf
bifurcation is suberirical, hence, density wave oscillations with growing amplitude could result from a finite
perturbation of the system even when it is b:ing operated in the parameter region thought to be safe, i.e., where the
steady-state is stable. Finally, the power-flow map, frequently used by reactor operators during start-up and shut-
down operation of a BWR, is mapped to the inlet-subcooling-number / neutron-density (operating-parameter / phase-
variable) plane, and then related to the stability boundaries for different fixed inlet velocities corresponding to
selected points on the flow-control line. Also, the stability boundaries for different fixed inlet subcooling numbers
coiieg --y to those selected points, are plotted in the neutron-density / inlet-velocity phase variable plane and then i

the points on the flow-control line are related to their respective stability boundaries in this plane. The relationship |

of the operating points on the flow-controlline to their respective stability boundaries in these two planes provides
,

insight into the instability observed in BWRs during low-flow /high-power operating conditions. It also shows that
the normal operating point of a BWR is very stable in comparison with other possible operating points on the power-
flow map.

:

|

| Introduction

Following several incidents of density-wave oscillations (DWOs) during operational transients in BWRs, the'

study of this instability from an operational and a safety point of view, has become very relevant and important.i

Over the past several years, many mathematical models and computational codes have been developed, and tests have
been carried out, to investigate this problem in the work done so far. stability analyses usually have been carried

,

{ out by evaluating the decay ratios and studying the effect of certain parameters on BWR stability. Numerical

i simulations have been done to study the time evolution of certain phase variables. The resuPs of some of these

i stability analyses ani numerical simulations have been compared with test results or data collected from wtual BWR
,

| *Ihis research axet supported in part by the US NRC under grant No. NRC-04-90-Il3 and in part by the US DOE under grant
No. DE-PG05-92ER75788. "Ihe opinions, findings, conclusions, and recomrrendations expressed herein are those of the authors
and do not necessarily renect the views of the NRC or DOE.

j

! 'Also: Engineering Physics Program
j *Also: Department of Applied Mathematics

;
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instability incidents, and the overall agreement has been reasonably good. However, in the various models and codes
developed, either no attempt has been made to determine the stability boundary in an operating parameter plane, or
the models and codes are mathematically and computationally so complex that only a few points approximating the
stability boundary are cornputed. It has thus been the purpose of the research reported here to develop a model that
is simple and yet retains the essential physical dynamics of BWR thermal-hydraulics and neutron kinetics, and
therefore can be used both to cany out extensive stability analyses and to provide a starting point for a more
complete, yet simple, model for the nonlinear dynamics of a BWR.

Belblidia, Weaver and Carlson [1] carried out a nodal analysis of DWOs in BWRs. They showed that the
point kinetics model representation of the BWR neutronics yields conservative results, although for better assessment
of BWR core stability radial coupling effects should be included. The mass-flux / pressure-drop results predicted by
their model compared well with production codes such as FIBWR and COBRA-Ill. Peng et al. [2] developed a linear
frequency domain computer code NUFREQ-NP for BWR stability analysis under conditions of either forced or
natural circulation. Dat code is based on a one-dimensional drift flux medel for the two-phase flow and takes into
account subcooled boiling, arbitrary nonuniform axial and radial power shapes, distributed local losses, detailed fuel
element dynamics, and system pressure perturbation. Peng et al. [2] compared stability results they obtained using
it with experimental data from Peach Bottom-2 stability tests and found good agreement. March-Leuba, Cacuci and
Perez [3] developed a phenomenological model to simulate the " qualitative" behavior of BWRs. Rey also developed
a detailed nodalized (numerically discretized) physical model to simulate the dynamic behavior of the Vermont
Yankee BWR over a broad operating range by varying the power and flow [4]. Their analysis led to the conclusion
that for a wide range of oscillation amplitudes, no significant effect on the integrity of the fuel is expected. However,
in order to keep their model simple, they assumed that the coolant enters the core at saturation enthalpy (not as a
subcooled liquid), i.e., that the boiling boundary always is at the bottom of the core channels. Valtonen [5] validated
the RAMONA-3B and TRAB BWR transient codes using DWO data from an oscillation incident that occurred at the
TVO-1 BWR. It was shown that both spatially out-of-phase ud spatially in-phase oscillations are possible in BWRs,
and that decreasing the fuel gas gap conductance has a destabilizing effect. Bergdhal et al. [6] investigated the BWR
stability at Forsmark-1 and showed that the decay ratio ranged considerably higher than that expected based on code
calculations. Rizwan-uddin and Dorning [7] studied the effects of unheated riser sections that are added to enhance
natural circulation in advanced and simple BWRs. They found that, for a fixed flow rate, the addition of the riser
sections maker, e_ system less stable. They also showed that the feedback recirculation loop plays an important role
in reactor stability, and if omitted from the model, can lead to nonconservative conclusions. Wulff et al. [8]
simulated the instability that occurred at the LaSalle-2 power plant (and several other BWR transients) using the
Brookhaven National Laborator) Engineering Plant Analyzer (EPA)in order to determine the causes that lead to the
observed magnitudes of power, flow and temperature oscillations. They found it to be a powerful tool for scoping
calculations and for supporting accident management. Although very valuable in many contexts, production codes
such as EPA are not very useful for thorough stability analyses or extensive parameter studies in general, because
of their complexity ar.d large computer rw ning times. Ward and lee [9] developed a simplified BWR core model
- where they described the neutronics by the point kinetics equation without any delayed precursor group, had a
single node representation of the fuel rol temperature dynamics, and simplified the thermal hydraulics representation
of the two phases in the flow channel by omitting the temporal acceleration term in the momentum equations - and
by singular perturbation analysis, presated extensive results on limit-cycle behavior in neutronics-coupled DWOs.
While all the works cited above on staNiity analysis of BWRs were performed either using a time-domain (nonlinear, !

numerical) approach or a frequency-domain (linear) approach, Tsuji, Nishio, and Narita [10] developed a simple
BWR core model as a dynamical system comprited of a set of nonlinear ODES and used bifurcation Gory to |
investigate the dependencies of the fixed point (steady-state) on the parameters - such as the inlet pressure loss
coefficient, the inlet subcooling, the gap conductivity between the fuel and cladding, the system pressure, and the
void reactivity feedback coefficient - which have a large influence on the stability of BWRs. They also showed that
loss of stability took place at low-flow /high-power conditions and that sustained limit-cycle in-phase power
oscillations observed in BWR instabilities were not directly excited by the suberitical Hopf bifurcation that resulted
from their model.

Accurate models for the study of the stability of boiling flow without nuclear coupling also have been !
developed. Achard, Drew and Lahey [11] developed one, starting from the homogeneous equilibrium model for the |

two-phase flow, which led to two functional differential equations (FDEs) with complicated nonlinear delay multiple
integral operators. Rizwan-uddin and Dorning [12] extended that model by starting from the drift-flux equations to
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3 represent the two-phase flow, and not surprisingly arrived at considerably more complicated FDEs, which they
analysed. However, by starting from the homogeneous equilibrium model and introducing some simplifying
assumptions, Clausse and Iahey [13] developed a simple model for the boiling flow problem that yields a rich variety
of nanhnaar phenomena, many of which are similar to those that result from the much more complicated FDE models
[11,12] and also are similar to those observed experimentally.'

Following Clausse and Iahey [13], and motivated by the desire to represent a BWR as a simple dynamical

[ system, we have extended their model by including neutron kinetics and heat conduction in the fuel rods to develop
a basic model for the dynamics of BWR along the lines of those developed in Refs. 9 and 10, and we have used it;

; to carry out stability analyses and to do numerical simulations. His model is simple in that the dynamical system
j that results is comprised of a set of nonlinear ODES rather than complicated FDEs, yet it incorporates the essential
j features of neutron kinetics, fuel rod dynamics, and single- and two-phase flow thermal-hydraulics. Most previous
: ODE-based models developed to represent BWR dynamics (such as those reported in Refs. 4 and 10) are based on

approaches in which the phase variables are discretized via finite-difference approximations, or by *nodalization"

a procedures in which they are discretised along vertical segments of the coolant channel length by approximating them
! as spatially constant (but time dapaadaa') within these segments or nodes. Rather, we follow the weighted-residual-
. like approach introduced by Clausse and lahey [13] in their simple linear approximations of the space dependence
I of the enthalpies in the single-phase region and the two-phase region. These approximations lead to three ODES for

the single- and two-phase flow, which are combined here with the ODES of point neutron kinetics and the ODES of
heat conduction in the fuel rod obtained by reducing the heat conduction PDE to ODES using two approaches - a

'
simple eigenfunction expansion method and a variational method The resulting set of ODES can be analyzed
straightforwardly using standard techniques of bifurcation theory to determine the DWO stability boundaries in

s

i various pei.r.ar planes. Bis wu done and the results are presented in the most relevant parameter plane - the
1 inlet-subcooling-number (enthalpy)/ external-reactivity operating parameter plane. Although the mass flow rate
J (proportional to the core inlet velocity) and the power (proportional to the neutron density) are phase variables

! (unknowns) and not parameters of the dynamical system, they are the coordinates of the power-flow map used during

i start-up and shut-down operations cf a BWR, and the mass flow rate actually is used as the practical control variable j

{ during these operations. Thus, it is useful to relate operating points on a typical BWR power-flow map to the j

stability boundaries in operating-persrui/ phase-variable planes. Hence, the stability boundaries are also calculatedi ;

and presented in the inlet-subcooling-number / neutron-density (operating-parameter / phase-variable) plane and the j'

| neutron-density / inlet-velocity phase variable plane. Selected points on the flow-control line are then related to their ,

! respective stability boundaries in these two planes to qualitatively explain the instabilities observed during operation |
| of BWRs at low-flow /high-power operating conditions and also to show that the normal operating point of a BWR !

is very stable in comparison with other possible operating points on the power-flow map. Direct numerical !
,

! integration of the set of nonhnear ODES are consistent with the results of the stability analysis, and further indicate
! the nature of the bifurcation. !
.

I

Description of the Model

j in this section we first describe the physical model developed and employed, and then present the dynamical
system that results, i.e., the set of final nonlinear ODES. Details of the model development procedure are given in'

} the following section. A BWR lattice cellis represented as a vertical fuel-centered boiling flow channel. The core
j neutronics are described by the point kinetics equations with one delayed neutron precursor group. The reactivity

in the point kinetics equation depends upon the spatially averaged, time-dependent void fraction and the spatially'

j averaged, time-dependent fuel temperature; hence, it couples the core neutronics with the thermal-hydraulics. An

j ODE for the boiling boundasy is obtained by spatially integrating the single-phase energy equation from the channel
inlet to the boiling boundary by introducing a spatially linear but time-dependent temperature profile (equivalent to;

the spatially linear single-phase enthalpy profile used by Clausse and lahey [13]). The homogeneous equilibrium
model, in which no-slip flow and thermal equilibrium between the two-phases is assumed, is used to represent the

} two-phase thermal-hydraulics in the boiling channel. His heated channel model has been shown to lead to
conservative resuhs with respect to DWO instabilities [12]. De void propagation equation in the two-phase region
is rewritten in ter:ns of the quality by using the homogeneous equilibrium model relationship between the void

.

fraction and th( two-phase quality. This equation is then reduced to an ODE for the slope of the quality by
,

i i
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introducing a spatially linear but time-dependent two-phase quality profile (equivalent to the spatially linear two-phase
enthalpy profile used by Clausse and Lahey [13]). Pressure drops in the single-phase and two-phase regions are
calculated by integrating the momentum equations for the respective regions. An ODE for the inlet velocity is
obtained by equating the sum of the pressure drops in the single-phase region, in the two-phase region, and those
due to the channel inlet and the channel exit, to the externally imposed pressure drop. Assuming only radial
conduction, the PDE for heat conduction in the fuel rod is reduced to a set of ODES using two approaches - a |
standard eigenfunction expansion method is used in version 1, and in version 2 a variational method is used. Version
I leads to a converging solution of the time-dependent heat conduction equation as the number of eigenfunctions
retained in the expansion is increased. However, this approach is inefficient since a large number of eigenfunctions
(hence, ODES) is required in order to obtain a reasonably accurate solution. Version 2 on the other hand, yields
results comparable to the converged solution for version I with far fewer ODES, thereby keeping the number of
ODES required to represent the fuel rod dynamics small and retaining the simplicity of the overall BWR model.

The phase variables, which are dimensionless, are the neutron density n(t), the average delayed nc :ron
precursor concentration c(t), the boiling boundary p(t), the slope s(r) of the spatially linear representation of the
two-phase quality as a function of the distance above the boiling boundary, the inlet velocity v(t), and finally, the

fuel temperature coefficients in the single-phase region, T,,,,(t), and in the two-phase region, T,,3(t). In version

1, T,,,,(t) and T,,3(t) are the time-dependent coefficients in the eigenfunction expansions for the fuel temperature

in the single- and two-phase regions, and in version 2, they are the time-dependent coefficients of the space-
dependent functions in the space- and time-dependent trial function used in the variational method. The operating
parameters are the control-rod-induced external reactivity p,,,, the inlet subcooling number N,,,, and the external

pressure drop AP,,,. The Roman and Greek symbols are defined in the nomenclature section, and the details of the

nondimensionalization of the variables and parameters are given in Appendix A.

The dynamical system that results from the model is of the form

i(t) = f(L y, g) (1)

where X(t) is the vector of phase variables

X(t) = (n(t), c(t), p(t), s(t), v(t), T,,,,(t), T,,3(t))r, gy)

y is the vector of system operating parameters

y = (p,,,, N,,,, AP,,,)r, (3)

and x, the vector of design parameters

s = (Bi, Fr G,, N , N , N ,, N,, N,,, N,,p g y
H)T,,,, c,, c ' C , k,,,,, k,,,,, r , A , a,, p, A)r2 e i

is suppressed throughout the rest of the paper for brevity.

More explicitly, the dimensionless system of ODES that forms this dynamical system is

dn(t) , pO) - p (r) + Ac(t)n (5)dt A

ddt) , in(t) - Ac(t)
dt A (6)

dgu) = 2 v(t) - 2 p(r) N"* '' (T, ,,(s) - T,,, + N,f,u} = f(t) (7)di i
,,,
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ds(t) , gi(t) + 3(t)f,(t) (g)
di g,(t)

dv(t) " #3(t) + #4(t)+ #3(t)/(t)i
(9)

di g,(t)

For version I, the ODES that represent the fuel rod dynamics are

dT,j,(t) e' ,a,T,3(t) + 2a,c, Big i = 1,2,. . .,N
An(t)' (10)

.

|=
2 ] = 1.2 '

7, go,,,+ gj yj(u,gydt ,

o

and for version 2 they are

dT,3(t) j = (2
i1 III) )= 1,,,3 ,3(t) + 1.ia ,3(t) + 1,,3An(t),T T

22 3

In Eq. (5), p(t) is the reactivity given by

p(t) = p,,, + c, Aa(t) + c AT,,,(t) (12)2

where the external reactivity p,is the reactivity that results from the displacement of the control rods from their
positions during normal operation of a reference BWR at 100% power. a(t)is the void fraction spatially averaged
over the two-phase region, and T,,,(t) is the fuel temperature averaged over the rod cross-sectional area and the rod
length (both the part in the single-phase region and the part in the two-phase region). Both Aa(t) and AT,,(t) are

then the changes measured from a, and T,,,,, their respective steady-state values at normal operation of a reference

BWR at 100% power. In Eq. (7), N ,9 is the phase change number in the single-phase defined in terms of ag

reference temperature T,*, taken here as T,*,,. The temperature T,,9(t) in that equation is the surface temperature

of the fuel rod in the single-phase region, and N,, is a dimensionless number given in Appendix A. The quantities
g,(t), , , g,(t) in Eqs. (8) and (9) are defined in the next section in the equations that arise in the development of
the model. The indexj in Eqs. (10) and (1l)is I for the single-phase region and 2 for the two-phase region, and
An(t) = n(t) - d, where A is the steady-state (fixed point) value of the neutron density at a given set of system

operating parameters y. The quantities r,, e,3, a,, c,, Bi , and Jo in Eq. (10) are the fuel rod radius, theg

eigenvalues of the fuel-rod heat-conduction equation, the thermal diffusivity of the fuel, the ratio of the volumetric
heat generation rate in the fuel rod to the average BWR core neutron density, the Biot number in phasej, and the
Bessel function of the first kind of order 0, respectively. The number of ODES in Eq. (10), N, corresponds to the
number of terms retained in the eigenfunction expansion for the fuel temperature in the two axial regions. In Eq.

(11),1,,,3, I,g and 1,,3 are the constants that result when the heat conduction equation is integrated after3

substituting the trial function used in the variational method.

Development of the Model

The point kinetics equations, Eqs. (5) and (6) in the dynamical system above, are well known, and a l

description of the remaining ODES follows.

Ecuation (7)
Equation (7) is obtained from the single-phase energy equation
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!

p;,.ar-(z ,t > . p;,jy.<,.)ar-(z ,t-) , e"i.(t*)E (13)
at at , A, :

!

where g",*,(t *) = h,*, [T,*g(t *) - (T* + T* )/2] is the wallheat flux in the single-phase region. A spatially linear

(T* - T,* )z */p*(t *) is introdrced (this is epivalentbut timee' temperature profile T[,(z *,t *) = T* + ,

to that assumed for the single-phase enthalpy by Clausse and 12 hey [13]), and the above equation is reduced to Eq. i

(7) by integrating from the inlet t * = 0 to the boiling boundary z * = u*(t *).
!

EmationI8) !

Equation (8) is developed from the mixture-density equation which in dimensionless form is [12] <

Op,(z.t) + V,(z.t) p,(z.t) = - N .3(t)p (I,t) , (14)
O

g y

where p,(z,t) is the mixture-density and v,(z,t) is the mixture velocity given by [12]

v,,,(z t) = v(t) + N ,3(t) (Z p(t)] (15).y

Here the time-dependent dunensionless phase change number in the two-phase region is given by ;

N ,3(t) = P,(t)/N,, where P,(t) is the vapor generation rate proportional to q"*(t *) - the wall heat flux in they ,

two-phase region, here given by the Jens-Lottes correlation (for e.g, see Todreas and Kazimi [14]). The vapor
generation rate rewritten in terms of this correlation in SI units is '

P,(t) = G, (T,,3(t) - T,,)' (16)

where G, is a dimensionless number that depends on the system pressure p *, and T,,3(t) is the fuel rod surface
temperature in the two-phase region. A spatially linear but time-dependent quality profile x(r,t) = s(t)[z - p(t)] is (
introduced. This is equivalent to that assumed for the enthalpy by Clausse and lahey [13] and leads to the following
expression for the mixture density.

1
'

II7)**
I + s(t) [z p(r)]/(N,N,)

Equation (17) is substituted into Eq. (14) for the mixture density which then is integrated from z = p(t) to I to
reduce it to Eq. (8), an ODE for the slope s(t) of the spatially linear quality. The quantities g,(t) and g,(t) in Eq.
(8) are given by

g,(t) = P,(t)N, - v(t)s(t) (18)

{l + [l p(r)ls(t)/(N,N,)} log (1 + [l p(t)]s(t)/(N,N,)}
# (t) = -

}
(19)2 2[l p(t)]s (t)/(N,N,)2 s(t)/(N,N,)

nimeinn (9) !

The dimensionless single-phase and two-phase momentum equations [12]

') + N v (t) + Fr'' (20)
- *= 2

p

u

'

- ap3 av,(z,t) av,,,(z,t)
= p,4,0 + v,h,0 + N E,U,0 + R d %pgz , gz

are used to obtain Eq. (9), the ODE for the inlet velocity v(t). The single-phase momentum equation, Eq. (20), is.

,
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integrated from z = 0 to p(t) to give the single-phase region pressure drop, and the two-phase momentum equation,

Eq. (21), is integrated from z = p(t) to 1 to obtain the two-phase region pressure drop. Dese pressure drops are
summed along with the inlet and exit form pressure drops, and then equated to the external pressure drop AP,, to

arrive at Eq. (9). The functions g,(t), g,(t), g3(t), and g,(t) that appear in Eq. (9) are given by

g3(t) = AP,,, - AP ,(t) - AP,,(t) - AP ,,3(t) - AP,,,,,g(t)w I22)
- AP,,,,3(t) - AP ,,3(t) - AP,,, 3(t)

where explicit expressions for the seven internal channel pressure drops are given in Appendix B,

g,(t) = - M (') 4C,(T,,3(t) - T,,,))g,(t)2
(23)

N,

gs(') " N,- I,(')O (') (24)i

:.sd

E.(f) = F(f) + G (t) (25)i

ttre M (t) and Q,(t) are defined in Appendix B. The expression for g,(t) - which is equivalent to the time
2

derivative of the two-phase region fuel surface temperature - is quite long and complex. Its detailed derivation is
given below after the heat conduction equation is introduced and the fuel rod surface temperature in the two-phase

region, T,,3(t), is defined.

Ecuations (10) and (11)
Equations (10) and (11) are developed from the heat conduction equation for the fuel rod which in this

simple model is taken as a single region, i.e., both the clad and the gap between the pin and the clad are omitted.
That heat equation in cylindrical coordinates with conduction in the radial direction only, and with a time-dependent

spatially-uniform volumetric heat generation rate q"'*(t') [which is directly proportional to the neutron density,
*

q '"*(t *) = c, n *(t *) ]

p*c, aT'(r *,r *) 6 T'(r *,t *) 1 BT'(r *,t *) + q '"*(t *),j=1,2 (26)

* 2

j j j
= +-

k,* at * Br* r* Br* k*

must be solved with boundary conditions

- k,* aT'(r,*,t *) = h*,(Tj(r *,t *) - T[3), j = 1,2 (27)j

|T'(0,t ")| < == , and j ij er,

where T;(r*,t *) - the fuel rod temperature in the single-phase region forj = 1 and in the two-phase region forjj

= 2 - are treated separately in the regions below and above the moving boiling boundary and the solutions are not

required to be continuous at the interface * *n these two regions, ne single-phase heat transfer coefficient h,*,

is estimated by the Dittus-Boelter correlativi, and the two-phase heat transfer coefficient h *e is estimated using the2

Jens-Lottes correlation (e.g., see Todreas and Kazimi, [14]). In Eq. (27), T|3 = (T*,, + T,*u,)/2 and T,*3 = T,*,
,

are the bulk fluid temperatures in the single-phase region and the two-phase region, respectively. |

Equation (26)is made dimensionless by using the dimensionless quantities T a,, c,, r, and Bi given |
3 g

in Appendix A. He steady-state solution of the heat conduction equation T (r) subject to the boundary conditions3

(Eq. (27)], then is
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f 2 r,2 _ 72'7
; f (r) = c,43 + T,3 , f = 1,2 (28)+-

where T,,,, = T, - N,f,,, and T.2+ = T,. Now, by introducing the variablee
4

0 (r,t) = T (r,t) - f (r), f = 1,2 (29)3 3 3

i the dimensionless heat conduction equation becomes

21 80 (r,t) 8 0 (r,t) i 80 (r t).3 3 3 + c,An(t), f = 1,2 (30)= +

a, at ar2 r ar

;- with boundary conditions
:

j 00 (0,t)3 ,

I ar,

( }'
60 (r,,t) Bi * '

d0 (r,,t)3
4 =-

3ar r,

Equation (30) with the boundary conditions, Eq. (31), is solved using two approaches - version 1 is a
standard eigenfunction expansion method that leads to Eq. (10) and version 2 is a variational method that leads to
Eq. (11). For version 1, a standard eigenfunction expansion

f i

"
u'dr0 (r,t) = [ T,3(t)/, , f = 1,2 (32)3 r, ,s.,

is introduced where o,3 are the eigenvalues given by the transcendental equation

i = 12"" N
1,(e,3) = Bi 1,(e,3), j = N2 I33)e,3 3

Substituting Eq. (32) into Eq. (30) and after using the orthogonality of the Bessel functions
f i f i f 'r, 2 2

'A' "J*'J rdt = J,'(u,,)fl '*1+ ,i=ko e l, ,,
O k 1 4 k I J

g 3,
=0 ,1 * k

etc., we arrive at the ODES for the time-dependent coefficients T,3(t) given by Eq. (10) above.

For version 2, Eq. (30) can be written as He = f where the operator R = V is in cylindrical coordinates2

and f = 1/a,00/St - c,An(t). Here and throughout the application of the variational method, for simplicity of
notation we have omitted the subscript j$ from all the terms with an understanding that the analysis is either for the
single-phase region (/ = 1), or for the two-phase regin,s ff = 2). We introduce a general functional #(9) that
accommodates discontinuous trial functions 9(r,t), that d not sati@.he boundary conditions [Eq. (31)]

E2'J(g) = (9,Hg) - 2(gf) +
2 Bi, Or,

9
2

. , , , '
(35)

-

r,' ' a,' 2 ay, 8,9 .

b ''I ~ ''I, r.r,- 2 t ar i , r.o

where the notation (a,b) indicates the inner product of a and b given by
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(a,b) = fa(r) b(r) r dr , (36)

r, is the point of discontinuity, and the subscripts I and r stand for the value of the function at the left and right of.

the discontinuity, respectively. The function that miniml=s this functional is the solution 9 = 0 that 1,atisfies
NO = f subject to the boundary conditions [Eq. (31)]. De procedure for constructing this functional can be found
in references [16,17], and is not elaborated here.

We follow the Rayleigh-Ritz procedure [16,17] to approximately minimize the functional in Eq. (35) and
arrive at the ODES in Eq. (11). To do this, we substitute a two-piecewise quadratic trial function

!

0(r,t) = T,(t)v ,(r) + T(t)v,,(r), O<r<r,i 2 (37)
= T,(t)v .(r) + T (t)v ,(r), r, < r < r,2 2 2

into the functional F(9) and adjust T,(t) and 7(t) so as to mmimize J. His is accomplished by setting2

67/6T, = 0 and 87/8T = 0. The resulting two equations can be solved simultaneously to arrive at the ODES

in Eq. (11) above. The quadratic functions v ,(r), v ,(r), v .(r), and v ,(r) used in the final calculations actuallyi i 2 2

reported here are such that the trial function O(r,t) satisfies the boundary conditions [Eq. (31)] and is continuous and

smooth at r,. The details of the derivation of these quadratic functions are given in Appendix C. The details that

lead to the expressions for I,,,3,1,,3 and 1,,3 in Eq. (11) are given in Appendix D.2 3

Eanntbn (12)
nough Eq. (12) is trivial, it involves Aa(t) (= a(t) - a,) and AT,,,(t) (= T,,,(t) - T,,,,) which must be

'

expressed in terms of the other phase variables. The average void fraction in the channel a(t) is

I
a(t) = f a(z,t)dz

>[1 p(t)] # (38)
1 x(z,t) Wh

[1 p(t)], y,N,N, + x(z,t)g, , y,
y_,

[1 - (t)l,
'

and the average fuel temperature T,,,(t) is given by

f T,,,(t) = p(t) T,,,,q(t) + [1 - (t)] T,,,,3(t) (39)

where T,,,3(t) is given by Eq. (40) below. !
;

i
1
.

This completes the formal development of the set of equations, Eqs. (5)-(12). To be able to carry out the
'

stability analyses and numerical simulations, the intermediate variables, the average temperature in the fuel rod,
T,,,3(t), the fuel rod surface temperature, T,3(t), and g,(t) (= dT,,3(t)/dt) that arise in Eqs (7), (16), (23), and
(39) of the model, must be appropriately defined in terms of the phase variables T,3(r). In fact, Eqs (5)-(9) of the

,

dynamical system are related to Eqs. (10) and (11) only through these intermediate variables. First, by multiplying

each term in Eq. (29) with 2r/r,* and then integrating that equation from 0 to r, gives T,,,3(t) as

T.,,3(t) = 0,,,3(t) + f,,,3 , f = 1,2

T,,,3(t) = T (r,t)rdr ,and 0,,,3(t) = 0 (r,t)rdr
3 3

r, , , o
,

where the T,3(t) dependence in the above equation enters through 0 (r,t), taken from Eq. (32) for version I andI 3
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Eq. (37) for version 2i The steady-state average temperature, f,,3, in the above equation is obtained from Eq.
(28) ;

F
1 f

f,,,3 = f (r)rdr = c,4r|3 + T,3 , j = 1,2 - (41) .f
+

Now, evaluating Eq. (29) at r, gives T,3(t) as !

T,3(t) = T (r,,t) = 0,3(t) + f,3 , f = 1,2 -(42) |
~

3

where the steady-state surface temperature, f,3 = f (r,) is obtained from Eq. (28). The surface temperature3
0,3(t) = 0 (r ,t) can be defined in two ways - either directly from Eqs. (32) or (37), or by relating it to the3 i

average quantity defined in Eq. (40). For example, 0,3(t) obtained for version 1 by using Eq. (32) can be written :
as !

.

N

I0,3(t) = 0 (r,,t) = E T,3(t)/,(o,3) J = 1,2 (43)3
le t

i
and for version 2 by using Eq.'(37)

0,3(t) = T(t)v (r,) + T,(t)v ,(r,) (44)i u 2 ,

where the subscript J$ has been omitted from the terms on the right side of the equation. For both versions, version
;

I and 2, 0,3(t) can also be defined by relating it to the average quantity defined in Eq. (40). This relationship is
[

obtained by multiplying each term in Eq. (30) with 2r/r[ and then integrating that equation from 0 to r,, which
yields

s

0,3(t) = c,An(t) - ,f=1,2 (45)
"

a
.

Based on these two definitions for 0,3(t), we subdivide version 1 (based on the eigenfunction expansion approach) ,

into two subdivisions: version la based on Eq. (43), and version Ib based on Eq. (45). Equation (44) for version
2, which is equivalent to Eq. (43) for version 1, is however not used because, as explained in the next paragraph, .

Eq. (45) yielded better results than Eq. (43) for version 1. Hence, we do not subdivide version 2, and only use the ,

definition of 6,3(t) given by Eq. (45) for the variational approach. Finally, expressions for the term
g,(t) (a dT,3(t)/dr) in Eq. (23) now can be straightforwardly derived from Eq. (43) and Eq. (45) for versions la

and Ib, respectively, and from Eq. (45) for version 2. These expressions are algebraically very complicated, and
hence not given here explicitly.

In the next section we shall compare the stability boundaries in the N,,,-p,, operating parameter plane that ;

result from versions la and Ib and version 2, for a fixed AP,, - the pressure drop at normal operation of a

reference BWR at 100% power. We shall show that for version la, the convergence of the stability boundary in the
'

operating parameter plane with respect to N- the number of ODES retained in Eq. (10) of the dynamical system
- is very slow. For version Ib on the other hand, the convergence is much faster, indicating that version Ib can ,

accurately represent the fuel rod dynamics with fewer ODES, and hence, is better and simpler than version la.
Further, we shall show that version 2 is comprised of the least number of ODES by far, and accurately represents
the fuel rod dynamics, thereby making it the simplest of the three models developed here.

Although version 2 is by far the simplest model, it became so only after the most suitable or the "best" trial
;

function given by Eq. (37), was determined - and determining such a function is a major disadvantage of the r
varianonal method. Before selecting the function in Eq. (37) as the most suitable trial function, various other trial

h
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functions were tried and in each case, the resulting stability buur4-y in the N,,,-p,, operating parameter plane for

a fixed AP,, was w , cr4 to a reference stability bwr4-y - taken here as the one from version Ib with N = 32.
First, trial functions with one time 2 ~~i==* coefficient were tried. The spatial dependence of the trial function in
this category was a constant that did not sausfy the boundary conditions and a quadratic function that did satisfy the
boundary conditions. However, in both these cases, the resulting stability boundary agreed rather poorly with the
reference stability boundary. De next step was to try trial functions with two time 'ta;-~ tat coefficients. In this
category, two-piecewise constants were tried which also did not do well. Finally, a two-piecewise quadratic trial
fun?. ion [Eq. (37)] that satisfied the boundary conditions and was continuous and smooth at r, was tried. De

resulung stability boundary agreed well with the reference stability boundary. For this case, the respective sizes of
the two sub-divisions as determined by r, (0 < r, < r,), must be decided a priori For this purpose, stability

}
boundaries were determined for several values of the ratio r/r, and AP,,, and compared with reference stability

bound . ries. For AP,, values of practicalinterest, it was determined that the ratio r/r, = 0.83 was best. His valuei

subsequently was used in all the calculations reported here,

i
i

! Stability Analyses and Numerics.1 Simulations

Stability analyses and numerical simulations were carried out using the simple dynamical system
1

f(t) = SX; y), developed in the previous section, and given by Eqs. (5)-(11). De stability analyses were done
,

;

using two approaches. In the first approach, the stability boundary in an operating parameter plane was generated
I;

directly by perturbing the vector of phase variables X about a fixed point f (where tilde indicates the steady-state)*

as X(r) = f(y) + 8% e'"', and then linearizmg the dynamical system, which is then reduced to a set of two

j tr=wa=lental equations that involve the phase variables at the fixed point, the design and operating parameters, and
the oscillation frequency e. The entire stability buurersy in an operating pro-r.;cr plane was generated by varying

! e, and solving these two equations directly for the two operatingp--._... His approach, of course, corie.gsis
.

to the case in which a complex conjugate pair of eigenvalues of the Jacobian matrix f,(f(x); y) evaluated at the
*

;

I fixed point f(y) have a zero real part and imagmary parts i 19, and suggests that a Hopf bifurcation occurs when
the stability boundary in the parameter plane is crossed. In the second approach, the eigenvalues of the Jacobian ;

j )matrix f,(f(y); y) at the fixed point f(x) were calculated. Any eigenvalue with a positive real part indicates that
the corresponding fixed point is unstable, and when - with all the other eigenvalues in the left half of the complex

| plane - a complex conjugate pair crosses the imaginary axis as a parameter is varied, a Hopf bifurcation is signaled.!

The special case in which the parameter values are such that the complex conjugate pair is on the imaginary axis,
corresponds to the direct calculation (first approach) of the stability boundary. Finally, simulations were carried out

; by numerically integrating the full nonlinear ODES in time. The results obtamed via the direct calculation of the
,

| stability boundary, the calculation of the eigenvalues of the Jacobian matrix for various parameter values, and the
full numerical simulations based on the time-dependent nonlinear ODES are mutually consistent.

Typical design parameters and thermal-hydraulics data for operating condi ions of a BWR [14], and thet
j

neutronics data for the point kinetics equations [3,15], are given in Appendix E. All the data are for the conditions
at normal operation of a reference BWR at 100% power. Data for some design parameters such as k, and k, ,

'

had to be adjusted to lump the spacer pressure losses in the channel at the inlet and the exit.-

!

Version 1 is represented by Eqs. (5)-(10), and it is further subdivided into two ahernatives, versions la andi

Ib, based on the expressions used for the fuel rod surface temperature. For version la the fuel rod smface
temperature is given by Eq. (43) and for version Ib it is given by Eq. (45). Version 2 is represented by Eqs. (5)-(9)
and (11) and is not further subdivided; the fuel rod surface temperature is given by Eq. (45) only. Fig. la shows

,

the stability boundaries obtained using model versions la and Ib for various values of N plotted in the N,,,-p ,y
,

parameter plane for a fixed AP,, - the core pressure drop at normal operation of a reference BWR at 100% power.
,
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As Nis increased from 4 to 64, the stability boundaries for version la converge from left to right in the parameter
plane and those for version Ib converge from right to left. Moreover, for increasing N, the stability boundaries for
versions la and Ib do not cross each other, but tend to converge to a single limit from opposite sides. This indicates
that version la gives a lower bound and Ib gives an upper bound on the stability boundary. Further, for version Ib
there is no perceptible shift in the stability boundary as Nis increased above 32, indicating that the solution has
reasonably well converged for N = 32. However, this is not so for version la - even when Nis increased from
32 to 64. Hence, version Ib (in which the surface temperature was expressed in terms of the average temperature)
is simpler than version la (in which the surface temperature was determined directly from the explicit expression for
the temperature), since Nis smaller for it, thereby resulting in a lower dimensionality of the dynamical system that
is given by (2N + 5). We take the stability boundary for version Ib for N = 32 as a reference stability boundary
and compare the results for version 2 with it in Fig. Ib. It is clear from this figure that the stability boundary for
version 2 with just two ODES representing the fuel rod dynamics in each phase region agrees well with the reference
stability boundary over most of the parameter plane, and it lies within a lower bound given by version la for N =
32. Furthermore, considering that the stability boundary given by version 2 with only nine equations in the
dynamical system is comparable in accuracy to the stability boundary given by version Ib for N = 8 that has a total
of 21 equations, shows that the variational method approach is a reasonable compromise between retaining the
simplicity of the model and the accuracy of the results. Hence, in the remainder of this paper, we carry out the
stability analyses and numerical simulations using only version 2 of the model.

The stability boundary for version 2 replotted in the N,,,- p , parameter plane for a fixed AP,, (= 33.88)y

was calculated directly using the first approach described above, and is shown in Fig. 2. This boundary divides the

operating parameter plane into the stable region, where the fixed point f(y) of the dynamical system at each

y = (N,,,, p ,, AP,,) is stable, and the unstable region where the fixed point is unstable. The normal operatingy

point of a BWR, for which p , = 0, N,,, = 0.66, and AP,, = 33.88, also is shown in Fig. 2. Clearly, this point

lies well within the stable region in the operating parameter plane. It is interesting to note that - above a certain

critical p,' , = 0.02096 - while increasing N,,, from an initially small value (for fixed p ,) makes the systemy

unstable, further increasing it eventually leads to a stable system again. As expected, for a fixed N,,,, increasing p ,y

(which corresponds physically to moving the control rods out of the core) leads the system from a stable to an
unstable state.

'Ihe results of the direct calculation of the stability boundary summarized above were checked by calculating
the eigenvalues of the Jacobian matrix evaluated at the fixed point for various points in the N,,,- p , parametery

plane. The need to check the results of the direct calculation arises because, though there is a pair of complex
conjugate eigenvalues with zero real part for parameter values on the stability boundary, there is no guarantee that
there are no eigenvalues with positive real part for these parameter values. Moreover, it is also necessary to ensure
that the complex conjugate pair of eigenvalues cross the imaginary axis as the parameters are varied, since this is a
necessary condition for Hopf bifurcation. The computed eigenvalues yielded the same stable and unstable regions.
For example, all the eigenvalues at the point A in the unstable region of Fig. 2 - where the parameter values
(N,,,, p ,) = (1.50, 0.02258) (and AP,, = 33.88) and the phase variables at the corresponding fixed point

(d, t, E, f, 9) = (1.69,2950,0.23,0.35,0.88)- there is a complex conjugate pair with positive real part and
all the other eigenvalues have negative real parts; and for the parameter values at the point B in the stable region of
Fig. 2 - where (N,,,, p ,) = (1.50,0.02058) (and AP,, = 33.88) and the phase variables at the correspondingy

fixed point (d, t, A, f, 9) = (1.64,2863,0.25,0.33,0.90)- all the eigenvalues have negative real parts. Hence,
the steady state or fixed point is unstable for the parameter values corresponding to point A in the N,,,- p ,y
parameter plane and stable for those corresponding to point B. At the point C - where (N,,,, p ,) = (1.50,y

0.02158) - which lies on the stability boundary in Fig. 2, there is a complex conjugate pair with zero real part and

non-zero imaginary part i is with a = 13.48 (or, e' = 1.5 Hz); all the other eigenvalues have negative real parts.
Points A and B in Fig. 2 are very close to point C. Hence, as the parameter p , is decreased through its value ony

the stability boundary, a complex conjugate pair of eigenvalues of E,(f(y),y) crosses the imaginary axis indicating
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that the system does indeed undergo a Hopf bifurcation [18,19]. He fixed point is completely specified only by the

fixed point values of all the phase variables, i.e. f(x) = (4, e, p, f, 9, f,,,, f,,,,, f,,3, f .2+). However, only |2

| the first five are given above, because f,3 1 = 1,2 f = 1,2 are always zero at a fixed point (because in Eq. (11),
,

| An = 0, and in general,1,,3 2.23 * I : I r i1 t 3 s.23 .t the fixed point) and therefore, we have not indicated them in the3

fixed point.

; Finally, numerical simulations were carried out for several points in the operating parameter plane to study j
the nonhnear effects not captured by the local bifitreation and stability analyses. For initial conditions only "slightly" '

,

4 - away from the Axed points, the results of the numerical simulations always agreed with those of the stability analyses,
i 1.e., growing osediations resulted for points on the unstable side of the stability boundary in the parameter plane and i

decaying oscillations (back to the fixed point) resulted for points on the stable side. Shown in Figs. 3 through 6 are
,

the results of the numerical simulations carried out at point A (in the unstable region) and at point B (in the stable i.

) region) in Fig. 2. The time evolution of the neutron density n(t) and the inlet velocity v(t), when the system |

| p=rers.. are at point A, starting from initial condition (n(0), c(0), p(0), s(0), v(0)) = (1.60,2950,0.23,0.35,
; 0.80) and T,3(0) = 0,1 = 1,2 f = 1,2 nearby the fixed point, is shown in Fig. 3. As expected on the basis of |
i the stability analyses, the oscillation amplitudes grow, and the system moves away from the unstable fixed point.
; ne time evolution of n(t) and v(t) for parameter values at point B, starting from initial condition i

i (n(0), c(0), (0), s(0), v(0)) = (2.50,2863,0.23,0.33,1.00) and all R0)'s = 0 close to the fixed point, is shown
'

] ' in Fig. 4. Also as expected from the stability results, the oscillations decay in this case and the system es olves to
the stable fixed point. However, when the initial condition for the numerical simulation is taken farther away from4

,

.
the fixed point corresponding to point B in Fig. 2, i.e., (n(0), c(0), p(0), s(0), v(0)) =(3.00,2863,0.20,0.33,

| 1.10) and all RO)'s = 0, the syster2 moves away from the fixed point. He time evolution of the neutroa density '!

j and the inlet velocity for this case is shown in Fig. 5, where the oscillation amplitude of the phase varia'les now
; grows in time. The time evolutions of n(t) and v(t) in Figs. 4 and 5 are plotted in Fig. 6 as phase-portraits projected

onto the n-v phase plane, ne trajectory that emanates from the initial conditions used in Fig. 4, moves towards {
j the stable fixed point, whereas the one that emanates from the initial conditions used in Fig. 5, evolves away from i

the fixed point. Dese two phase portraits, shown in Fig. 6, indicate that there exists an unstable limit cycle in the f
*

| phase space nearby the stableftredpoint when the parameter values are at point B, and thus that the Hopf bifurcation '

| that occurs as the stability boundary in Fig. 2 is crossed is a suberitical Hopf bifurcation, not a supercritical Hopf
;

'

bifurcation. His is consistent with the fact that the growing oscillations, that result from the simulation done for -

I parameter values at point A, do not saturate at a stable limit cycle which would indicate that the Hopf bifurcation is ;

} supercritical. Hence, when the system is operated at the allegedly " safe" parameter values corresponding to point |
B, for which the fixed point is stable, an initial condition that could result due to a fm' ite perturbation from that fixed!-

i point would lead to growing oscillations, not oscillations that would die away and evolve to the fixed point. Thus,
; although the steady-state or the fixed point coawding to the point B in Fig. 2 is stable, it may not be a safe point
: at which to operate the BWR since a small but finite perturbation could lead to growing nuclear-coupled density-wave i

{ oscillations as indeed the simulation (Figs. 5 and 6) shows, his, of course, typically is the case when a subcritical
j Hopf bifurcation occurs. These results are consistent with the results reported by Tsuji et al. [10] who alss showed

in the stability analysis of their model that a suberitical Hopf bifurcation occurred as the stability boundary was
]

e

crossed.#

i

i ne frequencies of oscillations obtained from the numerical simulations were compared with those evaluated
1 via the eigenvalue calculations. He points A and B in Fig. 2 are very close to the point C which is on the stability

: boundary. Hence, the damped and growing oscillations, that occur for parameter values at A and B, respectively,
i following initial conditions very close to the corresponding fixed point values, should have frequencies very close
i to the imaginary part of the eigenvalues - the complex conjugate pair that has zero real part - of the Jacobian
: matrix for parameter values at point C. Indeed, the growing and damped neutron densities and inlet velocities shown

, in Figs. 3 and 4 for parameter values at points A and B respectively, oscillate with frequency 1.5 Hz, consistent with
the eigenvalues of the Jacobian matrix corresponding to the point C.

J

{ He stability results just described can be related to the operating regimes on the power-flow map familiar
j to BWR plant engineers. A typicai power-flow map for a BWR [8] is shown in Fig. 7. This power-flow map also
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Fig. 3: Time evolution of phase variables for parameter values at point A in Fig. 2. Initial condition, |
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(n(0), c(0), p(0), s(0), v(0)) = (1.60,2950,0.23,0.35,0.80) and all R0)'s = 0, is nearby the unstable fixed
point (d. l', E, f, 9) = (1.69,2950,0.23,0.35. 0.88).
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Fig. 5: Time evolution of phase variables for parameter values at point B in Fig. 2. Initial condition,
(n(0),c(0), (0), s(0), v(0)) = (3.00,2863,0.20,0.33,1.10) and all RO)'s = 0, is some distance away from the
stable fixed point (4, t, , f, 9) = (t.64, 2863,0.25,0.33,0.90).
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can be referred to as an A-9 map (as is done in Fig. 7) since the power can be related directly to the steady-state
(fixed point) neutron density 4 and the flow rate can be related directly to the steady 4 tate inlet velocity 9. The map
is generated from the natural circulation limit and the forced-convection flow-control line of a BWR. For most
operational transients, flow-control is used to follow BWR load changes. This method of load-following ensures that
the system pressure is essentially constant and reduces the need for control rod action on the flow-control line. Point
D on this line in Fig. 7 is the normal operating point of a BWR , points E and F correspond to operating conditions
with 20 K and 30 K subcooling respectively, and point G is known to correspond to the least stable BWR operating
conditions [4]. This line D-G is the flow-control line used to follow load changes.

Keeping in mind both that the model developed and analyzed here is a very simple BWR core model and
that not all design and operating parameters are available for an actual BWR, we do not attempt a detailed quantitative
comparison with all possible operating points on the power-flow map. Rather, we use the results of the stability
analyses and + .anerical simulations described above to explain qualitatively the change in stability between the normal I

' BWR operating point, point D, and the least stable operating point, point G, in the power-flow map shown in Fig.
7. The flow-control line, D-G in Fig. 7 is mapped to the N,,,-d operating-parameter / phase-variable plane in Fig.

8. Unlike previous stability boundaries generated directly in an operating parameter plane by keeping the third
operating parameter fixed, the stability boundary for a fixed inlet velocity was first generated in the N,,,-p,,
parameter plane by keeping the steady-state inlet velocity 9 fixed and allowing the third operating parameter AP,,

to vary. This stability boundary was then mapped to the N,,3-4 plane and is shown in Fig. 8. Since operating points
'

|D, E , F, and G have different fixed-point inlet velocities - 9 = 1.0,0.55,0.39, and 0.3, respectively - there are
correspondingly different stability boundaries for them. The operating point D in Fig. 8 is related to the 9 = 1.0 |

I
stability boundary, and clearly lies well within the stable region defined by that boundary. The operating point E
in Fig. 8 is related to the 9 = 0.55 stability boundary and we observe that point E is closer to that boundary than
point D is to the 9 - 1.0 stability boundary. Hence, although the point E is stable, it is less stable than D in the
sense that it would be more easily susceptible to diverging oscillations when the initial conditions are not near the l

fixed point. Such diverging oscillations for a fixed point on the stable side of the stability boundary were indeed !

demonstrated for the point B in Fig. 2. He decreasing stability of the operating points continues as they are moved
down the flow-control line to point F which is related to the 9 = 0.39 stability boundary, and finally to point G '

which is related to the 9 = 0.3 stability boundary. Point G is the closest point to its stability boundary; hence, it |

is clear that among all the operating points on the flow-control line, point G is the least stab!c operating point, and
point D is the most stable since it is farthest from its stability boundary. We reiterate here that this explanation is
very qualitative, limited not only by the simplicity of the model, but also by the unavailability of accurate data for
design and operating parameters. For example, the stability boundaries that were shown to be sensitive to design
parameters such as the pressure loss coefficients, friction factors, feedback coefficients, etc., by Tsuji et al. [10],
shift appreciably when these parameters are varied. Depending on the values of these parameters, according to our
calculations the point G could be on the unstable side of the stability boundary for 9 = 0.3 which corresponds to
it, clearly making it an unstable operating point; or, the point G could be a little funher into the stable region of the N,,,-d ;

plane, in either case, the overall trend of decreasing stability of operating points on the flow-control line as the flow !

rate is reduced, will continue to be exhibited in Fig. 8, and that is what we have attempted to establish here as
quantitatively as possible in the absence of proprietary design data (and a complicated detailed engineering model).

.

!

ne decreasing stability of the operating points on the flow-control line as the flow rate is reduced, can also
be observed from Fig. 9, where the stability boundaries are plotted for four fixed values of N,,, = 0.66, 1.33, 1.99,

and 2.71, corresponding to the inlet subcooling at points D, E, F and G, respectively, in Fig. 7. These stability 1

boundaries were first generated directly in the AP,,-p,, operating parameter plane by keeping the third operating {
parameter, N,,,, fixed. They then were mapped on to the A-9 plane and are shown in Fig. 9. Operating point D i

can now be related to the N,,, = 0.66 stability boundary and we observe that it is very stable. Points E, F, and G !
can be related to their respective stability boundaries, and we observe that the corresponding stability boundaries
move closer to the operating points as we move along the flow-controlline from E to F and finally to G. This again
demonstrates the decreasing stability of the operating points as we move down the flow-control line. It is interesting
to observe that the stability boundary for fixed N,,, in this plane passes through a minimum as N,,, is increased from
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Its value at the point D - the stability boundary moves to the right as N,,, is increased from 0.66 to 1.33 and then

starts moving back to the left as N,,, is increased further to 2.71.

One of the possible consequences of subcritical Hopf bifurcation was illustrated in Figs. 4 through 6, which
showed that for the same set of operating parameters values that correspond to a stable fixed point, transients
initiating from two different initial conditions may lead either to oscillations decaying to the stable fixed point, or
more importantly, to oscillations with growing amplitude diverging away from the stable fixed point. From a BWR
operations perspective, another important consequence of the subcritical Hopf bifurcation is that by changing the
operating parameters from a point in the stable region to two operating points that are nearby each other and closer
to the stability boundary - but both in the stable region - may lead to oscillations that converge to the stable fixed
point in one case, and to oscillations that diverge from the second nearby stable fixed point in the other. As an
illustration, Fig.10 shows the time evolution of the neutron density n(t) initiated from the phase variables
corresponding to the fixed point values at point G (with a 20% reduction in the initial boiling boundary, p(0), that
was necessary to prevent the inlet velocity from becoming negative during the initial transient oscillations rendering
the model developed and used here irrelevant), as operating parameters are changed at t = 0 to a point H in Fig. 8
defined by the new set of operating parameters, (p ,, N,,,, AP,,) = (0.011011, 2.205, 6.4421). Clearly, they

transient is converging to the stable fixed point corresponding to point H given by N,,, = 2.205 and (4, 9) =

(0.55388, 0.3). Also shown in Fig.10 is the time evolution of the neutron density n(t) initiated from the same initial
conditions as before, i.e., from point G (with a 20% reduction in the initial boiling boundary,p(0)), as operating
parameters at t = 0 are changed to a point 1 in the parameter space defined by (p,,, N,,,, AP,,) = (0.011011,72,
6.4407), that also is in the stable region very close to the point H. The oscillations in this case diverge from the tne
new stable fixed point corresponding to point I, given by N,,, = 2.2 and (4, 9) = (0.55346,0.3). The converging

and diverging transients which start from the same initial conditions and result from a change from the same
operating point to two operating points very close to each other (both in the stable region), also are shown as phase
plane trajectories in Fig.11, in which the phase portraits projected onto the n-v phase plane are shown for
parameter values corresponding to the points H and I,

Sumrnary and Conclusions

A simple model, that led to a representation of a BWR core as a low-dimensional dynamical system
comprised of a set of nonlinear ODES, has been developed for stability analyses and transient simulations. A BWR
(fuel) lattice cell was represented as a vertical fuel-centered boiling flow channel. The neutronics was modeled by
the point kinetics equations with one precursor group, and the two-phase region thermal-hydraulics in the channel
was represented by the homogeneous equilibrium model. The equations for the single-phase temperature and the
two-phase quality were reduced to ODES by approximating these quantities by spatially linear but time-dependent
functions in a weighted-residual-like approach with weighing functions of unity. Finally, the PDE for heat
conduction in the fuel rod was reduced to a set of ODES using two approaches - version I was based on an
eigenfunction expansion method and version 2 was based on a variational method. These two approaches were
compared in terms of stability boundaries plotted in the N,,,- p , operating parameter plane for a fixed AP,,.
Based on conflicting objectives of improving the stability boundary accuracy and reducing the number of equations
in the dyruunical system, the variational method was determined to be the best choice; therefore, only the dynamical
system with the heat conduction PDE reduced to a set of ODES via the variational method, was used for the main
stability analyses and numerical simulations.

The stability boundary was calculated directly and plotted in the N,,,- p,, operating parameter plane for

a fixed AP,,, The eigenvalues of the Jacobian matrix of the dynamical system were computed at the fixed points

corresponding to various points in that N,,,- p , operating parameter plane. The results of these eigenvalue

calculations were consistent with the stability analysis, and indicated that a Hopf bifurcation occurs as the stability
boundary is crossed. Also, time-dependent numerical simulations of the nonlinear equations were carried out for
points on both sides of this stability boundary, and the results were consistent with those of the stability analysis.
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Purther numerical sirantarians with different initial conditions indicated that the Hopf bifurcation is subcritical, and
that an unstable limit cycle exists along with the stable fixed point (steady-state) for parameter values *n the stable
region nearby the stability boundary. De practical implications thus could be important because when the system
is operated on the allegedly * safe" (stable) side of the stability boundary, but near it, notwithstandmg the fact that
the fixed point is stable, a Anite perturbation from it could lead to DWOs with growing amplitudes - which indeed
occuned for the simple model studied here. Although a subcnocal Hopf bifurcation observed here supports the fact
that no sustained annillarians were observed in stabihty tests at low-flow /high-power operating conditions performed
at several operating plants [9], we may also conclude that the stable limit cycle oscillations observed at other
operating plants [9] are not excited duectly by this subcritical Hopf bifurcation.

Finally, the flow-control line was mapped to N,,,- A operating-parameter / phase-variable plane, ne

decreasing stability of the operating points on the flow-control line as the flow rate is reduced was shown by
comparing the mapped curve with stability boundanes plotted for four fixed inlet velocities in that operating-
i __./ phase-vanable plane. Stabdity boundaries also were plotted in the A-9 phase variable plane for four fixed
inlet subcoohng mimhars correspondag to four operstmg points on the flow-control line, and the decreasing stability
of the operstmg points on the flow-control line as the flow rate is reduced was then shown by relating those points
to their respective stability boundaries. Dus operating points on the power-flow map were related to the stability
boundaries in an operatag-parameter / phase-variable plane and in a phase variable plane, and a qualitative explanation
was given for the instabilities observed at the least stable operating point on the flow-control line of the power-flow
map. It was also shown that the normal operstmg point of a BWR at 100% power is very stable in comparison with
other operating points on the power flow map.

Appendix A

The dunensionless variables and p=i__s used in the BWR model are listed below. The asterisks indicate
the original dimensional quantities.

**
A * r,* v* 2.56e ''''* '''#(*T|L *

Big = ,J=1,2 Fr = G, =
k* g *L ' Ah *A *v*p,',

h,*,T**(*L *Ap* pf
*

N,=fL*3 , f = 1,2 N N, =
2D;

g,,
= A *Ah *p,*pjv*, Ap*

Ahjp,' c (T,*,, - T* )Ap*
* *

N,, = N,,, = N'' = p,f
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,2 3
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*

,

"'
a, = A = A*L ' ,g

* *

|
v ,L ' v, L'

I
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Appendix B

The expressions for the seven internal pressure drops that appear in Eq. (22) are

2AP ,,(t) = k ,,,v (') (B-1)g y

na.2+ M F W }' (B-2)~

"" 1 + [(1 - (t)]s(t)/(N,N,)]""

2AP ,,g(t) = N v (')#(t) (B-3)p p

AP,,,,,g(t) = (B-4)

AP c<.2+(') " N .u(') IV(')O (') + N .2+(') M (')] (B-5)ga i ya 2

AP .2+(') " N lV'(')O (') + 2N .u(')V(')M (') * N a.u(')M (t)] (B-6)
c a i na 2 3

Q,(t)
AP,,,,,3(t) = (B-7)

where Q,(t), M,(t), and M (t) are defined as3

I
Q,(t) = p,(z,t)dz = log {l + [1 p(t)] [s(t)/(N,N,)}} (B-8)

5(t)/(N,N,)
y,3

I
M (') = P.(z,t)[z - p(t)]dz = s(t)/(N,N,) {[1p(t)] - Q,(t)} (B-9)

2

,,,

I II ~ FI')M (t) = - M (t) (B-10)23
s(t)/(N,N,) 2

and the subscriptsfric, grav, and acc indicate that these pressure drops are due respectively to friction, gravity and
the acceleration associated with the convective term in the substantial derivative.

Appendix C

The most general form of the quadratic expressions for v ,(r), y,,(r), v .(r), and v (r) in Eq. (37) can bei 2 3

simplified using the appropriate boundary conditions on domain boundaries and using continuity and smoothness
(continuity of first derivatives) conditions at the interface between sub-domains. For simplicity of notation, the
subscript j$ on all the terms indicating the phase is omitted with an understanding that the analysis is either for the
single-phase region (/ = 1), or the two-phase region (j = 2). The function O(r,t) in Eq. (37)is written as a two-
piecewise quadratic function
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0(r,t) = T(t) + a,(t)r + a (t)r 0srsri 2
, d

(C-1)T,(t) + b,(t)r + b (t)r2, r, s r s r,2

where T,, a,, a,, T , b,, and b, are the time-dependent coefficients. ne function O(r,t) in Eq. (C-1) satisfies the2

following four conditions

80(0,r)/ar = 0 (C-2)

60(r,,t)/ar = - (Bl/r,) 0(r ,t) (C-3)i

Ofr,,t) = 0,(r,,t) (C-4)

00fr,,t)/Br = 60,(r,,t)/ar (C-5)

where Eqs. (C-4) and (C-5) are respectively the continuity and smoothness conditions at r = r,, and the subscripts

land r indicate the limits from the left and right, respectively. Application of Eq. (C-2) gives a,(t) = 0. Using Eqs.

(C-3)-(C-5), the quantities a , b,, and b in Eq. (C-1) are eliminated in terms of T, and T as2 2 2

a (t) = a T,(t) + a T,(t)2 u 3

b,(t) = b,,T,(t) + b,,T,(t) (C-6)
b (t) = b .T,(t) + b T (')2 2 32

where, a , a , b,,, b,,, b , and b are constants. Substituting Eq. (C-6) inta (C-1) and comparing it with Eq.u 3 u y

(37) gives

2v,,(r) = 1 + a .r2

2v,,(r) = a r3
(C-7)2v,,(r) = b,,r + b ru

2v (r) = 1 + b,,r + b r3 3

Explicit expressions for the constants a , a , b,,, b,,, b ., and b are algebraically very complicated; hence, theyu 3 2 3

are not given here. Following the procedure described above, they can easily be obtained from symbolic
manipulation packages such as Mathematica or Maple, as was done in the research reported here.

Appendix D

ne detailed derivation of Eq. (11)- the ODES for fuel rod dynamics for version 2 of the model, obtained
using the variational method to solve the heat conduction equation - is presented below. For simplicity of notation,
the subscript j$ on all the terms indicating the phase is omitted with an understanding that the analysis is either for
the single-phase region (f = 1), or the two-phase regLa (f = 2).

Following the Rayleigh-Ritz procedure [16,17], the variations 6f/6T, and 67/6T for the functical in2

Eq. (35) are set equal to zero to obtain the following two ODES [ note that although / in Eq. (35) includes the term
60/at, it is treated as a constant when taking the variations]

dT,(t) dT(t)
m, + m, ,- = m T,(t) + m,T,(t) + m C An(t)3 se

(D-1)dT (t) dT,(t)i
= n T,(t) + n,T,(t) + n,c,An(t)n' + n, 3dt
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where

m, = (v ,,+ v )/8,, m " (V .a+ Vua)/",, m = v,,y,+v ,y,,3 2i 2 2 i

m, a c,An(t)(v,,,+v ,),m,a v,,y,+vy ,, u
(D-2)~

n, = (v,,,+v ,,)/a,, n, = (v ,,+ v >>)/a,, n = v,,,,+v3y,,33 i a

n, a v,,y,+ v3y,, and n = c,An(t)(v ,,+v ,).
3 i 3

The shortened notations for the inner products used in the above equation are given by

v = (v ,Hv ),v ,y, = (v,,,Hv,,), y,,y, = (v,,,Hv,,), u ui uy,
(D-3)

y,,, = (v,,,v,,), v , = (v .'Y ). Y .i * (V .,1), etc.u 2 a i i

where the first subscript indicates the domain of integration in the inner product; I for the inner sub-domain from

0 to r,, and 2 for the outer sub-domain from r, to r,.

Equations (D-1) can be r,olved simultaneously to arrive at Eq. (11) - the ODES for version 2- where

I,,, = ( - mp, + nyt,)la
1.s = ( - mp, + nps.)/A2

I,,, = ( - mp, + nps,)la gg 4y
A = m,n2 - n,m2
and k = 2 when i = 1 !

= 1 when i = 2 t

It should be noted that since the operator H = V is self-adjoint, and the final trial function used here [Eq. (37)]2

satisfies the boundary conditions [Eq. (31)] and is smooth at r,, the Rayleigh-Ritz method becomes identical to the

Bubnov-Galerkin method [16,17].

Appendix E

in this paper, the following typical BWR design and operating parameters [3,14,15] were used:

A* = 1.442 x 10 m k,,,, = 154 2

L* = 3.81 m p* = 7.2 x 10' Nm-2

T,*,,, = 551 K r,' = 6.135 x 10~8 m

T,' = 561 K v, = 2.67 ms '
*

T,*,, = 561 K Ah* = 1494.2 x 10' Jkg-'
f,

2
c, = -0.15 Ap *, = 177.88 x 10' Nm

c' = -2.0 x 10'' K ' A* = 4.0 x 10-5 s ;
2

m 3.i2

c/ = 5.307 x10 Jkg K4 a, = 1.398 x 104
*

2 4

c' = 3.148 x 104 Wm-8cm's
p = 0.0056

'

A' = 0.08 s 8
f = 0.01467

= 9.750 x 10-8 Nm-2s
f = 0.01467 l'I

4
' *"

g. . = 3.6 Wm-'K
P' = 736.49 kgm-'
fk ,, = 2.5

kJ = 5.740 x 101 Wm K-i
P, = 37.71 kgm-8*

4
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Nomenclature

A cross sectional flow area I', vapor generation rate
Bi Blot number Ah, enthalpy difference, h, - hfD, diameter = 4A/( An neutron density difference, n - A
Fr Froude number Ap density difference, pf - p,
1, Bessel function of first kind order 0 A delayed neutron generation time
/, Bessel function of first kind order 1 a void fraction
L channellength a, thermal diffusivity = k/(pc,)3,,
N number of ODES in Eq, (10) p delayed neutron fraction
N friction number
f 0 temperature difference, T - f
N, phase change number A precursor decay constanty

N,, subcooling number boiling boundary
liquid viscosityP pressure F/

T temperature ( heated perimeter

e precursor concentration P reactivity

c, void reactivity coefficient pf liquid density

c, fuel temperature coefficient P, vapor density

c liquid specific heat a frequency
f

c, q '"*(t *) = c,*n *(t *) "4+ # 8#"** "#8

f friction factor
Subscripts

g gravitational constant
14 s agle-phase

h heat transfer coefficient
24 two-phase

h liquid enthalpyf avg average
h, vapor enthalpy b bulk
k, fuel conductivity ext external

k, exit pressure loss coefficient f liquidm
k liquid conductivity g a r
f

k,,,,, inlet pressure loss coefficient
m mixture

n neutron density o reference
P system pressure r right
q" wall heat flux s surface
q "' volumetric heat generation rate sat saturation
r, fuel rod radius

s quality slope Superscripts

y velocity steady-state (fixed po, t)m-

x quality dimensional quantity*

,
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COUPLED CALCULATION OF THE RADIOLOGICAL RELEASE
AND THE THERMAL-HYDRAULIC BEHAVIOR OF A 3-LOOP PWR

AFTER A SGTR BY MEANS OF THE CODE RELAPS

W. Van Hove, K. Van Laeken, L. Bartsoen, B. Centner, L. Vanhoenacker
Belgatom, Avenue Ariane 7, B-1200 Brussels, Belgium

ABSTRACT
To enable a more realistic and accurate calculation of the radiological consequences of a SGTR, afission
product transport noodel was developed. As the radiological releases strongly depend on the thermal-hydraulic
transient, the model was included in the RELAPS input decks of the Belgian NPPs. This enables the coupled
calculation ofthe thermal-hydraulic transient and the radiological release.

Thefission product transport model tracks the concentration of thefission products in the primary circuit, in
each of the SGs as well cr in the condenser. This leads to a system of 6 coupled. first order ordinary
diferential equations with time dependent coeficients. Flashing, scrubbing, atomisation and dry out of the
breakflow are accountedfor. Coupling with the thermal-hydraulic calculation and correct modelling of the
break position enables an accurate calculation of the mixture level above the break. Prc. andpost-accident
spiking in the primary circuit are introduced. The transport times in the Fil'-system and the SG blowdown
system are also taken into account, as is the decontaminating efect of the primary make-up system and of the
SG blowdown system. Physicalinput parameters such as the partition coeficients, halfhfe times and spixing
coeficients are explicitly introduced so that the same model can be usedfor iodine, caesium and noble gases.

1. INTRODUCTION
A Steam Generator Tube Rupture (SGTR) is one of the accidents that must be analysed within the framework
of the Safety Analysis Report 'SAR) of a PWR to verify compliance with the criteria for radiological releases.
Although it is an infrequent fault, a number of instances have occurred on operating plants due to corrosion
related problems. The Belgian Safety Authorities have therefore, based on an increased probability of
occurrence, reclassified the accident from class 4 to class 3 which has more restricting release limits.

To enable a more realistic and more accurate calculation of the radiological consequences of a SGTR, a fission
product transport model was developed. As the radiological releases strongly depend on the thermal-hydraulic
transient, the model was included in the RELAPS input deck of the Belgian Nuclear Power Plants. This
enables the coupled calculation of the thermal-hydraulic transient and the radiological release without
introducing the excessively conservative assumptions needed for an uncoupled calculation, but still providing a
conservative result for licensing purpose. A realistic evaluation is also possible with this model.

The SGTR accident is analysed with the best-estimate code RELAP5/ MOD 2 [11]. At Belgatom a methodology
has been developed to avoid the tedious and time consuming effon of evaluating the uncertainty related to the
use of best-estimate codes for licensing. This methodology is described in reference [1] and provides a
bounding analysis for a given transient using a best-estimate code. Without quantification of the uncenainty,
the margin between the ret.listic and the licensing analysis is however not known.

The methodology is based on the dermition of an unambiguous licensing parameter, thie value of which must
be compared with a licensing limit. The margin between both values is the licensing margin. In the case of a
SGTR, the licensing parameter is the total infant thyroid dose, which has to remain below the legal limit.
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In the calculation of the licensing parameter, limiting values are imposed for all initial and boundary
c:nditions. These limiting values must cover all operational limits within the Technical Specifications and
operational uncertainties of the plant. Code uncenainties and code deficiencies are covered by limiting v'Jues
for certain input parameters or by special modelling techniques.

The coupling of the fission product transport model with the thermal-hydraulic calculation creates the
possibility to analyse the sensitivity of the licensing parameter to the limiting values of the initial and boundary
conditions.

The model was developed for the calculation of the iodine isotope release. Nevertheless, the general form of
the equations makes it also suitable for the evaluation of releases of noble gases and caesium

2. RADIOLOGICAL MODEL
2.1 Physleal phenomena

A comprehensive description of the phenomena invc!ved in the production, retention and release of iodine
during a SGTR accident is given in [2,3].

2.1.1 Flashing

If the reactor coolant water is superheated with respect to secondary side saturation temperature, part of the
break flow will flash into steam. This flashing process will cause part of the iodine in the break flow to be

evaporated.

The flashing fraction, x, is determined by means of an isenthalpic expansion from primary to secondary |

conditions. The iodine mass partition coefficient between liquid and vapour is set to 1 [2j. ,

1

|2.1.2 Atomisation

Due to hydrodynamic forces and due to flashing, the liquid pan of the break flow will break up into droplets. If
the rupture location is abose the liquid level or in a region of high void, the smaller droplets are likely to be
entrained by the steam flow. This phenomenon will lead to a primary liquid bypass.

For the calculation of the bypass fraction, the model of ref [4] is used. Bypass of primary liquid occurs when
the Net Liquid Height (NLil), i.e. the collapsed liquid level above the rupture location, drops below a limit
level. The bypass fraction depends on the steam flow and the type of steam separators. The model has been
validated with experimental data and yields conservative high values for the bypass fraction [4).

2.1.3 Scrubbing
1

If the bicak is submerged in secondary water, the primary steam bubbles produced on flashing will rise through |
I

the overlying secondary water. Primary droplets in the steam bubbles may deposit on the bubble walls, so
transferiing activity to the secondary water. Activity may also panition between primary steam and secondary |

liquid.

Since the calculation ().6 & .7) shows that atomisation is the most important release mechanism, the most
restrictive rupture location for radiological release is the tube bundle apex and thus scrubbing has not been
introduced in the radiological model.

2.1.4 Boilof

Partially volatile species such as iodine present in the secondary water will oartition into the vapour phase to
an extent which depends on the value of the partition coefficient under the existing conditions (i.e. temperature

and pH).

The conservative value of 100 is used for the mass partition coefficient as recommended by the SRP 15.6.3 [5].
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2.1.3 Ccny over

The steam produced by evaporatisn in the SG still contains a small amount of secondary liquid droplets at the
outlet of the steam dryers. The warranted moisture carryover of 0.25% covers all SG conditions encountered
during a SGTR transient [3].

Reference [6] proves that a mass partition coefficient of 272 is the minimum value that can occur daring a
SGTR. The conservative value of 100 for the mass partition coefficient for evaporation in the SG,
recommended by [5], is thus sufficiently conservative to include the effect of a moisture carryover of 0.25%.

2.1.6 Dryout

When the liquid inventory in the faulty SG (i.e. the SG with the broken tube) decreases due to insufficient
water supply to make up for the steaming rate, recirculation in the SG ceases and the tube bundle may uncover.
If at the same time the primary average temperature remains higher than the secondary saturation temperature,
the dry part of the tube bundle becomes superheated with respect to secondary saturation temperature. This
situation can occur when a concurrent secondary side break or stuck open secondary relief valve must be
considered.

For a rupture location at the tube bundle apex, the break liquid droplets not entrained by the steam flow
possibly drain on the tube bundle outer surface. In case the rupture location is inside the U-bend region, most
of the break liquid will impact on the neighbouring tubes [3].

On this dry, superheated tube surface, the liquid part of the break flow may evaporate before mixing with the
remaining secondary liquid is possible. Due to the lack of experimental data, it is conservatively assumed that
the liquid part of the break flow completely evaporates as soon as sufficient tube surface is available. The latter
is calculated using the available primary-to-secondary temperature difference and a pool boiling correlation.
All activity contained in the liquid part of the break flow is in this case transferred to the vapour phase and
released to the environment.

'

2.1.7 Plare out

When dry out of the break flow occurs, a certain amount of the iodine isotopes in the break flow will deposit on
the tube onter surface. Independently of this dry out, a certain amount of the iodine in the steam flow can
deposit on the SG internal structures, especially on the large surface ofTered by the steam dryers.

Due to lack of reliable data on both mechanisms, the conservative assumption of no bdine deposition is used.

2.1.8 Overfill

in case an overfill of the faulty SG occurs, secondary liquid is discharged directly to the environment.

The conservative initial and boundary conditinns leading to overfill, are however completely difTerent from the
bounding conditions that favour radiological release by atomisation and dry-out. Therefnre the potential for
overfill must be the subject of a different methodology, where it has to be shown either that overfill does not
occur or that the radiological consequences are less severe. Overfill is therefore not included in the model.

2.2 Fission product transport model

The fission product transport model tracks the concentration of fission products in the primary circuit, in the
pressuriser, in each of the SGs as well as in the condenser (fig.1). This leads to a system of 6 coupled linear
first order ordinary difTerential equations with time dependent coefficients which P.re given in appendix A.

The equations in appendix A contain only one break flow, but in practice the two sides of the break are treated
as two independent breaks beuuse of a possible difTerent flashing behaviour. Since both break flows can
change direction during the transient, the following convention is used for each break flow:
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( 'Qb,out " Qb if Qb > 0 ;Qb.out = 0 if Qb c 0
! (positive direction, see figure 1).<

Qb.in = --Qb if Qb <0 ; Qb.in = 0 if Qb d0

|
The same convention is used for the surge Fne flow, that can also change direction during the transient.

The maximum allowable Technical Specification leakage is postulated in one of the intact SGs (i.e. SGs not
affected by the tube rupture). This primary-to-secondary leak flow (Qi) is cooled to the secondary temperature
in the teak path so that neither flashing nor atomisation of the leak flow occurs [2].

In order to evaluate the radiological releases, one may distinguish four different phases:

the p:riod prior to the rupture of the tube. Following the SRP 15.6.3 [5], one of the intact SGs must bee

considered affected by the maximum allowable steady state primary-to-secondary leak. The Belgian Safety
Authorities also request to consider a pre-spiking event, that has brought the primary actisity to the
maximum value allowed by the Technical Specifications for a limited period (typically 12h). During this
steady-state operation, the liquid masses remain constant and the flow rates are either zero or constant.
The steady-state solution of the equations yields in this case the initial values of the activities in the SGs
and in the condenser at the start of the transient. j

6

the period from the rupture of the tube until scram. Primary activity enters the secondary system throughe

the ruptured tube. The secondary pressure remains stable, the plant continues to operate at full power and
the contamination spreads from the faulty SG to the intact SGs through the condenser and the feed water
system.

the period from scram until break reversal. A post-spiking must be assumed following reactor trip.e

Duration and release rate of the post-spiking are introduced via input data. After the turbine trip and the
feed water isolation, one may consider the three steam generators as being uncoupled in terms of
contamination. The probability to uncover the top of the bundle is most likely during this period. The bulk
of the radiological release to the environment is produced during this period and coraes from the faulty
SG.

the period from zero break flow to cold shutdown. During this phase, both primary and secondary circuitse

are cooled through steam discharge from the intact SGs. As these SGs were contaminated during the
previous phases, a small amount of radiological release occurs during this period.

Note that equation (A.6) for the condenser activity is not valid during the third and fourth period. However,
this has no impact as during this period the turbine is tripped, the feed water is isolated and the condenser is
uncoupled in terms of contamination from the SGs.

The coupled calculation covers the period from break opening until break cancellation. Since the fourth period
only contains negligible radiological releases, it is usually not included in the RELAPS calculation.

For a SGTR accident with a stuck open SG safety valve (SOSV), the third and fourth period cannot be
distinguished and the coupled calculation must be continued until cold shutdown conditions are reached.

2.3 Fission product releases

After the tube rupture and before the turbine trip and feed water isolation, iodine is released only via the
condenser vacuum pumps or air ejectors (see nomenclature for symbols):

.dt (1)
RI, = DF, J a, .Q, . PC,

|

i

However, those releases occur via the plant stack and are monitored. Therefore there contribution to the total
release is negligible.

|

|
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Ftliowing turbine trip and with the steam dump to the condenser assumed not available, the SG relief valves
and/:r safety valves will open to c:ntrol the secondary pressure. This will result in a severe situation since it
constitutes a direct path to the environment.

Equation (2), which gives the total integrated release from the faulty SG, includes three important release
mechanisms:

f 3

RI,,,o = j Qb.out .a ,i .x + Qb.out .a ,i .y.(1 - x) +(Qy,o - x.Qb.out ). [88 s
'

dtp p p
(2) (2)

flashing atomisation boilof

In case dry out occurs in the faulty SG, x is set equal to one.

From the intact SGs, there is only a small contribution due to boil off of secondary liquid:

a .Rsg

RI.R*f9v,R*pgSS

88

agg g
RI,,,a = JQv.B pf .dt

88 (4)
t

2.4 Solution

The equations in appendix A are of the form

* (5)+a(t).m(t) = b(t)
dt

The differential equations are solved using the general method:

p(t)(jb(s).p(s)ds + C)m(t) = (6)

(t) = exp(Ja(t)dt)

with C a constant, defined from the initial conditions.

This method uses only integrators and avoids the need to calculate derivatives, which introduces noise in the
calculation and leads to instability and error accumulation.

The complete model, including the solution of the equations in appendix A, the evaluation of the integrals in
f.2.3 and the calculation of all auxiliary variables needed in the model, is introduced in the RELAP input deck
by means of the in-house developed TROPIC [7] pre-processor under the form of RELAP control variables, in
a way similar to the modelling of a control system. In this way the radiological equations are integrated with
the same time step as the thermal-hydraulic equations. This allows a once-through calculation of the
radiological releases which is very cost efTective to perform sensitivity studies.

2.5 Validation of the model

2.31 Stability and accuracy ofthe solution

A first test has been performed in order to verify that RELAPS is able to provide, via control variables, the
solution of a first order ordinary differential equation with time dependent coeflicients.
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Rr testing purpose, specific, oscillating functions were used in eq.(5) for a(t) and b(t), functions that permit an
analytical solution for eq.(5). Figure 2 shows the comparison between the cnalytical result and the RELAP5
calculation with the second order accurate integration scheme of eq (6). There i:, no cumulated error in the
numerical solution.

2.3.2 Introduction ofthe modelin the REIAPS input deck

Since the previous test gave confidence in the process, the complete model was developed and introduced in
the RELAPS input deck .

The response of this complex model has been checked by uncoupling the radiological release model from the
thermal-hydraulic calculation and introducing simplified boundary conditions by means of tables for all the
thermal-hydraulic parameters which are used as input parameters in the model. A hand calculation could be
performed and the results compared to these obtained with the RELAP model.

The deviations between the RELAP5 values and the manually calculated values vary, for the integrated
releases, between 0.5% and 1.5%. The deviations observed are caused by the approximations required for the
hand calculation.

2.3.3 Models andconstants

The radiological release model is entirely based on the isotope mass balance equations. The correct solution of
the equations by RELAP has been verified. The equations contain however a number of modelling parameters.
According to the type of analysis, either best-estimate or conservative values can be introduced for these
parameters.

For the atomisation, the model of reference [4| is used. The model has been validated against experimental
data and yields conservative high bypass fractions for Westinghouse type SGs. More realistic data or data for
other types of SGs can however be used if available.

The calculation reported in this paper was carried out with a SG iodine mass partition cocflicient of 100, as
recommended by the S.R.P. |5]. Comparison with experimental data in [6] shows that this value is sufficiently
conservative to cover the effect of moisture carry-over of secondary liquid. More realistic values for the SG
iodine mass partition cocflicient can however be introduced.

Likewisc the iodine mass partition coefficient for the flashing break flow was set to I in the calculation
repor1cd in this paper. This value maximises the radiological consequences of flashing. Again more realistic
values can be introduced if available.

For the decontamination factors of the primary make-up system or the secondary blowdown system, either
minimum warranted values or realistic value> can be introduced.

!

Both a pre-accident and a post-accident iodine spiking can be introduced. Each spiking is characterised by a |
!steady-state iodine release rate and a spiking factor. Either conservative, bounding values or realistic values

based on nperating experience can be introduced. The calculation reported in this paper starts from a constant
primary activity equal to the maximum Technical Specification limit and considers only a post-accident
spiking with conservative high spiking factor.

2.SA Thermal-hydraulic transient

All initial and boundary conditions for the transient and certain input parameters and code options are chosen
such that the calculation of the SGTR transient with RELAP5/ MOD 2 yields a bounding value for the total
radiological release. This is the subject of a specific methodology report to be presented to the Safety
Authoritics.
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3, THERMAL-HYDRAULIC MODEL
3.1 The 3 loop PWR plant model

The RELAP5 model of the plant (fig.3) explicitly models the reactor vessel, all primary loops, the pressuriser
with expansion line, the pressuriser spray lines and the SGs. The FW lines are modelled starting at the
isolation valves. The steam lines are modelled up to the turbine stop valves. Safety valves, relief valves and
safeguard systems are modelled as boundary conditions. Control and protection systems are modelled using the
control variables specific to RELAP.

The plant model (fig.3) is a detailed and realistic standard plant nodalisation built on user guidelines without j

reference to any specific accident. This standard nodalisation is based on experience from various small scale
test facilities and on full scale plant transients. The data in the input deck are extensively reviewed and
documented in a plant specific data base.

3.2 Broken SG tube

The broken 50 tube is explicitly modelled with the correct length up to the rupture location. Both parts of the
broken tube are divided in several volumes in order to realistically model pressure losses and void formation
inside the tube. Due to the flashing definition, both break mass flows must be treated separately.

:

The break flow is calculated using the RELAP critical flow model. To cover uncertainties on the break flow
calculation, the pressure losses inside the tube are reduced by 20% and the tube outlet discharge coefficient is

set at 1.20.
.

'

The most penalising rupture location for the radiological consequences is a rupture at the tube bundle apex.
The uncover time is maximum, the discharge coming from the inlet header will be two-phase for some penod
but the break mass flow is minimum. However, for the overfill case the most limiting break is located near the
outlet header, since the break mass flow is then maximum.

In SGTR analyses, the break flow is often calculated using correlation's for the critical flow of a subcooled
liquid through an orifice. These correlation's yield larger break mass flows than a correct modelling of the
broken tube, taking pressure losses and void formation in account. Provided a maximum break flow is the

I
conservative option, the use of these correlation's gives conservative results. But an overestimation of the break
mass flow may lead to a higher liquid inventory in the SG and a shorter period of break uncover, resulting in
less severe radiological consequences.

3.3 Not Liquid Height
:

The criterion for submersion of the rupture is defined based on the Net Liquid Height (NLH) instead of the
collapsed level in the riser:

top riur
NLH = J(1-a).dz

rupture location

A known deficiency of RELAP5/ MOD 2 is the inter phase drag model for bubbly / slug flow regime, that is
inappropriate for rod bundles [8]. This results in an overestimation of the void fraction in low flooding rate '

reflood or slow boil off conditions. The latter condition is typical for the faulty SG after reactor trip. Even when
applying the recommendations of Kukita et al. [9] (increase of the tube bundle outer hydraulic diameter by a
factor of 10), the code overpredicts the vo;d fraction. For a given liquid mass inventory, this results in an
overprediction of the NLH above the rupture location.

Applicable experimental data to assess the uncertainty of the void fraction prediction are the high pressure, low
flow data from the ORNL level swell tests and the TLTA boil off tests, app. B of ref. [10). To the authors
knowledge there is unfortunately no systematic quantification of the uncertainty of the RELAPS/ MOD 2 code j
with respect to these data available in the literature.

|
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The nodalisati:n cf the SG is a second source cf uncertainty. The RELAP v:lumes have a constant section, but
the corresponding real v:lume may have a variable secti:n over the height cf the volume. For a given liquid
invent:ry in the v:lume, the RELAP collapsed level could show an err.r with respect to the real collapsed
level.

The uncertainty due to the inter phase drag model has been assessed using the ORNL and TLTA data. The
uncertainty due to the nodalisation is calculated based on the real geometry of the volumes. The total
uncertainty on the NLH calculation with RELAP5/ MOD 2 amounts to approximately im (3 ft). This
uncertainty is systematic in nature as RELAP5/ MOD 2 consistently overevaluates the NLH. The uncertainty is
therefore added to the criterion for the onset of atomisation. The value of this uncertainty has little impact on
the results reported in paragraph 6. Reducing the uncertainty from 1 m to 0.5 m (provided it could be
demonstrated that the latter value is still a bounding value for the total uncertainty) would reduce the
calculated total radiological release by only 13%

4. INITIAL AND BOUNDARY CONDITIONS
To demonstrate the capabilities of the radiological release model, a SGTR accident has been analysed for a
typical 3 loop PWR.

The initiating event is the double ended guillotine rupture of one tube. The rupture location is at the tube
bundle apex. The plant is at full power at the moment of the break.

A pre-spiking event must be assumed and the initial primary activity at the start of the transient is equal to
37 MBq/kg (1 Ci/t). The initial secondary activity is obtained from an equilibrium situation for the mav'. .n
allowable primary-to-secondary leak rate in one of the intact SGs.

Following reactor trip, a post-spiking occurs. For this calculation the Spiking Factor is 70 and the steady-state
iodine release rate from the fuel is calculated from a continuous operation primary activity of 5.55 MBq/kg
(0.15 Ci/t).

The most restrictive single failure is the failure of the auxiliary feed water (AFW) turbo pump. This leads to |
minimum liquid inventory in the faulty steam generator and consequently to a maximum rupture uncover
period.

As a general rule for licensing calculations, control systems cannot be considered if their operation is
favourable for the consequences of the accident. The steam dump to the condenser is consequently assumed !

unavailable.

For the other initial and boundary conditions, limiting values are imposed that maximise the total radiological 1

release. |
l

5. OPERATOR ACTIONS |
The reactor protection system is designed to preserve core integrity and no automatic action exists to stop
radiological releases to the environment. A SGTR analysis must therefore necessarily consider operator actions
according to the plant specific procedures.

1

As a number of SGTRs have occurred world-wide, today operators are intensively trained to cope with a SGTR
accident. In Belgium, each operator has, at least once a year, a refresher course, including a SGTR accident, on
a full scope plant simulator.

In the sample calculation, an increase of secondary activity rapidly warns the operator that a SGTR has
occurred and the operator is requested to take the appropriate actions. If the instrumentation to monitor i

secondary activity is qualified, this early warning can be considered in a licensing study. |

6. RESULTS |
The sequence of events is given in table 1. The course of the accident is illustrated in (fig.4 to 10). |

The tube rupture occurs after 400 s in the calculation. The initial total break flow is 17.5 kg/s, (fig.5).
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Alarms on high condenser actisity direct the operator to the 'SGTR without safety injection' procedure.

At 640 s or 4 min. after break occurrence, the operator has diagnosed the accident. He isolates the letdown and
starts a second charging pump in an attempt to compensate the break flow and to avoid safety injection signal.
As a result, the primary pressure, (fig.4), increases again. ,

4

Table 1 : sequence of events

'
time (s) event (#: operator action)

0 start of calculation _

400 double ended guillotine rupture of I tube at tube bundle apex

460 alarm high activity in condenser
start of alarm procedure ;

520 alarm identified i
istart of procedure T,GTR without safety injection signal'

640 diagnosis confirmed
,

# start additional charging pump
# letdown isolation
# minimum SG blowdown flow

940 operators attempt load reduction program ,

reactor trip
- turbine trip and loss of condenser (no steam dump)
- FW isolation (main valve);

! 941 SG atmospheric relief valves start to open

960 SG safety valves open for 15 s :'

1030 FW isolation (bypass valves)
AFW start. but turbo pump fails to start (single failure)

i

1060 operator initiates primary depressurisation
# pressuriser spray valves completely open .

'

1350 # pressuriser spray flow reduced to maintain 30 C subcooling

1540 chemist has identified the faulty SG by blowdown activity
# MSIV closure on faulty SG
# start primary cool down at 28 *C/h with intact SGs ,

'# control intact SG narrow range level with AFW

1670 atmospheric relief valve closes on faulty SG
end of radiological release from faulty SG

1700 end of calculation

Next the operator is requested to bring the plant to hot shutdown by reducing the plant power output in a
controlled way. As control systems cannot be considered in a licensing study if their operation is favourable, it
must be assumed that the attempt fails and that a reactor trip occurs. This reactor trip is postulated to occur at
940 s or 9 min. after break occurrence.

Reactor trip leads to turbine trip, feed water isolation and AFW start. Following turbine trip, the secondary
pressure increases sharply and the SG safety valves open briefly to limit the secondary pressure, (fig.6). But
very soon the atmospheric relief valves are able to control the secondary pressure, which is maintained around
7.3 MPa.

The safety injection signal is effectively not reached and the operator stays in the same procedure, Next the
operator is requested to stop the break flow. This is accomplished by cooling and depressurising the priraary
circuit until the primary pressure is equal to the pressure in the faulty SG. j

At 1060 s or 11 min. after break occurrence the operator opens the pressuriser spray valves and depressurises
the primary circuit to reduce the break flow,(fig.4 and 5). The spray flow is controlled to maintain a minimum ,

subcooling of 30 *C in the primary circuit.
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Lacking a qualified activity measurement en each SG separately, the chemist must make a loc::1 actisity
measurement en the 50 blowdown flows. At 1540 s or 19 min. aAer break occurrence, the faulty SG is'

identified. The operator isolates the faulty SG, but maintains AFW to the faulty SG to recover a visible narrow
range level.

Next the operator initiates a plant cooldown at 28 'C/h with the atmospheric relief valves of the intact 3Gs,
(fig.7). Some 130 s later, the relief valve on the faulty SG closes and the radiological releases from the taulty
SG are stopped. As the total release from the intact SGs is at least an order of magnitude smaller than from the
faulty SG, (fig.10), the analysis was stopped at this point.

During the period from 400 to 1700 s, a total of 780 GBq (21 Ci) has flowed into the faulty SG through the
break, (fig.8). The activity of the secondary liquid has risen to 15.5 MBq/kg (0.42 Ci/t) in the same period,
(fig.9).

Except for a short period when the safety valves are open, the NLH remains below the criterion. The most
important mechanism of radiological release is therefore the atomisation or bypass of primary liquid out of the
faulty SG. The contributions of the different mechanisms in the total release from the faulty SG are given in
table 2 and illustrated in fig.11.

The tube bundle remains covered and dry out does not occur in this calculation.

The total retention factor (ratio ofintegrated break activity to the aethity released) for the period considered is
10, w hich means that only 10% of the break flow activity is released to the emironment.

Using the site specific dose conversion factors, this total release can be converted in an infant th>Toid dose.
This dose must remain below the legal limit for class 111 accidents. Reversibly, this comparison can determine
the maximum allowable limits for the primary activity in the Technical Specifications of the plant.

7. HAND CALCULATION
The radiological consequences of an accident are often evaluated by hand calculation, using the results of the
thermal-hydraulic calculation as input data.

To make a hand calculation possible, the duration of the accident is split in a number of periods, during which
the relevant thermal-hydraulic input data are more or less constant. Bounding, constant values are then used
for these input data for each period considered. Introduction of some supplementary simplifying assumptions ,

'

reduces the equations to linear first order differential equations with constant coefficients, which can than be
;

4

integrated analytically.
;

|
The results of such a hand calculation, using 4 periods from reactor trip till relief valve closure on the faulty ,

SG, are compared with the RELAP results in table 1.

$ table 2: Radioactive release (iodine-131) from faulty SG

i RELAP HAND

|
GBq % GBq %

boil off + carryover 2.0 2.6 2.4 2.1

flashing 1.7 2.2 1.0 0.8
I

etomisation 73.4 95.2 113.0 97.1

total 77.1 100.0 116.4 100.0

|.

.

|

8. COMPARISON BETWEEN RELAP AND HAND CALCULATION
Comparing the hand calculation with the RELAP calculation in table I shows that in both cases atomisation is
the major contribution to the radiological release from the faulty SG. The reasons are the break position at the
tube bundle apex and the conservative initial and boundary conditions leading to minimal SG liquid inventory. |

i

i

6
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The coupled calculation of the thermal hydraulic transient and the radiological release with RELAP gives a 1/3
reduction of the total radiological release with respect to the hand calculation, while still prmiding a
conservative, bounding value for this licensing parameter. This reduction makes additional operational margin
available.

But the hand calculation does not necessarily give conservative values for each release mechanism. Table 1
shows that the radiological release due to flashing is underestimated in the hand calculation. The reason is that
the flashed fraction of the break is very sensitive to small enthalpy differences and only a coupled calculation
can provide the correct flashing fraction during the course of the accident.

Another problem is the strong interaction between the different phenomena involved in the radiological
release. An overly conservative calculation of one release mechanism may adversely affect the other
mechanism. In the sample calculation used in this paper, the overestimation of the atomisation in the hand
calculation ! cads to a lower secondary liquid activity (12.4 GBq/kg for the hand calculation versus 15.5
GBq/kg for the RELAP calculation at the end of the transient), which reduces the radiological release by boil
off. Another example is the fact that in the thermal-hydraulic calculation without coupled radiological model,
the liquid fraction leaving the faulty SG through atomisation (roughly 2.5 ton ofliquid in the hand calculation)
is not accounted for, leading to higher SG liquid inventory and a possible reduction of the atomisation period.

9. CONCLUSIONS
- Taking into account such novel phenomena as atomisation and dry-out, may lead to much larger radiological

releases to the emironment following a SGTR. Depending on the imposed initial and boundary conditions
(licensing versus realistic), these releases may lead to violation of the criteria. In the sample calculation
presented, the most important release mechanism is atomisation. But under conditions where most of the SG
secondary inventory is lost, dry-out may lead to very large radiological releases.

- The different phenomena responsible for radiological releases manifest a strong interaction, which can only
be properly accounted for by a suitable isotope transport model like the one presented here.

; - The reactor coolant is the main vehicle for the transport of the isotopes. Hence, a more precise evaluation of
! the radiological releases requires a instantaneous coupling of the thermal-hydraulic parameters with the
i fission product transport model. Only such a coupled calculation correctly accounts for the interaction'

between thermal-hydraulics and radiological releases.
a

- The coupled calculation of the thermal-hydraulic transient and the radiological releases also allows
| parametric studies to be performed in a cost effective manner.

. - Programming a mathematical model involving differential equations into the powerful control variable
package of RELAP, is normally a very tedious effort. The TROPIC pre-processor is an extremely useful tool

j m this respect, making the programming much more user friendly.
i

; - The coupled calculation shows an important benefit in terms of total radiological releases over the hand
calculation, while still able to provide a conservative value. This enables one to make additional operationali

margin available.

- Iodine is responsible for the largest contribution to the total effective dose. Therefore only iodine releases,

'

were calculated in this paper. Nevertheless, the model is also suitable for the evaluation of releases of noble
gases and caesium.

!
,
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10, NOMENCLATURE
parameter unit symbol index

Pressure Pa p p primary

Temperature K T s main steam

Enthalpy J/kg H c condenser

Mass flow rate kg/s Q sg steam generator

Water mass kg M pr pressuriser

Density kg/m p i leak2

Mass acuvity Bq/kg a cv primary make-up system

Integrated release Bq R1 f feed water
DF s mean steamDecontamination factor for iodine -

Decay constant ofisotope i s-I ).; af auxiliary feed water

Partition coefficient Bq/kg PC b break

Bq/kg
Spiking factor - SF v safety and/or re!%f valve on SG

a pv PORV on the pressuriserVoid fraction -

x bd blow downSteam quality -

y i isotopeAtomisation fraction -

Time s t spr spray

Time delay s At se scram

Activity release rate from the fuel Bq/s R in/out flow direction
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APPENDIX A Fissim prod:ct cetivity bal:nces

Based on figure 1, we can write the activity balances dows ,

primmy circuit withoutpressuriser .

d(M .a ) R +Q,,in.apr +(Qb,in. cold + Qb in, hot ).a.g,op p
= idt

(A.1) .

-(Q + Qb.out.coid + Qb.out. hot + Qspr + Qpr,out + 2 .M ).a |pi p p
< >

with Api " A + 1-i '

pressuriser i

d(Mp.a )
8Pr '( ~ 8Pr ) + kpr,out .a -fQ r,in +9 + i

y
" ap p pv pr prdt ;(j_yj

SG with break (SG G)

** ***
-((1- x,oia -y.(1-x,ota )).Q3, oui,,oia +(1 xnoi - y.(1 - xno)).Qb, oui,so).a,

Le

Qv.o -(x ld -Qb.out. cold + xhot -Qb.out.W ) Qb.m. cold + Qb.m. hot + A .M,,,o.a.g,o

,

Q,.o ce
+ Qbd.o + + i

-

g* g*
6 >

+Qt.o .a, .(t - At ) + Qar,0.a,(t., - At r )t

(A.3)
>

SG with leak (SGR)
'

&

# '

d(M,g,a ,a,g a )
= Qj .a - Q,,a + Qbd.R + pQy g + d .M.R .a.g,gp i agg

+ Qr,g.a .(t - Atr)+ Qar.R.a,(t.e - Atr)c
(A. .t)

|

|
Intact SG (SG B)

| d(M B. ass'BI = Qr,B.a .(t - Atr)- Os'B + Qbd,B + Qv'B Iag
N M ,B .a ,B Naf,B.3,0,e - @i sg sgcg pg's

< *s
(A.5)>

condenser

'
'''* } = ((x id +(1-x id ).y).Qb,out.coid +(xhat +{I* Xhot ) Y)-Qb,out, hot ).a |co co p

+Qbd,0 Qs,0 - x ld -Qb out. cold + xhot -Qb,out. hotco

DQ .a.g',o(1- Atbd ) + ,a ,G88

Qbd.R Qs,R Qbd,B Os.B f-+
8- 8

bd PC,, |DF ' '8' ss.Bbd PC,s DF ' '8 '

-(Qt.o + Qr,R + Qr,B). a, - l,M,+ '"*i
PC 'c

(A.6)

;

;
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Figure 1: Schematic presentation of the mean parameters of thei

Fission Products TransportModel
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Abstract'
,

A new void drift model for the subchannel analysis method is presented for the
thermohydraulics calculation of two-phase Hows in rod bundles where the flow model uses a two-
fluid formulation for the conservation of mass, momentum and energy. A void drift model is
constructed based on the experimental data obtained in a geometrically simple inter-connected two
circular channel test sections using air-water as working Guids. The void drift force is assumed to

,

,

be an origin of void drift velocity components of the two-phase cross-flow in a gap area between
i,

tem adjacent rods and to overcome the momentum exchanges at the phase interface and wall-Guid
interface. This void drift force is implemented in the cross now momentum equations.
Computational results have been successfully compared to experimental data available including
3x3 rod bundle data.e

l

1. Introduction

h

The subchannel analysis method has long been established since the pioneering work made,5

]
for example, by Rowe [1] and is being fully used in thermal hydraulics design of the nuclear

reactor fuel assemblies as well as in safety evaluation. In the BWR subchannel analysis, current
|

efforts are placed on developing the capabilities of analyzing transient two-phase flow phenomena'

starting from, for instance, flow coast down triggered by a pump trip, boiling transition (BT) up to
;

post BT phenomena including re-wetting. A trend of the basic subchannel code framework has
been based on the two-fluid multi-field description, differentiating basically three fields of liquid

,

film, vapor core and droplet Hows. In the fonnulation, of vital importance is the mechanistic

approach to the constitutive relationships that are the result of the integration process of a set of
local instantaneous now conservation equations over subchannel control volumes. Three major

,

physical processes are identified that require us to elaborate on expenmental endeavors to make the

mechanistic modeling possible: 1) turbulent inter-subchannel mixing and void drift; 2) spaceri

effects on the Dow characteristics; and 3) re-wetting phenomena after BT.

Three fundamental mechanisms are considered in connection to the two-phase Dow inter-

subchannel exchanges: i) turbulent mixing that results in non-directional exchanges, ii) cross-How

2721,
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convection (diversion cross-flow) and iii) void drift [2,3]. We assume that these three ;
,

mechanisms can be dealt with independently and modeled on the basis of experimental results !
-

i
obtained in an air-water system using inter-connected two channel test sections. In this paper we

'

focus our interest on modeling inter-subchannel exchanges, in particular, on the void drift

phenomena.

Briefly, for the turbulent mixing of momentum and energy of two phase flows in a rod bundle -

: the equal mass exchange model between two adjacent sr Nhannels i and j is adopted in our '

calculations:

sih usaP((Pk)i~(Pb)J} (I )
T

where sij is the gap spacing; e and I are the eddy diffusivity and Prandtl mixing length and (c/l)TP,
,

! indicates an extension of the single-phase flow concept to two-phase How, e.g., with a help of |
:

Beus's two-phase multiplier [4]. p is the fluid density and % the traMrt property; agap s the [
i

void fraction at the gap. Axial momentum mixing is given by Eq. (1) w.th & = w (axial velocity

component) and likewise & = h (enthalpy) for the energy mixing. Note that Eq. (1) with & = 1

corresponds to the turbulent mixing in the mass conservation equations and leads to net zero mass

transfer between two subchannels. Also the forced mixing should be considered that is caused by

such flow obstacles as spacer grids; however, this is out of scope in this paper and not discussed.

For the void drift phenomena, we identify the magnitude of the force that induces the

phenomena and propose a new model to be included in the lateral momentum equations. By

solving these lateral momentum equations with a newly added void drift force term, we obtain the

cross-How velocity that already includes the void drift contribution. Because the other two-Huid

equations of mass, axial momentum and energy conservation are solved simultaneously, where

this cross-flow component is inwrporated in all the convection terms, the void drift contribution is

accounted for in the calculated mass, momentum and energy distributions inside a bundle. Several

comparisons will be made between calculation and experiment including the void redistribution in

simple inter-connected two channel test sections [5] and in a GE3x3 rod bundle [6]. Overall it has '

I
been confirmed that the above driving force model can well reproduce most of the experimental !

results.

2. Void Drift Model

2.1. Void Drift Force

We assume that the void drift phenomena are a result of a net cross-How occurring in the non-

equilibrium Dow without the lateral pressure difference as suggested by Sadatomi, et al.[5] Based

i

!
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on this assumption, an attempt is made to identify the force that induces the void drift valocity.

Further, because the void drift is predominant in churn-turbulent flow regime [5), we assume

throughout in this paper that the void drift effect can be neglected in the other two-phase flow

reipme.

Let us consider first the steady-state lateral momentum conservation equation in the two fluid!

six-equation description:

j

hagpgugug) + hagpkugwg) = - og- Fw,g(ug) - F ,k(u ) - Fr,k, (2a)i rg

4

j where x and z are the lateral and axial coordinates; u and w are the lateral and axial components of
.

) the flow velocity in a gap and in a subchannel, respectively; a and p are the volume fraction and

density; p is the pressure; the subscript k refers to the k-th phase (i.e., k = g: gas or vapor phase; k

= f: liquid phase); Fw (ug) and F (uf,) are the momentum exchanges between fluid and wall (W)1i

!
as a function of ug, and between two phases (I) as a function of the relative velocity between two

phase.s, i.e., urg = ur- ug , respectively; and Fr is the momentum exchange due to evaporation.

| / condensation (l'). ug in Eq. (2a) is the diversion cross-flow component due to the lateral pressure

; difference between subchannels. It is noted that ug = 0 when ap/ax = 0 and Fr,k = 0 in Eq. (2a).

Considering that the void drift phenomena are a result of a cross-flow occurring in the non- |
equilibrium flow without the lateral pressure difference, we introduce the driving force of void |

| drift Fyn and the void drift velocity uyo that satisfy the steady-state lateral momentum equation !
!

(2a) but without pressure gradient term akd lax and Fr,k : |
'

P

!

GkPkuyo,guyo,g) + hagpguyo,gwk) = Fyo,g - Fw,vo g(uvo,g) - Fi,vo,g(uvo rg), (3a )

or rearranging Eq. (3a):
.

4

Fyo,g = hagpguyo,guyo,g) + hagpguyo.gwg) + Fw,vo,g(uvo g) + F ,vo,g(uvo.rg), (3b )i

where Fyp,k is the void drift force on the phase k; uyo is the void drift velocity; and uvo,rg is the

relative velocity between two phases, i.e., uvo, rg = uvo, f - uvo, g. Fw,yp and Fi,vp are

interpreted as the components that balance with the wall and interface friction. It is our assumption
ithat the complete form of the steady-state lateral momentum equation is given, instead of Eq. (2a),

by:

a

'

i

!
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B B

g[akpk(ug+uvo,0(ug+uvo,y] + g[agpg(ug+uvo,ywg] =

-a + Fyo,k(uvo,y - Fw,vo,g(ug+uvo,k) - Fi,vo,g(urg+uvo,rs) - Fr.k. (2b )

Note that a total of the diversion cross-flow and void drift components ug+uvo,g is treated as one 1

component, i.e., the cross-flow component, in actual computations.

The question is to find Fyp, r and Fyp, g in terms of subchannel-averaged two-phase flow

quantities. This attempt will be made in the following section 2.3. By subtracting Eq. (2a) from

Eq. (2b) on both hand-sides, we relate Fyp, r and Fvp, g o the wall friction term Fw and thet

interface friction term F in the following:l

Fvo,r = (convection terms) + [Fw.r(u +uvo,r) - Fw.i(ur)] + [Fi,r(urg+uvo,rg) - F ,r(u )] (4a)r i rg

*'
= (convection terms)+ *'uvo.r+ h auf (u o.r)2+ ,,,v

aur -
, ,_

uvo.rg+ .1 32p,,, (uauf, vorg)2+..,
aF,ri

(4b)+
durg 2

_

Fvo.s = (convection terms) + [F ,,(utg+uvo.rg)- F ,g(u )] (Sa)i i rg

u o.rg+ h- auf, (u o,rg)2+ ...
I8I.s

v v (5b)= (convection tenns) + Burg

where the ' convection terms' is given by:

a a
g(agpg[(ug+uvo,y(ug+uvo,g) - ugug]) + g(agpg[(ug+t; o,ywg - ugwg])

-2 hugpguvo gug) + hagpguvo,gwk),

| with the subscript k being f for Eq. (4) and g for Eq. (5). In Eq. (5), the force corresponding to

| the wall friction Fw,vo,g is neglected for the gas-phase because the interface friction force is
1

considered to dominate. Fw and F in Eqs. (4) and (5) are usually expressed as:l i

2Fw,t(ug) = pgu (6 ),

where fw could be given, e.g., by the Gunther-Shaw correlation [7] for cross flow pressure drop

across the tube bank and D is the equivalent hydraulic diameter of the subchannel gap; andh

3(P''
F ,g(utg) = '" pg f, , (7 )i u
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where the interface friction factor fg is dependent also on the phase-interface area, sauter radius of

bubbl:s, etc. A detailed description of this modelis found in [8].
;

| 2.2. Experimental Data Analysis

! The void drift data subject to analysis in this paper was obtained in the churn-turbulent flow

regime at Kumamoto University [5] using two simple inter-connected two channel test sections:
'

one with two circular subchannels of different diameters (Ch.E-F in Fig.1) and the other with two

| identical circular subchannels (Ch.F-F in Fig.1). Working fluids are water and air under the

: atmospheric pressure condition. Flow redistribution along the channel axis without diversion

cross-flow was obtained by realizing the following conditions: (1) pressure gradient in the axial<

direction to be the same at the entry section ; and (2) the time averaged pressures in both

|! subchannels to be identical at the inlet and at the exit for Ch.E-F and Ch.F-F test sections. - Thus
t

no lateral pressure gradient was established on a time-averaged basis, where no diversion cross-

i flow is judged to take place: i.e., ug = 0. Under these conditions the mass flux redistribution of
1

j both phases, i.e., akpkwk (k = g, f), along the axial length of each subchannel was measured for i

i various inlet mass flow rates. Sadatomi et al. [5] gave the air volume fraction redistribution ak

t

through Smith's correlation [9]. Also the equilibrium void fractions ag,so, sand ag,sof(with the
;

| subscripts E and F referring to the subchannels E and F) were evaluated by substituting the

$ measured How rates of both phases in each subchannel into Smith's correlation.

The void drift velocity of the k-th phase uvD.k(z) can be defined by the mass balance over a
i flow control volume for either one subchannel i or the otherj of two subchannels with known
'5

? pk(z), ak(z) and wk(z):
4

! (pkakwk)i, z 3,-(pgagwg)i, z+ Az(pgaguyo,g)i_.J. z+1/2Az = 0si
(8 a)

I or
,

(pkagwg)), z 32 -(pgagwg);, z- (pgaguvo,g)i j, z+1/2a: = 0 (8 b)

i
i

; where Az is the axial spacing of the control volume; sij is the gap spacing; and i-+j indicates the j
!
i void drift direction from subchannel i toj. We can select Az complying with the axial locations of j
I I

| measurement. Ai and Aj are the flow area of subchannel i and j. From Eqs. (8a) and (8b), we

obtain: !'

I A]z) (9a)
2 sijAz(pgag),, [G ,j Aj - Gg,i A;]z.32

-[G ,j Aj - Og,i( kuv o,g = it

j
:

!
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with Ok(r) = pk(z)ak(z)wk(z) and A is the flow area. The subscript av refers to the gap

quantity, represented by an average between channel i and j. If we select Az to allow the flow to i
|

be fully developed at z+Az, Eq. (9a) could be rewritten as:

A - Og,j Ajk -[Gg,i Ai - Og,j Aj) ) (9b) {I
2 sijAz(pgakky -([G ,i

uvo,g = ik
'

'

where the subscript EQ refers to the equilibrium flow.

Thus, having uvo,k(z), we evaluate Fvp,r and Fyp,g y Eqs. (4)-(7) along the axial length ofb
'

the E-F and F-F test sections with ur and ug, hence ufs, being zero (no diversion cross-flows in the

experiments). It is also worthwhile to note here that contributions of convection terms in Eqs. (4)

and (5) are found much smaller than from the remaining Fw,vp and F ,vp terms. Therefore in the
'

I

following model construction, we neglect the convection for simplicity. |
!

2.3. New Void Drift Model ,

FvD. s and Fvp, r in the preceding section 2.1 must be correlated, in the absence of the

diversion cross-flow (uf = u, = 0), in terms of subchannel averaged two-phase flow quantities

except foruvo, g which should be regarded now as the unknown v iable, and flow geometry
!data. Imoking at the equations (5b) and (7), we could well assume, first for Fyp, g. the following:

| Fyo g| x pg(uvo,rg)2 (10 )

since the coefficient of first order term becomes zero with urg = 0 in Eq. (5b). Equation (9b) is
,

simplified by assuming constant density as:

Muvo,g - ([at,iwt,i- ar,jwt,j] -[ag,iwg i- og,jwg,jk ) (9c) >

2 sijAz og,av

where A y is equal to (Ai+Aj)/2. From Eq. (9c), we get uvo,rg (= uvo,r- uvp,g) as:

vo,rg = 2 sijAz
{ w[,i- w[,[ - w[,i- w[,[m |- { W',i- w ,1 - w*,i- w ,f a |

'' * *u
g g g

( g,j.
* Wfg.i- Wfg N ) (9d)

"

2 sijAz
, rg.i- WW:

!,

,

where we have introduced wk* just for convenience as:

"f>' "8''w[,i
Gr,ava

w i and w = w i ,..., etc.r. g s,ui i g.avi

* *
and wtg = wr - w *. Substituting Eq. (9d)into Eq. (10), finally we get:g

i
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| Fvo,| a p, II,wi,,i- w ,,{ - wi,,i- wi,,{ m )2 (3 3,)r ,

2sijazi1

or in a more approximated form with a proportionality constant Kyo. g :

| Fvo.s | = Kvo,, { wi,,i - wi,,{ - wi,,3 - wi,,{ m )2 (11b).

Noting the magnitude of Fyp, r+ Fvp, g o be equal to that of wall friction Fw, r, which is at

Iresult from Eqs. (4b) and (5b) with FI, r+F1, g= 0, we try to model IFyp, r+ Fyp, g next.

Following the same procedure as IFyp, g , we could assume IFvp, r+ Fyp, g = pduyo, r)2 s1 I a

suggested by Eq. (6). However, this assumption has lead to rather scattered representation of the

experimental data. This is considered to be due to the fact that the form of cross-flow pressure

drop model Fwf given by Eq. (6) still involves much uncertainty. As a consequence, there is no

reason to deny that the Taylor expansion first order term does not vanish, i.e., IFvpf+ FVD g I*

vo, r)2/luvo. I ). This means the momentum exchange between fluid and rod wall,lprlu tvo,i (= pfu

i.e., the cross-flow wall friction and form loss, could be represented by a combination of prluvo,rl

and pr(uvo, r)* instead of Eq. (6). Finally proposed model is given by:

4''
i7 . . .

, i,i - wi,j, - wi,i - wi,j, m) (12a)| Fvo.r+ Fyo,g | x pr{ w
,2 sijAz;

or in a simpler fonn with Kvo, r Proportionality constant:

| Fvo.r+ Fyo g | = Kvo,r wi,i - wi,{ ,wi,i- wi,{ m. (12b)
'

Still we need an expression for agg and wm. In this regard, we employ Rowe's model [10]

for the equilibrium void distribution agg:

1 D ,ii (13)ago,i = a + (1 - n) K2
h

where K2 is constant and equal to 1.0; over-bar quantities ref r to those of bundle cross-section

average. With aug at z+Az plane and ag, wk, Fw.r. pk, O laz, etc. at z-plane as knownP

quantities, equilibrium velocity wm can be obtained by solving iteratively a set of non-linear

phasic balance equations of momentum and mass between z and z+Az planes per each subchannel.
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This procedure is necessary for all computational meshrs and constitutes of large part of

| computational efforts in this work.
;

i

|

3. Computational Results and Discussions j
.

3.1 Evaluation of the Void Drift Force Model
This section describes a result of analysis in 2.1 - 2.3. Six sets of experimental data are

evaluated and Table 1 shows their experimental conditions. Experimental data are reduced to ,

r
IFyp,gt through Eqs. (Sa), (7) and (9a) and to IFvo.f + Fvp,g i through Eqs. (4a),(5a),(6) and

(9a) as described in 2.1 and 2.2, and are plotted against the prediction of Eqs. (11b) and (12b) in
'

Figs. 2 and 3, respectively. The use of Smith's correlation [9] has been made for the void fraction f
distribution, as shown in 2.2, to obtain the experimental values of IFvp. g and IFyp, g + Fyp, r I,I

while the prediction is based on the void fraction distribution directly from the two-fluid j

calculation. It is worthwhile to note here that the results have been found insensitive to void
!fraction correlations.

In evaluating Eq. (11b), we used the equilibrium volume fraction ung that was provided by !

i

Sadatomi et al. [5] and the constant Kyo,, equal to be 1,250. Figure 2 shows a comparison of |

prediction by Eq. (11b) and experiment with respect to the void drift force exerted on the gas
'

2
phase (air) Fyp,g. On both axis, FvD.s is normalized by 1,250 Kg/m /s2. It is shown that the

void drift force could be predicted by Eq. (11) within accuracy of 5 - 7%. !

Likewise, Figure 3 displays a comparison between prediction and experiment with respect to

the void drift force exerted on both gas and liquid phases IFvp,7, + Fyp, rI, which is plotted after
2

being normalized by 2,800 Kg/m /s2. In the prediction, Eq. (12b) is used with the constant Kvo.r '

= 9.3. It is noted that the zero void drift force is attained normally far beyond the exit of the test

section where the equilibrium condition is reached. Therefore in both figures, as the location of ,

evaluation along the axis approaches the exit, the void drift lines tend to converge to zero; or |
iconversely as the measurement point approaches the entry region the void drift force increases.

In general the relation IFyp, r I > IFyp, g i is valid. This implies that not only the spatial non- :

unifonnity of vapor velocity distribution but also that of the liquid-phase at subchannel control

volume boandaries, which are caused by uneven inter. phase turbulent momentum transfer and :

wall shear, is considered to be related closely to void drift phenomena. More mechanistic |

modeling of such void drift phenomena would be possible if we look into a detail of microscopic -

.

wall-Guid and inter-phase momentum transfer phenomena and complicated structure of the two- ,

phase flow in the slug to churn-turbulent now regime.
.

f
:
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3.2 Inter-Connected Two Channel Flow Redistribution

We have impi:m:nted Eqs. (11b) and (12b) into the cross-Dow momentum equations and Eq.

.(13) together with the iteration scheme to obtain the equilibrium mass flux distribution in a two-

fluid model subchannel analysis code [11]. Using this code we have carried out calculation in an

attempt to reproduce the experimental results for flow redistribution in the churn-turbulent How

regime. The boundary conditions include subchannel inlet volumetric flux distribution and exit

pressure; a total length of 2m is divided into 40 meshes.

Typical results are illustrated in Fig. 4 for Run EF2 and in Fig. 5 for Run EF6 (see Table 1

for the run number). In the both figures, a comparison is made for the ratio of the volumetric flow

QkE n E-channel to the total volumetric How QkE+QkF (k = g and f) along the axial elevation fromi

the entry (z = 0 m) to exit (z = 2 m). Figure 5 shows good agreement of calculated results with

experiment, while Fig. 4 shows a slight discrepancy in the gas-phase redistribution near the exit

region. This discrepancy is considered to be due to a direct result from disagreement of the

calculated ora by Eq. (13) with the experimental value. In fact if we use the experimental value

for ura, we get excellent agreement with experiment as shown Fig. 6. This fact suggests that the

ra prediction plays a key role in calculating overall Dow re-distributions and also that theo

approach based on the void drift force concept has b,enjustified.

For example, although Rowe's correlation is found to be good for u>0.5 when compared

with the Kumamoto University data [4], it does not represent well experimental data for lower

void fraction Dow, e.g. u<0.5 on a bundle average basis. Also it is pointed out that Eq. (13)

! Icads to non-zero unqi even if the bundle average void fraction is zero. When the model is |

| applied to low void fraction experiments of the GE3x3 bundle experiment as will be shown in the

I following, the arp frequently becomes negative, which must be corrected to zero. In this regard it

| is pointed out that model improvement in the equilibrium now prediction is important as a next

step.;

!
! 3.3. 3x3 Bundle Flow Redistribution
:

The proposed void drift model is evaluated by the GE3x3 rod bundle data where subchannel

: flow and enthalpy has been measured in rod bundles relevant to BWR conditions. Again the two-

Guid model subchannel analysis code is used in the same manner as in 3.2 with the same

constants, e.g., Kyo,, = 1,250 and Kvo.r = 9.3. In this calculation, two modifications are !
,

introduced to the models described in 2.3 for better agreement:-

1) K in Eq. (13)is set 0.5.24

2) Eqs. (11b) and (12b) are further multiplied by the following weighting factor Cyp:

2729 j
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(I) For a, < 0.1 Cyp = 0.0;

(II) 0. ls a, < 0.5 Cyp = (a, - 0.1)/0.4;

(III) 0.5s o, < 0.8 Cyp = 1.0 - (a, - 0.5)/0.3; and

(IV) 0.8s a Cyp = 0.0.w

The second modification is to take into account that the void drift phenomena are less important in

bubbly and annular flow regime and are maximum when a, is abow 0.5. - Also it was found that

without Cyp, two-phase flow computation became less stable possibly because the void drift
I

forces were over-estimated.

Figure 7 shows an exit quality distribution in terms of bundle average quality where a

comparison is shown between the calculation with the new void drift model and the experiment. i

Figure 8 shows the same comparison but the calculation is made without void ddft model in the

code.
iFigure 9 shows an exit mass flux distribution both in terms of bundle average quality where

the comparison is between the calculation with the new void drift model and the experiment. The

calculational result in Fig.10 is obtained without void drift model. In general agreement of the

calculational results (Figs. 7 and 9) with the experiment is considered to be good over the range of

quality x > 0.03.

By comparing Fig. 7 with 8, and Fig. 9 with 10, it is apparent that the void drift model

reproduces well the trend of two-phase flow re-distribution phenomena in rod bundles. In

particular the comparisons for the corner subchannel are consistent with the comparisons for side

and interior subchannels. However, our void drift model is constructed based on the air / water

data under low pressure conditions, applicability of the model to actual BWR conditions remains

subject to furtherinvestigation.

4. Conclusions

A new void drift model for the subchannel analysis method is presented for the
,

thermohydraulics calculation of two-phase flows in rod bundles where the flow model uses a two-

Duid formulation for the conservation of mass, momentum and energy.

The void drift driving force is assumed to be an origin of void drift velocity components of

the two-phase cross-flow in a gap area and its magnitude equal to that which surmounts the

momentum exchanges at the phase interface and wall-Duid interface resulting in uni-directional

flows. On the basis of this assumption, a void drift model has been derived and constructed using
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the experimental data obtained in geometrically simple inter-connected two circular channel test, ,

sections using air-water as working fluids.

Assessment of the model has revealed that the void drift force exists and induces the void drift:

phenomena. The void drift force, Eqs. (11b) and (12b), are recommended to be used with the

constants Kyo,, and Kvo.r f 1,250 and 9.3, resp ctively and with the weighting factor C that ;o yo

emphasize the importance of the void drift in the churn-turbulent flow regime. Extensive two- ;

channel data analysis has shown that the two-fluid model prediction of the void drift force, Eqs. ;

(11b) and (12b). is in good agreement with a body of the data experimentally obtained. It is noted !

that the void drift force reduced from the experimental channel flow data is rather insensitive to i

void fraction correlation. Also it has been shown that the two-fluid subchannel analysis code with

the new void drift model being implemented in the cross-flow momentum equation can produce

results consistent with the typical subchannel data including 3x3 rod bundle data. Calculational
,

results have been compared to experiments with good agreement provided thet the equilibrium

flow distribution is correctly predicted.
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Nornenclatures

A flow area
Ch.E subchannel Eof the test section
Ch.F subchannel F of the test section
C flow regime weighting factor to be multiplied with Eqs. (11b) and (12b)yo
D, equivalenthydraulicdiamete:
F inter-phase momentum exchange between two phasesi
Fyn void drift force
F, cross-flow momentum exchange between flow and wall

Fr force due to mass exchange
O mass flow rate
K constant used in Eqs. (11b) and (12b)yo.g
p pressure
Q volume flow rate l

igap spacing between subchannels i and jsu
u cross-flow component of the fluid vekrity
u, . diversion cross-flow component of the k-th phase
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u,, relative velocity between two phases
u ,, void drift cross-flow component of the k-th phaseyo

u , ,, relative velocity of void drift cross-flow components (= uva, - uva,)yo
w axial flow component of the fluid velocity
w,* superficial velocity divided by the average volume fraction of the k-th phase
x lateralcoordinate ;

z axialcoordinate |

I
a, volume fraction of the k-th phase t

u,, subchannel average void fraction
,

p density

Az axial mesh spacing

i
Subscripts !

|av average between two subchannels or average in one subchannel
BQ equilibrium
f liquid phase

;
fg relative value between liquid and gas phases t

g gas or vapor phase :

I inter-phase quantity |
i subchanneli j.

j subchannelj
'

k k-th phase i

VD void drift !

W wall i

l' mass exchange (evaporation / condensation) !

:

r

i

!
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Tabl51. Experimental conditions

O ,E(0)/Q ot '
Run Channel jf jg Qf,E(0)/Qf. tot g g,t

No. (see Fin.1) (m s 1) (m s-1) ' -

EF2 E-F 1.0 3.0 0.751 0.2
.

EF4 EF 1.0 3.0 0.612 0.9 !

EF5 E-F 1.0 5.0 0.683 0.518 j

EF6 EF 1.5 4.0 0.69 0.5 j

FF12 F-F 1.0 3.3 0.417 0.7 i

FF13 F-F 1.5 4.0 0.405 0.7 i
_ ,

jg andj, are the volumetric Duxes ofliquid and gas for the whole channel;

Qg,g(0)/Qu is the ratio of volume flow rate of the liquid phase in subchannel E (or in subchannel 1

F to the left of Ch F-F in Fig.1) to that in the whole channel at the inlet of the test section and !

Q,,g(0)/Q,,,,is the same ratio of the gas phase.

!

!

,

~ 4- 3 mm

V/ ?' ;/
(A) E F i

-

h
.

Ch.E-F Dianseter: 20,16 mm !

Gap clearance:

Sy = 1.0, 3.1 mm

--- 3 mm

I

(B) p p 4y

kN
'

Ch.F-F Diameter: 16 mm
Gap clearance:
Sy = 1.0 mm

i

Fig.1 Cross-section of the test channels

,
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Large-Scale Transport Across Narrow Gaps in Rod
Bundles

i

M.S. Guellouz and S. Tavoularis
Department of Mechanical Engineering, University of Ottawa.

Ottawa, Canada KIN 6N5

Abstract
.

Flow visualization and hot-wire anemometry were used to investigate the velocity field in a
rectangular channel containing a single cylindrical rod, which could be traversed on the centreplanc
to form gaps of different widths with the plane wall. The presence oflarge-scaic, quasi-periodic.

structures in the vicinity of the gap has been demonstrated through flow visualization, spectral
analysis and space-time correlation measurements. These structures are scen to exist even for
relatively large gaps, at least up to W/D=1.350 (Wis the sum of the rod diameter, D, and the gap
width). The above measurements appear to be compatible with the field of a street of three-
dimensional, counter-rotating vonices, whose detailed structure, however, remains to be determined.
The convection speed and the streamwise spacing of these vonices have been determined as functions
of the gap size.

|
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i 1. Introduction

One of the main tasks of nuclear reactor thermal-hydraulic analyses is to predict heat transfer
in rod bundle channel flows, which are commonly encountered in reactor cores. A well known but1

; still puzzling phenomenon in such configurations is that the local friction factor and the local heat
i transfer coefficient in narrow gaps between adjacent fuel rods or a rod and the pressure vessel wall

are rather insensitive to the gap width, even for relatively small widths. Among the various
hypotheses that were put forward to explain this insensitivity, the most likely one appears to be the
enhancement of cross-subchannel mixing due to large-scale, quasi-periodic pulsations, which
transport fluid across the gap much more efficiently than small-scale turbulence does.

The existence of such flow pulsations in rod bundle flows was first detected by Rowe et al
[1], who observed significant periodicity in the axial velocity autocorrelation function, measured ini

the region between the gap and the subchannel centre for a pitch-to-diameter ratio P/D = 1.125. No

; significant periodicity was seen for larger gap spacing but the reduction of the gap width led to
stronger penodic flow pulsations in the region adjacent to the rod gap. The next relevant experiments

'

i were those by Tapucu [2] and Tapucu and Merilo [3] in a channel consisting of two parallel square
subchannels, interconnected by a long lateral slot, thus modelling adjacent rod bundic subchannels.
These authors observed a systematic waviness in the mean pressure variation along each subchannel,
as well as flow pulsations across the slot, visualized by injecting tiny PVC beads. Tapucu and Merilo;

[3] noted that the wavelength of the pulsations seemed to increase with increasing gap clearance but
,

they could not reach a conclusive description of cither the pulsation wavelength or its amplitude.;

| The first systematic studies of flow pulsations across rod bundle gaps were performed by
Hooper [4] and Hooper and Rchme [5), who confirmed their presence and observed that their;

frequency was proportional to the Reyncids number and that the periodic component of the ;

) momentum exchange became more dominant as the gap width was reduced. The above authors |

| cxplained these flow pulsations by a parallel-channel instability mechanism, which produces vortex- ;

| like structures in the gap region. Rehme's (6,7,8] measurements, as well as those by Wu and Tmpp |
[9], concurred with the above findings. Rchme [6] also speculated that the flow pulsations were l

j caused by a static pressure instability between the subchannels. Quasi-periodic momentum transport i

j was observed (Rchme [8]) to exist even for the relatively large value of the ratio W/D=1.30 (Wis the
'

|
sum of the rod oiameter and gap width).

M6ller [10] continued the work of Hooper and Rchme in order to detcimine experimentally4

the origin of the flow pulsations obscived earlier and their dependency on the bundle geometty and

: Reynolds number. His power spectra of the azimuthal velocity components showed a very

! pronounced peak, at a location where the azimuthal turbulence intensity had a local maximum, and
i a weaker peak at the same frequency at a locatica 1.76 gap-widths away from the gap (W/D=1.072).

; De spectra of the pressure difference (measured with two microphones placed symmetrically on the

i two sides of the gap) showed an even more pronounced peak at the same frequency as the peak in

j the velocity fluctuation spectra. De fmquency of the flow pulsations was found to increase with
increasing Reynolds number and diminishing gap width. M611er [10] defined a Strouhal number as"

Str = (1)
u,

!

j wheref represents the peak frequency in the spectra, D is the rod diameter and u* is the friction
velocity, and found it to be inversely proportional m the gap width and independent of the Reynolds'
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number. M611er's [10] correlation analysis confirmed the findings of Hooper and Rchme, by showing
flow pulsations to propagate over a large region of the subchannel. Based on the above results and
the distribution of the vorticity normal to the wall, he proposed a model, according to which the Dow
pulsations were generated by the turbulent motion itself and are particular to the geometry of rod
bundles. M611er concluded that the turbulence structure in the gap region was a coherent structure
and that it is this motion that would be mainly responsible for the mass exchange between the
subchannels of rod bundles.

The important contribution of the large-scale pulsations to the inter-subchannel mixing was
demonstrated by Rehme [l 1] and M611cr [12], who attempted to intq, rate the pulsation effects into
the " lumped parameter" type of analyws of rod bundle flows. Most recently, Meyer and Rehme [13]
presented some very relevant measurements in compound channels formed by two rectangular
subchannels interconnected by a lateral slot. They documented in detail the formation of strong,
large-scale, quasi-periodic flow pulsations in the slot region, and correlated their frequency with the
slot geometry and the bulk velocity.

The above studies have demonstrated beyond doubt the presence and imponance of quasi-
periodic flow structures in rod bundles, however, they have not yet produced a complete description
of all features of these stmetures, neither their relationship on the geometrical and dynamic flow
parameters. The present work is aimed at funher characterizing such structures, panicularly those
forming in outer subchannel gaps, with the ultimate objective to incorporate their effects in analytical
and computational models of rod-bundle flows.

2. Flow Facility and Instrumentation

The flow facility (Figure 1) consists of an open-discharge wind tunnel, whose test section
consists of a rectangular channel containing a suspended, traversable aluminum pipe (" rod") with a
diameter of D = 101 mm. The hydraulic diameter and the length of the test section were,
respectively,1.59D and 54.0D. The channel was supplied with air produced by a blower through
a pressure box with a cro3s section 9.4 times larger than the open test section area. A woven screen
was stretched across the entrance of the channel to enhance the full development of the flow.

The rod was suspended at both ends as well as at a third location, placed at approximately
20D downstream of the tunnel entrance. Dial gauges provided accurate positioning of the rod. The
plexiglass base of the channel contained an anay of machined circular ports, which could be fitted
with special plugs containing pressure taps or measuring probes. In addition to these, the channel base
had a sliding plexiglass plate,2.8D upstream of the exit end of the tunnel, which could be used for
transverse traversing of the probes.

Measurements of wall shear stress were conducted with the use of a Preston tube and a flush-
mounted hot-film probe. The Preston tube had an outer diameter of 0.72 mm and an inner to outer

diameter ratio of 0.57; the wall shear stress was computed from the pressure difference using Patcl's
[14] procedure. The hot-film probe consisted of a miniature, flush-mounted sensor element (TSI
1268, platinum hot-film), with length and width of 1.5 mm and 0.5 mm respectively. The hot-film
was deposited on a quanz cylinder, which was fitted, through a teflon sleeve, to a plexiglass plug.
The hot-film probe was calibrated in situ versus the Preston tube reading.

Cross-sensor probes were used for the measurement of the velocity components. Two types
of probes were available. The first one was a cross-wire probe (TSI, model 1248), insened into the
flow from the exit end of the channel and mounted on a mechanism permitting accurate traversing
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azimuthalt, radially and longitudinally with respect to the rod. The second probe was a boundary
layer type, cross-film probe (TSI, model 1249) that measures the streamwise and parallel-to-the-wall
velocity components. This probe was inserted through the plexiglass base of the channel and was
traversed normal to it.

For the measurement of the mean and turbulence statistics, the probes were calibrated versus
a Pitot tube, using standard procedures. For the measurement of two-point correlations, however,
a simpler approach was followed, by which the overheat ratios of the two sensors in cach probe were
adjusted to provide nearly equal velocity sensitivitics; then, the streamwise velocity fluctuation was

. computed from the sum of the two digitized signals and the transverse fluctuation from their
difference. As a test of this method, it was found that the voltage difference of the two sensors
changed by less than 4% of the corresponding rms values over the entire velocity range ofinterest.

The hot-wire and hot film signals were low pass filtered at 380 Hz (3dB point) and discretized
at a frequency of I kHz. 50 records, cach containing 4096 points and separated by I s, were
recorded at cach position.

3. Measurements

3.1 Theflow in the wallsubchannel

Measurements of the centerline static pressure distribution in the streamwise direction, for
several rod-wall gap sizes, indicated that the pressure gradient was essentially constant in the ,

downstream end of the channel, inferring that the velocity profile was essentially fully developed.
Further manipulation of the flow in the pressure box resulted in reducing the flow asymmetry in the
test section to less than 1% of the corresponding averages.

The bulk velocity, defined in the region bounded by the rod surface and the surrounding line |

of maximum velocity (Ouma and Tavoularis [15]). as

{{{[U(r.4)rdrd& (2)U=s

was found to be essentially independent of the rod-wall gap size. In the present tests, U, = 10.1 m/s
*2%, for 1.050 < W/D < l.250. The Reynole aumber, Re., based on the bulk velocity and the
hydraulic diameter of the entire channel, was approximately equal to 140,000.

A few typicalisotachs (i.e. contours of constant axial mean velocity) and isocontours of the
axial, n', and azimuthal, u/, rms turbulent velocitics, for the W/D = 1.100 configuration are shown i

'in Figure 2.
The variation of the mean local wall shear stress, r,,, normalized by the bulk dynamic pressure,

%pU/,, measured around the periphery of the rod and along the channel bottom wall,'is presented
in Figure 3. This coefficient varied only slightly for 1.100 < W/D < l.250, but, for smaller gaps,it
presented increasingly lower minima on the symmetry planc. In addition to the mean, the fluctuations
of the wall shear stress along the bottom wall were also measured. using the hot-film probe. These
fluctuations were quite strong, with rms values typically about 7% of the corresponding local means.
The profiles of the dimensionless rms wall shear stress, shown in Figure 3, appear to be similar to the
corresponding mean profiles.
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1 3.2 Flow visuali:ation

Flow visuahzation was performed by injecting smoke through a thin tube insened in the gap |
I

| and illuminating the gap with a transverse thin sheet oflight produced by passing a 100 mW laser
beam through a cylindrical lens. The visualized flow was recorded by a video camera, which had a

'

minimum exposure time of 0.001 sec per frame and a fixed speed of 30 frames per sec. For clarity ;

of the pictures, the latter were taken at relatively low velocities, typically at Re = 16,000, and,

i usually, with an exposure time of 0.004 sec. At higher velocities, the general appearance of the
pictures was essentially the same, however, the obtained pictures were blurred. For presentation

'
'

here, sections of the video tape were digitized, frame by frame. A typical sequence of digitized
frames of the video film (not consecutive ones)is presented in Figure 4. t

The vimahion clearly showed the presence oflarge-scale pulsations, which occurred almost
periodically across the gap. Turbulent diffusion was also visible, but it was obviously much weaker :

than the large-scale transpon. Such pulsations were visible over the entire range of Reynolds [

numbers possible in the present setup, including laminar flows (this range remains to be documented)'

and highly turbulent flows, and persisted even for gap sizes as small as 0.025D. The flow pulsations :

were not perfectly periodic at any Reynolds number, but displayed some perceptible frequency
irregularitics and occasional jittering. The lateral excursions of the smoke reached beyond the4

projection of the rod for relatively nan ow gaps but they appeared to diminish progressively to about;

DA (on cach side of the axis) as the gap widened to W/D=1.200. At first glance, this diminishing of'

the smoke streak amplitude may seem to indicate a decrease of the cross-sectional area of the
vonices. However, the same effect could be caused by a weakening of the vortex strength and/or the
incmasing local convection speed at wider gaps. Therefore, although useful in confirming the |

'

presence of pulsations, smoke streaks cannot provide conclusive information about the size and
strength of the presumed vortices. :

,

3.3 Velocityfluctuationpatterns
,

The structure of possible coherent motions was first investigated qualitatively by inspection
!of the velocity signals, samples of which are shown in Figure 5. This approach generally confirmed

the presence of quasi-periodic flow pulsations across the gap, in confonnity with the flow :

visualization results and previous studies. The highest degree of regularity was exhibited by the w -

component on the centreplane of the channel and at nearby locations, while, at larger distances from
the centreplanc, the fluctuations of the same component appeared both to decrease in amplitude and
to lose their periodic character. The u component also exhibited a quasi-periodic variation, which i

was most noticeable at intermediate distances from the centreplanc and weakened on the centreplanc j

as well as at relatively large distances from it. The velocity time series provided by a fixed probe can i

be viewed as streamwise profiles across a stmeture convected downstream by some constant
convection speed, while not changing substantially during that time. The present velocity signals have ;

patterns which are generally compatible with the velocity field of an array of convected parallel
vortices, distoned by small-scale turbulence and by occasional vonex interactions. Although the
typical fluctuation pattems corresponding to the passage of a vonex are easily recognized by eye, i

they also exhibit substantial cycle-to-cycle variation and frequent phase shifts, which would obscure i

the statistical representation of these structures. This can be secn by considering typical spectra of
selected, quasi-periodic, velocity signals (see Figurc 6). Although these spectra generally exhibit
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distinct peaks, presumably conesponding to the most likely convection frequency of these structures,
the peaks are fairly wide and tend to be obscured at locations where the effects of these vortices are
either weak or not wcll represented by the selected signal. In conclusion, it is clear that the proper
identification of the statistical features of these vonical structures is not an easy matter and would

|

likely mquire the use of sophisticated methods, such as conditional sampling and pattern recognition
techniques. The application of such an approach to the present flow is currently in progress, but its
results are still too tentative for presentation here. !

|
|

3.4 Two-point measurements |

The complete mapping of the instantaneous flow structure would require the simultaneous
measurement of the velocity vectors throughout a flow region. This was not possible with the
available means, but, instead, an approximate mapping was attempted by conducting two-point i

velocity measurements with the use of two cross-wire probes. The first probe was fixed at a position.

'

(x.y,z) and the other one was traversed to a distance (&,dy dz) from the fixed probe. As the present
channel flow was fully developed, all statistics should be independent of the streamwise position, x

j (this was verified by conclation measurements performed at different x positions near the exit end ;
j ofthe channel). Funhermore, for the present work, both probes were always positioned at the same

! distance,y, from the bottom wall, so that dy = 0. Therefore, all measured statistical properties would
i only be functions of r,&,dz and the time difference, dt. For example, the measured two-point,

space-time conciation of the streamwise velocity fluctuation would be
,

| R,(z,Ax,Ar,At) = u(z,t) u(z+Az,Ax,t+At) (3)
! u '(z) u '(z+Az,Ax)

|
I From the above definition, one could recover the single-point autocorrelation by letting Ax = dz =

| 0, and the two-point, space correlation by letting dr = 0.
'

{ A set of measurements were taken with the fixed probe at the centre of the gap and the

{ traversed probe at a distance from the bottom wall equal to half the gap width. Figurc 7. presents
the two-point conciations R and R.,.. measured for several gap widths with the two probes aligned.

on the symmetry plane of the test section. The corresponding correlations R, and R,,,,, not presented;

j here, attained very low values for these probe positions. The conclations in Figurc 7 show clear
oscillations, which can be interpreted as evidence of spatial periodicity, only for the smaller gapi

widths and mostly for the transverse velocity component. In view of other evidence for the existence:

of quasi-periodic flow pulsations at all considered gaps, one feels compelled to scarch for an
| cxplanation for the non-oscillatory appearance ofmost conclations in Figure 7. First of all, it has
: already been observed in the flow visualisation images and the velocity signals that the repeating
i patterns (" coherent stmetures") vary substantially among themselves and that their regular sequence
j is often intenupted by other, distinct events. In panicular, the latter events, which could represent

stmeture breakdowns or mergings, introduce shifts in the spacing of consecutive structures and, thus,
'

obscure their periodicity. The increasing intensity of small-scale turbulence at larger gaps funher
weakens the periodic appearance of velocity correlations. The differences in the appearance of the

; u and w conciations is compatible with the velocity pattern in the field of a sequence of vonices,
centred at or near the symmetry planc. The above limitations notwithstanding, the spatial correlations,

| in Figurc 7 had a striking feature: they remained high over a relatively long distance, much longer than
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the expected size of typical turbulent cddies.
The presence of convected, organized simetures is better seen in the space-time correlations

presented in Figurc 8, in which both probes were also located on the centreplanc. The R_, in
particular, exhibited correlation peaks larger than 0.90, which essentially did not decay with
streamwise probe separation as large as A/D-6, in contrast with similar measurements in non-
coherent turbulent shear flows (e.g. see Tavoularis and Corrsin [16]). A measurable correlation peak
of about 0.20 was observed even for a probe separation of 43 D, with the upstream probe at 10 D

from the channel entrance. These results seem to indicate that coherent structures formed close to
the channel entrance and were convected downstream, often with relatively small change in their
features over the entire channel length. The average convection speed, U,, of these structures can
be estimated from the above space-time correlations as the ratio A/Ar,,, of the streamwise probe

separation over the time delay corresponding to the maximum correlation. A typical plot of At,,,, vs.
Ax, shown in Figure 9, justifics this approach, as it clearly shows that these quantitics were
proponional. The use of a convection speed pcmiits the estimation of streamwise, two-point, space
conclations from corresponding single-point, time correlations, which are casier to measure. This
is achieved by multiplying the time shift in the singic-point, time conclations by the convection speed
to obtain the streamwise separation. The accuracy of these estimates is demonstrated in Figurc 7.

De above results will be fudher analysed and discussed in the following section. Another
set ofmeasurements that appeared to be useful was the measurement of space-time correlations with

the probes separated in the transverse as well as the streamwise direction. A summary of such
results, obtained with the fixed probe on the centreplanc, and making use of the convection speed to

supplement the two-point measurements, is shown in the form ofiso-correlation contours in Figure
10. The increment in the transverse spacing of the probes was & = 0./D. while the streamwise
increment, based on the convection speed U,= 7.9 m/s, was & = 0.078D. These results clearly prove

the symmetry of the flow about the centreplanc. In addition, the R,_ contours seem to indicate the
presence of at least two stmetures with similar features, with an average streamwise spacing of about
2.1 D, for the case presented in that Figure. Additional two-point, space-time correlations were taken
with the fixed probe positioned off-centre. For example, Figure 11 shows that R conciations
peaked at time differences consistent with the concept of convected structures. The main peaks were
positive or negative depending on the position of the fixed probe and the transverse spacing of the
probes. One may be tempted to use these results,in conjunction with a physical model of the
dominant structures,in order to estimate the spatial featurcs of these stmetures. At the same time,
it must be recognized that conclation results could actually mask the distinct features ofindividual
structures, as they are produced by indiscriminate averaging of all events.

4. Analysis of the Results and Discussion

The present measurements have funher documented the already known fact that organized,
quasi-periodic, vonical structures form in the vicinity of the narrow gap between a circular rod and
a plane wall as well as in a variety of similar configurations. For an incorporation of the effects of
these structures into a practical model, one should like to estimate their shapes, strengths, orientations
and lateral extents and their dependence on the channel geometry and the Reynolds number. His
task, however, may be much more difficult than it appears to be at first glance. First of all, because
of the nanowness of the passage, these structures would have a strongly three-dimensional character:
although it is likely that, near the gap centre, their axes could be parallel to the centrcplane, these
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same axes must turn as they approach the flat wall or the rod surface and continue into the!

neighbouring subchannels. Funhemiore, the cross-sections of these structures are likely to be non-
4 axisymmetric and non-planar. Although cenain features of the present results and previous
j measurements appear to point to an anay of alternating. counter-rotating structures, it is not clear

how consecutive structures are connected. Therefore, the following discussion must be treated as
;

i preliminaiy and quite tentative.
; The only features of the structures that can be estimated with relative confidence are their

average convection speed, U, and their average streamwise spacing, A. U,, computed from the peaks1

!- of space-time correlations, decreased significantly with diminishing gap width (Figure 12) and
approached an asymptote at W/D > 1.25. For rough purposes, one may approximate its variation by,

a fitted exponential curve. The convection speed had a value intermediate between the maximum:

mean speed in the neighbouring open subchannel and the mean speed in the gap centre. The j'

streamwise spacing between two consecutive stmetures could be estimated as half the " wavelength"
'

-

of the oscillations in the spatial velocity correlations or, alternatively, as

U
A= f (4)

| ./
i

<

whercfis the frequency of the oscillations, estimated from the peak in the measured power spectra. ;

i Both approaches became increasingly uncenain as the gap width increased. The vonex spacing

j obtained in this manner seems to vary linearly with gap width (Figure 13), in agreement with M611er's i

j [10] findings. In the above analysis, it has been implicitly assumed, by analogy to two dimensional

| wakes and mixing layers, that the vortex spacing is independent of the Reynolds number, at least
within the ranges of the available rod bundic experiments. The validity of this assumption will be!

tested in the future, i

To help intemret the experimental results, we have examined the fields of various arrays of |
two-dimensional vonices, for example a street of counter-rotating, " potential" vonices being .

l

convected with a constant velocity, U,. Both the case with the axes of consecutive vortices on the
centrcplanc and the case with these axes symmetrically located with respect to the gap centreplane
wen: considered. Each of these ficids produced cenain conclations that were similar to the measured
ones but also conclations that were incompatible with the musurements. In conclusion, we have so
far been unable to formulate a physical model of coherent structures that is consistent in all its
features with the measurements. Additional measurements and analysis are in progress to funher

clarify this issue.

5. Conclusions

The presence of large-scale, quasi-periodic stmetures in the gap fomied by a single rod
suspended in a rectangular channel has been demonstrated through flow visualization and space-time !

correlation measurements. These structures are seen to exist even for relatively large gaps, at least ;

up to W/D=1.350. The above measurements appear to be compatible with the field of a street of
'

three-dimensional, counter-rotating vonices, whose detailed structure, however, remains.to be
determined. The convection speed and the streamwise spacing of these vonices have been
determined as functions of the gap size.
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Nomenclature

A arca of the region bounded by the rod surface and the line of maximum velocity
D rod diameter
E,,, Power spectral density of w

f frequency
P rod pitch
r radial distance from the rod surface

Re. Reynolds number based on the bulk velocity and hydraulic diameter of the channel
R,,, R,,. two-point velocity coiTelation coefficients; the first subscript corresponds to the fixed

probe and the second subscript to the moving probe
Str Strouhal number
t time
U velocity
U,, bulk velocity
U, convection speed
u.u,.u, velocity fluctuations in cylindrical coordinates
u. v. w velocity fluctuations in Cartesian coordinates
n' friction velocity
W wall subchannel width
x streamwisc coordinate
y vertical distance from the bottom wall
y, radial distance from the rod surface to the measured line of maximum velocity

transverse distance from the line of symmetry of the test sectionz

Greek symbols

at time delay
& probe separation in the streamwise direction
dz probe separation in the transverse direction
A wavelength of oscillat onsi

p fluid density
r, wall shear stress
p peripheral coordinate

Subscripts and superscripts

( )' root mean squarc
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Figure 1: Sketch of the flow facility showing the fan (1), the pressure box (2), the woven
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VOID FRACTION DISTRIBUTION IN A IIEATED ROD
BUNDLE UNDER FLOW STAGNATION CONDITIONS

V. A. Herrero, G. Guido-Lavalle and A. Cimsse
Centro At6mico Bariloche and Instituto Balseiro l

8400 Bariloche, Argentina

l

|ABSTR >CT

An experimental study was performed to determine the axial void i
fraction distribution along a heated rod bundle under flow stagnation

,

'

conditions. The development of the flow pattern was investigated for different
heat flow rates. It was found that in general the void fraction is overestimated
by the Zuber & Findlay model while the Chexal-Lellouche correlation
produces a better prediction.

KEYWORDS:

Two-phase flow, flow pattern transition, rod bundle
|

!

Nomenclature

A = flow area [m2]
Co= distribution parameter [-]
U.= terminal bubble velocity [m/s]
j = superficial velocity [(m2/s)/m2]
j, = vapor supe;ficial velocity [(m2/s)/m2]

c= void fraction [-]
o.= standard deviation of void fraction [-]
h = heat of vaporization [j/Kg ]g
p = den *y [kg/m2]|

Z= axial position [m]
L= heated length [m]

Q = heat flow rate [W)
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1. INTRODUCTION

The determination of the void fraction in a gas-liquid flow with given
phase fluxes, fluid properties and boundary conditions is a problem that
researchers have dealt with since many decades. An important step forward

j was achieved in the sixties with the development of the drift-flux model by
Zuber and coworkers [1,2] and the contributions of other authors such as

;

j Wallis [3] and Bankoff [4]. Nowadays the major part of the resources is
devoted to the development of the so-called two-fluid models. However the'

1 task is so complicated -as recently pointed out by Wallis [5]- that a great
j amount of empiricism is generally required, rulesPf-thumb and ad-hoc

| approaches.
Within this -scenario the most challenging problems and the main

3

! diffictlties are concerned with phase distribution phenomena related, in
particular, to flow-pattern transitions and lateral phase distribution. To

j complete this picture we should mention the urgent need for experimental ;

j data to develop closure laws for two-fluid models. 1

j The present paper is related to'a typical problem of two-phase flow :

i

! which has applications in many industrial systems: the determination of the

| two-phase mixture level under low-flow conditions. This issue, which in
principle is easy to treat using the drift-flux model [1], proved to be quitei

complicated by the potential occurrence of different flow patterns (6,8]i

! In the following, we present the results of measurements of the void
fraction distribution along a channel containing a heated rod bundle under

;

flow stagnation conditions. The subject is of interest in nuclear safety and
boiling heat transfer equipments.;

i

:

I 2. EXPERIMENTAL SETUP
;

i

\ 2. I Experimental apparatus

;

A schematic diagram of the experimental rig is shown in Fig. 1. It
consist of a test section, a constant head tank and instrumentation. Basically it

: is an open U type loop with the test section on one end and a constant head

| tank on the other. Both ends are open to the atmosphere, Water from the tank

h

.
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i Figure 1. Schematic diagram of the experimental facility.1: funnel,2: springs,
3: top plenum, 4: test section tube, 5: unheated rod, 6: collapsed
liquid level, 7: heated rod, 8: detector collimator, 9: detector,10:
instrumentation,11: source collimator,12: shielding,13: y-source,
14: bottom plenum,15: preheater,16: insulated tank,17: tank
overflow,18: drain valve,19: valve,20,21 and 22: thermocouples,
23: intermediate tank, 24: separator.
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enters'the test section through its bottom and the vapor leaves through the
top.

The test section is a vertical glass tube of 40 mm i. d. and 200 cm in
height. An array of four cylindrical heaters (9.5 mm diameter each) is located
inside the tube in a square configuration, as shown in Fig. 2. The lower 100
cm of the rods are electrically heated by means of a DC power supply. The ,

upper part of the bundle remains unheated while maintaining the cross section
geometry along the channel. The heater assembly is fixed at the bottom plate i

of the test section and is free to expand axially through the top plate. To avoid
bowing due to thermal expansion, the rods are axially tensed by means of ;

springs located at the top plate. The test section tube is surrounded with
another transpartr.t tube. In order to minimize thermal losses the annular gap

between the tubes (7.5 mm) is fi!!ed with air. ;

:

OUTER TUDE
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65

Figure 2. Cross-sectional view of the test section.
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The bottom of the test section is connected to a 20 liters tank. The
hydrostatic pressure in the tank is maintained constant by allowing the excess ;

of water entering the tank to overflow. The inlet temperature is maintained at
the saturation temperature by means of an intermediate preheater and
associated controller. In all the measurements the liquid level in case of no
heating was located 10 cm above the end of the heated section.

2. 2. Instrumentation

A standard y-ray attenuation technique has been applied to measure the
chordal void fraction along the tube diameter. A 100 mci Cs'" source has
been used in conjunction with a Nal (TI) detector. The y-ray densitometer is
able to move in the vertical direction in order to scan the entire length of the
test section. The densitometer was calibrated befere and after each set of
measurements in the liquid filled and gas filled tube.

Steady-state void fraction measurements have been carried out at 10
locations along the channel length for different heat flow rates. The static
error of the void fraction (i.e., the error due to the statistical nature of the y-
ray technique) had a typical value of 1.2 %, and a maximum of 1.5 % at very
low void fractions. The dynamic error, due to void fraction variations in
interm tent flow patterns, was negligible in most cases.u

i. .comel-alumel thermocouples were located and moved along the
channel and in the inlet section to measure temperature distributions. Voltage
drop across the heaters and across a calibrated shunt were measured to
calculate the power input. The power to the heaters was provided by a DC
power supply. The electrical current was controlled by a personal computer,
which was also used to acquire the data of the densitometer electronics and to
store them on magnetic media for off-line analysis.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Axial voidfraction distribution

Figure 3 shows typical plots of the void i. mtion as a function of the
heat flow rate measured at different locations. As expected, the void fraction
increases monotonously with the power input at all locations

276o
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The void fraction variations along the axis of the test section are shown
in Fig 4, for different values of the heat flow rate. The beginning of the heated

;
section corresponds to 0 cm on the scale and the end to 100 cm on the scale.
It can be seen that the void fraction increases with the axial position due to :
the incorporation of the vapor phase generated ie heated rod. The
measurements at positions lower than 40 cm presente large dispersions due
to the high error at low void fractions. |

The fact that the void fraction increases beyond Z = 100 cm, even '

though this part is unheated, is an indication of non-equilibrium conditions
(i.e. the liquid is superheated). At Z=110 cm, the void fraction presents a
sudden drcp. However, this effect does not correspond to a local reduction of
the amount of vapor, but is primarily due to the transversal redistribution of
the dispersed phase caused by the turbulence induced by the rod separators.
Consequently the chordal measurements performed in the wake of the
separators reveal the mixing action of the secondary flows which redistribute :
the vapor across the flow area.

3.2 Comparison with standard correlations

The drift-flux model by Zuber and Findlay [1] predicts the void fraction
as a function of the volumetric flux, with two parameters: the terminal
velocity of a single bubble, U. and the distribution parameter Ca The model
was compared with the experimental data, assuming that the chordal void
fraction represents the cross sectional averaged void fraction (which is true if
radial variations are not significant). The vapor superficiai velocity, j2, is
calculated by:

- .

_

j2= - 1 (1)
h p, A Lg

. .

since the inlet subcooling is very small.
In general the theory results in overestimations of the local void

fraction. Figure 5 shows comparison of the Zuber & Findlay model with the
data corresponding to 500 W. A better agreement was obtained with a recent
correlation by Chexal & Lellouche [7].

t
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3.3 Local relation of theflow parameters

In order to search for the reason of the poor performance of both well-
known correlations, the results are plotted in the plane originally proposed by )

,

Zuber & Findlay ; i.e., h- vs. j which is shown in Fig. 6. |
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;

We should remember that a major finding of these authors was the linear
,

relationship between the two quantities, that is:
'

A=C,j+U., (2) |

E

i
|

Recent correlations, such as the one due to Chexal & Lellouche make
use of a more general interpretation of the distribution parameter, Co, and the
terminal velocity, U. , allowing them to depend on the phase fluxes.
Nevertheless the corresponding curve in the (jz/c , j) plane is still
approximately linear.

t

The strip shown in Fig 6 represents a family of lines generated by Eq.
(2) with Co=1.6 and U. between 0.7 m/s and 0.4 m/s, assuming ji = 0. This
value of Co is in agreement with the Chexal-Lellouche correlation. It can be
seen that for values ofj larger than 0.3 m/see the data is well represented by ;

Eq. (2), whereas for lower vapor superficial velocities the slope followed by
the experimental data is negative.

An interesting feature which contributes to the understanding of the
reasons for the deviation of the experimental data from Eq. (2) is shown in
Fig. 7. Here the normalized standard deviation of the void fraction

measurements, "s , is plotted as a function ofj at a fixed position.
,
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It can be seen that there is a clear transition around j =.0.3 m/s, which is
in coincidence with the minimum value of j for which the data is well
described by Eq. (2). Moreover our visual observations using slow motion
video indicate that whenj is higher than 0.3 m/s slug flow pattern is observed,
characterized by long bubbles separated by liquid slugs filled with small
satellite bubbles. On the contrary, at the locations where j is lower than 0.3
m/s, the boiling field is characterized by separated bubbles- describing
turbulent trajectories due to the interaction with liquid eddies.

4. CONCLUSIONS

An experimental study was performed to determine the axial void
ifraction distribution along a heated rod bundle under flow stagnation

conditions. The development of the flow pattern was investigated for different
heat flow rates.

It was found that in general the void fraction is overestimated by the
Zuber & Findlay model while the Chexal-Lellouche correlation produces a
better prediction. However, none of them is adequate to deal with situations !

where flow pattern transitions are taking place. The results appear to indicate

: that the bubbly flow pattern at incipient boiling stages switches to slug flow
before the lateral development is completed.

It is expected that the results presented herein incentive the research in
simple experiments which isolate particular mechanisms, providing an
excellent tool for testing theoretical models.

;
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Abstract j

An accurate prediction of cross-flow based on detailed knowledge of the velocity
field in subchannels of a nuclear fuel assembly is of importance in nuclear fuel
performance analysis. In this study, the low-Reynolds number k-E turbulence model has
been adopted in two adjacent subchannels with cross-flow. The secondary flow is
estimated accurately by the anisotropic algebraic Reynolds stress model. This model
was numerically calculated by the finite element method and has been verified ;

successfully throt.gh comparison with existing experimental data. Finally: wl?.h the
numerical analysis of the velocity field in such subchannel domain, an analytical
correlation of the lateral loss coefficient is obtained to predict the cross-flow
rate in subchannel analysis codes. The correlation is expressod as a function of the
ratio of the lateral flow velocity to the donor subebannel axial velocity, recipient
channel Reynolds number and pitch-to-diameter.

*

1. Introduction

in the design and safety analysis of nuclear reactors, it is very important to
verify that DNBR does not exceed the safety limit. For this purpose. accurate
subchannel analysis for nuclear fuel rod bundles is required. However, the
thermal-hydraulic phencuena in such geometries as rod bundles are complex due to
geometrical complexity and high turbulence. Also. between subchannels in the rod '

,

bundle, there exist the interchanges of physical quantitles such as mass, momentum
and energy. Especially, the cross-flow can induce fuel rod vibrations through vortex
shedding or turbulent mechanisms. Thernfore, to accurately predict the nuclear fuel
performance, the knowledge on such interchanges including the turbulent effects is
essential.

Coolant mixing between subchannels in rod bundles is classified into four
mechanisms as follows(l): (1) turbulent interchange, (2) diversion cross-flow, (3)
flow scattering, and (4) flow sweeping. The first two mechanisms are natural mixing
effects which always occur in rod bundles and the last two are forced mixing ef fects
due to mechanical means. Turbulent interchange is natural eddy diffusion between
subchannels which can be characterized by eddy diffusivities. Diversion cross-flow is
a directed flow between subchannels caused by radial pressure gradients between
adjacent subchannels. Flow scattering and sweeping are non-directional mixing
associated with the presence of grid spacers and directed cross-flow due to mixing
vanes on grid spacers, respectively.

One of the important intersubchannel interaction is the mass transfer by diversion
cross-flow, which is due to the lateral pressure difference. The diversion cross-flow
carries the momentum and energy and thus affects the velocity and temperature
profiles in the rod bundle. This quantity is calculated in commercial computer codes
with the lateral pressure loss coefficient, which correlates the cross-flow rate with
the lateral pressure difference.

In COBRA-Il code, the lateral pressure loss coefficient was evaluated on the basis
of the frictional resistance which would be observed for given lateral flow
velocities in the absence of an axial flow comptnent. This approach does not agree ,

Iwith the data for lateral flow through orifices in the presence of substantial axial
flows. Hence Weisman[2] pointed out that the analysis of the lateral flow between
two rod bundler, should recognize the strong inertial effect of axial flow on the
lateral flow. Thus, using the subchannel approach, he derived the expresslor for the
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lateral pressure loss coefficient between assemblies and established a correlation
using experimental data. His correlation indicates that the inertial effect is the
main parameter in describing lateral pressure losses, and the frictional losses are
negligible.

Tapucu's experiment [3], on the diversion cross-flow between two parallel channels
communicating by a lateral slot, has shown that the lateral pressure loss coefficient
is mainly a function of the ratio of the lateral flow velocity to the donor channel i
axial velocity, the recipient channel axial velocity. and the gap clearance and ,

thickness of the slot. On the basis of Tapucu's ex;m iments, Tapucu-Merilo[4] derived
the axial pressure variations in terms of two new parameters for donor and recipient
channels.-These parameters include the combinad effect of fluid transferred and drag
force brought by the connection gap, and are functions of the velocities and the
geometrical parameters of the slot.

Baytas[5] determined that the axial velocity in the gap rerdon influences the .

cross-flow, by comparing the numerical predictions with Tapucu'u experleental data. ,

He expressed the axial velocity in the gap region in terms of the axial veloc.ity of
the adjacent channels and a new parameter, which was found by numerical optimization. !

Brown et. al.[6] found that, with a constant width control volume of gap region in -

the subchannel approach, the results for blockage conditions could not be
satisfactory. They suggested that a variable width control volume should be used to r

analyze the cross-flow behind the blockage.
' Gencay et. al.[7] conducted the experiments for the hydraulic behavior of two

laterally interconnected channels with blockages in one of them. They observed that !

In the upstream region of the blockage the diversion cross-flow takes place over a
relatively short distance and in the downstream of the blockage the recovery of the
diverted flow by the blocked channel is a slow process and the rate of this recovery
decreases with increasing blockage severitr By comparing with experleental data,
Tapucu et. al.[8] concluded that COBRA-lilC may not be adequate to describe the
hydrodynaalc behavior of two-interconnected channels with plate type blockages much
higher than 30m severity in one of them.

Gencay-Tapucu[9] defined new momentum parameters for the axial momentum equation to
investigate the hydrodynamic behavior of two interconnected parallel channels when
one of them had a high blockage fraction, and studied the lateral resistance between
two channels by taking into account the convective contribution of transverse
momentum due to axial and transverse velocities. These parameters are expressed as a t

function of the square of the ratio of cross-flow velocity to the donor channel
velocity.

As mentioned above, many works have been performed to analyze the cross-flow mixing
phenomena and develop a suitable correlation for the loss coefficient, experleentally
or numerically. However, most experiments were conducted on two parallel flow
channels coupled by small holes or slots, or on blowing and sucking manifolds. These
seem to be quite irrelevant to nuclear fuel bundles. Also, numerical predictions are
normally based on the subchannel approaches which are derived by the lumped parameter
concept in the subchannel . of nuclear fuel assemblies. Hence, it is required to
analyze the cross-flow phenomena in more realistic situations. <

in this study, a turbulent flow field analysis code in subchannels is developed,
accounting for the secondary flow caused by the anisotropic feature of Reynolds
stress. The numerical scheme adopted in this code is the Galerkin weighted finite
element method. The code has been verified by comparing with available experimental
data. Finally, using the same code, a correlation for the lateral loss coefficient
between subchannels is numerically obtained in terms of the ratio of the lateral flow
velocity to the donor subchannel axial velocity, recipient channel Reynolds number,
and pitch-to-diameter.

,

11. Turbulence Model

1. Secondary Flow and Anisotropic Model

Turbulent flow in non-circular ducts is characterized by secondary actions in a
plane perpendicular to the streamwise direction, in general, the secondary motion is
caused by two different mechanisms. The pressure-induced secondary motion (of
Prandtt 's first kind) exists in curved ducts and its magnitude can be quite large,
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say of the order of 20-30s of the streamwise mean velocity. On the contrary, the I
secondary motion encountered in straight non-circular ducts is caused by the
turbulence and thus this secondary flow can be present even under fully-developed
conditions. Although the magnitude of turbulence-driven secondary motion (of
Prandtl's second kind) is smaller than the root-mean-square value of turbulent
intensity, this motion distorts the streamwise mean velocity and temperature contours
towards the corners.

From the experimental investigations, Brundrett-Baines[10] have shown that the
turbulence-driven secondary flows in non-circular ducts result from the anisotropy of
Reynolds stress in the cross-sectional plane. Thus, the anisotropic Reynolds stress
model should be adopted for more accurate description of the secondary flow. 1

The importance of anisotropic effect on the flow field in rod bundles has beca l

confirmed by several investigations. There may be two possible ways to include the I

anisotropic effect in turbulence models. One is the anisotropic eddy viscosity model I
which accounts for the anisotropic eddy diffusion, and the other is the anisotropic
algebraic Reynolds stress model which accounts for the secondary flow.

Trupp-Aly[Il] analyzed the anisotropic effect in a triangular-arrayed rod bundle by
introducing a constant anisotropic factor as the ratio of addy viscosities.

Slagter[12] developed a new form of the one-equation turbulence model allowing for
the effect of anisotropic eddy viscosities. Slagter's anisotropic model is based on
anisotropic length scale expressions of CaraJilescov-Todreas and on Wolfshtein's
length scale model which includes the damping effects near the wall and, thus, is
applicable up to the wall.

Launder-Ying[13] derived the relations between the Reynolds stresses under some
reasonable approximations. Usinr, the results of order of magnitude analysis, Baker
[14 I established the leading terms of the Reynolds stresses which are essentially
equuvalent to those of the Launder-Ying model.

Myong-Kasagi[15] added some complex correction terms of second order to the
isotrcpic Reynolds stress to describe the anisotropy and its behavior at low Reynolds
number near the wall.

2. Low-Reynolds Number Model

Most of the turbulence models are devised for high Reynolds number and fully
turbulent flows far from the wall. Thus the success of the prediction of wall-bounded
shear flows depends, to a large extent, on the use of the appropriate wall functions
that relate surface boundary conditions to points in the fluid away from the
boundaries and thereby avoid the problem of modeling the direct influence of
viscosity. However, in some cases such as subchannel analysis where the ultimate
purpose is to find the rod surface temperature and information on the flow field in
the immediate vicinity of the wall is essential, the low-Reynolds number model is
required.

Many low-Reynolds number models combined with widely used k-E model were
proposed [16]; Lam-Bremhorst and Launder-Sharma were the most successful in using this ,

approach. Especially, the Lam-Bremhorst model has the advantage in that it does not i
require additional terms to the standard k-E model. j

1

111. Mathematical Model |

|

In this study, a two-dimensional turbulent model including the secondary flow I

calculation has been established to obtain an analytical correlation of the lateral
pressure loss coefficient betren subchannels based on detailed knowledge of the
velocity field in such domain. In the analysis, instead of the lumped parameter
concept, the field equations are solved directly. In order to obtain the amount of
cross-flow between square-arrayed sub-channels, mass and momentum conservation
equations were written under the steady state and fully-developed conditions.

The low-Reynolds number k-E model suggested by Lam-Bremhorst[17] is used to
describe the complex turbulent phenomena near the wall. Thus, instead of the wall
function, the no-slip wall boundary condition is used. This means that with this
approach the velocity and the temperature proflies, even in the vicinity of the wall,'

can be calculated. The anisotropic Reynolds stress model of Launder-Ying is adopted
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for more accurate description on the secondary flow. Although the Launder-Ying model
was developed for the fully turbulent region and the constants were adjusted to the
square duct geometry, Lee et. al.(18] applied this model up to the wall successfully
for the closely-packed rod array (P/D 1.123). However, it was found that the larger
pitch-to-diameter, the- more discrepancy between the predicted values and the
experimental data resulted. Therefore, in this study, the model constant was modified
to take into consideration the aspect ratio (pitch-to-diameter) through a numerical
optimization.

The continuity equation and transverse direction momentum equations are transformed
into vorticity and stream functions to construct the convenient and efficient
numerical scheme. The Galerkin weighted residual finite element method is used to
solve the governing equations effectively.

1. Governing Equations

The governing equations for the analysis of the flow field in subchannels are
established as follows and, for simplicity, the Cartesian tensor notations are used:
the subscripts i and j denote lateral coordinates 1 and 2, respectively.

Stream function

Un = f, , U = - f, a)2

Axial vorticity

0" ~ B U,BU2

Bx; ax2 |

Stream function equation
2dp (3,

=-
Bx> ax,

* Axial momentum equation

= .L BP u,0 '

Uj axi - 8xj (v+ v7) ax; p 8xs

Axial vorticity equation
0

00 ) = 03,|DUj+ (s)wu,- u ,

Turbulent kinetic energy equation (k equation)
0k a a

: U; 3, _ g ( ,4 yr,,ky , ,p_,, zg,
g

i BU BUa3
P, = - uiu3 - u2u3 drdx, '

a

2i
C, /, kur= ,,

f, = (1 - exp(-B, R))2 (1 + ),

k"*xi k2-

R= R = ev,y
'

where

a, = 1.0 B = 0.0165 C, = 0.09 D , = 20.5y

Turbulent kinetic energy dissipation rate equation (E equation),

j Uj g, - 3,|(v+ v7/a,) 3,' ) = C,,fanjP, - Cnfah ,
0 0

(7)

,
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f,i = 1 + ( A", )3 2
fa = 1 - exp( - R )f, ,

where
a, " 1.3 An - 0.05 C,i = 1.44 Ce = 1.92

Pressure equation-

Pa (U,U+ u,ui + - Ba ) = 0 m
1g,,3

Anisotropic algebraic Reynolds stresses-

B Ua @t4 = V- ui 3 7g,

k BU3 BUa
- uiu] = Cak 8e - C 7g g

no)

where C = -0.00237(P/D - 1) + 0.000871 and C = 0.5623

As mentioned above, the model constant C was adjusted satisfy both equilateral
triangular and square-arrayed rod bundle geometries.

2. Boundary Conditions

The boundaries of the subject domain consist of rod surface, symmetry boundary, and !
inflow and outflow boundaries, which permit flow-in and flow-out causing the I

cross-flow between adjacer.t two subchannels.1hus, three types of boundary conditions I

are needed; no-slip condition on the rod surface, symmetry condition on the symmetry
boundary, and inlet and outlet conditions on the inflow and outflow boundaries. ,

IOn the rod surface, all components of the velocities and turbulent kinetic energy
are zero from the no-slip condition and the stream functions can also be set to zero.
However, for the axial vorticity and dissipation rate of turbulent kinetic energy,
the boundary conditions are neither exact nor simple. Furthermore, some of them, even
used commonly, are likely to cause the divergence of solutions especially at high
Reynolds number [19]. Thus, in this study, new types of wall conditions of third order
are derived, with the Taylor expansion and the near wall behavior of turbulence and |
under the assumption that the length of the first and the second grid are equal, as |

foilows !

"''
D"' = D "' ' 01)

'

O.5 Fw4 2 - Fw+1
,

3 k ,,. . , |
U2)e,+ i .s, =

Nw + '; _ Nw + 1

On the symmetry boundaries, the normal gradients of axial velocity, turbulent
kinetic energy and its dissipation rate and vorticity are set to zero. On the other
hand, the stream function is equal to zero on the stream line containing the rod
surface and on other symmetry lines it can be calculated from the inlet and outlet
flowrates.

If it is assumed that the normal fluxes of all physical quantities of the inflow
and outflow are zero, the normal gradients of these quantities are zero along the
inlet and outlet boundaries. And, the stream function and axial vorticity can be
calculated from the velocity distribution along these boundaries.

3. Numerical Scheme

The governing equations were formulated numerically by the Galerkin weightej
residual finite element method using bilinear cardinal bases satisfying the C
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Fig.1 Unit outxhannel of equero rod bundle array Fig. 2 Unit subchannel of triangular rod buMie array

continuity. The two dimensional calculation domain was discretized into square finite
elements.

In general, numerical analyses on turbulent flows suffer from severe non-linearity
and numerical instability. Thus, the initial guesses of dependent variables, mesh
spacing and iteration schese must be determined carefully. Initial profiles of the
axial velocity, turbulent kinetic energy and its dissipation rate were obtained by
universal profiles. The universal velocity profile was also used to determine the
mesh spacing. To filter the oscillatory behavior of numerical solutions, the guessed
values for the next iteration were obtained by using the geometric mean of the value
of the previous iteration step and the calculated value with an under-relaxation
factor.

Theconvergencecriteriausedwasthatthemaximusindividualrelativeerrorshould
be below 10 , except for the streas function and axial vorticity, for which the
criteria recommended by Gosaan et. al.[20] was applied.

All of the governing equations were not solved simultaneously, but segregatedly.
The equations were divided into two groups: the first consisted of the axial
somentus, turbulent kinetic energy and its dissipation rate equation and the second
included t' axial vorticity and stream function equations. Each group formed an

~independe iteration set, in which each equation was solved by an inner iteration
procedurt The pressure distribution was found after the solutions of the five
dependent variables set the convergence criteria.

IV. Results and Discussion

The calculations of the flow field in domains such as shown in Figs. I and 2 have
been implemented using the turbulent model described above. In order to validate this
model, the predicted distributions of axial velocities and stream functions under
various geometrical and hydraulical conditions were compared with well-known
experimental data.

Figs. 3 and 5 show the comparison of the computed axial velocity contours with
experimental results on a triangular array [21] of P/D = 1.123 and Re = 27,000 and on
a square array [22] of P/D = 1.25 and Re = 100,000, respectively. The first result
shows a good agreement but the second deviates from the experimental data slightly.
However, the difference is within 55 on the basis of maximum velocity. Predictions
without secondary flow are shown in Fig. 4. It shows that the secondary flow makes
flow field uniform with convective transport from the core to the gap region. Fig. 6
shows that the wall shear stress distribution in triangular array. -

Carajilescov-Todreas[21] failed to measure the secondary flow velocities in the
equilateral triegular arrays but predicted the result of the existence of two swirls
in a unit cell. They pointed out that the weaker swirl has almost vanished for P/D
= ~ 1.217. However, Trupp-Aly[ll] found a single swirl of secondary flow from the
numerical analysis. Vonka[23] measured the secondary flow velocities successfully and

,
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observed oniv a single swirl. In this analysis, a single wirl was obtained not only
for the equilateral triangular array but also for the square array. Fig. 7 shows the
predicted and experimentally measured stream lines under the condition of P/D = 1.30
and Re = 100,000 for the equilateral triangular array.

For the analysis of the cross-flow, the next step is to calculate the flow field
composed of 4 unit cells such as Fig. 8 with the verified model. The upper and lower
boundaries are assumed to be symmetrical. The left and right are flow-inlet and
outlet, respectively; equal amounts of mass flow in and out cause the cross-flow,
without violation of the fully-developed condition.

Predictions of the streamlines under the various inlet flowrate conditions are
shown in Fig. 9. This figure shows that the swirl of the secondary flow almost
vanishes when the ratio of the inlet flow velocity to the axial velocity is greater
than 15 To construct the correlation, many calculations were performed, varying P/D
= 1.15 - 1.30, Re = 50,000 - 100,000 and the ratio of cross-flow velocity to axial
velocity up to 5.45 Once the distributions of flow varir.bles such as velocity and
pressure in the flow field are determined through the numerical analysis. the lateral
loss coefficient K can be obtained,

<1PK= 1 (13)'

' '""2
where the difference between channel- averaged pressures can be calculated from
the pressure distribution in each channel. Fig. 10 shows the distribution of lateral
loss coefficients, which are decreasing exponentially as the ratio of the cross-flow
velocity to the axial velocity of donor subchannel, Ucm./Ue, increases. It also
implies that the ratio of Uco./Uen is a cruicial parameter on the lateral loss
coefficient. On the other hand, for P/D smaller than about 1.23, K decreases with
P/D. However, for larger P/D. K increases.

A correlation for K was constructed in terms of Ucm./Uen, Reynolds number based on
the axlal velocity of recipient subchannel, Rer.c , and P/D according to the
propositionofTapucu[3];
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Kuo = 32.4(P/D - 1)' - 15.1(P/D - 1) + 2.68 ,

K = 1.79 - 1.03_Re" .

10
Fig. 11 shows the correlation diagram.

There are some available experimental data for lateral loss coefficient in the rod
bundle geometries, but they were obtained without axial flow [24] or for rod
assemblies [2][25). These conditions are quite different from the situation considered
in this study. Therefore the correlation developed in this work was not compared with
experimental data. However, it may be expected that the loss coefficient between,

subchannels with axial inertia be greater than that of without axial inertia, and
smaller than that of between assemblies.

V. Conclusions

The nuclear subchannel analysis codes such as COBRA and TORC for reactor design and
safety analysis use the lateral pressure loss coefficient to predict the cross-flow
between subchannels. In this study, a computer code for two-dimensional
fully-developed turbulent flow fields was developed to predict the analytical lateral
loss coefficient correlation. The model in the code includes the secondary flow,
anisotropic algebraic Reynolds stress of Lander-Ying and low-Reynolds number k-E
model. Launder-Ying's model constant was also modifled through the numerical
optialzation to be suitable to the rod bundle geometry.

For the code verification, the numerical results for a unit cell were compared with
experimental data and the predictions were shown to be in satisfactory agreements. A
large number of calculations were performed under the various geometrical and
hydraulical conditions to find the lateral loss coefficients; a numerical correlation
was also determined. This correlation is in the form of a function of the ratio of
the lateral flow velocity to the donor subchannel axial velocity, recipient channel
Reynolds number, and pitch-to-diameter. In addition, it is expected that the model
developed in this study, which can predict an accurate velocity field in subchannels,
may be applied in the future to calculate the temperature distribution and other
subchannel parameters analytically.
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Tablo of Nomencicture

k turbulent kinetic energy ( = up,/2 )
K lateral pressure loss coefficient
P pressure

P/D pitch-to-diameter
Re Reynolds number
U, mean velocity of i direction
u, velocity fluctuation of I direction

up; Reynolds stress
x, coordinate of i direction
x, normal distance from tim wall
de Kronecker delta
e dissipation rate of turbulent kinetic energy
v molecular kinematic viscosity
pr eddy viscosity
a density
F stream function
D mean axial vorticity

axial vorticity fluctuation.
E correlation between axial vorticity fluctuationand velocity fluctuation

Subscrip1

ave average value
1J Cartesian index (3 for axial direction)
cross cross-flow
don donor channel
rec recipient channel
r wall
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THE LOW-POWER LOW-PRESSURE FLOW RESONANCE IN A

NATURAL CIRCULATION COOLED BOILING WATER REACTOR

i

T.H.J.J. van der Hagen and A.J.C. Stokelenburg
Interfaculty Renctor institute, Delft University of Technology

Mekelweg 15,2629 JB Delft, The Netherlands

ABSTRACT
:

The last few years the possibility of flow resonances during the start-up phase of
natural circulation cooled BWRs has been put forward by several authors. The present |

paper reports on actual oscillations observed at the Dodewaard reactor, the world's only
operating BWR cooled by natural circulation, in addition, results of a parameter study
performed by means of a simple theoretical model are presented. The influence of
relevant parameters on the resonance characteristics, being the decay ratio and the
resonance frequency, is investigated and explained.

INTRODUCTION

Natural circulation is a keyword in the design of modern safe boiling water reactors
(BWRs). A striking example is the SBWR-design of General Electric ill. The Netherlands
is fortunate enough to operate the only existing BWR that uses natural circulation to
drive the coolant through the core: the Dodewaard BWR. This reactor has been in
operation since 1969. Some authors claim that a disadvantage of natural circulation
cooled reactor. is that they are more susceptible to unstable behavior than forced-
circulation cooled reactors [2]. During
the last decade a lot of international _,

effort has been put in determining, O s

monitoring and predicting the -O' ,,, - !
characteristics of BWRs as to the so- O' A' '7' -

O 4 y [,
'

called reactor-kinetic and the density. 0.75-
,

,-

wave stability. The last few years, it @
has been put forward that additional B '/,

stability problems may arise during !O 0.50-
the start-up phase, when the pressure $ g// pressure / bar j

, ,

and the power are very low [2-5]. '5 O=10.,
*

- O=25,

0.2 5 t
.

'

o - 50,.
-

The present paper focuses on the

h[stability characteristics of natural ( O
circulation reactors in that region of

0$operation. It presents results of
0.0 0.1 0.2

measurements taken during the start-.

up phase of the Dodewaard reactor flow quality
and a parameter study made by Fig.1. Void-quality rela.ionship according to themeans of a simple theoretical model. homogeneous equilibrium model 161.
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THE FLOW RESONANCE IN ESSENCE

Usually two phenomena related to unstable behavior at start up conditions are
distinguished: geysering and flow resonance. The latter has its origin in the fact that the

ivoid-quality relation is considerably different at low power arn low pressure than at
nominal conditions (see Fig.1). The lower steam density at low pressure leads to a
higher gain from flow quality to void fraction at low quality, i.e. at low power. .

The essence of the flow resonance will be discussed on the basis of the simplified |

block diagram as presented in Fig. 2. For sake of clearness, inlet subcooling, water
level, reactor pressure and reactor power are considered to be constant and carry under
(i.e. steam dragged into the downcomer) is

Q , ,QQneglected. Although variations of these flow .

: power Pquantities in a reactor complicate matters
considerably [7), they are not important for OJ Lb,,,,,,

g
8* #8*naldescribing and understanding the crux of the momentum e, m p

**"#'a ecce ieremon wmatter.
A fluctuat, ion in circulation flow ,ete o

+
causes a fluctuation in flow quality. For ad d * lao .

P***"* V+instance, a flow increase leads to a lower
quality. At low power and low pressure, this
results in a large decrease of the void Fig. 2. Simplified block diagram of natural
fraction (both in the core and in the riser), circulation flow dynamics.
which diminishes the gravitational head. In
turn, the driving pressure is decreased (less friction and acceleration make a positive but
smaller contribution to the driving pressure). Finally, the feedback loop is closed via the
momentum equation, which couples up the driving pressure and the flow rate. In this
manner a negadve feedback loop with large gain is established.

Flow resonances of this type have been observed under specific unfavorable
conditions in experimental set-ups 12-5) and in the Dodewaard reactor [7,8].

THE DODEWAARD REACTOR

Figure 3 shows a cut-away view of the reactor vessel of the Dodewaard reactor.
Table I lists the main characteristics of the full-power conditions. The reactor has been
subjected to research on its static and dynamic behavior for many years. During the-

measurements, use is made of the noise signals from neutron and gamma detectors,
thermocouples, pressure sensors and flow meters and of the readings of the power
plant's process computer, which provides generalinformation on the operating condition,
like, for example, neutron flux levels,,

vessel pressure, thermal power, and mesm ouse

Mh: steam and feedwater flow rates.
W k *-****Y''The circulation flow rate, however,

steamdome 4
y

cannot be measured by simple means. It
is measured indirectly through J '* %
application of the cross-correlation flow d ' '

,
measurement technique to the noise fl**rq, _, ,,

signals of axially displaced t;;
**"thermocouples in the downcomer flow

[7]. N _.-lower pienum
'

fThis measurement technique was t
calibrated with the use of a set of N

"numerical simulations of heat transport
,

in turbulent flow [9i. Fig.3. Cut-away view of the Dodewaard BWR vessel.
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A device is installed to measure the Full-power conditions of the Dod waard BWR
subc ling cf the flaw m the downcomer
next to the core [101. cl2ctric power 60 MW

The carry under is calculated from an thermal power 183 MW

enthalpy balance, in which the measured pressure 75.5 bar
circulation flow rate, feedwater flow rate saturation temperature 563 K
and temperature, the measured subcooling

circulation flow rate approx.1300 kg/s
and properties of water and steam appear.

feedwater flow rate 81 kg/s

MEASUREMENTS DURING START UP feedwater temperature 408 K

collapsed uvater level 55 cm above the
in order to investigate the circulation lat hot stand-by) top

flow dynamics at the Dodewaard reactor at of the chimney

the unfavorable corvfitions mentioned earlier, core-averaged outlet
,

measurements were performed in the flow quality approx. 8 % j

beginning of the start-up phase of cycle 24 core-averaged outlet |
(early 1993,1111; see Stekelenburg et al. [8] void fraction approx. 62 % j
for the most relevant results) and of cycle flow quality in the l

25 (1994,[121). downcomer above the approx. 2 %
Unfortunately, possible circulation flow feedwater sparger

oscillations cannot be measured by the
before-mentioned correlation technique since
its response time is too large. Flow fluctuations, however, can be monitored from the
neutron noise signals, as a change in flow will affect the power: the negative reactivity
of voids causes the power to change.

Figure 4 presents the noise signa! of an ex-vessel neutron detector during s9veral
phases of the start-up procedure. The position of the graphs is in accordance w th thei

vessel pressure (horizontal position) and the estimated thermal power (vertical position).
The power values are not very accurate as they are derived from the neutron flux ievel, a
method that is calibrated for usage at nominal power. The noisy like behavior of the
signals is due to the continuous in-core process of steam formation, transport and
collapse, which gives rise to reactivity and thus power disturbances. These ever present
fluctuations enable the noise specialist to extract much information about the
characteristics of the reactor. Here, we will concentrate on the low frequent fluctuations ;

as shown in some of the graphs (cases 1,2,4 and 6), that are not present during normal ;

reactor operation. By cross-correlating the neutron noise signals with the noise {
component of the feedwater flow and temperature, the pressure and the downcomer i

water temperature, it was found that these fluctuations of the neutron detector noise
signal are not caused by fluctuations of the before mentioned quantities, which leaves
fluctuations of the circulation flow rate as being responsible. The noise signals of the
two other neutron detectors present at the Dodewaard reactor (not shown here) show a
very high coherence (close to unity) and a zero phase change with the noise signals of
Fig. 5. This corresponds to the fact that the detectors are measuring a more or less core
averaged neutron fluw which is representative for the core power.

At intermediate , er (approximately 5 MW) the amplitude of the low-frequency
oscillation is less than 0.6% at 3 bar, but it is around 4 times as large at 4.5 bar.

A better impression of the stability is given by taking the auto-correlation function
(ACF) of the time signal. The ACFs are displayed in Fig. 5. At the lowest power and
pressure, only a very slow oscillation occurs; at these conditions only single-phase flow
is present and circulation flow has just started, increasing the power yields a vr,ry low
flow quality and sets the flow resonance to start. The decay ratio (defined as tiv ratio
between two consecutive maxima) is smaller than 0.5 for the first 25 s, but considerably
larger for longer times. The fact that the decay ratio is not constant throughout the ACF
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points to a syst:m that is nst of the 2"d-order type. The damping is approximat:ly tha
same in all thrse 5-MW cases. It is interesting to note that the resonance frequency at
4.5 bar is approximately twice that at 3 and 6 bar: 0.1 Hz and 0.05 Hz, respectively.

The beating visible in the three graphs at 5 MW might be a result of the combined -

contribution of different fuel bundles with different flow qualities and thus different
resonance frequencies.

Increasing the power to 10 MW gives a non-damped oscillation (hardly visible in the
time signal !) with a frequency of 0.07 Hz at a pressure of 4.5 bar and no resonance at 6 |

bar.
The thermal-hydraulic state of the core during start-up is influenced by many

parameters and devices, such as the control rod cooling flow and temperature, the |
reactor water clean up system and the reactor shut down cooling system [13]. This
impedes a thorough lumped parameter characterization, let alone a space dependent

' description, such as rieeded to explain the phenomena measured. Table 11 presents three j
important quantities that give some insight into the thermal-hydraulic state of the core:
the measured circulation flow, the measured inlet subcooling and the calculated exit
equilibrium quality for the six cases. The latter is calculated from power, flow, inlet sub-

cooling and water / steam properties,
assuming a flat power and flow profile

Table Il
circulation flow (kg/s, upper values), inlet over the core. From this approach, it can
subcooling (K, middlemost values) and exit be seen that the exit equilibrium quality |
equilibrium quality (%, lower values) for the six is positive for only one case, in other i

Dodewaard cases cases core void can only appear through |
subcooled boiling. Although a radially >

flat power and flow profile is unlikely,
power this demonstrates that the core flow
/MW quality is low, that perhaps only the

hottest channels drive the coolant flow--

870 600 and that flashing (evaporation in the
10 4 2.5 riser due to the lower pressure at higher ;

-0.3 0.3 elevations) and single-phase density ;;~
differences can play an important role.

370 470 400 Notice that the flow at 2-MW/3-bar is
5 8 3 3 larger than the flow at 5-MW/3-bar since

'l :.0,, ,,v ,=
-0.1 -0.03 friction increases significantly when

400 going from one-phase (case 1) to two-
2 8.5 phase flow (case 2). Additional

-1.5 pressure / bar complications arise from possible4

changes in feedwater flow, leading to:

3 4.5 6 changes in water level, and the influence
of carry under. Also, reactivity feedback
might be of importance to the flow
dynamics.

:
' It is clear that a detailed thermal-hydraulic analysis is needed for a complete

description of the six cases.

THEORETICAL MODEL
,.

f

To study the influence of system parameters (power, pressure, subcooling and so
on) on the resonance characteristics (decay ratio and resonance frequency) a simple
theoretical model was established. The idea is that this model incorporates the physics'

! essential to the flow dynamics as displayed by the block diagram of Fig. 2. It is mpected
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Fig.6. Simulated flow rate response to a small
perturbation at 2 bar, 2 MW, 0.3 K inlet Fig.7. State space trajectory for the same
subcooling. response as shown in Fig. 6.

that it is too simplified to permit the attachment of great value to the absolute values of
the resonance characteristics derived.

The 1-D model uses a constant axially uniform core power and a constant flow inlet
specific enthalpy (i.e. a constant subcooling). The core boiling boundary is calculated,
whereafter the boiling and non-boiling nodes are treated separately. The axial void
fraction distribution is calculated from the flow quality and phase densities using the
homogeneous equilibrium model of two-phase flow [61. Frictional pressure drop in the
non-boiling region is calculated; friction in the boiling region is related to the single-phase
friction using the Martinelli-Nelson two-phase friction multiplier. The accelerational
pressure drop in the boiling region is treated explicitly [6]. The exit void fraction is
transported with a delay (depending on the flow rate) to the 1-node riser. Friction in the
riser and in the downcomer is neglected. Carry under is neglected, which means that the
downcomer flow is purely single phase. The net driving pressure is constituted as the
difference between the gravitational head in the downcomer and that in the core and the
riser minus frictional and accelerational pressure losses. Finally, a momentum equation
relates the driving pressure to a change in
flow rate, taking into account masses and om

|
volumes of the flowing materialin the core,

I the riser, the upper plenum, the
"3 'downcomer and the lower plenum. The

|
Dodewaard full-core, riser, downcomer,

t upper- and lower-plenum dimensions are $ g,.
used in the model (see Stekelenburg,171). (

$
SIMULATIONS g on-

| With the theoretical model, the flow
87'0 -rate as a function of time was calculated. Flow

resonance characteristics were calculated
by firstly calculating stationary conditions *

o 6 io io .oof flow rate, flow quality and void fraction,
tme / sthereafter perturbing the flow rate slightly

and observing the time response. The Fig.8. Simulated flow fluctuations as a result of
0.1 % power fluctuations at 2 bar, 2 MW,

decay rat.io was taken as the rat.io of two 0.3 K inlet subcooling.
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censecutive maxima of the response at I:nger times, where cnly the least damp 2d
c:mp:nent remains. A typical example is shawn in Fig. 6. The c:rresprnding state space
diagram is shown in Fig. 7. Clearly, the flow shows an oscillatory response, in this case
with a decay ratio of approximately 0.45 and a resonance frequency of approximately
0.15 Hr. Another means of exciting the system is by putting some artificial noise on the
reactor power. Figure 8 gives such a simulation, where the noise term had a uniform
distribution from -0.1 to 0.1 %.
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Fig.9. Contour map of the decay ratio as function of pressure and power obtained from j
simulations. |

The influence of several model parameters was investigated from the flow
,

perturbation response. Figures 9 and 10 give a pressure power contour map of the decay |
ratio and the resonance frequency, respectively. The inlet subcooling was 0.3 K in all !
cases. It can be seen that the decay is large (pointing to a small stability margin) at low
pressure and low power, as expected. In this region, both increasing power and
increasing pressure have a stabilizing effect. The influence of the pressure, however, on
the decay ratio is not very strong. Notice that the model predicts an unstable situation
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(decay ratio >1) for very low pressures and powers. In a reactor thG situation at
extremely low powGrs is expected to be different, since single-phase density differGnces
will set the circulation flow to start at lower powers than in the model. It is interesting to
see that at powers larger than 3 MW (with a decay ratio smaller than 0.2) the decay
ratio increases with pressure. This corresponds to the slope of the void-fraction flow-
quality relation (Fig.1), which is increasing with pressure for qualities larger than say 0.1
(whereas it is decreasing with pressure for smaller qualities). The resonance frequency
increases with power and decreases with pressure, which has its origin in the higher
flow rate and thus smaller transit time of the mixture at higher void fractions.
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Fig.10. Contour map of the resonance frequency as function of pressure and power obtained from
simulations.

The influence of the inlet subcooling is shown in Fig.11. More subcooling leads to a
higher decay ratio, i.e. a lower stability margin. This effect can be understood by real
iring that the flow quality decreases with increasing subcooling, leading to a larger
gradient of the void-quality relation. Please notice that the curves corresponding to the

,

| same power cross each other at a small subcooling value: the curve for the higher
pressure gives the highest decay ratio at small subcooling values, i.e. relatively large
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i

j powers and pressures. (1 = normal) at 2 bar, 2 MW, 0.3 K inlet
subcooling. |'

4

i qualities. This finding corresponds to the gradient of the void-fraction flow-quality i
!

- relation mentioned before.

.| As expected, increasing the flow friction has a stabilizing effect (Fig.12). Increasing f
the riser length destabilizes the system, as is shown in Fig.13. This effect, which is in ji

correspondence with the findings of Wang et al. [14), is due to an increased gain in the |
,

{ feedback loop: the difference in gravitational head between riser and downcomer !

) increases with increasing riser length. The resonance frequency is decreasing with riser !

length (see Fig.14), because a longer riser leads to a larger transit time of the flowing |
mixture (the increase in flow rate is not enough to compensate the increase in travelling

,

.

;

length).
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Fig.13. Decay ratio from simulated flow response Fig.14. Resonance frequency from simulated flow
;

as a function of the relative riser length (1 response as a function of the relative riser
4

~ corresponds to 3.06 m) at 2 bar, 2 MW, length (1 corresponds to 3.06 m) at 2 bar,
O.3 K inlet subcooling. 2 MW,0.3 K inlet subcooling.'
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CONCLUSIONS AND EVALUATICN ;

As several researchers have put forward the possibility of fl w resonances during j

the start up phase of a natural circulation cooled BWR, special attention has been paid to i

this phenomenon at the start-up of the Dodewaard reactor in 1993 and in 1994. Indeed, j

oscillations in the ex-vessel neutron flux (with a top top value of some percents) point to
flow oscillations at some specific conditions (low power and low pressure). It is felt that
the power oscillations are of no concem for safety aspects, because:

a) they occur only at low power;. ,

b) they occur only at low qualities where the in-core void fraction is low or even |
-rero; in the latter case the circulation flow is mainly driven by the two-phase !

mixture in the riser (where the steam is formed by flashing). |
The decay ratio and the frequency of the oscillations seem to depend on at least the !

vessel pressure, the reactor power and the inlet subcooling. Other factors probably of
importance are the power distribution over the core, possible changes in the feedwater
flow and temperature, void reactivity feedback, carry under and the vessel water level.
More research as to this aspect is needed and will be performed. !

With the aid of a simple theoretical model the trend in decay ratio and resonance ,

frequency as function of the value of relevant parameters could be predicted. Parameters ,

varied in this study are the vessel pressure, the reactor power, the inlet subcooling, the
flow friction and the riser length. ,

In summary: |
A stabilizing effect has: }

!increasing pressure at low flow qualities;-

decreasing pressure at higher qualities; ;
-

increasing power; ;
-

decreasing inlet subcooling; j-

increasing flow friction; i-

decreasing the riser length.-

The resonance frequency is decreased by: ,

increasing pressure; J
-

decreasing power; ;-

increasing the riser length.
'

-

All of these findings can be explained from physical principles.
It is shown that the simple model incorporates the essential thermal-hydraulic !

ingredients for a qualitatively correct simulation of the relevant effects. For a
quantitatively reliable simulation, the model could be extended with inclusion of the

,

neutronic part, a slip model (it was found that an increase in slip has a stabilizing effect, |

due to the decrease in void fraction) and perhaps a subcooled boiling model.' '

'
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ABSTRACT
,

:

The constmetion of Korea Multi purpose Research Reactor (KMRR), a 30
MWm open-tank-in pool type, is completed. Various thermal-hydraulic
experiments have been conducted to verify the design charactedstics of the
KMRR. This paper describes the commissioning experiments to determine the
flow distribution of KMRR core and the flow characteristics inside the chimney
which stands on top of the core. The core flow is distributed to within i6%
of the averge values, which is sufficiently flat in the sense that the design
velocity in the fueled region is satisfied. The role of core bypass flow to
confine the activated core coolant in the chimney stmeture is confirmed.

1 Introduction
,

The KMRR i
temperature (400)g designed to be operated at low pressure (3 bars) andThe reactor is submerged at the bottom of the reactor.

pool. A schematic diagram of the reactor and the primary cooling system is
given in Fig.1. Sitting on top of the reactor core is the hexagon-shaped
chimney. The chimney provides a driving way for the control absorber
rods (CAR) and the shutoff rods (SOR). It also acts as a flow path of the

'

downward bypass flow. Two outlet pipes are attached at two opposite sides
of the chimney. The reactor coolant from the core exits through the two
outlet nozzles. Each outlet pipe is connected to a 400 hp pump, a 14 MW
plate-type heat exchanger and a check valve which is designed to close at
backward flow. The coolant flow of 780kg/sec passing through the pumps and
heat exchangers directs to the reactor core. On returning to the reactor core <

10% of the flow is branched to the bottom of the reactor pool, and 90% of :
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the flow enters via 16 inch tub into the inlet plenum, which ' is
2 meters (diameter) x 0.6 meters (height)g1The core coolant then is distributed.

into 39 flow channels after passing through a column which is 0.76 meters (dia)
x 0.3 meters (height). The coolant temperature in the core inlet is 35t and that
in the core exit is 45t. Meanwhile, the bypass flow slowly dses in the pool.
At the top of the chimney the coolant flows down to the core. This
downward flow suppresses the upward flowing, activated core coolant and
prevents it from escaping to the pool surface.

Secondary

Cooling Water

o

- U
~

--

HXI HX2

Reactor Pool

h8 d " Pump Check Volve
,, ,

Isolation Volve

Cutout (
'

E _

Common burn Line
j

'

Bypass Une Bypo fio( Control Volve

N EWSS ,,

,_,d Purificolion SystemCore

Ple um m

:

Fig.1 A Schematic Diagram of the Reactor and the Primary Cooling System

The core consists of 23 hexagonal flow tubes (20 fuellable sites) and 16
cylindrical flow tubes (12 fuellable sites). Of the 16 cylindrical flow tubes,
eight are located in the heavy water reflector tank outside the core, which is
called the outer core or OR sites. Fig.2 shows the plane view of the reactor

Control absorber rods and shutoff rods are designated as C and S. CTcore.
and IR stand for central tran and irradiation hole respectively. The hexagonal
and cylindrical flow tubes house the 36 element hexagonal and 18 element
cylindrical fuel assemblies respectively. The nominal coolant flow-rate
through the hexagonal flow tube is 19.6kg/sec and that through the cylindrical
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flow tube is 12.7kg/sec. A fuel assembly is composed of a central support rod,
two end plates, three spacers, and 36 or 18 fuel elements. During the fuel
loading, the bottom end of the central support rod is locked at the receptacle
which is welded on the reactor grid plate. The core is designed to have a
pressure drop of 2 bars with a nominal flow-rate. Orifice plates for adjusting
core AP are installed at the receptacles. In the non-fuellable sites KMRR
dummy fuel assemblies, irradiation capsules or separate experimental loops can
be loaded. Dummy fuel assemblies are exactly the same as the real fuel
assemblies but with no uranium.

OP3

oROR1 gy A
7 4 C1 2

O/ N/ A
11 IRI 8 5 S3 3 OR5

IS 12 CT 9 6

18 S4 16 13 1R2 to
V /% /

19 C2 17 14 OR7DR4
V /%

'
20 Ov

ORS

OR6

Fig.2 Plane View of KMRR Reactor Core

Commissioning tests start as soon as all dummy fuel assemblies am
installed. Of the many tests a couple of important hydraulic tests, channel
flow rate measurement and chimney flow-field survey, are described. Section
2 explains the experimental procedure and apparatus for the two tests and
results are summarized in the following section.

2. Commissioning Tests
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2.1 Channel Flow-Rate Measurement ,

To measure the flow-rate of individual flow channel we devised i

instrumented dummy fuel assemblies where, two pressure taps are installed in |
'

the central support rod of the fuel assemblies and two pressure tubings are
connected to the tapped holes. Once we know the relationships between AP
and mass flow-rate they can be used to measure the mass flow-rate. To
minimize the flow obstruction the two pressure tubings (1.6mm) are inserted in
the grooves along the central support rod. The pressure tubings coming out
from the upper part of the fuel assemblies are then connected to the 3.2mm
stainless steel tubings via the Swagelok fittings which are welded onto the
bundle structure. The instumented dummy fuel assemblies are calibrated in the |
outcore test loop, where real flow tubes are used to achieve the best result. i

Three hexagonal instrumented dummy fuel assemblies and thcee cylindrical
instrumented dummy fuel assemblies are tested. In this outcore test, we

obtained the characteristic differential pressure curve (AP .vs. Mass Flow-Rate)
for each instrumented dummy fuel assembly.

During commissioning test, we install the instrumented dummy fuel |

assemblies in KMRR core. For each mn we load only three instrumented i

dummy fuel assemblies for ease of handling the fuel assemblies and the )

pressure tubings. The 3.2mm pressure tubings from the reactor core are |

connected to three differential pressure transmitters (Rosemount 3051 Model j

CD3A) which are located on the reactor hall floor whose elevation is lower
'

than the core. The accuracy of the differential pressure transmitter is i0.1%.
The calibration equations for the voltage versus the differential pressure are
obtained by a conventional pressure calibrator. Data acquisition is done by an
A/D board and PC system. The voltage signal is obtained at the rate of 20Hz.
For one flow channel we record 20 data points which are already averaged for
10 seconds. After pump operation the pressure tubing lines are completely
vented to avoid errors due to air in the piping system. The ambient coolant
temperature is controlled by using secondary cooling system intermittently.

2.2 Chimney Flow-Field Survey
The majority of coolant coming out from the core is sucked away through

the two exit nozzles at the lower chimney wall. Some coolant, however, is
directed upward through the control shroud tubes and the shutoff shroud tubes
because these tubes encompass the cylindrical flow tubes. This injected
upward flow to the chimney loses its momentum mainly because of the
downward bypass flow from the chimney top.

To get the idea of the flow behavior in the chimney, we measure the
vertical velocity components. Hot film anemometer system (TSI Model
IFA100&200) is used. To hold the hot film anemometer probe in the reactor
pool we prepare a 12 meter pipe which is made up with four 3 meter pipes.
A coaxial cable from the probe is routed inside the pipe and connected to the
anemometer. The pipe is hung at the manbridge hoist which is used to move
the fuel assemblies and can move to any direction with the manbridge control.
Since the pipe is very long, a support stnicture is necessary during the
velocity measurement. To do this we make a wire net with several guide
holes. This wire net is temporarily mounted on top of the chimney. The pipe
with the probe is inserted through the , guide holes and the wire net supports it.
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A meter scale is engraved in the pipe to indicate the axial probe location. To
read the scale we use a laser pointer which sits on the manbridge guard.

In the commissioning test we check two things. First, downward
velocities are measured to ascertain the downward bypass flow from the top of
the chimney. To get the flow behavior of the upcoming jet from the
cylindrical flow tubes which are guided by control and shutoff shroud tubes,
upward velocities are measured. The signal is obtained at the rate of 100Hz
and averaged for 60 seconds.

3. Results

3.1 Channel Flow-Rate Measurement
Figure 3 shows the differential pressures versus the mass flow-rates for

the instmmented dummy fuel assemblies; the hexagonal dummy fuel assemblies
are designated by DH002~DH004 and the cylindrical dummy fuel assemblies
are DC002~DC004. The fitting correlations are obtained using a regression
analysis and are applied in the channel flow measurement. The correlations
predict the measured data within 11.7%. The discrepancies between the
individual instrumented dummy fuel assemblies are believed to be occurred due
to the manufacturing variation of the pressure tap holes in the central support
rods. This discrepancy does not weaken the function of the individual
instmmented dummy fuel assembly as a flowmeter.

Since the calibration of the instmmented dummy fuel assemblies was done
at the water temperature of 20t and incore measurement was done at 30t,
we corrected the incore test results using the temperature compensation curve
which shows AP-mass flow-rates with coolant ' temperatures (Fig.4). The
differential pressure increases with the decreasing water temperature mainly
due to the increased water viscosity.

Figure 5 shows the relative mass flow-rates of all flow channels. The
flow channels with mass flow-rate less than 99% of the average flow are
indicated by shades. The minimum flow channels are identified as shown in
Fig.5. Generally the mass flow-rates of outer core channels show smaller
values compared to those of inner core. The channels near to the core inlet
pipe and outlet pipes also show somewhat lower mass flow-rates. This trend
had been confirmed in the half-core full-scale test performed in the AECL[3].

3.2 Chimney Flow-Field Survey
Due to a turbulent nature of the flow the measurement uncertainties are

significant (10 to 80%, depending on the measuring location), enen though the
accuracy is less than 110% accoding to the measuring system manufacturer
data. For the purpose of flow-field survey, however, the hot film anemometer
system is adequate.

:
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Downward velocities are measured at two horizontal planes, 30 centimeters
apart from the chimney cutout openings, which are the rectangular holes at the
upper chimney wall for provision of natural circulation path during the
longterm core cooling phase. The bypass flow goes down both through the
top of the chimney and through the cutout. openings. The downward velocities
at the plane in between the chimney top and the cutout openings mnge from
8 to 15cm/sec. The downward velocities at the plane 30cm below the chimney
cutout openings range from 17 to 27cm/sec, which agree with the calculated
chimney down flow velocity (22cm/sec) by taking into account the measured
bypass flow-rate and the cross-sectional area of the chimney. This indicates
that the bypass flow coming into the chimney through the cutout openings
merge into the bypass flow from the top of the chimney.
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.: Moosuring Points for n - - -
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. .

Down Flow g
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Control Shroud Jet $
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U,M,L Guide Tube Holes

| I

Inlet Plenum
.

Fig.6 Horizontal and Vertical View of Velocity Measuring Location

The upward coolant jet from control (or shutoff) shroud tube is supposed to
be suppressed due to the downward bypass flow. The jet velocities are
measured to observe the suppression. Figure 6 shows the measuring location.
Since the bypass flow is fixed, the net flow in any horizontal plane in the
chimney is also invariant. The chracteristic velocity scale in the chimney can
be decided by the net flow in the chirrney. Therefore, we let the velocity of
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;
;

22cm/sec be the representative velocity scale in the chimney. Figure 7 showsi

the velocities of coolant jet. The SOR#2 and SOR#4 are depicted as S2 and S4
in the Fig.5. As seen in the Fig.7, jet velocities become less than 22cm/sec 60

'~70cm above the shroud tube openings. From this result we conclude that
the jet loses its momentum after ejecting about 70cm to the chimney. The jet
seems to be suppressed at this height and confined within the chimney.

;
;

;

1.0
,
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Fig.7 The Velocity of SOR Shroud Jet

4. Concluding Remarks

In order to measure the flow-rates of all flow channels in KMRR core, six
instrumented dummy fuel assemblies are devised. Each instrumented dummy
fuel assembly is calibrated and can measure the channel flow-rate within i |

1.7%. The flow distribution map shows a flat profile with a maximum
deviation of 6% in one of the outer core flow channels near to the core outlet. i

,

The downward bypass flow from the reactor pool to the core through the
chimney is confirmed. The coolant jet through the reactivity control devices is
believed to be suppressed and confined within the chimney.

1
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ANALYSIS OF STEAM GENERATOR LOSS-OF-FEEDWATER
EXPERIMENTS 'WITH APROS AND RELAP5/ MOD 3.1 COMPUTER CODES !

i
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Lappeenranta University of Technology |

P.O. Box 20, FIN-53851 Lappeenranta, Finland

J. Kouhia
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i

Three experiments were conducted to study the behaviour of the new horizontal steam
generator construction of the PACTEL testfacility. In the experiments the secondary side coolant

'

level was reduced stepwise. The experiments were calculated with two computer codes
RELAPS/ MOD 3.1 and APROS version 2.11. A similar nodalization scheme was usedfor both

'

codes so that the results may be compared. Only the steam generator was modelled and the rest
of thefacility was given as a boundary condition. The results show that both codes calculate well
the behaviour of the primary side of the steam generator. On the secondary side both codes
calculate lower steam temperatures in the upper part of the heat exchange tube bundle than was
measured in the experiments.

'

l. INTRODUCTION

Compared to the Western PWRs the Russian design VVER-reactors have a special feature:,

horizontal steam generators. This type of steam generator (SG) has two vertical collectors and
i horizontal U-shaped heat exchange tubes. The behaviour of the horizontal SG is very different

compamd to the western type vertical SG. For example, the secondary side of a horizontal SG
,

contains much more water. Hence, all the loss-of-feedwater transients are slower. During a total

: station black-out accident a vertical SG dries in some tens of minutes but a horizontal SG in
j some hours.

During normal operation all the heat exchange tubes of a horizontal SG am covered with
' water, but in the case of loss-of-feedwater accident the secondary side water level starts to

decrease. When the level falls below the highest tube rows the heat transfer from primary to ,

secondary side starts to deteriorate and primary coolant temperature begins to rise. If the heat
transfer decreases more rapidly than the decay heat produced in the core, the primary circuit
pressure rises up to the opening pressure of the pressurizer relief valve. The primary coolant leaks
out of the system and as a result the reactor core may be damaged.
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i

The Westem thermal hydraulic system codes, like RELAP5 [1] and CATHARE2 [2], are,

developed and validated to'model the phenomena in the venical SG's. But the differences
between vertical and horizontal steam generators are so imponant that the calculational models

'

developed for the vertical SG's are not directly applicable for the horizontal SG's. The PACTEL
loss-of-feedwater experiments have been performed to study the overall behaviour of the
horizontal steam generators and especially to produce experimental results for code assessment.
The work presented here has been done at Lappeenranta University of Technology.

2. FACILITY DESCRIPTION

|

PACTEL (Egrallel . Channel .T.9.st i
koop) [3] is a volumetrically scaled (1:305)

'

out-of-pile model of the Russian design ,P27e+

VVER-440 reactors used in Finland. The
facility is an integral test facility and it t*,.e m-,s ,,o,n,roton

includes all the main components of the +o.ses

primary circuit of the reference reactor. He Cold Leg
**e +a sereactor vessel is simulated by a U-tube s,s L. ,w

#construction consisting of separate core and '-

Ndowncomer sections. The core is comprised
, ,

y .e. pas... ,. 5"
of 144 electrically heated fuel rod
simulators. The geometry and the pitch of f"

'

the rods are the same as in the reference ,,,,,,,,,p g,,t,,t,n,tn

reactor. The rods are divided into three ,
I,,

roughly triangular shaped parallel channels, "

which represent the intersection of the g
*

corners of three hexagonal VVER rod |
bundles. The maximum total < ore power is j
1 MW, or 22% of the sca"ed nominal ,+spee i

w
,

power. The maximum primary pressure is
'

8.0 MPa compared to 12.3 MPa of the
reference reactor. Fig.1. Geometry of the PACTEL facility.

The component heights and the
relative elevations correspond to those of
the full scale reactor to match the natural circulation pressure heads in the reference system. The
hot and cold leg elevations of the power plant have been reproduced. This is particularly
important for the loop seals. Unlike other PWRs VVER-440 has a loop seal also in the hot leg.
This is a consequence of the steam generator location, which is almost at the same height as the
hot leg connection to the upper plenum. The primary collector of the steam generator is
connected to the hot leg at the bottom of the steam generator, hence a roughly U-shaped pipe is
needed to complete the connection. He cold leg loop seal is formed by the elevation difference
of the inlet and outlet of the reactor coolant pump. Fig. I shows how the geomeiry of the loop
seals are modelled in the PACTEL facility.

,

|
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2.1. Steam generator description

The number of the loops has been reduced from six of the reference system to three in
PACTEL, thus one PACTEL steam generator corresponds to two in the power plant. The original -!

steam generator of PACTEL has full-length heat exchange tubes and the same tube bundle ,

geometry as in the power plant steam generator. The tube bundle height is less than 15% of the |
height of the reference steam generator. This fact limits the use of the original PACTEL steam .

. generator, when for example the effects of the decrease of the secondary side level are studied. ;

The new steam generator (Fig. 2), installed in one loop, has vertical primary collectors i

and horizontal heat exchange tubes. The 118 U-shaped heat exchange tubes are arranged in 14
layers and 9 vertical columns. The average length of the tubes (2.8 m) is about one third of that
in the full scale steam generator (9.0 m). The outer diameter of the tubes is 16 mm, !

corresponding to the reference system, and the inner diameter is 13 mm (in the power plant 13.2
mm). In order to have a higher tube bundle, the pitch in the vertical direction has been doubled j

(48 mm) compared to the reference steam generator. The pitch in the horizontal direction has !

been maintained. The longer pitch in the
vertical direction may cause differences -Perforated $M*

"" ** iespecially for the heat transfer but also for %%%
T beepressure losses . and swelling. However,

under loss-of-feedwater conditions a

relatively large error in the estimation of Instrumented
. D

boiling heat transfer coefficient has only a Tube Ni j ;s

small effect on the total heat transfer roadwaterk remcoefficient, because the boiling heat transfer une compDtment
coefficient is very large compared to the ,,,,,,. .

convective coefficient on the primary side. L7J |
" "

Hot Col enor
'

Cold Hector
The outer diameter of the shellis 1.0 ;

m (in the power plant 3.34 m). Because of
9 4

the higher vertical pitch, the secondary side ,

Fig. 2. New steam generator of PACTEL. '

is larger than the scaled down secondary
volume. This distorts the time scale of
secondary side transients. Two compartments have been constructed on each side of the steam ,

tgenerator to decrease the mass of water directly involved in the primary to secondary heat
transfer process. The compartments are not totally isolated from the rest of the secondary side,
but the coolant has several flow paths in and out of the compartments.

The instrumentation of the steam generator contains mainly temperature measurements. i

The primary and secondary side temperatures are measured in eight tubes in three or four i

different locations in each 16 ;. The inlet and outlet temperature of the primary coolant, the
primary mass flow rate, the mass flow rate of the feedwater and the differential pressure on the
secondary side are measured as well. The measured collapsed level is based on the differential
pressure measurement.

:

|
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I

3. EXPERIMENTS;
,

Three experiments, SG-2, SG-3 and SG-4, were conducted to study the behaviour of the
new steam generator construction of PACTEL facility. The experiments were like the loss-of-

i feedwater experiments but instead of reducing the secondary level continuously it was reduced
in steps.1

In these experiments only one loop with the new steam generator was in operation. The
primary coolant pump was operating during the whole experiment. Primary and secondary side
pressures were different from one experiment to the other (Table 1).

;
' In the beginning of each experiment the core power was set as high as possible and it was

| kept constant until a steady state was mached. The collapsed level of the secondary side was then
! reduced stepwise. Feedwater injection was stopped and when the secondary level had dropped

50 mm the injection was started again. In
'

Fig. 3 the measured feedwater mass flowi

rate in experiment SG-3 is shown. The ;
: '

system was allowed to settle down for 30 o.4i
EXP.SG-3 -minutes between each step. When the y, ;

: secondary side coolant level had dropped ,f,

I"
! below the highest heat exchange tube row j

'

~ the heat transfer from primary to secondary E us } ~ K J l"
i

|
side began to decrease. The temperature in a

| 'u
.

J'
j the outlet of the cold collector as well as in

M5
j the inlet of the hot collector began to rise. g

: In order to keep the coolant temperature in I o.i

I- the inlet of the hot collector constant the us
core power was reduced. Also the feedwater

'mass flow rate was changed to correspond iaooo 33000 2o000 3 00o 3000o 3 00o
: WER
| to the evaparation rate and to keep the
j collapsed level constant during the settling

down period.
i The results of the different loss-of. Fig. 3 Measured feedwater mass flow rate in

j feedwater experiments are similar. experiment SG-3

|
Naturally, both primary and secondary

j temperatures are different because the pressures are different. The only clear difference is that
j the behavior is more stable when the secondary pressure is higher. This is because the collapsed

j level is near the swell level and the transition zone where the highest tubes start to dry out is
i shotter.

Table 1 Primary and secondary pressures in the experiraents
J

i EXPERIMENT PRIMARY- SECONDARY.
PRESSURE PRESSURE

SG-2 3.0 MPa 0.7 MPa

SG-3 1.2 MPa 0.3 MPa

SG-4 7.5 MPa 4.2 MPa
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4. CALCULATIONS

4.1. Computer codes used in the calculations

Two computer codes, RELAP5/ MOD 3.1 and APROS version 2.11, were used in the
calculation of the experiments. RELAPS is a thermal-hydraulic system code developed at the
Idaha National Engineering Laboratory (INEL) for best-estimate transient simulation of light
water reactor coolant systems. RELAPS/ MOD 3.1 is the latest version based on a
nonhomogeneous and nonequilibrium (six-equation) model for the two-phase system. APROS
(.A_dvanced Process 3.imulator) [4] code is developed in Finland by VIT and Imatran Voima OyA
(IVO). The APROS simulation environment contains a database, graphics and physical models
for the simulation of nuclear and conventional power plants and chemical processes. The database
includes several predefined process components,like tanks, steam generators, pumps and valves,
which makes it easier to create a new simulation model. The thermal-hydraulics of APROS
include single-phase and three- five- and six-equation two-phase flow models.

4.2. Nodalization

Only the steam generator part of the
facility has been modelled, the rest of the ; yg g
facility has been given as a boundary y y

condition. The same nodalization scheme 755-2
has been used for both computer codes 755 1
although some code dependent alterations _ .L * T *

~ * * ' ' ' ' "had to be made. - -

" " " ' ' ' ' "The nodalization for - -

" " " ' '"' ' "RELAP5/ MOD 3.1 is shown in Fig. 4. Hot - -

" " " ' '"' ' "and cold legs are modelled with large time _ -

dependent volumes where the pressure and - -1 * ' '"' ' ""

" -" " ' '*' ' "temperature are controllable. A time - -

dependent junction connects the volume 2[- -

* ' '*' ' "

* * *modelling the hot leg to the hot collector. J },.

The vertical hot and cold collectors are
"5modelled with eight nodes. The heat 700 HOT COLLECTOR" TUBESexchange tubes are lumped into seven pipe jy - E HC R

components (numbers 705 - 735 in Fig. 4). 750 TUBE AREA SECONDARY

!$!MVOLUMEThe lowest component models the three 755

|
lowest tube rows, the next five components jjj MgHgggggNC

! two tube rows each and the highest jy {EjM
component models the highest tube row. All
the pipe components are divided,

horizontally into five nodes. Fig. 4 Nodalization of the new steam generator
. .

l

for RELAP5/ MOD 3.1
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On the secondary side of the steam generator the heat exchange tube area is modelled
with seven nodes and the vapor volume above the heat exchange tubes with two nodes. De
steam generator ends as well as the side compartments are modelled with separate components.
From the side compartments (number 770 in Fig. 4) there are only cross flow junctions to the
steam generator ends (number 760 in Fig. 4), which in turn are connected to the tube bundle area
and also to the vapour volume. This construction allows vertical internal recirculation typically
associated with horizontal steam generators. Feedwater is injected into the third lowest node in
the heat exchange tube area. The outlet of steam is modelled with a time dependent volume as
a mass sink and a control valve connecting the steam line (number 780 in Fig. 4) to the sink.

All heat structures except the thin plates between the heat exchange tube ama ud the side
compartments are modelled. The material properties have been obtained from the manufacturers.
Heat losses to the environment are taken into account in the simulation. A constant heat transfer
coefficient together with a cor.stant environment temperature is used as a boundary condition.

In APROS there are certain predefined process components like tanks, pumps and valves.
The predefined steam generator model was not used in this study, but a new model was

; constructed using five-equation calculation level modules e.g. nodes and branches. Basically it |
'

is the same model as was used with the RELAPS code. Because APROS does not have the same!

kind of time dependent components as RELAP5, two control valves had to be added, one to
.:

control the primary mass flow rate and another to control the secondary feedwater mass flow rate. :
; #

Otherwise, the same input information was given for the APROS code as for RELAP5.4

During a steady state run the secondary side collapied level is controlled with a control.

i system in both codes. In,the start of the transient this system is excluded from the simulation. i

I Another control system is used to keep the secondary side pressure constant during the whole ,

i

j calculation.
Primary side pressure, coolant mass flow rate and hot leg temperature as well as ,

,

| secondary side pressure and feedwater mass flow rate were given as a boundary condition. He ;
I

i values were obtained from the measurement data of each experiment.
,

i

4.3. Results of the simulations
205j

'" '
EXP

From the point of view of the safety:

i analysis of a nuclear reactor the interesting in

f |j parameter is the amount of heat transferred 3 ,, 9
; form the primary side to the secondary side. ) a'

.,,t,p

The transferred power is a function of the g '"' -c
EXP )

i temperature difference between the hot and B iso
#

cold collector. Because most of the heat 373 , - nst ,p
;

transfer occurs through the heat exchange'

''8
tubes, the ability of a code to calculate
overall heat transfer can be evaluated by se,5,i

,, ,,,,
observing the inlet and outlet temperatures W E(s)

j of the heat exchange tuber ,

I

i Fig. 5 shows the measured primary
temperatures from one instrumented heat Fig. 5 Primary temperatures in or.e tube from
exchange tube together with the experiment SG-2 and from RELAP5 calculation 4
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corresponding temperatures calculated with
RELAP5/ MOD 3.1. The measurement
locations am 200 mm from the hot collector 20s

and 500 mm from the cold collector, and exp
,g,

the calculation nodes are 279 mm from both
collectors. This causes a small difference '"

between the measured and calculated values. $ iso%fThe oscillations in the measured $ APaos4
E 33 7temperatures were not well reproduced <

because the boundary condition values for f 80 "

the hot leg temperature are based on the 17s . -APROS

averaged measurement data. In Fig. 6 the
,,,

same measured temperatures and
temperatures calculated with the APROS '55

3000o isooo 2o000 2sooo soooo asooo

code are presented. The uncovering of the NE (s)

tube e n clearly be seen around 20500
seconds in the experiment and around 22500
seconds in the RELAPS calculation. APROS Fig. 6 Primary temperatures in one tube from *

calculates the uncovering of the tube to experiment SG-2 and from APROS calculation
occur a little later. The time difference
between experiment and calculation results is mainly caused by the nodalization. In nodalization
two heat exchange tube rows are lumped together. The scalar values, like temperature, are
calculated in the middle of the node. The corresponding temperature measurements are located ;
in the uppermost tube row. The difference in elevation between the measurement point and the
middle of the node is 24 mm corresponding
to around 1000 seconds of experimental
time.

In the experiment, steam 3,

superheating was observed after the highest
heat exchange tubes were uncovered. In Fig. EXPEAIM

275

7 the measured secondary side temperatures
in the highest tube layer together with the $ 270 i/ 9p
temperatures from the RELAP5/ MOD 3.1 $ Fn

%
y,M5calculation are shown. In Fig. 8 the same & - ARAP

UFmeasured temperatures with temperatures !* '

from two different APROS calculations are # IY

shown. BN.h codes underestimate the steam 2ss ,

superheating. In APROS calculations it was
observed that the hydraulic diameter of the

2sggg, ;, , , , _ ,,,,,
secondary nodes has a sigmficant influence NE (s) r

en the calculated steam temperature. If the
hydraulic diameter is not given for the code
the code calculates it based on the given '

flow area of the node, Eq.1. Fig. 7 Secondary temperatures in the highest tube
layer from experiment SG-4 and from RELAP5
calculation
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l
\

4A
ID,= (1) ,

S E
~*4A II (2)D=P, E m

where A is the flow area and P. is the i#
'

wetted perimeter. In Fig. 8 APROS refers g ,pm f1
t m

l [jto the result from the calculation where the g m 1 ,

' ^"
code was allowed to calculate the hydraulic j (
diameter itself. In the other calculation m

Lpresented here (APROS_1 in Fig. 8) the ,

|hydraulic diameter was calculated using Eq. *%m em m m m m
** '

2 and it was given to the code. The value is
the same which was used in the RELAP5
calculations. When calculated from Eq. I

Fig. 8 Secondary temperatures in the highest tube
the hydraulic diameter for a tube bundle
area secondary side node is 1.002 m, and layer from experiment SG-4 and from APROS

calculations with imposed (APROS_l) hydraulic
calculated from Eq. 2 it is 50 mm. As can

,

diameter and with D, calculated by the code
-

be seen, the calculated steam temperature
using the hydraulic diameter of 50 mm
(APROS_l) is nearer the measured values. Even though the difference between measured and

.

calculated steam temperatures was around 15 K in some cases the effect on the overall heat

| transfer was negligible because the heat transfer to single-phase steam is small compared to the
heat transfer to steam-water mixture.4

In the experiment the temperature of steam in the steam line was a little lower than in the
,

'

highest tube layer. Both codes calculated significantly lower steam temperatures in the steam line.
The heat transfer mode, that RELAP5 uses on the inner surface of the heat structure describing
the upper part of the steam generator shell, was found to be condensation. In this mode the,

calculated heat transfer is more efficient than heat transfer from single-phase vapor to the wall.
:

As a sensitivity calculation the whole steam dome was modeled in one RELAP5 calculation with
only one node. In this case the heat transfer mode was conduction and the steam temperature was
nearer the measured value.

I
|
'

5. CONCLUSIONS

Three PACTEL loss-of-feedwater experiments have been calculated using the APROS
version 2.11 and RELAP5/ MOD 3.1 computer codes. The main parameter to be compared was
the temperature difference between hot and cold collectors, e.g. the total power transferred from
primary to secondary side. In all the calculations the results obtained were acceptable. Some
differences were caused by the rather rapid changes in the experimental boundary conditions,
which were not completely reproduced. When the results were compared more in detail, some
differences were observed. Especially the steam temperature above the heat exchange tube bundle

2813
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was in most of the calculations lower than in the experiments. Even though the difference
between measured and calculated steam temperatures is relatively large it does not affect the
overall heat transfer.

The assessment calculations presented here are not sufficient to validate the codes used,
but they show that the APROS end RELAP5 codes are able to model the overall behaviour of
the horizontal steam generators. Even with quite a simple secondary s!de model, for example
without recirculation, it is possible to simulate reasonably well the heat transfer from the primary
to the secondary side under loss-of-feedwater conditions. However, some problems seem to exist
in their capabilities to model the phenomena on the secondary side. In order to validate or
improve the models new experiments are needed, because in the experiments performed the
boundary conditions were too complex. Also some parameters were not measured, like steam
flow rate and heat exchange tube surface temperatures, limiting the usefulness of the experiments
used for comparison.
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ABSTRACT
Horizontalsteam generators are typicalcomponents ofnuclearpowerplants with pressure

water reactor type VVER. Thermal-hydraulic behavior of horizontal steam generators is

very different from the vertical U-tube steam generator, which has been extensively
studied for several years. To contribate to the understanding of the horizontal steam

generator thermal-hydraulics a computerprogram for 3-D steady state analysis of the PGV-

1000 steam generatorhas beert developed. By means of this computerprogram, a detailed

thermal-hydraulic and themtodynamic study of the horizontal steam generator PGV-1000
has been carried out and a set ofimportant steam generator characteristics has been
obtained. The 3-D distribution of the void fraction and 3-D levelprofile as functions ofload

and secondary side pressure have been investigated and secondary side volumes and
masses as functions ofload and pressure have been evaluated. Some of the interesting

results of calculations are presentedin the paper.

1. INTRODUCTION

Horizontal steam generators are typical parts of nuclear power plants with Russian

designed pressure water reactor - type VVER. Currently 46 VVER reactors (VVER 440, |

VVER 1000) are under operation or under construction in Central and Eastern European |

countries, mostly in Ukraine and Russia, and in Finland. All these countries have made a |

decision to modernize VVER nuclear power plants and their main e-tivities are focused on

VVER safety enhancement. The impact of the horizontal steam t rator on the integrity

of the VVER reactor coolant system and on nuclear power plant ity is significant. At ;

the IAEA Consultants Meeting on "The Safety of VVER Nuclev Power Plants", the !

problem of VVER-1000 steam generator integrity was identified as an important issue of
'

safety concern [11. Within the framework of IAEA "Extrabudgetsry Program of the Safety
of VVER-1000 NPP", a group of international experts has been create,d to analyze

4

'
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information en tha horizontal steam gen:rators oparating experisnce, defici:mcies and I

corrective measures.

The first VVER-1000 nuclear power plant was put into operation in 1980 and there

are currently 19 units operating with 76 steam generators PGV-1000 (1000 MW) and two
|

nuclear power plants with 8 PGV-1000 are under construction in the Czech Republic. In

the period from 1986 to 1991, serious deficiencies on 24 horizontal steam generators at
six VVER 1000 nuclear power plants were detected. The identification of the causes of

deficiencies has shown that secondary side fluid flow, primarily flow influence on the
mineral distribution, plays important role in the damage processes. In order to optimize .

flow distribution on the secondary side and to minimize mineral concentration in failure

sensitive areas the multidimensional thermal-hydraulics phenomena in the steam generator

secondary side should be analyzed in detail.

More information on staam generator thermal-hydraulics is also needed for safety -

analyses of VVER reactor concept that has a fundamental importance for the licensing
,

procedure of VVER units. Currently safety analyses are to be performed by means of the

thermal-hydraulic codes RELAP 5/ MOD 2, CATHARE or ATHLET that have a large
intemational assessment base regarding western PWR. To adapt these codes to VVER type

power plants requires a substitution of a vertical steam generator model by a horizontal

steam generator model and verification of the adapted code for VVER typical phenomena.

A nodalization scheme of the horizontal steam generator secondary side should be rough

but realistic and sufficient for Non LOCA analysis. Several different approaches for
modelling horizontal steam generator were presented at the first, second and third
international Seminars of Horizontal Steam Generator Modelling that were held in
Lappearanta in 1991,1992 and 1994 [2), [31,14]. One of the conclusions of the seminars

was that the modelling of the horiiontal steam generator has not been established yet and

the final solution of modelling with international plant codes has not yet been found.
Clearly to develop a realistic nodalization scheme of the horizontal steam generator is not

possible without understanding all key phenomena in both the primary and the secondary
side of the steam generators.

Thermal-hydraulic behavior of horizontal steam generator is very different from the
.

'

,

| vertical U-tube steam generator which has been extensively studied for many years. Only
limited experimental data on the behavior of horizontal steam generators is available and

l particularly on the natural circulation in the secondary side. Thus more information is
needed. The study in this field proceeds in both directions - experimental and theoretical

using mathematical modelling. Experimental tests using experimental facilities have been

performed in Finland (PACTEL facility) and in Hungary (PMK 2 facility), experimental tests
at operating nuclear power plant units in Russia [2], [4), [5]. Detailed mathematical models

for the study of the horizontal steam generators behavior have been developed in Russia -

and in the Czech Republic [4], [6]. Design principles of the Czech computer program for
steady state thermal-hydraulic analysis of the horizontal steam generator PGV-1000, the
verification of this program and some interesting results of calculations will be discussed

2816
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. 1
in this paper. 1

2. A COMPUTER PROGRAM FOR THERMAL HYDRAULIC ANALYSES OF THE STEAM

GENERATOR PGV-1000

The general view of the horizontal steam generator is in the Fig.1. The heat |

exchanger, consisting of 11000 horizontal U-tubes,is in a large water pool where the fluid
is under conditions of natural circulation. The feed-water injection is located above the hot

side of the tubes in order to diminish the level swelling close to the hot collector. A
<

perforated sheet is located above the tubes. Its rim, more than 500 mm long, is directed
downwards. The louvers moisture separator system is located in the top part of the steam

generator. The steam flow from the moisture separator proceeds to the short steam lines

connecting the steam dome with the steam collector.
The secondary side flow pattern is difficult to define. It is supposed, that the flow |

pattern includes two major circulations and a number of minor circulations. Two-phase
mass flow rises up through the shell side of the heat exchanger and the separated water
mixed with feed water flows down through the peripheral zone and in the open portion
between the tube bundles. The minor circulations complete the major circulation like in the

turbulent flow field.
,

The horizontal steam generator water level and water inventory determination are

complicated because of a 3-D distribution of the heat flux and void fraction that depends

on the steam generator power and the secondary side pressure. Water level measurement

has two scales - a wide range and a narrow range. Level control is based on the narrow

range and the protection system on the wide range measurement.
2
'

i

2.1. Computer Program Capabilities

The developed computer program is capable to analyze :

|

1. Steam generator primary side hydraulics

primary side flow distribution in tube bundles;-

velocity distribution in collectors;-

;
- pressure drop distribution on the primary side and the total primary side

pressure drop.

2. Heat exchanger behavior

heat transfer for various situations in the tube and shell side (Iow level and~

-

the effect of tube bundle uncovery is taken into account);
multidimensional heat flux distribution, total heat flux transferred through-

.

heat exchanger tubes (steam generator heat power);

2817
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primary side fluid t:mperature distribution - t:mperatura profile along the-

tubes;

outlet mixed mean temperature of the primary side fluid:-

steam outlet temperature and the temperature of the steam-water mixture-

at the shell side;

steam generator tube temperature profile.-

3. Steam generator secondary side thermal-hydraulics and thermodynamics

average circulation rate for the cases with the level above the top of the-

tube bundles:
3-D void fraction distribution in the shell side;-

steam and water volumes under the level, steam generator water mass-

inventory;
mass redistribution under the perforated sheet (for the cases with level-

above the perforated sheet);
minimal thickness of the steam layer under the perforated sheet (for the-

cases with the level above the top tube bundles);

secondary side pressure ;for the plant operation in Mode that maintains a-

constant mean coolant temperature in the primary system);

steam flow rate:-

secondary side pressure drops between the perforated sheet and outlet of-

the steam collector, the total secondary side pressure drop.

2.2. Nodalization

For the mathematical simulation the steam generator is divided into three main

regions.

1. The area between the bottom of the steam generator and upper tubes of the heat

exchanger (the top of the tube bundles).
This region is subdivided into horizontal and vertical directions as shown in Fig.2

and Fig.3. The heat exchanger is divided into two bundle groups -inner and outer.

Both bundle groups and their corresponding secondary volumes are subdivided in
the vertical direction into layers, the inner group into four layers and the outer one

into three layers. Every tube is divided into eleven nodes in the axial tube direction.

2. The region between the top of the tube bundles and the steam generator level.The
nodalization of this area is derived from the division of the submerged perforated

sheet shown in Fig.4.

3. The steam region between steam generator level and the outlet of the steam
collector - steam dome with moisture separator and steam line.
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2.3. Simulation Methods

The physical backgrounds applied in the model will be only summarized in this
paper. They are shortly described in (7) and fully in [6].

A computer program for steady state calculations of steam generator primary side
;

hydraulics yields :

primary flow distribution in the tubes,-

- pressure losses over steam generator primary side.

For the calculation of primary side flow distribution, the heat exchanger is divided into
groups of tubes, as shown in Fig.3. Average flow velocity is evaluated for each group. The
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Figure 4: Perforated Sheet Division. Dimension [mm].

primary results of the calculation are the velocity distribution in the header and the flow>

i velocities in the tubes.
.The flow distribution is described by two differential equations:

dv, = lep,w, dxdw, + (p, - p2) g
dv U)2 - Ep , v, -A pg v -a dx dx'

dw, . _t S, d v, (2)
dx n s dx

a

Model representation of the primary side pressure drops takesinto account pressure

drops in the inlet and outlet of the tubes connecting the steam generator with the hot and1

cold legs of the circulation loops, in both collectors and in the heat exchanger tubes.
~

The nodalization of the heat exchanger tube bundles for steady state thermal

analysis corresponds to that shown in Figs.2 and 3. The iterative method of calculation is*

i based on thermal balance. The calculation is performed for every node separately and a

global thermal balance is checked. The main result is the heat flux distribution in the steam .

!

generator shell side. The global heat flux is the essential parameter for the assessment of

secondary side pressure and steam output. The program takes into consideration two ]
possibilities - the steam generator level is above the top of tube bundles and the steam

generator level is under the top of tube bundles with some tube uncovered.

i

2321 ;
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For the crbitrary node [i,j,k) thn following systsm of equations is used :

(3)
Ofri-G {ko,Tp,y,) - (p,T x)}y y

(4)O ri " F r/9yrig y

For tubes under SG level:

(5)U'' "' Ak'-TGyrt=k roy g
'
.

'

For tubes above SG level ( uncovered tubes ):

(Tju,, - T&p,1) - ( T?p - Tju,r )
Qur,-kyr, - (g,

Ty,&. - T.,,jr,i
g,g

T0p,o-Tfri

" * ' " (7)d,
+Rw+ 1

dra$g, ahg,

(8)Gy = p;ngwjS,

where subscripts specify :
i = 1,2,.11 number of the node in axial tube direction;

j = 1,2,4.../5/ number of the group of tubes in vertical dire:: tion:

k = 1,2 inner and outer tube bundles;

I = 1,2 left or right side of the heat exchanger.

Correlations used for the assessment of the heat-transfer coefficients on the
outside and inside of the tubes are presented for various operating conditions in [6].

A computer program for steady state thermal hydraulic analysis of the steam
generator secondary side provides the capability to determine the average circulation rate
for the cases with the level above the top of the tube bundles, void fraction distribution

in the region between the steam generator bottom and upper rows of heat exchanger
bundles, mass redistribution in the area between the upper part of the tube bundles and

the submerged perforated sheet, and the steam generator level profile.

To determine the average value of the circulation rate, a simple flow diagram is
assumed. Two phase mixtijre rises up through the area in tube bundles. The steam and

water are separated above the tube bundles . The water flows back in the downcomer and
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In the free spac3 betw cn the tube bundlIs. The avIrag) v lua cf ths circulati:n rats is
datIrmined through the it:rati:n m th d bis.d en th3 prsssuro bilance in the upflow
section with heat exchanger tubes and in downflow section, free of tubes. The applied
method builds on the theory of industrial steam boilers with natural circulation (8).

For the assessment of void fraction distribution, the region between steam
generator bottom and upper tube rows of heat exchanger is divided in vertical direction

into layers of equal height of 50 mm. The heat flux into an arbitrary volume is obtained
from the heat exchanger calculation. The feedwater distribution is taken into account. The

calculation of the void fraction begins in the bottom of the steam generator and proceeds
step by step over the layers to the top of the region. Two different methods have been
developed for this calculation. The first method is based on the circulation rate assessment

and it is applied to cases where the average levelis above the top tube bundles. The void j

fraction in the elementary volume in n-th of the [i,k,l] element layer is described by the j

following equations :

,,= Cgs, (9)

Vb' G," p'
g ,9,p" , ,

V|+V" G;p" + G,"(p' - p")

G, = G,., + 5 p-(S| - S|.3) (11)

G,"-G,".,+3 (12)
r

C, = (p,w,) (13)

i
where the average velocity in the bundle w is a function of circulation rate, thea

cross sections S , Su depend on the arrangement of the tube bundles, the parameter C,o

is given as a function of medium pressure and velocity in nomograms published in (8).
The second method is based on the theory of free bubbles rising through liquid by

buoyancy [9] and it is used for all cases with the level under the top of tube bundles. On I

the basis of mass and energy conservation laws, considering some acceptable
assumptions, the problem is described by two following differential equations : ;
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#O (14)
(1 - C) d' - 9 dH=1-,dH

(1 - 9) $ - C d' = I(1 - e) (15)
dH dH tp

where C = c /w, w..... vapour velocity;

c,.... downward water flow velocity:

H = hg. O h..... height from the bottom.
p" w T"

The second method of void fraction assessment does not take into consideration the
circulation of the fluid. In comparison with the first one, the second method gives slightly

higher void fraction, especially in the close vicinity of the hot collector.
For the cases with the level above the top tube bundle, the effect of perforated

sheet is simulated. Hydrodynamic processes in the region between upper rows of the tube

bundles and submerged perforated sheet depend on perforated sheet design, especially on

the degree of the perforation and on the height of the perforated sheet rim. The goal of the

simulation is to assess the staam flow rate from more loaded zones to the less loaded
regions and to determine the thickness of the steam layer in different locations bellow the

perforated sheet. The nodalization of this region corresponds to the perforated sheet
division, which is shown in Fig.4. The iterative method which is used for mass
redistribution assessment is based on different hydrostatic pressure in neighboring

elements.

The effect of submerged perforated sheet is described by following equations:

6 -(5 - p") g = (- p" + 2- +AP+
i gg,

A P - H -(p3 - pi) g - Ha''(P3 - P2)'E3 i

G ,,, - G s,,,, - ( G,,,,, ,, + G,,, 3,, + G,,,,,_3 + G,,,,,.i)g p (18),

P "'S,,,

R defines a critical value of steam bubble radius. Steam flow rate G ,,, is given by
the calculation of the first region (heat exchanger shell side). Steam flow rate over the

perforated sheet Gn,,,, is given by the equation:
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'# ' #'* ~ #' }'#" (19)G "S ,,s =
P 1 + (ps

and steam flow rate between neighboring elements G,,,,,.i by the equation:
,

2 S,',., - ( p,,, - p,,,,, ) p " (20)G p,,,,.i ,

1 + (i...t.

For the determination of the local value of steam generator level height and for

assessment of the steam generator level profile two different method are used, one for the

cases with the level above the perforated sheet, and the second one for the level under

the perforated sheet.
For the determination of the shape of steam generator level above the perforated

sheet, the zone above the perforated sheet should be analyzed. The nodalization is derived

from the perforated sheet division. In every node, the void fraction, water volume and

finally the height of the steam generator level are calculated.
For the assessment of void fraction in the zone above perforated sheet a method

published in [10] has been adopted. Average value of void fraction is given by the relation:

/4 'O.36 f y i0.12
" ' ' ' P_ = 0.26 <

mr.8 i a (21)
go r P _P >

b (P -P") ,#

where w",,,,, is a local steam velocity above the perforated sheet. The height of the steam-

water mixture level may be determined from equation:

V"'* 1
-

H,,, = (22)
1 - , ,,, S .,r

whero S,,,is the cross section for vertical vapour flow area.

The determination of the level profile in the area between the steam generator
bottom and the perforated sheet is based only on the calculation of void fraction. The
height of the steam generator level in an arbitrary element [i,k,Il is described by the
equation:

i
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2 S,',s.,o - ( p,,, - 94 ) p" (19)a
Ges.r.: "

1 + (,.s

and steam flow rate between neighboring elements G,,,,,.i by the equation:

G,,,,,, , 2 S,",.i - ( p,,, - p,,,,, ) p " (20)

l + Er.o+1
,

For the determination of the local value of steam generator level height and for

assessment of the steam generator level profile two different method are used, one for the

cases with the leval above the perforated sheet, and the second one for the level under

the perforated sheet.
For the determination of the shape of steam generator level above the perforated

sheet, the zone above the perforated sheet should be analyzed. The nodalization is derived i
i

from the perforated sheet division. In every node, the void fraction, water volume and
finally the height of the steam generator level are calculated.

For the assessment of void fraction in the zone above perforated sheet a method

published in [10] has bcen adopted. Average value of void fraction is given by the relation:

o.se r 3o.12#g y

5s = 0.26- fu (21) |
*''

<

ga rP_p s

b (P'-P ) ,#

where w",,,,, is a local steam velocity above the perforated sheet. The height of the steam-

water mixture level may be detennined from equation:

V"'' * 1
_

(22)H,,, =

1 - 9 ,., S .,r
,

where S,,,is the cross section for vertical vapour flow area.

.

The determination of the level profile in the area between the steam generator
bottom and the perforated sheet is based only on the calculation of void fraction. The
height of the steam generator level in an arbitrary element li,k.l] is described by the
equation:
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1 H ,= Ti+ E Vg ,g 1 - %n '
: .

a '
S, (23)aa

6 P sa1

!

The complete mathematical model for the steam generator PGV-1000 thermal-
hydraulic study is formulated in [6).

; 3. COMPUTER PROGRAM VERIFICATION

!t

j Only a partial verification of the model could be performed. Some results of void
i

~

fraction calculations were compared with experimental data obtained by Russian
j organization Gidropress. The comparisons of the void fraction could be made only in the

; downcomer areas and above the tube bundle (just below the perforated sheet), because
there are no data available inside the tube bundles. The results of comparisons between-

measured void fraction closely below the perforated sheet near the hot collector [5] and ,

i calculated void fraction at the output from the tube bundle in elements [1,1,1], [2,1,21, ;

[2,2,81, [2,1,61 and [2,1,9] as a function of load are shown in Fig.5 (the notation of the
7

tube bundles corresponds to Fig.2.). Note, that the higher measured value of void fraction

; is caused by a function of perforated sheet which creates the vapour layer below the

j perforated sheet. Therefore, the results of calculations show a good agreement with j
j experimental results. !

| Similar results of the measurement of the void fraction have been published in [11]. (
;

There is no significant disagreement between experimental data and calculations results.

]
It may be noted that the presented model of the steam generator PGV 1000 reproduces j

the void fraction distribution reasonably well. !

,

,

4. STEAM GENERATOR PGV 1000 THERMAL HYDRAULIC STUDY
;
-

By means of the developed computer program, a detailed thermal-hydraulic and
thermodynamic study of the PGV-1000 horizontal steam generator for the Czech nuclear
power plant Temelin has been carried out.,

About one hundred calculations have been performed and a great amount of
interesting informat!on has been obtained. The special attention has been paid to the I

' secondary side analysis, primarily to the mixture level profile, 3-D void fraction distribution,

and to the distribution of the heat flux transferred to the secondary medium under different
operation conditions.

Some important steam generator characteristic parameters have been investigated,
for example:

secondary side water and steam volumes and masses as functions of load-

i
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( at constant prassura:

3-D distributi:n of the void fraction as a function of load at constant'
-

pressure and as a function of pressure at constant load;
the steam generator level profile as a function of load and a furiction of-

i pressure

the average void fraction. as a function of steam generator load and ].' -

j secondary pressure;

the average level as a function of load for constant pressure and as a-

j function of pressure for constant load;
.

the perforated sheet pressure drop as a function of load.: -

i Some results of the PGV 1000 thermal-hydraulic investigations are given in Figures j

3 6 to 13. j

in the first group of presented calculations the values of parameters as volumetric jj
I

i flow rate, primary side pressure, the feed-water flow rate, feed water temperature and the

L steam generator level correspond to nominal operating conditions (Figure 6 to 13). Under

l these conditions the vapour volume V" and the water volume V' under steam generator
level as functions of the heat power O (steam generator load) are shown in Figures 6,7.

; As evident from Figure 7, the vapour volume V" is proportional to O for a given (fixed)

pressure p. The increaso is higher for the low pressure than for the high pressure. The
water volume V'in Figure 6 decreases proportionally with increasing O. !

The vapour volume V" and the water volume V' under the steam generator level |i

as functions of secondary side pressure are given in Figures 8,9. It can be observed from [
.

Figure 8 that the vapour volume V" decreases with increasing pressure p for fixed heat

i power O. The decrease is higher for higher heat power. The water volume V' in Figure 9 j

increases with increasing of pressure. It is evident that the vapour volume - power j

relationship has twice as high influence than the relationship oetween the vapour volume )i

and pressure. This fact should be taken into consideration when setting the steam j

generator measurement and control system is carried out.
,

I The water mass inventory M' which is one of the most important parameters of the

steam generator is shown as a function of load in Figure 10 and as a function of secondary

. side pressure in Figure 12. The water inventory in the horizontal steam generator is higher1

than in the vertical one. This is important with respect to steam generator dynamic
;

behavior and water level fluctuation during normal operation. The effect of the steam

| generator water inventory is one of the factors influencing the steam generator operational

reliability and plant safety.
The vapour mass M' under the steam generator level as a function of total heat

,

power Q and secondary side pressure p is given in Figures 11 and 13.[
For illustration the heat flux profiles and the tube temperature profiles for the tube

bundles 11,1,1],11,1,3] and 11,1,41 under three different secondary side pressures and

reduced level (1.9m) are shown in Figures 14,16 and 18. It can be observed that the
reduced level affects to the heat flux profile and the tube temperature profile in tube*

1
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horizontil tuba bundle s*ction [1,1,1]. Tha notation of tha tube bundles corrasponds to

th;t giv;n in Figura 3. Th3 void fraction profiles in vertical direction obtain:d for the samn
input data in the elements close to the hot and cold collectors (1,1,1), [1,1,5], [1,1,7],
(1,1,11], [1,2,3] and [1,2,10) are presented in Figures 15,17 and 19. The effects of both i

the SG power level and secondary side pressure on the void fraction behavior has been

investigated. It can be observed that the effects of the both these parameters are more
'

pronouncedin the vicinity of the hot collector. The void fraction profiles for two different

thermal power and nominal steam generator level (2.55m) are shown in Figures 20 and 21.

The void fraction distribution has been calculated by method based on the circulation rate

assessment. The notation of the tube bundles corresponds to that in Figure 3.

5. SUMMARY

The presented work is a contribution to the investigation of the thermal-hydraulic

behavior of the horizontal steam generator for VVER nuclear power plants. The developed

computer program provides the capability to determine overall behavior of the steam
generator in steady state under various load and pressure conditions and to provide more

detailed information about multidimensional two-phase flow in the steam generator shell
side. This includes void fractions, circulation flow rates and the dynamics of the heat
transfer and swelled level. The deteiled knowledge of these parameters may provide
information needed for the of ficient nodalization of the horizontal steam generator in safety

analysis codes and for the safety enhancement of the VVER nuclear power plants.

6. NOMENCLATURE

A Hot collector characteristic value-

C - Circulation rate
d m Tube diameter

4D kg.s Steam flow rate
E Cold collector characteristic value-

4G kg.s Mass flow rate
H m Geometric height
i J.kg Enthalpy4

2g m.s Gravitational constant
k W.m''.K" Overall heat transfer coefficient
L m Collector length

Number of tubes in tube bundlen -

p Pa Pressure

O W Heat flux
q W.m'' Specific heat flux
R m Critical bubble radius
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K.m .W'' Th:rmal resistanco8~

Rw
S m' Flow arsa

T K Temperature
8"V m Volume:

' V, m *. s'' Volumetric flow rate in n-th layer

v m .s'' - Flow velocity

w m .s'' Flow velocity

w" m.W' Vapour flow velocity
; a W. m''. K'' Heat transfer coefficient

Vapour volumetric flow ratio j; # -

Void fraction ]y -

j 6 m Vapour layer thickocss

A W.m'' . K'' Thermal conduedvity

Flow resistan.:e coefficientf -

g kg.m'8 Density

a N.m ' Surface tension
|

| Subscripts and superscripts
'

1/2 Refers to inlet / outlet collector
|

i/o Refers to inner / outer value ;

; PS Refers to perforated sheet
I P/S Refers to primary / secondary side of steam generator

!
.

' l" Refers to liquid / vapour phase

i
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ISP33 STANDARD PROBLEM ON THE PACTEL FACILITY |

H. Purhonen"', J. Kouhia"', H. Kallf*'
;

i

mVTT Energy, Nuclear Energy
P.O. Box 20, FIN 53851 Lappeenranta ,

'

*Lappeenranta University of Technology
Department of Energy Technology

P.O. Box 20, FIN 53851 Lappeenranta

,

ABSTRACT

ISP33 is the first OECD/NEA/CSNI standard problem related to VVER type of pressurized
water reactors. The reference reactor of the PACTEL test facility, which was used to carry out
the ISP33 experiment, is the VVER-440 reactor, two of which are located near the Finnish city
of Loviisa.

The objective of the ISP33 test was to study the natural circulation behaviour of VVER-440 ;

reactors at different coolant inventories. Natural circulation was considered as a suitable
phenomenon to focus on by the first VVER related ISP due to its importance in most accidents !
and transients. The behaviour of the natural circulation was expected to be different compared
to Western type of PWRs as a result of the effect of horizontal steam generators and the hot leg ,

i loop seals. This ISP was conducted as a blind problem.
|

The experiment was staned at full coolant inventory. Single-phase natural circulation transported
the energy from the core to the steam generators. The inventory was then reduced stepwise at
about 900 s intervals draining 60 kg each time from the bottom of the downcomer. The core
power was about 3.7 % of the nominal value. The test was terminated after the cladding
temperatures began ta rise. ATHLET, CATHARE, RELAP5 (MODS 3, 2.5 and 2), .

RELAP4/ MOD 6, DINAMIKA and TECH-M4 codes were used in 21 pre- and 20 posttest
calculations submitted for the ISP33.

;

FACILITY DESCRIlvrION -

PACTEL is a volumetrically scaled (1:305), out of pile model of Russian design VVER-440
pressurized water reactors used in Finland, Figure 1, [1]. The maximum operating pressures on
the primary and secondary sides are 8 MPa and 4.6 MPa respectively, while the corresponding
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values in VVER-440 are 12.3 MPa and 4.6 MPa. The reactor vessel is simulated with a U-tube
; construction including separate downcomer and core sections. The core itself consists of 144

full-height, electrically heated fuel rod simulators with a chopped cosine axial power distribution;

and a maximum total power output of 1 MW,22 % of scaled full power.-

;

Component heights and relative elevations ;;
i Q correspond to those of the full-scale reactor to

match . the natural circulation gravitational'

j - heads in the reference system. The hot leg loop
,

seals are a result of the steam generator loca- i
'

tions, which are at roughly the same elevation'

w
: as the hot leg connections to the upper plenum.
j The hot and cold leg connections to.the steam

a generators are at the bottom of each collector,'

and a U-shaped pipe must be used. The cold ;
'

f leg loop seals result from the elevation differ-
j
' ence between the inlet and outlet of the reactor,s

gp coolant pumps, as in other PWRs.-

, ,

[g) For practical irasons, the total hot and cold leg >

pipe lengths of the reference plant were not;
; maintained in the PACTEL facility, but were

shortened by almost a' factor of two. As a
' result, the pipe cross-sectional area was

!

I increased to preserve the volume scaling factor
'

| @ used for the remainder of the facility and
i preserve the time scale for energy transport |g
|- from the heat source to the sinks. As a
I consequence of the increased cross-sections the i

: Froude number in the loop seals becomes
'

closer to that of the full-scale plant.
:

| Figure 1. PACTEL facility. Three coolant loops with double capacity steam
generators are used to model the six loops of'

i the reference power plant. The U-tube lengths and diameters of the PACTEL steam generators
j correspond to those of the full-scale design, but the overall height is smaller. The horizontal

orientation of these steam generators is one of the unique features of the VVER design. Onei

consequence of this geometty is a reduced driving head for natural circulation. Another notable
feature is the relatively large secondary side water inventory, which tends to slow down the
progression of transients.

The facility includes a pressurizer, high and low pressure emergency core cooling systems, and
an accumulator. No primary pumps were available in any of the ISP experiments. The pumps

t

were installed later in the beginning of 1993.
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1

There are about 400 channels available for instrumentation in the data acquisition system of the
facility. The instrumentation consists of temperature, pressure, differential pressure and flow
measurements. The core power is measured with a built-in instrument of power supply,

EXPERIMENT DESCRIPTION

In a typical standard problem an expected accident scenario of the reference plant is simulated
as a complete transient. The VVER-440 type reactor is addressed for the first time by a CSNI
international standard problem. That is why a natural circulation experiment was considered
particularly suitable. In a typical LOCA event the transitions between different two-phase flow
naturhl circulation modes are continuous and dominate the scenarios [2].

The main goal of ISP33 and the corresponding experiment was to study natural circulation in a
VVER plant including various single- and two-phase natural circulation modes. The heat
generated in the core is transported by the coolant to the steam generator. The primary coolant
mass was reduced st~ vise in the liquid form, and the amount of the drained water was given
as a boundary cond.un. The expected periods were single-phase natural circulation, two-phase
natural circulation with con'inuous liquid flow, natural circulation of reflux boiling type and
cooling of the uncovered core with partially superheated steam.

SUMMARY OF EXPERIMENTAL RESULTS

The ISP33 experiment was performed to investigate natural circulation flow behaviour under
quasi-steady state conditions at several different primary side inventory levels. Core power level
of 3.7% of the scaled nominal power was selected for this test. Before the experiment the facility
was heated until it reached the selected temperature and pressure, and a steady state was
established at these conditions. The primary coolant v'as drained from the lower plenum in
several steps, allowing the system to restabilize for 900 seconds between each step. For the
duration of the test, the secondary side conditions were maintained near the nominal full power
operating conditions of the reference plant.

The effect of the first draining was a rapid decrease of the primary pressure until saturated
conditions were reached at the core outlet. Almost all the water in the pressurizer flowed into the
hot leg of loop one. The fluid temperature in the hot leg decreased temporarily when the
subcooled water slug from the pressurizer surge line reached the hot leg. Vapour started to
accumulate at the top of the upper plenum. The flow in the downcomer remained single-phase
with a nearly constant flow rate.

During the second draining the amount of vapour in the upper plenum increased rapidly. The !

loop and the downcomer mass flow rates increased. When the swell level in the upper plenum j

fell below the hot leg nozzles, voiding also began in the hot legs. The flow rate dropped and
became stagnant. The loop seals prevented the vapour from reaching the steam generators. This
flow stagnation was observed in all three loops simultaneously. The system pressure rose sharply

2836
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|

l
} since energy transfer to the steam generators was interrupted. Temperature rise was noticed in '

] the upper plenum, hot legs and at the core outlet. j
:

When the pressure increased, water flowed back into the pressurizer. After about two minutes
of flow stagnation and a continued increase in the pressurizer water level, all three loop seals
cleared and a surge of two-phase flow into the steam generators reduced the pressure. As the

2 pressure dropped, a fraction of the water in the pressurizer returned to the loop and the flow |

stagnated again initiating another system pressure increase. This was repeated two additional:

i times, with the peak water level in the pressurizer decreasing with each cycle. During the highest
: pressure peaks approximately 10 kg of coolant escaped through the safety valve leak at the top )
; of the upper plenum. j

i During the next draining the primary pressure dropped quickly. Temperatures in the upper
,

'

plenum followed the saturation temperatures. The pressurizer was depleted again and primary;

mass flow rates increased. When the draining stopped a relatively steady two-phase flow was
established between 3000 s and 4000 s. The bulk of this flow took place through one loop,

,

; . though none of the loops was totally stagnant. The two loops with low flow rates had partially ;

; filled hot leg loop seals while the third loop seal was clear. :

I
: As the inventory was reduced further the water level in the two filled loop seals dropped and the
i flow rates continued to decline, finally becoming nearly stagnant. The heat transfer mechanism ,

] from primary to secondary changed to a boiler-condenser mode. Steam was condensed in the
steam generators, collected in the cold legs, and returned to the core via the downcomer. The,

downcomer flow rate was quite low although the energy was transferred efficiently. Reflux
j condensation was not observed because of the steam generator and hot leg loop seal geometries.

! Condensation took place in the horizontal U-tubes, but there was no driving force for back flow

| towards the hot leg and the upper plenum. Moreover, it is apparent that a steady flow of
| condensate back into the hot leg would eventually fill the loop seal and block the steam flow.

1-

It is noted that the ability of the steam generator to retain significant amounts of condensate has!

) a tendency to shorten the time available before the core heat-up starts.
!
.
;

; CALCULATIONS
|
.

The blind calculations were carried out using the data from the characterizing test to tune the
i models and initial conditions. In general the initial conditions were in good agreement with the

experimental results in both blind and postlest calculations. As a calculation exercise the results-

of the blind calculations give a realistic estimate on the capabilities of the codes and the users
4

i to predict the given transient. The posttest calculations give an oppurtunity to fix obvious
mistakes and then to try different ways to improve the results. The variations of primary

; pressures in blind and posttest calculations are presented as shaded area in Figures 2 and 3.

| The main discrepancies were noticed in predicting stagnations and pressure peaks after the
second draining and in the timing of the core heat-up at the end of the experiment. In the blind'

j. 2837
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calculations other reasons for differences could be observed. The posttest results indicated that ;

these two differences were still present in the most of the calculations. |
'
.
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Figure 2.' Variation of primary pressure in Figure 3. Variation of primary pressure in
jblind calculations. (RELAP4 MOD 6 not posttest calculations. .

included) ;

,

t

IEXAMPLE CALCULATION

As an example of a successful total analysis of ISP33, the blind and posttest calculations of !
!Nuclear Research Institute in Rez, Czech Republic (NRI) by P. Kril with RELAP5 code are

shortly described here. The blind calculation was performed using RELAP5 MOD 2.5/SRL code.
The input of the transient model included 273 volumes,310 junctions,360 heat structures and ;

209 control components. The correlations used in constitutive relations are mostly automatically [
determined according to the flow regime and related models. The horizontal stratification model i

was expected to cause problems, because RELAP5 MOD 2.5 does not permit horizontal ;

stratification for volume with inclination higher j
than 15 degrees.The different phases of the _, _ ._,

analysis are described here by using the primary 1,S,P |
~~~ ~~ *"'~ ~~""

pressure behaviour as a measure of the quality of -

..

the results. Figure 4 illustrates the primary f :
- |-

pressure behaviour in blind calculations using I[ |
"

, 3

RELAP5 MOD 2.5. The re-pressurizing after the L. i.. . . . . . .

Qtsecond draining is late and the core heat-up |- -- -

I

} }\.
' ''

occurs after one additional draining | '," ,

,

\.. . .

'

After releasing the experimental results similar - - -

" - - - - - - - - - - - - - - - -
calculations usin8 RELAP5 MOD 3 were ms =
conducted. The effect of allowing the horizontal . <

Figure 4. Primary pressure in blind j
stratification m the hot leg loop seals can be calculation using RELAP5 MOD 2.5.

. .

,

observed during flow stagnation and systemit!- |
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1

pressurizing after the second draining, Figure 5. -- :==.- L :::=::=,,,43 ,

The late heat-up of the core is visible. PAcTEL I
''

,
.

,
. ,

.

g ",.. C ~ ' 7T]Ml.' T :The modifications after the blind calculations
- 1 L; 'included the modelling of the small leakege of - . .

M-. +, n .g\_.'m _ o+ ' . . _ " , ~the safety valve during the highest pressure 7l, . q. J C._ ; ; H ,.peaks, updated drainages and updated core
power. The effects of these and other minor , 4 4 -- l - p * h.

.

u-

E i 'I T ,U~2modifications can be seen in Figure 6. The -

transient behaviour up to the third drainage is
"

[, ,,,,, ], i],1 13 _ _,
,

very close to the experimental results. ==

Figure 5. Primary pressure in blind j
In the final calculation steam generator tubing calculation using RELAP5 MOD 3.
nodalization was modified by inclining the tubes
to allow the accumulation of condensate in the !

tubes. The differences in the primary pressure j_ , , , , , _ , - m _ , , , , , , ,

have been minimized after these modifications, ISP-33 J
PACTEL

Figure 7. _

; ;_ 7 +._, .

The results of the blind calculations of standard {= '

i'j|~l'7~' l["
! :

*

,

'"

problems form a base for the analysis I

capabilities of the codes and the posttest analysis ["- - M! i
'

~ @; D3 i
e

gives experience for the analyst, which is needed [" i 1'
'

,

in the future work. Both phases of the analysis : E 11s. . % |

-i 7 j' M@give new information for the code developers of "-

the features of the code to be improved. " - - - - - - - - - - - - - -

M=

Figure 6. Primary pressure in semi-blind
calculation using RELAP5 MOD 3. |

CONCLUSIONS

The objective of the ISP33 test was to study the - - --

ISP-33
natural circulation behaviour of VVER-440 PACTEL

reactors at different coolant inventories. This ISP -
,

was conducted as a double-blind problem. g" .

,I; I' l !^ ,

' '

,. - ay ;.

liquid flow at full coolant inventory. The |"
%dgThe experiment was started with single-phase -

_; r"i7%U,'

inventory was reduced stepwise. The test was E

terminated soon after the cladding temperatures = * ' '

began to rise. '," , _ i _ _ i _ i l, _ ,,,,
==

The overall transient was reasonably well Figure 7. Primary pressure in posttest
calculated by all codes except by calculation using RELAP5 MOD 3.
RELAP4 MOD 6 indicating the limitations of the
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old conservative codes. However, some shortcomings were also encountered with respect the

capabilities of the advanced best-estimate codes.

The main discrepancies were noticed in the prediction of the flow stagnations and the three
pressure peaks after the second draining, and the time of the core heat-up at the end of the test.
The heat-up was calculated to occur later than in the experiment. These problems were mainly
due to the inability to calculate accurately the behaviour of the hot leg loop seals and the
accumulation of water in the horizontal steam generator tubes. The two-phase natural circulation
flow rate and the ser!!!ing rate of the pressurizer at the end of the test were generally
overpredicted.

Compared to the blind cale' ions the results of open calculation were naturally improved.
Some of the posttest calculations can be considered excellent. Only a few problem areas remain.

| The input modifications for the posttest calculations included addition of a model for the safety
valve and allowing for a leak through it, increase of the power from 155 kW to 165 kW, ,

decrease of the pressurizer heat losses and corrections to the coolant mass, the pressure losses
etc.

| In addition, there were some anificial changes. The Nuclear Research Institute, Czech Republic,
| tilted the steam generator tubes in order to investigate whether the assumption of accumulation

of water in the steam generator tubes was a proper cne. Two participants added a circulation in
the pressurizer. Several participants used a circulation in the upper plenum in both blind and

j open calculations.

| The remaining problems had to do with the accurate calculation of the loop seal behaviour and
| accumulation of water inside the steam generators leading to a too late core heat-up. Also, the

codes tend to overpredict two-phase natural circulation flow rate in case of small gravitational
driving heads.

Ir summary, despite of some inaccuracies in the original specifications ISP33 proved to be a
successful and valuable exercise with a wider than expected participation. The reasons for the
ooserved discrepancies were easier to investigate than in most ISPs, because the experiment was
not excessively complicated.
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' Abstract.

In support of the development of the AP600 reactor, ENEA, ENEL, ANSALDO and I
Westmghouse have signed a research agreement. In the framework of this agreement a
complex Full Height Full Pressure (FHFP) integral system testing program has been
planned on SPES-2 facility.
The main purpose of this paper is to point out the status of the test program ; describe
the hot pre-operational test performed and the ccmplete test matrix, giving a!! the
necessary references on the work already published.
Two identical Small Break LOCA transients, performed with Pressurizer to Core
Make-up Tank (PRZ-CMT) balance line (Test S00203) and without PRZ-CMT balance
line (Test S00303) are then compared, to show how the SPES-2 facility can contribute
in confirming the new AP600 reactor design choices and can give useful indications to
designers.
Altough the detailed analysis of test data has not been completed, some consideration ;

on the analytical tools utilized and on the SPES-2 capability to simulate the reference
plant is then drawn. ,

,

Introduction.

In the last few years Italian organizations involved in nuclear activities focused on the
available economical and technical resources for research on advanced nuclear reactors.
Cooperative research agreements were signed with the nuclear vendors that planned the

,

'

development of advanced nuclear reactor concepts (Westinghouse, General Electric,
ABB).
A particularly important research agreement was signed among ENEA, the Italian
Agency for New Technologies, Energy and the Environment; ENEL, the national
electrical utility; ANSALDO, the Italian nuclear industry and Westinghouse to support
AP600 development.
The planned activities included testing of innovative AP600 systems such as the
Automatic Depressurization System valves (ADS, tested in VAPORE facility- ENEA,
Italy) and an integral systems testing program (SPES-2 facility -SIET, Italy). The
funding was provided by Westinghouse, ENEA and ENEL.
The Full Height Full Pressure (FHFP) integral systems testing was awarded to SIET
(Italian Society for Development and Qualification of Thermo-mechanical Components) |

'

that already had extensive experience in designing and. conducting similar test facilities.
The pretest analyses, assigned to the Nuclear Division of ANSALDO, were performed
using the RELAP5/ mod 3 code. |

The main purpose of the integral FHFP integral system test was to validate the |
'

thermalhydraulic codes used by Westinghouse in the AP600 Standard Safety Analysis
Report.
The purposes of the involved Italian organizations included the necessity to gain a better
knowledge of all phenomena related to the passive systems and to evaluate the
performances of independent thermalhydraulic codes such as RELAP5.

|

|
|
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Statzs cf the test progr m.

The preliminary design activities on SPES-2 facility staned in 1990 when ENEA/SIET
sponsored evaluations of the advanced nuclear reactor performance. Because of the
SIET's ex )erience in building and conducting the original SPES facility test program, a
Full Heig it, Full Pressure, volume / power scaling approach was used. Since the actual
design of SPES-2 facility was begun m 1992 several major components of the existing
facility such as power channel, steam generators and pressu-izer were utilized. This
imposed the choice of some facility parameters such as the power and volume ratio of
1/395 to the AP600.
The scaling approach adopted for SPES-2 facility is described in Ref. [1,2]. A facility
schematic is shown in Fig.1.
The RELAP5/ mod 3 code was utilized throughout the experimental program for scaling
simulation analysis, to perform pretest calculations and support the definition of the
tests operating nocedures. A typical SPES-2 nodalization is shown in Fig.2. Identical
AP600 and SPES-2 transient calculations were performed by ANSALDO to improve
the facility simulation capability; determine the facility limitations; address specific
concerns of the organizations involved and aid in sizing specific components such as
the ADS fourth stage flowpath. In these analyses an AP600 input deck independently
developed by EG&G (Idaho National Engineering Laboratory-INEL) under USNRC
contract and a SPES-2 in )ut deck developed by ANSALDO were utilized.
RELAP5 analyses incluc ed parametric evaluations for optimizing the compensation of
SPES-2 heat losses in steady state conditions and of metal heat release during the
depressurization phase of the transients. In fact, due to the higher surface-to-volume
ratio of the facility compared to the reference reactor, the heat losses and the metal heat
release are larger than needed.
Panicular studies were made on critical components . such as pressurizer and
downcomer for improving the RELAP5/ mod 3 input deck simulation capability and
supponing the scaling choices.
The SPES-2 pressurizer is shorter than the AP600 one (about 60%), because it was
scaled using the Wilson bubble rise model and an existing component was utilized. A

:

parametric sensitivity study was therefore performed for verifying the impact of the '

xessurizer height on the overall facility behavior. The results of the calculations have
3een published in Ref. [2].
The annular and tubular part of the SPES-2 downcomer (Fig. 3 and 4 ) was analyzed
by CFDS FLOW 3D, a three dimensional code developed by the Harwell labomtories to
support the RELAP5/ mod 3 nodalization choices and to assess the coolant flow field
and temperature distribution . The problems faced consist of determining the annular
downcomer form losses, due to the obstruction caused by hot legs and the Passive
Safety Systems flow distribution between the tubular part of the downcomer and the
break location.
As a result of these analyses, a quasi 2-D RELAP5/ mod 3 nodalization was chosen for
SPES-2 annular and tubular downcomer simulation (Ref.[3] ).
The experimental results confirmed the RELAP5 predictions of the timing of the main

events and of the overall transients behavior [4].
The CMTs and In-containment Refueling Water Storage Tank (IRWST) nodalization
utilized in the first pretests were also improved by comparison with the experimental
results, trying to overcome the code limitations.
The facility modifications began in May 1992 and continued until the end of 1993. The
final facility configuration is described in Ref. [5]. As part of the test program, cold and-

hot shakedown tests have been performed .
The purpose of cold shakedown tests was to characterize the facility and verify that the
piping pressure losses and flowrates were properly scaled to match the AP600. Due to<

the SPES-2 primary loop configuration, which uses one RCP per loop, special care
was taken in. characterizing the cold leg friction losses in normal and reverse flow.
Instmmentation and control system calibration and functionality were also verified as a
part of these tests. *
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The hot shakedown tests completed the facility characterization at full pressure and full
temperature, verifying safe facility operation and the data acquisition system
capability.
Hot preoperational tests included steady state heat losses and facility heat capacity
measurement, due to the importance of these characteristics in a FHFP scaled facility.
The complete set of the hot shakedown tests performed is shown in Table 1.
Table 2 shows the SPES-2 matrix tests.
The tests performed included thme AP600 major design basis transients : Small Break
Loss of Coolant Accident (SBLOCA), Steam Generator Tube Ruptum (SGTR) and
Main Steam Line Break (MSLB). Pre-test calculations were wrformed before each test
on the facility and, for the most part of the transients, on tie mference plant and the
results were compared.
In addition, some tests were repeated with a system configuration change, in order to
be abia to compare the impact of the change on transients.
For example, the two inch cold leg break test was performed with and without the
PRZ-CMT balance line. A comparison of the two transients is shown in the next
section.
Other tests were xrformed with one PRHR Hx tube or three PRHR Hx tubes as
recommended by JSNRC for observin ;he effect of additional cooldown in a MSLBs
and in a SBLOCA transient.
The original test program was completed in October 1994. Two new tests (tests
S01613 and S01703) were performed to verify the facility repeatability and the effect
of a more severe cooldown caused by a three-tube simulated PRHR Hx in a 1" cold leg
break transient.
To date, the Westinghouse sponsored testing program has concluded and at the
moment no further testing is planned. However the facility will be kept operational by
ENEA.

Effects of balance line suppression on a 2" cold leg break transient.

The two inch Cold Leg (CL) break test was performed in two different configurations,
with and without PRZ-CMT balance line (respectively test S00203 and S00303).
The tests were performed with the facility operating at full pressure and simulated
power and flow. A scaled 2" bmak was im,tiated in loop B, at the bottom of the Cold
Leg number two (CL B2) between the CL-CMT balance line and the PC vessel; all the
passive safety systems ( ADS valves, PRHR Hx, CMTs, ACCs, IRWST) were in
operating condition .
The Control Volume and Chemical System (CVCS), the Normal Residual Heat
Removal System (NRHR) and the Startup Feedwater System (SFW) were not operated
throughout the entire transient.
The test was carried out simulating the failure of one of the two 4th stage ADS valves
on loop B.
The facility initial conditions of both tests are shown in Table 3.
The main difference between the two tests initial conditions, was the higher secondary
system pressure in test S00303. In this test the Steam Generators pressure was
intentional y increased to keep the average hot leg and the core inlet temperatums within
the specified allowable range; in fact, in test S00203, the average hot leg temperature
before the test initiation was slightly below the specified range. This change was judged
to have an acceptable impact on the test purpose.
Fig.5 shows the CMT A instrumentation arrangement. ( ref. [6] for details on CMT
design ). The CMT A fluid temperature is monitored by means of 20 thermocouples; 12
wall thermocouples measure the temperature of the primary and secondary tank; two
thermocouples measure the temperature of the air gap between the two tanks.
The particular double tank design was chosen to preserve the same metal / water volume
ratio as the AP600, to avoiding any large distortion in CMT water temperatum or steam
condensation on tank walls.
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A steam distributor was installed on the CMT inlet pipe, for minimizing the steam jet
induced CMT water heat-up.
Fig.6 is representative of the general behavior of the primary system pressure in the
transient. The system depressurization was very similar m the two tests; after pump trip

,

and before ADS actuation the primary system pressure was slightly higher in test
S00203. This is probably due to the higher steam generator pressure and temperature
that provides higher HL temperature and higher primary system saturation pressure. ;

The impact of the PRZ-CMT balance line elimination on the overall system
depressurization was negligible.
The sequence of the events for both tests is shown in Table 4.
The sequence of the events is nearly identical; in S00303 the accumulator injection is

;
sooner due to the lower primary system pressure.
Fig. 7 shows CMTs injection flowrate for both tests. At about 400 s the transition from
natural recirculation to steam displacement mode is very evident for the CMT connected
to the broken cold leg. In S00203 the transition is sooner by about 30 s because the

,

CL-CMT balance lines reach the saturation temperature earlier than for S00303 (fig 8)
due to steam mixing from the PRZ via Balance Line. In test S00303 with no PRZ to
CMT Balance Line the transition is later.
Fig. 9 shows the pressure losses between the pressurizer and the CMTs in test S00203.
After the opening of CMTs isolation valves, steam flows from pressurizer to CMT, as
measured from the PRZ-CMT balance line pressure losses.
Because a small length of the CL-CMT balance line that is included between the DP- i

A28P/DP-B28P taps, the measured pressure losses decrease when two phase Dow is
t

observed in the CL-CMT balance line. The PRZ-CMT steam flow completely stops
'

when ADS is actuated. The check valve on PRZ-CMT balance line prevents reverse
flow from occurring .
Fig.10 shows the CMT A fluid ternperature distribution.
The initial water temperature at the top of the CMTs as measured by T-A401E and T-
B401E was lower for S00203 than for S00303 by approximately 6 C. After CMT

! actuation, the temperature at the top of the CMTs was higher for S00203 than for
| S00303 by approximately 20 C; this is due to the steam at higher temperature flowic3

from pressurizer.
<

| A similar behavior is observed in the CMT wall temperature distribution (Fig i1 ). j

i i
'Conclusions.

At this point of the experimental program some considerations on the facility and on the -

analytical tools utilized can be drawn:

-The comparison of the S00203 and S00303 data confirms that the PRZ-CMT balance !

line does not affect the CMT drain time and therefore the ADS actuation and the overall
timing of the transient. The only remarkable effect of the PRZ-CMT balance line
climination was a lower heat-up of the CMT Huid before initiating the CMT draindown;
this is a positive result because cooler water means an higher hydraulic head available
to initiate the CMT natural circulation. This is of some importance in case of transients

i with smaller breaks, in which the CMT draindown is delayed and the CMT natumi
| recirculation mode lasts longer.

-The RELAP5/ mod 3 input deck developed by Ansaldo was sufficient to predict the
overall system response, to reasonably reproduce the timing of the transients and the ;
interactions between the safety systems. '

The expected , aenomena and the synergistic effects between passive safety systems ;

were often reproduced not only in a qualitative but also in a quantitative way.
'

Naturally some improvements are needed.
In the ANSALDO input deck, developed for the mod 3 version, the CMTs were
simulated with 60 volumes to improve the prediction of the fluid level behavior; the
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new code version with the level tracking model should simplify the nodalization
requirements.
A systematic RELAP5 overestimate of the fluid temperature at the PRHR Hx outlet was
observed in all tests, due to an underestimation of the heat exchange coefficient between
the PRHR Hx C-shaped tubes and the IRWST water; this had a particular importance in
long transients like the one inch cold leg break, in which the heat removed by PRHR
Hx is significant. A two dimensional nodalization adopted for IRWST in recent pretest
analyses improved the PRHR Hx outlet temperature prediction, simulating the natural
cimulation flow path taking place in IRWST and estimating more realistically the
IRWST water temperature and heat exchange coefficient [3].
Sensitivity analyses, sponsored by ENEL, will be performed by a Pisa University team
to have an independent review of two different SPES-2 input decks; improve the
transient simulation and further investigate code limitations.
The new RELAP5 code versions, with enhanced models of passive safety systems will
be compared to the experimental data.

-Analyses performed by Ansaldo using RELAP5/ mod 3 code on AP600 and SPES-2
identical transients showed good agreement between the reference plant and the facility
system response (Ref. [7]). All the phenomena taking place in the plant transients are
also reproduced in the facility. All the pretests performed for cold leg breaks cnd steam
generator tube ruptures match the experimental results (Ref. [3,5,6]). This confirms the
scaling approach and the facility capability to simulate the AP600 system behavior in
small break LOCA and SGTR transients.

- Because of the distortions inherent in any scaled integral test facility, the data
generated in these facilities cannot be considered a precise indicator of full scale plant
response. An analyticalinterpretation of the data is always necessary.
The FHFP scaling approach has been applied many times in different facilities and its
strength and typical distortions are now well known; it permits minimal analysis effon
to extrapolate facility experimental data to the actual plant.
Moreover, due to the large test matrix and the considerable number of analyses
performed on SPES-2, the facility response is now characterized over a wide range of
AP600 transients improving the confidence in the experimental results.
Therefore, the facility could provide useful indications to designers and utilities to
investigate accident mitigation procedures, effectiveness of operaar actions, as well as

I confirm any future developments in passive system designs.
The scaling ratio of the facility permits easy and inexpensive modifications in order to
test new system configurations or to permit parametric studies on components (e.g.
PRHR, passive depressurization systems, ...).
This is of particular interest in view of the development of a 900 MW passive nuclear
plant with " European" safety requirements .
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Nomenclature.

ACC Accumulators
ADS Automatic Depressurization System
CMT Core Makeup Tank
CL Cold Leg

,
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CVCS Control Volume and Chemical System
DC Downcomer
ECCS Emergency Core Cooling Systems
FHFP Full Height Full Pressure
HL HotIeg
IRWST In-containment Refueling Water Storage Tank
I.V. Isolation valve
MSL Main Steam Line
MSLB Main Steam Line Break
NRHR Normal Residual Heat Removal -
OSU Oregon State University
PC Power Channel
PRHR Hx Passive Residual Heat Removal Exchanger !

PRZ Pressurizer
!RCP Reactor Coolant Pump !SBLOCA Small break LOCA

SFW Stanup Feedwater
i

SGTR Steam GeneratorTube Rupture
SSAR Standard Safety Analysis Report
UH Upper Head
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TEST TEST DESCRIPTION TEST PURPOSE COMMENTS

H 01 The facility was heated and Determine the heat The test included

held at four constant losses vs. temperatures measurements with ard
temperatures. of the main component without pressurizer internal

heaters.

Verified heat loss
compensation for future
tests.

H 02 This test was performed Quantified the water and Temperature and

concurrent with H-01 test. metal heat capacity of measurements was

the facility. performed with RCP's
running.

H 03 The facility was operated at Verified the pmper
normal full pressure, operation of all
temperature and power. components and

instrumentation.

H 04 The facility was transitioned Verified proper transition
from about 1 MW power of heater rod bundle
operating conditions to a hot power and SFW flow to
shutdown / natural circulation decay heat power level;
mode of operation. characterized the loop,

PRHR heat exchanger
and CMT natural

circulation flows;
confirmed PRHR heat
removal rate.

H 05 The facility was Verified the proper safety Provided full height vs.1/4
depressurized from system actuation at low height comparison to
approximately 27 bar using pressure; the initial verify OSU scaling. No
ADS with CMT draindown conditions had been the intervention of ADS 4th
and ACC injection, same as OSU. stage and of non-safety

systems.

|

| H 01, The test was performed from Verified the actuation and Similartoinadvertent ADS

| full power conditions and performance of the safety SSAR analysis. No
1 initiated by opening the first systems including intervention of ADS 4th

stage of the ADS. IRWST delivery. stage and of non-safety
systems.

Table 1 SPES-2 hot shakedown tests.

|
|
|

|
|
|

2847

|-

t__________



.

|
,

IDENTIFICATION PERFORMANCE TYPE DESCRIPTION STATUS OF NON STATUS OF SINGLE FAILURES NOTES
DATE SAFETY SYSTEMS PRHR

t
'

5001(O Feb 5,1994 SBLOCA 2 inch GL break GVGS, NRHR and SFW off. On ADS 4h stacy B. Sharp r;ifice at the break.

500203 Apnl 9,1994 SBLOGA 2 ancti GL break GVGS, NRHR and SFW off. On 1 of two ADS 4th
stage B vanes. Srrooth orifice at the break

500303 Apnl 30,1994 66LOGA 2 inch GL break GVGS, NRHR and SFW off. W 1 of two ADS 4th As above wrfiout PR balance kne.
stage B vanes.

500A01 May 5,1994 SBLOGA 1 inch GL beak GVGS, NRHR and SFW off. On 1 of two ADS 4th /
stage B vefves.

500504 May 18,1994 SDLOCA 2 inch GL break GVGS, NRHR and SFW on. On No effect. /

500605 May 27,1994 SDLOGA 2 inch DVI break GVGS, NRhR and bFW off. On 1 of two ADS 41h /

stage B valves.
Sw706 Jme 10,1994 6BLOGA DEG break of DVI GVGS, NRHR and SFW oil. On 1 of two ADS 1st and /

3rd stage valves.
600906 June 23,1994 SBLOCA DEG beak at a GVGS, NRHR anc SFW off. On 1 of two ADS 1 standy CMT 3rd suge vahas. Blind testa balanceline

cn 501007 Jtdy 7.1994 b6LOCA 2 andt GMi GVGS, NRHR and SFW off. On 1 of two ADS 4th t

balance line break stage B t-d.
501110 July 14.1994 561R SG lube rupture GVGS, NRHR and SFW off. On No effect. /

(1 tube)
501211 Sept 9,1994 SGTR SG tube rupture CVGS, NRHR and 5FW off. On 1 of two ADS 4th inadvertent AD5 opening. Dhnd

(1 tube) stage B valves test.-

5013u9 Sept 22.1994 SGIR SG tube rupture GVGS, SFW on; On No effect Operator actKri to asotate SG,
( 1 tube) NRHR off. subcool

pikiiaiy system.501512 Oct 11,1994 SLB Large stearn hoe GVGS, NRHR and SFW off.
I Maximum PRHR cookiown.break (3 tubes) No retum to pvww simulation.501613 Oct 15,1994 6BLOGA 1 anch GL break GVGS, NHHR and SFW off. On 1 oi Lv ADS 4th Small break with maximum

(3 tubes) 5GM va ves PRHR Ud.iig2

501703 Nov 12,1994 SBLOGA 2 unch GL break GVGS, NRHR and SFW off. On 1 of four ADS 4th Repeat of 50W03 to show tacshty
(1ube) sie valves repeatability

Table 2 - SPES-2 tests matrix.

_. . _ _ _ _ _ _ - - - _ _ _ _ - ._.



Quantity Test Test
S00203 S00303

lleated ral power [MW] 4.99 4.98 EVENTS Test Test
Pressurizer pressure [MPa] 15.48 15.44 S00203 S00303
Average IIL temperature [ C] 317.4 320.3 PRZ-CMT No PRZ-
Core inlet temperature [*C] 274.9 284.3 bal.line CMT bal.line
Core flowrate [kg/s] 23.4 23.4 Break opens 0 0
Cold leg flowrate [kg/s] 5.85 5.87 Scram initiation 56 56
DC-Ull hypaw flowrate [kg/s] 0.18 0.17 MSL I.V. closed 58 59

Pressuriier level [m] 3.85 3.85 MFW I.V. closed 66 67

Accumulator lesel [m] 2.3 2.3 CMT 1.V. open 67 68
Accumulator water temperature [ Cl 20.6 15.8 PRHR I.V. open 67 68
Accumulator pressure [MPa] 4.9 4.9 PCP trip 80 83

IRWST level [m] 8.5 8.5 ADS 1 opening 879 8%
y IRWST temperature [ C] 23.7 17.7 ADS 2 opening 974 992
*- PRHR supply line temperature [ Ci 97.8 92.3 ADS 3 opening 1095 111I

Ull average temperature [*Cl 271 276 ADS 4 opening 1940 1940
CL-CMT balance line temp. ["Cl 220 228 Accumulators 830 750

CMT level [m] full full injection start
CMT temperature [ Cl 21 15.3 Accumulator empty 1300(A) 1307(A)

SG's level [ml 1.25 1.2 1302(B) 1327(B)

SG's MFW temp. [ C] 230 229.9 CMTs empty 2291 3069

SG's pressure IMPal 4.8 5.1 IRWST injection 2000 2000

Table 3. Initial conditions for S00203 and S00303 tests. Table 4. Sequence of the events for S00203 and S00303 tests.

_ - _ _ _ _ _ - _ _ _ _ - _ - - _ _ _ _ _ _ _ - - _ . _
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PWR-Rited Integrcl S::.f:;ty Experim:nts in the PKL lil Tcst Facility
SBLOCA Under Beyond-Design-Basis Accid:nt Conditions

!

P. Weber, K. J. Umminger, B. Schoen
i

Siemens AG, Power Generation Group (KWU)
F

'

Freyeslebenstr.1,91058 Erlangen, FRG
FAX 0049-9131-182779 ,

ABSTRACT
The thermal hydraulic behaviour of a PWR during beyond-design-basis accident sce- ;

narios is of vital interest for the verification and optimization of accident management
'

procedures. Within the scope of the German reactor safety research program experi- :

ments were performed in the volumetrically scated PKL lli test facility by Siemens/KWU.
'

This highly instrumented test rig simulates a KWU-design PWR (1300 MWe). In par-
Ocular, the latest tests performed related to a SBLOCA with additional system failures,
e.g. nitrogen entering the primary system.

In the case of a SBLOCA, it is the goal of the operator to put the plant in a condition ;

where the decay heat can be removed first using the low pressure emergency core
cooling system and then the residual heat removal system. The experimental investiga-

'

tion presented assumed the following beyond-design-basis accident conditions: 0.5 %
'

break in a cold leg, 2 of 4 steam generators (SGs) isolated on the secondary side
(feedwater- and steam line-valves closed), filled with steam on the primary side,
cooldown of the primary system using the remaining two steam generators, high pres- !

sure injection system only in the two loops with intact steam generators, if possible no
operator actions to reach the conditions for residual heat removal system activation. .

Furthermore, it was postulated that 2 of the 4 hot leg accumulators had a reduced initial
water inventory (increased nitrogen inventory), allowing nitrogen to enter the primary
systern at a pressure of 15 bar and nearly preventing the heat transfer in the SGs
("passivating" U-tubes). Due to this the heat transfer regime in the intact steam
generators changed remarkably. The primary system showed self-regulating system
effects and heat transfer improved again (reflux-condenser mode in the U-tube inlet i

region). Additionally a secondary bleed of one steam generator was initiated after !
approx. 30 min, which resulted in reducing primary side pressure below 10 bar, allowing

'

the low pressure injection system and the residual heat removal system to be success-
fully activated. By this long term core cooling was secured.

1. INTRODUCTION

The PKL 111 project (research programs PKL lil A, B and C), which started in 1986, with
the support of the German Utilities (VDEW) and the Federal Ministry for Education and i

Research (BMBF) addresses the thermal hydraulic behaviour of a PWR during cool- !

down procedures under design-basis accident (DBA) and beyond-design-basis accident
(BDBA) conditions and aims at experimentally investigating transients with and without

2856 1
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loss of coolant [1]. Tha m:in topic of tha current PKL 111 C progrcm which was started in
1991 is tha confirmation of eccid::nt manag:m:nt (AM) procedur s in transi:nts rclated
to small breaks and steam generator (SG) U-tube ruptures with additional system
failures.

One experiment in this program dealt with the thermal hydraulic response of the PWR
under transient SBLOCA conditions with postulated additional failures, resulting in ni-
trogen from two accumulators (ACCs) entering the primary system (test C6.1). Syste-
matic investigations under well controlled boundary conditions related to the different
regimes of heat transfer in the presence of nitrogen in the primary system have already
been performed in the PKL lil B program [2), giving encouraging results. These experi-
ments, with respect to SBLOCAs, demonstrated that even under considerably aggra-
vated boundary conditions the PWR can effectively be cooled down and the primary
pressure controlled, even if unrealistically high quantities of nitrogen are fed into the
primary system.

Some of the transients where presence of nitrogen must be assumed are listed below: ,

1

- Small or medium size LOCAs cause depressurization of the primary system; on '

reaching a preset pressure ACC water is injected. Failure to close an ACC isolation
valve at low-inventory signal and primary pressure < 10 bar can lead to significant
amounts of nitrogen entering the primary system.

- Assuming a reduced initial water inventory level in some ACCs, resulting in an increa-
sed amount of nitrogen in these ACCs with the consequence, that nitrogen would
enter the primary system at a pressure level higher than the operational pressure of
the low pressure injection system (LPIS)(background of the presented paper).

The presence of non-condensible gas in the primary system affects the regime of heat
trander from the core to the heat sinks (SGs). The natural circulation in the loops with
intac: SG is interrupted, by the nitrogen blocking the U-tubes in these SGs. The detailed
description of this experiment is the subject of this paper. Special attention is given to
the analyses of the N2 effects on heat removal and primary system behaviour. Fur-
thermore, it was investigated in the test whether the LPIS and the residual heat removal
system (RHRS) could be activated with or without additional operator actions, e.g. the
possibility of reducing the primary pressure below to 10 bor.

It has to be stated, that there is little information available on transient PWR system
behaviour in the presence of non-condensibles, e.g. interaction between the four loops
and the core and the prevailing heat transfer regimes. Some related experimental in-
vestigations were performed in the BETHSY integral test facility, see test 7.2c [3] and
test 6.9d [4]. Relevant details will be discussed in chapter 4.1.

2. TEST FACILITY DESCRIPTION
A Primary Side: The PKL 111 test facility was designed to investigate a wide range of
DBA and BDBA scenarios. The scaling in volume and power of this extensively used
test rig is 1:145, (Fig.1). The elevations are fixed at 1:1. The ratio between the number
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of hester rods in the core simul tor to the number of fuel rods in the r: actor is id ntical
to the scaling factor of 1:145. The maximum prcssura on the prim 2ry side is limit:d to
45 bar (reduced pressure); the maximum core power of 2.5 MWe is equivalent to 10 %
of the nominal rate.

The PKL test facility is the only large-scale test facility with 4 loops symmetrically ar-
ranged around the reactor pressure vessel (RPV) and 4 reactor coolant pumps (RCP).
All relevant engineered safety and auxiliary systems are simulated, e.g. high pressure
injection system (HPIS), ACCs, LPIS and RHRS, volume control system and pressurizer
pressure control system (heating and spraying).

B. Secondary Side: The volumetric scaling factor of the PKL lll test facility for the SGs is
also 1:145. The number of U-tubes as compared to the original plant is reduced by the
same scaling factor. The SG-tubes (material, length, wall thickness) are identical to
those used in a KWU-PWR steam generator. Allowance has been made for the differing
elevations between the U-tubes with the smallest and largest bending radius. These
different elevations may affect the natural circulation behaviour (flow stagnation, transi-

tion to reflux-condensation) as
well as the distribution of nitro-
gen entering the U-tube bun-

Volume. Power 1:145 d|g,
Elevations 1:1

3-- sG 2 Max. Pressure 46 bor
v Max. Power 2.5 MW(10%) Since the secondary side is thev
3 1 main and in many accident

scenanos the only heat sinkI i ,

. &" 4, temporarily available, special
h ~

care has been taken to cor-s

h --so s rectly simulate the steam gen-
I" m

d & v v b.aiors and their relevant sys-
% * so 4 - 3 tems connected. This includesa4 s

4 the feedwater system and theg) c ,-

h - h main steam lines.4 '

*Lapi W gg The turbine and the condenser

4 % -

j@S
s

N are not simulated; the outflow-g
ing steam is dumped via si-,

fl a lencers to the atmosphere.%u u y s' $ C. Instrumentation: There are
/

.

b * more then 1300 measuring,.

I,
\

@md Loatia) points in the test facility; the
% 4 data acquisition system scans

h 990 selected data channels.1 Reactor Pressure Vessel
y // The relative accuracy of the2 oowncomer

3s m one r measured collapsed levels (by,

Pressure difference transduc-
%@I ers) is better than 1 % of the

a Pressurizer

~

end value of +he parameters'
8 98- 8 8 PeraWeFig.1: PKL lll test facility
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_ _

th;rmocoupl:s cra s:l;ct;d on:s (high-quality chrrge), th3 cmplifi:rs cro calibr trd; so
1th) wit:r or st;;m t:mpertturcs have en absoluta cccurecy of i 1.5 K.

D. Effect of Reduced Facility Pressure: Caused by the limited pressure of the PKL com-
ponents (45 bar on the primary side) not all kinds of postulated PWR transients can be
completely simulated. The presented experiment " enters" the postulated PWR transient
at a pressure level of 40 bar (approx. 30 min after the start of the BDBA). The initial and
boundary conditions were set up using a code calculation (RELAP5/ MOD 2) of the PWR
transient in question (e.g. 0.5 % SBLOCA, PWR geometry).

|
The main part of the simulated scenario (pressure decreases below 40 bar) is covered
by the PKL experiment (Fig. 2). The relevant physical phenomena observed in the test |

take place in the SGs. Here the geometry - the SG-tubing - is identical to the PWR. Due ;
ito this the test results can be qualitatively and within some limits quantitatively extrapo-

lated to the PWR.

3. DESCRIPTION OF THE EXPERIMENT
The detailed boundary conditions of the experiment are given in table 1. The relevant
part of the test (after adjusting the initial conditions in accordance with the RELAPS
PWR calculation) started by opening the simulated 0.5 % leakage in the cold leg (CL) of
loop 1 (Fig.1). The core power was controlled (decay heat simulation), the HPIS pumps
of loops 1 and 3 (hot legs (HLs) only) switched on and the facility cooled down at
100 K/h using both intact SGs 1 and 3, see Fig. 2. The SGs 2 and 4 (Fig.1 and 2) were
assumed to be isolated on the secondary side and filled with steam on the primary sidei

(no heat transfer).

:

Test PKL 111 C 6.1

Leakage (0.5 %) 24 cm' (1/145 *); cold leg

Pressure at BoE " 37 bar (" entering" the PWR transient)

Inventory at BoE - 80 %; RPV head and two isolated SGs filled with
steam

'

Safety Injection System 2 HPIS pumps; 2 LPIS pumps; 4 ACCs4

Additional Condition Cooldown of primary side with 2 SGs; rate 100 K/h

Extreme Conditions Reduced water inventory in 2 ACCs
-o Nitrogen enters primary system

(* PKL Schling Factor)
(" BoE: Beginning of Experiment)

Table 1: Boundary conditions of SBLOCA test with N2 entering the primary system
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cm or % | During th3 p:riod of HPIS op-
~

j -a=> l crction (2 syst:ms in th9 HLs)%

j
"* * the primary system reached an

,
equilibrium state at a pressurej w u, w ;
of approx. 30 bar. When theso2j ; asas too,, i
borated water storage tank

Aes lute Pressure in bar ; Prirnary and secondary was assumed to be empty andi
so

[N : j the HPIS pumps switched off=
,

8";%"g*=rr ! (Fig. 2c, and distribution of
inventory given in Fig. 3), thei so n3 f

i primary pressure decreased**
20 -

! '

[ | .M _ (due to the leakage rate), see,o

\ l !( Fig. 4a, and the accumulators,

" ~ - - - passively pushed water into
the primary system (Fig. Sa,b).Core

,o, Electr6calPower in kW
b Before the criterion for activat-

ing the LPIS was reached, ni-
,,, A

_N trogen from 2 of the 4 accumu-
_ lators had entered the primary

20o. system (1.0 m3 at STP each,
Fig. Sc). This resulted in the

,
prevention of heat transfer in

HPIS, Hot W the remaining two intact SGs 1,, Mass Flow Rate in kg/s
and 3 (interruption of naturali e

circulation, blocking U-tubes'

o,4 p,_ . _

with N / steam mixture, seelaps m 2f _

Fig. 4b).
o.2

o. The heat transfer regime in the
N / steam mixture filled intacto som som som $2mo 1smo ismo 2**** SGs 1 and 3 changed to a
special form of reflux-con-

Fig. 2: Experimental results (full test) denser mode in the inlet region
of the SG U-tubes, see Fig. 6.

The primary pressure stabilized self-regulating at a level of 11.2 bar (Fig. Sa). The leak-
age rate was not compensated, resulting in a continuously decreasing inventory on the
primary side.
Facing this situation (SBLOCA without the possibility to operate the LPIS), a secondary
side depressurization (bleed) of one SG (SG 2) was initiated after approx. 30 min (Fig.
Sa), which resulted in reducing primary side pressure below 10 bar due to condensa-
tion, allowing the LPIS to be successfully activated (Fig. Sa). The injected water filled up ;
the U-tubes of the depressurized SG 2, and subcooled single-phase natural circulation '

began in this loop (Fig. 7). The SG now acted as a heat sink. Later the transition to |

" combined" recirculation /RHR mode of operation (one loop with LP injection, one with |
RHR) was performed whereby further cooldown of the primary side was assured at a
primary pressure level of 11 bar (inventory distribution of primary side shown in Fig. 8).

l
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p(s:c) = 42.6 b:r p(sec) = 1.2 bar p(s:c) = 42.6 bar p(s:c) = 1.2 bar

SG 4, isolated SG 1, int:ct SG 2,isolat:d SG 3, intact

h Steam h Stsam

0 0 D nS-H n n R R !:Je Feedwater D R R R l_H RR R0 7@
Feed

! .

Water
, s

*hI

f.
p(prim) = 31.2 bar

Leak
I (CL 1)

|a

h h'

HPIS HPIS

i

; bh4] NgSteam Mixture, primary Hp/ Steam Mixture, primary

| | | Superheated Steam, primary Saturated Water, primary

i .# Saturated Steam, primary Subcooled Water, primary f
!

4

!

l

| Fig. 3: Distribution of inventory at 5500 s after test initiation (prior to switching off the
HPIS),i

,

.i

4. SELECTED TEST RESULTS AND OBSERVED PHENOMENA
|

! 4.1 Reflux-Condenser Mode in the Presence of Nitrogen

One essential part of the test is the phase with ACC feeding in which the flow and heat
; transfer mechanism in the intact SGs changed from natural circulation to reflux-con-

|
denser mode with N -blocked U-tubes (Fig. 6).2

) in this test phase the following processes are of particular interest:

) . diatribution of the injected nitrogen in the primary system

. influence of nitrogen on heat transfer regime in the intact SGs

! influence of the entering nitrogen on the thermal hydraulic behaviour of the primary.

system.

i
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commanwP==yI. According to tha postulated
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a . mm Pw a . . ? scen rio, the wit:r in ACCs 1
!. .g j ". u,d .' [ and 3 was circidy compl:tsly ;

.

Q ng me t 3 i exhausted after the primary.,

4
1 1 **8. '"a ' I pressure had reached a value

m m . ,,,, w w %,,y w e,y of 15 bar, so that the nitrogen |"
from these ACCs entered the i% ,

a. -x primary system (Fig. 5). The im gY gas continued to be fed inton e. 4, ,. ,,,,y .

\ T , , ,, ,;.,,4,, the primary system, until the ;
**'='y

,

\ | (f
geo. m. ..' s.r[y- '

~ ~--
primary pressure stabilized"
itself. The nitrogen injected

,
into the hot legs was trans-_ _ . . - -

ported in the direction of thecom,, n w m en m.ry ]
[1

|" j corresponding SGs due to the,

single-phase natural circu- |
as

-
'

_so.m.w as}J
,_

f !ation and buoyancy effects of, '

"
the non-condensible gas in,, m ,,,i1 i i I water. Having reached the-

,,
' d, [,,, ,,- SGs the nitrogen accumulated

'

, , , , , , , , - ,
i $2 1- x % /

- in the U-tubes, thereby dis-
placing water (Fig. 4b) and,

# b e stopping the natural circula-- -

e - tion in all tubes of the intact-

%
SGs 1 and 3. The pressure oni - -

* ". the primary side stabilized at a
I i_. level of 11.2 bar (see ex-o

! o suo ano sao 120a 1 son,1eoa planation below). Up to this
situation the ACCs 1 and 3,

Fig. 4: Pressure and inventory during the had each fed 1.0 m* of nitro-
,

experiment gen (at STP) into the primary
system (Fig. Sc). In relation to

'

the PWR this corresponds to
the content of nitrogen of about two ACCs filled under normal operational conditions.

!
Analyzing the temperature distribution in the tubes of the affected SGs (not shown here)
it could be concluded, that there was a continuous nitrogen / steam mixture in the SGs
(temperature identical to the secondary side), and that nearly all non-condensible gas

i had accumulated in the tubing of the respective SGs.

The proportion of steam in this mixture reduced as the steam condensed on the tube-

: walls, until the partial pressure of the steam corresponded to that of the secondary side.
The region with nitrogen / steam mixture became " passive" and no further heat transfer
took place. The partial pressure of the nitrogen then corresponded to the difference
between the primary and secondary pressure (Dalton's Law):

,

p ,i, pg,o += with =p,g pg,o psa,,,,e (1)p ,

.
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!- C:us:d by tha s:riously reduced ability of tha int:ct SGs to act furth:r es a heat sink,
tha d: cay power from tha coro could no long:r be fully removed from the primary sida'

cnd the core t:mperatura ross until situration conditions w:ro re:ch:d, resulting in
!production of steam in the core. This stopped the primary pressure decrease. A con-;

; tinuous two-phase region developed, which extended from the core into the U-tubes

| (Fig. 6).

The steam condensed very intensively in the inlet region of the U-tubes in the reflux-
condenser mode, thereby transmitting heat from the primary to the secondary side. The
resulting condensate formed a counter-current flow pattern from the inlet region of the
U-tubes back to the core via the hot leg.

:
,

By means of the leak flow rate and the above mentioned heat transfer mechanism the
'

decay power was completely removed from the primary side. The primary pressure,

stabilized at a level of 11.2 bar, which resulted in a (necessary) temperature difference
of 80 K between the primary'

and secondary side to balance
syn.m er...ur.in en p,wn.ry .no .nonomy the decay power.

"'''""f"* The water level reading in the !
,

*

'* -

si aw som f
^ 4-

U-tubes of the intact SGs indh|
. ,, j,,,,,,, cated another interesting pha-'

j so

\ nomenon: there was a swe:I ,

| level approx. 2 m high in the** '""""" ,

( inlet region of the instrumented
t N
'

,o
-T U-tubes. Therefore a situation" ' ' ' " ' ' ' ' * * " ' " "

|
existed whereby a stable - but8

*EN - Odd #" ,we., ir niory p., acc in me accumui.co, ;l 0 column had formed above the >

soo
* ? two-phase mixture in the inlet

N of the U-tubes (Fig. 4b and 6).
,,, ^ ' ' ' " ' ' This phenomenon was\ f e

N C maintained in a pseudo-steady'

_.

state condition during the

} h9- complete test phase with reflux- )

*

c'"prunur sy.e -
-{1 miroo.n.nin. acc. . ,,3

- condenser mode, because the' I !
o

flow impulse of the rising steam
,,

amouni m insi.o ryn m c arp tp acci mn.ry did nct permit the column of

|
f

_,

subcooled water to descend in-e

5.s j side the U-tubes. Additionally,
the pressure in the nitro-

! f gen / steam region of the U-15.0 ~

! )cc. i .,,,3 tubes would decrease with the
[ downward movement of the

[!'
''

i j water column thus " supporting"
,

, , _

this effect.noo esoo 7soo esoo esoo sosoo

Time in .( tart of Ecoriment * 0 s)

The above mentioned BETHSY
experiments [3,4] showed a

Fig. 5: System pressure and ACC injection smrilar reflux-condenser mode ;
,,

l

. 1
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2
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'
p(prim) = 11.2 bar N f
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(CL1)

s |

, ,
N from from2 ,
PCC

|Il N/ Steam Mxture, primary W QO/SteamMixture, primary

| | Superheated Steam, primary Saturated Wa+ar, pnmary

[] Saturated Steam, pnmary Subcooled Water, primary

Fig. 6: Distribution of inventory at 9000 s after test initiation (reflux-condenser mode)

with heat transfer in the presence of nitrogen. At elevated pressure conditions the
examination of the fluid temperatures in the U-tubes of the intact SG (all 34 tubes
instrumented at the inlet) demonstrated that all the tubes were active in the lower part of
the tubing (filmwise condensation of pure steam). Above this zone another section
(transition zone) filled with nitrogen was present, followed by a passive region where no
condensation took place. In this zone a thermal and fluid-mechanical equilibrium
existed between the steam and the non-condensible gas.
During the PKL experiment this pseudo-steady state condition was maintained and ob-
served for nearly 30 min. The primary pressure did not show any tendency to decrease
further, resulting in a situation, where the heat removal from the core was secured, but
no possibility existed to put the LPIS (or RHRS) in operation. Due to this additional
operator procedures had to be performed.

4.2 Secondary Side Depressurization and Transition to RHRS Operation

As described in chapter 4.1 the primary pressure stabilized self-regulating after the ni-
trogen entered the primary system at a level of 11.2 bar. To compensate for the con-
tinuous loss of coolant in the CL of loop 1, the LPIS had to be put in operation. Caused
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by tha proveiling pressuro greatsr than 10 bir, on additional operctor proceduro was
nac0sscry to rcach ths prassuro-op::rction conditions for starting the LPIS and later ths
RHRS.

5
As an AM procedure the secondary side depressurization (bleed) of one SG (SG 2, |

; Fig. Sa) was performed. This SG was isolated from the beg'nning of the experiment and
had a liquid level of 12.1 m on the secondary side. Caused by the sharply decreasing
secondary saturation temperature, condensation of steam in the U-tubes of SG 2 was

j induced (Fig. 7c). The condensation began when the temperature of the secondary side
; had fallen short of the steam temperature in the primary side tubing. As a consequence
: the water inventory in the primary system was shifted in the U-tubes of the depressur-
j ized SG (Fig. 7a). Due to flashing of saturated water the void in the core increased
} (indicated by the decreasing collapsed level, Fig 4b), but the heater rods were always
j covered by water or a two-phase mixture during the experiment.
i Another effect of decreasing pressure was the renewed feeding of nitrogen from the
! ACCs 1 and 3 and the water-feeding from the ACCs 2 and 4 (Fig. 5) in the primary
- system. This water compensated some of the steam production in the RPV by flowing -

because of the missing circu-
,

i lation in the loops - directly in
J the upper plenum, sinking iny, , i the core and improving thei a.m j

N,hom ACCa mi cooling of the heater rods.

g,j L t=. t= > Thus approximately 530 s after'

i 1 i ' l *** ' starting the secondary side de-
pressurization the primary

| c,, u t. ,

presswe reached a level of 9.4''
j ; : 1, r n .

| ; bar. The LPIS was switched on| *
~

*' '

in the loops 1 and 3 (hot andj | / \_ r ..__,

i

,

[* -
| cold legs). The injection rate of

| ( ; Fwn the pumps resulted in reachingI
a new equilibrium state with the* ; k-**j

I*' leakage rate at a pressure ofI , ==== m a=a m ke'=
Laap2 | |

| | ,

approx.11 bar. The U-tubes of' ===c===' *

|
-

| |
the SG 2 were filled completely
with water and the subcooled' '

!
'

: i *

! ! | _~j-w natural circulation heat transfer
i r' recime in loop 2 wasv'; | (,

M' establ!shed (Fig. 7a and 7b).
' '

# * '

| ,,,rwv mc sa

! ! 1,. } 'c ymurr The decay heat of the core wasc
4

.r,

1 owng completely compensated in this'"

f(4
.,,..,y;

P ase by the subcooling of theh-

.._ . /- . .. . . . _~." i"'=!.r.2"'

injected water, the heat sink in| M. 4 acaa'

33,

j | | N __M_. SG 2 and the flow rate of sub-
'

cooled liquid through the leak.'"
i u. . 4 noo. 43

The injected subcooled water**"d'*-" ***
! ,

i
i of the LPIS in the hot legs of

Fig. 7: Effects of secondary side bleed on the the loops 1 and 3 reached theI

; primary side
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Fig. 8: Safe plant conditions; combined recirculation /RHR mode

:

upper plenum and resulted in an increasing subcooling at the core outlet and an,

increased collapsed level in the RPV (Fig. 4b).

Approx. 30 min after the start of the LPIS the transition to combined recirculation /RHR
mode of operation was performed. The hot and cold legs of loop 1 were already filled
with subcooled water, hence the operation conditions for the RHRS were succesfully
adjusted. The loss of coolant through the break was compensated for by the LP injec-
tion into loop 3. With this mode of operation, long-term core cooling, i.e. the dissipation
of the decay heat, was finally secured.

5. CONCLUSIONS

The PKL experiment showed that, despite the assumed extreme SBLOCA scenario
(beyond-design-basis accident conditions, injection of unrealistically large amounts of
N i2 nto the primary system via two ACCs), the loss cf natural circulation in the two
loops with intact SGs, caused by the accumulation of N i2 n these SGs, did not result in |

loss of heat transfer to the secondary side. The primary system adjusted to the very
effective reflux-condenser mode. The system stabilized self-regulating at a constant
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: pr:ssurs cnd t;mperctura lev:1 cnd cons qu ntly th3 removal of th3 decay coro power
wcs secured. Und:r thess conditions, tha primary w; tar inv:ntory was n:grly 48 % of
th3 total mass in th3 primary syst:m (without pressuriz r and surg 3 lina) and th3 syst:m |
reached an equilibrium at a primary pressure of 11.2 bar, with a temperature difference j

of 80 K between the primary and secondary side.

The secondary side depressurization of one SG allowed the LP injection pumps
(10 bar) to come into operation. After the transition to the combined recirculation /RHR
mode of operation long b . core cooling and further cooldown of the primary side were
secured.'

.

f6. TABLE OF NOMENCLATURE
|

IAbbreviations
|

.

ACC accumulator |
'

AM accident managemant
BDBA beyond-design-basis accident
BMBF Federal Ministry for Education and Research, FRG ;

CL cold leg
HL hot leg

'

HPIS high pressure injection system
LPIS low pressure injection system
N nitrogen2
PKL .P_rimerkreislaufe, test facility operated by Siemens AG/KWU, Erlangen, FRG

,

PWR pressurized water reactor'

RCP reactor coolant pump
RPV reactor pressure vessel ,

SBLOCA small break loss of coolant accident
SG steam generator
STP standard temperature and pressure

; UP upper plenum
VDEW German Utilities

:

Latin symbols
i

p [bar) pressure

Subscripts

H2O water
N2 nitrogen !

prim primary
sec secondary
sat saturation
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SPES-2, AP600 Integral System Test 501007 2" CL
to Core Make up Tank Pressure Balance Line Break

.

l

M. Bacchiani. C. Medich A. Alemberti L. E. Conway
M. Rigamonti. O. Vescovi ANSALDO Nuclear Division Westinghouse Electric Co.

SIET S.p.A. Genova. Italy Pittsburgh, Pa - USA
Piacenza. Italy

ABSTRACT

The SPES-2 is a full height, full pressure experimental test facility reproducing the
Westinghouse AP600 reactor with a scaling factor of 1/395. The experimental plant
designed and operated by SIET in Piacenza, consists of a full simulation of the AP600
primary core cooling system including all the passive and active safety systems. In
1992. Westinghouse. in cooperation with ENEL (Ente Nazionale per l' Energia Elettrica). '

ENEA (Ente per le Nuove Tecnologie.l' Energia e l' Ambiente). SIET (Societe >

Informazioni Esperienze Termoidrauliche) and ANSALD0 developed an experimental program
to test the integrated behaviour of the AP600 passive safety systems. The SPES-2 test
matrix, concluded in November '94 (see Table 1), has examined the AP600 passive safety '

,

system response for a range of small break LOCAs at different locations on the primary ,'

system and on the passive system lines; single steam generator tube ruptures with
passive and active safety systems and a main steam line break transient to demonstrate '

the boration capability of passive safety systems for rapid cooldown. Each of the tests j

has provided detailed experimental results for verification of the capability of the |
'

analysis methods to predict the integrated passive safety system behaviour. Cold and
hot shakedown tests have been performed on the facility to check the characteristics of ;

the plant before starting the experimental campaign.

The paper first presents a description of the SPES-2 test facility then the main !

results of S01007 test "2" Cold Leg (CL) to Core Make-up Tank (CMT) pressure balance
line break" are reported and compared with predictions performed using RELAP5/ mod 3/80
obtained by ANSALDO through agreement with U.S.N.R.C. (U S. Nuclear Regulatory
Commission). The SPES-2 nodalization and all the calculations here presented were
performed by ANSALD0 and sponsored by ENEL as a part of pre-test predictions for SPES-
2.

INTRODUCTION

Westinghouse Electric Corporation, in conjunction with the U.S. Department of Energy
and the Electric Power Research Institute, has developed an advanced light water
reactor design, known as AP600. AP600 is a 1940 MWt. 600MWe two-loop pressurized water
reactor (PWR) that utilizes passive safety systems and modular design and construction
techniques to reduce the capital costs, construction time and operational and
maintenance cost.
The AP600 primary system utilizes a four-cold-leg. two-hot-leg onfiguration with
canned-motor primary reactor coolant pumps. The pressurizer used in the AP600 design
has a volume which is 30% larger than any operating two-loop PWR. The larger
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pressuriaer allows the unit to tolerate operational transients eith increased margin.
The average power has been reduced by 20%. the lower power censity provides additional
critical heat flux (DNB) margins for postulated design basis accident such cs the
large-break loss of-coolant accident (LOCA). The primary loop design also results in
smaller cold legs for AP600 compared to a current PWR. As a result, the break flow is
reduced for the postulated large LOCAs resulting in an increased margin for AP600.
Also, injection flow is injected directly into the reactor vessel downcomer so that
less cooling water is lost through the break, making the passive safety systems more
effective. The most significant unique features of the AP600 are the use of a safety
grade passive core cooling system (PXS) and a passive containment cooling system (PCS)
to mitigate the consequences of postulated accidents.
The passive safety systems are comprised of:
- two full pressure Core Make-up Tanks (CMT) providing borated makeup water to the

primary system in the event of a loss of reactor coolant as reactor cooldown;
- two accumulators discharging water at high flow rates into the core in the event of a

large loss of reactor coolant:
- a set of valves connected to the pressurizer steam space and on the two hot legs.

constituting the ADS which provides a controlled depressurization:
- an in-Containment Refuelling Water storage Tank (IRWST) that is the long term gravity
fed core cooling water reservoir and in which the ADS from the pressurizer are
discharged:

- a Passive Residual Heat Removal System (PRHR) supplied with a C shaped heat exchanger
submerged inside the IRWST that removes decay heat during loss of steam generator
inventory.

A comprehensive test and analysis program [1] has been developed to confirm the passive
safety features of the AP600 design. The program includes large-scale separate effects
tests on the major components and two integral system experimental campaigns: the
experimental results obtained at SPES-2 facility are to be used in conjunction with
one-quarter scale, low pressure Oregon State University facility to obtain the final
design approval of the AP600 and to verify the capability of the analysis methods to
predict the integratea passive safety systems behaviour.

SYSTEM DESCRIPTION [2]

A schematic flow sheet of SPES-2 facility is shown in Figure 1.

Scaling criteria

The facility simulates the AP600:

. primary circuit;

. secondary circuit up to the steam isolation valve:

. all the passive safety systems: CMT IRWST. PRHR. ADS:

.the non safety systems: CVCS (Chemical Volume Control System). NRHRS (Normal Residual
Heat Removal) and Startup Feedwater (SFW).

The following general scaling criteria have been applied to the design of the SPES-2
test facility:

-conservation of thermodynamic conditions (pressure and temperature);
-power over volume ratio conservation in each component:

power over mass flowrate conservation:
- fluid transit time preservation (as a consequence of 1. 2, 3);

1
-heat flux conservation in heat transfer components (core and steam generator): )
-elevations maintained in lines and components: I

!
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-preservation of Froude number in the primary circuit loop piping (hot leg and cold
legs) ja order to preserve the flos regime traasition to a stratified flow thGt would
be expected for small breck LOCA situations in horizontal piping.

Further specific scaling criteria have been applied to some components or lines to
better duplicate the AP600 behavior.
The overall scaling factor of the facility is 1/395. the main characteristics are:

process fluid water
. number of loops 2

number of reactor coolant pumps 2

. primary design pressure, MPa 20
secondary design pressure. MPa 20

. primary design temperature. *C 365
secondary design temperature. 'C 310 ;

max power, Mw 9 |
elevation scaling 1/1

Primary piping

The primary piping consists of two loops each one including one hot leg and two cold I

legs. The hot leg, connecting the reactor vessel to a steam generator, duplicates the
AP600 up to the pressurizer surge line nozzle by maintaining thc AP600 L/D in the'

horizontal section and the same 55' angle in the inclined section.
The AP600 two cold legs per loop design, is duplicated, however, they detach from a
single coolant pump vertical discharge. The split from the single pump discharge into
the twc cold legs is positioned at the elevation of the AP600 SG channel head in order
to preserve the same geodetic flow path that the fluid must take from the unbroken cold>

leg to the broken one during a cold leg break transient
Due to the great importance of surge line during ADS depressurization the line has been,

designed preserving the friction pressure drops.

Rod bundle

The rod bundle is electrically heated and consists of 97 skin heated inconel rods
reproducing, in the active zone, the same geometry (rod pitch. rod diameter and length)
as the AP600 bundle. The axial power profile is uniform for all the rods, radially the
profile is also uniform with the exception of two rods with a peaking factor of 1.19.
The heater rods are single ended and are connected to a ground bus at the top of the
bundle at the upper core plate elevation. The maximum power is 9 Mw and the maximum
current is 70 kA. The scaled full power used for the AP600 transients is 4.89 MW (x
1.02)

Power channel downcomer

The downcomer is composed of an annular section in which the four cold legs and two
direct vessel injection (DVI) nozzles for safety injection enter. Below these nozzles a
pipe connects this annular downtomer section to the lower plenum. In this f ashion, the
four cold legs /two hot legs characteristic of the AP600 can be preserved along with the
downcomer injection features.
The annular and the tubular downcomer sections have the same friction pressure drops.
The circumferential pressure drop of the annulus has been equalized to the AP600. There
are turning devices to direct the ECC injection flow downward in the annular downcomer
as in the AP600. The total volume is scaled by the scaling factor. The annular

' downcomer sketch is shown in Fig. 2.
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! Pressurizer

The pressurizer controls primary system pressure during normal and transient plant
i operation and consists of a cylindrical flanged vessel equipped with 2 immersion type
i heaters each having a maximum controlled power of 16 kw and 6 external heaters each

! generating 3 kW. 1he pressurizer volume is scaled and the bottom elevation is
preserved. The level swelling is preserved by ensuring that the average void fractioni'

in the test is equal to AP600 for similar thermo-hydraulics conditions using the Wilson
bubble rise models. Ad hoc RELAP5 calculations performed by ANSALD0 indicated that this*

was a proper scaling approach.

!
;

j Pumps
;

) Two primary pumps (one per loop) drive primary coolant into the PC (Power Channel)
downcomer to remove the generated heat. The pumps are centrifugal-single stage-

j horizontal shaft type, the suction line is horizontal while the delivery is directed
downwards discharging in a 3" pipe common to the two cold legs. A flywheel is provided

4
,

to have an inertia closer to the AP600. The rotational speed can be controlled in the i*

range +/- 190% of the nominal value and the speed variations can be programmed by a4

means of a motor driven regulator.
.

L
'

Steam Generators '
4

! The facility has two identical generators to transfer thermal power from the primary to i

the secondary circuit. The steam generator primary side consists of a tube bundle and; ,

5 inlet / outlet plena. The SG bundle includes 13 inconel 600 U-tubes assembled in a square (
i array.

IThe secondary side volumes are scaled by 1/395, and all the vertical elevations are
preserved up to the top of the steam separator (the steam dome has no influence on the

'

e

i natural circulation phenomena).
'

.

'Passive safety systems

). - The Core Make up Tanks (CMTS) design is unique and has been developed by SIET
$ engineers so that the CMT metal mass is scaled to the AP600 CMT. The CMT design uses

a thin-walled vessel inside a thicker pressure vessel with the space between the two [
'

vessel pressurized with air at 70 bar. In this manner the rate of steam condensation'
,

on the walls is preserved. Since the CMTs are full height and operate at full |
pressure, the surface area to volume and total metal mass of a single pressure vessel !

would have been excessive resulting in very large wall steam condensation effects. !

- two Accumulators with volume scaled; i

-one Passive Residual Heat Removal (PRHR) with a full height C shaped heat exchanger j
with friction pressure drops maintained and the heat transfer area is scaled such |

that the natural circulation behaviour of the AP600 PRHR is simulated (i.e.:one
tube).

- In-containment Refuelling Water Storage Tank (IRWST) at atmospheric pressure with
water volume scaled and elevation maintained:

- four stages of Automatic Depressurization System (ADS) simulated by means of ball
valves (one per stage) with an orifice in series to achieve the proper scaled flow
area. The two sets of piping connected to the steam space of the pressurizer in the
AP600 are combined into a single set with the first, second and third stage valves in
SPES-2. The three ADS valves share a common discharge line to a condenser and a -
collection tank that has load cells to neasure the mass accumulation. A similar
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measuring creangement is also used for the ADS four stage, which is located on the hot
legs of the primary piping.

The injection capability of the AP600 non safety systems such us CVCS, NRHR and SFW is
provided in order to illustrate any safety /non safety system interaction. The friction
pressure drops of all the connecting lines are maintained. Small breaks are simulated
using a spool piece which contains a break orifice and quick opening valve. The break, ,

ADS and secondary relief valve discharges are collected into different catch tanks with
load cells to measure the mass accumulation.

2" BREAK OF A COLD LEG TO CMT PRESSURE BALANCE LINE.

Test description

This test simulated a 2" break in one of the two cold legs to CMT pressure balance
lines to investigate the asymmetric CMT performance following the break. Only the
passive safety systems for accident mitigation were used.
This test was performed by quickly opening the break valve connected to the cold leg
side of the balance line isolation valve.
The break was connected to a separate condenser and a weigh tank in order to measure
break flow versus time.
The transient was initiated from a full power condition (see Table 3) by opening the
break valve. All other actuations were performed automatically by the SPES-2 data
acquisition and control systems according to the following procedure.
After opening the break. when reactor trip "R" signal condition (PRZ pressure - 12.41
MPa) is achieved the heater rod power is controlled to match the scaled AP600 decay
heat and 2 s af ter the SG's MSIV are closed. When "S" signal condition (PRZ pressure -
11.72 MPa) is reached, 2 s af ter the CMTIVs (Core Makeup Tank Isolation Valves) are
opened and the MFWIVs (Main Feed Water Isolation Valves) closed, and 16.2 s after the
RCP's (Reactor Coolant Pumps) coastdown is initiated. The PRHR (Passive Residual Heat
Removal) isolation valve is opened by the Protection System signals (2 s after S-signal
or either SG's low narrow range level - 0.15 m - plus a delay time of 60 s). The ADS
valves are opened versus either CMT's level (volume) with a corresponding delay time,
that is:

- ADS 1 CMT vol.- 67% + 30 s
- ADS 2 CMT vol. -67% + 125 s
- ADS 3 CMT vol. -67% + 245 s j

1- ADS 4a/b CMT vol. -20% + 60 s

The accumulator starts to inject water into DVI when primary pressure was lower than
4.9 MPa.
The IRWST discharges water by gravity into DVI when primary pressure is lower than 0.18
MPa.
The actual times recorded are reported in Tab.2.
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TABLE 2 SEQUENCE OF EVENTS

Event Signal Time (s)
Break opens / 0

Reactor trip signal "R" P-12.41 MPa 60

MSLIV R signal +2s 62

Safety inj. signal "S" P-11.72 MPa 69

MFWlV closure S signal + 2s 71

CMT IV opening S signal +2s 72

RCP trip S signal +16.2s 87

PRHR HX actuation S signal + 2s 72

ADS 1 opening CMT lev. 67% + 30s 1072

Accumulators A on / 1074

Accumulator B on / 1074

ADS 2 opening CMT lev. 67% + 125s 1167

ADS 3 opening CMT lev. 67% + 245s 1286

ADS 4 opening CMT lev. 20% + 60s 2090
IRWST IV opening / 2189

TABLE 3 INITIAL CONDITIONS

Quantity Specified Actual
Rod power 4.99i.1 MW 4.915 MW
Pressurizer pressure 15.51 .2 MPa 15.4 MPa
Average HL temperature 315.Si5 *C 318.4 "C
Core inlet temperature 276.4 5 *C 283 *C
Core flowrate 23.2i.25 kg/s 23.3 kg/s
Cold leg flowrate 5.86i.1 kg/s 5.8 kg/s
DC-UH bypass flowrate .181.05 kg/s .19 kg/s
Pressurizer level 3.78i.38 m 3.7 m
Accumulator pressure 4.91.1 MPa 4.9 MPa
IRWST level 8.51.1m 8.5 m
PRHR supply line temp. >100 *C 107 *C
UH average temperature 296 5 *C 269 *C
Balance line temperature >165 *C 255 *C
CMT level full full

CMT temperature 2015 *C 28.35 *C
SG level 1.481.15m 1.3 m
SG pressure 4.91.2 MPa 5.05 MPa
SG MFW temperature 226t7 *C 233 *C

Experimental results

The response of the facility is discussed below and is compared with pre-test analysis
which were performed by ANSALD0 using RELAP5/ mod 3/80 [3] in Figures 3 to 13. The SPES-2
input noding is shown in Fig. 14. The above initial conditions and automatic
actuations in the sequence of events simulate the AP600 full power conditions and
safety actuation signal setpoints.
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. . _ .

The results of this test are very similar to the 2" cold leg and the 2" direct vessel
injection breaks with only the pcssive safety systems operating, but for the behaviour
of the CMT connected to the broken balance line as discussed below.
This transient is characterized by the following main characteristics / events which are
shown in the attached figures:

' -Reactor coolant system (RCS) pressure rapidly decreased, due to the mass loss out the
break, to the saturation pressure corresponding to the primary system fluid

j

temperature, while pressurizer emptied:
-Reactor trip and safety system "S" signal actuation occurred soon after transient

! initiation (60 and 69 sec respectively): ;

j - Soon after "S" signal actuation, the intact CMT begins to provide cold water .

injection via natural circulation: it drains at about 400 seconds transitioning from
natural circulation operation to steam displacement.'

The broken CMT injection starts when the break mass flow is sufficiently low with
consequent sufficiently low pressure drop in the balance line (i.e., when two phase
flow conditions are reached in the broken balance line at about 400 seconds): at
these conditions the presence of two phase flow in the broken balance line causes an
unstable natural recirculation (i.e. broken CMT level does not decrease) due to steam j
condensation at CMT inlet, until ADS 1 opens.
At this time, primary system depressurization becomes more rapid increasing the
presence of steam in the system and causing the broken CMT to drain for steam
displacement.
From ADS 1 opening on, the behaviour of broken CMT injection is very similar to the

j intact CMT: only its flow is a bit higher as the intact CMT head decreased as it had
| already begun to drain:

-Primary pressure remains relatively constant due to the SG stored energy, until the-

first stage of ADS is opened (about 1072 seconds);
- Pressurizer level increases after ADS 1 opening due to the high depressurization

i entrainment. The same phenomenon is shown for ADS 2 and 3 opening:
- accumulators injection initiate: scen Fter ADS 1 opened. Accumulator flow increases
after both second and third stage ADS actucions, while CMT flow is reduced due to

4

high accumulator delivery:
-IRWST flow begins just after ADS 4 actuation and prior to CMT flow termination.

Comparison between experimental data and pre test calculations

The 2" CL-CMT balance line break pre-test predictions performed by ANSALD0 agree with
the experimental data from the SPES-2 facility.;

The primary fast depressurization transient in the first part of the test reproduces
the f acility behaviour while a small mismatch of the primary pressure behaviour is
present when subcooled blowdown ends and when primary pressure reaches secondary one.
intact CMT level well compares with experimental level and obviously its flow is
reproduced by the code. Less agreement is found in the broken CMT level behaviour, some
mismatch is present in its flow although the overall phenomenologies of the broken CMT
are correct.
The accumulator injection flow rates well compare with experimental data. The overall
pressurizer behaviour is well predicted by the code but for an overestimated value
af ter accumulator stops injecting.
Power channel temperature are well followed by the code.
IRWST injection timing and flows are well predicted by the code for both sides of the
DVI's.
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From a phenomenological point of view the code captures all the behaviours taking place
during the transient, often quantitatively the predictions of the code were in good
agreement with the experimental results.
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TABLE 1-MATRIX TESTS PERFORMED ON SPES-2

TAG TEST TYPE DESCRil'FION STATUS OF NON PRIIR SINGLE FAILURES NOTES
DATE SAFETY SYSTEMS STATUS

500103 Feb 5,1994 SBLOCA 2 inch CL break CVCS, NRHR,SFW off. On ADS 4thstage B. Sharp orifice at the break.

S00203 April 9,1994 SBLOCA 2 inch CL break CVCS, NRHR.SRV cff On | 1 of 2 ADS 4th Smooth orifice at the break.
stage B valves.

500303 April 30,1994 SBLOCA 2 inch CL break CVCS, NRHR,SRV off. On I of 2 ADS 4th As above without PR balance line.
stage U valves. Reference CL break.

S00401 May 5,1994 SBLOCA I inch CL break CVCS, NRHR SFW off. On I of 2 ADS 4th Maximize CMT heatup
stace B valves. prior to ADS actuation.

S00504 May 18,1994 SBLOCA 2 inch CL break CVCS, NRilR.SFW on. On No effect. No 4th Non safety / passive system interaction.stage
actuation expected.o

S00605 May 27,1994 SBLOCA 2 inch DVI break CVCS, NRHR,SFW off. On 1 of 2 ADS 4th Asymmetric CMT performance.
stage B valves.

n

$ S00706 June 10,1994 SBLOCA DEG break of DVI CVCS, NRHR SFW off.. On 1 of two ADS Ist Complete loss of one-of-two
and 3rd stage valves. PXS subsystems."

No delivery from faulted

S00908 June 23,1994 SBLOCA CMT BL DEG break CVCS, NRHR.SRV off. On 1 of 2 ADS ist CMT. Blind test.
and 3rd stage valves.

501007 July 7,1994 SBLOCA 2 inch CMT BL break CVCS, NRHR.SFW off. On I of 2 ADS 4th Examine effect on CMT draindown. r

stage B valves.

501110 July 14,1994 SGTR .SG tube rupture (I tube) CVCS, NRIIR SFW off.. On No effect. No operator actions. !

I of 2 ADS 4th

501211 Sept 9,1994 SGTR SG tube rupture (1 tube) CVCS, NRIIR.SRV off. On stage B valves inadvertent ADS openin' . Blind test.g

Operator action to isolate SG, subcool

S01309 Sept 22,1994 SGTR SG tube rupture (1 tube) NRHR off. SFW, CVCS on. On No effect and depressurize primary system.

I Maximum PRilR cooldown. ,

501512 Oct 11,1994 SLB SG A steam line break CVCS, NRilR SRV off. On SFW not isolated CMTs do not drain and no ADS

(3 tubes) on T cold signal actuation occurs.

501613 Oct 15,1994 SBLOCA 1 inch CLbreak CVCS, NRHR.SFW off. On 1 of 2 ADS 4th Show effect of 2 PRHR HX's t

( 3 tubes) stage B valves. on cold leg temperature.

501703 Nov.12,1994 SBLOCA 2 inch CL break CVCS, NRIIR,SFW off. On I of 2 ADS 4th Reference CL break repeatability test.
stage B valves.
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2* CL.CMT pressure balance une tmic compartoon twween expenmental data and ANSALDO pre 4est calculation
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2* CL<,MT pressure balance ano tweak; comparison between cxperimental dat2 rad AMSALDO prs-test calculalen
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2' CL4MT pressure balance nne broek: comparison between experimental data and ANSALDO pre-test calculatum
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Abstract

A renled natural circulation loop facility has been built after the Dodewaard Boiling Water Reactor,
'

which is the only operating natural circulation cooled BWR in the world. The loop comprises one fuel
assembly, a riser with a downcomer and a condenser with a cooling system. Freon-12 is used as a scaling
liquid. This paper reports on the first measurements done with this facility. Quantities like the circulation
flow, cany-under and the void fraction have been measured as a function of power, pressure, liquid level,
riser length, condensate temperature and friction factors. The behavior of the circulation flow can be
understood by considering the driving force. Special attention has been paid to the cany-under, which has
been shown to have a very important impact on the dynamics of a natural circulation cooled BWR.

I. INTRODUCTION difficulties in performing research on the
Dodewaard reactor, namely the limited presence of

Natural circulation is a keyword in the measuring devices. Another important point is of
design of modem safe boiling water reactors course the limit on the operating conditions of a real
(BWRs). A striking example can be found in the reactor. Accident conditions for example cannot be
SBWR-design of General Electric. The attraction of studied. Finally, it is not possible to measure local
natural circulation lies in its technical simplicity and parameters, for example in one fuel assembly or a
its safety, at the cost of the physical complexity of subchannel.

the natural circulation. In order for this balance to
tilt in favor of the technical simplicity the For these reasons it was decided to build an
phenomena surrounding natural circulation must be electrically heated scaled model consisting of the
well understood. most important parts that govern the natural

The Netherlands is fortunale enough to circulation of the Dodewaard BWR: a fuel
operate the only existing BWR that uses natural assembly, a riser and a downcomer. This facility is

, circulation to drive the coolant: the Dodewaard called SIDAS (Simulated Dodewaard Assembly).
BWR. This reactor has been in operation since Each of the above mentioned parts plays its
1969. Although it has been subject to extensive own role in the behavior of the natural circulation
measurements, questions remain as to the detailed flow. In the fuel assembly a large role is given to the
behavior of the two-phase flow through the fuel flow patterns, which influence the two-phase friction
assemblics and the effect of this behavior on the and the driving force, as well as the heat transfer
natural circulation flow rate. The flow rate cannot be from fuel to coolant and the moderation. Because
measured directly in the Dodewaard reactor, and to flow pattems are very sensitive to geometry, special
date only indirect methods (such as correlations attention was paid to the constituting parts of the
between thermocouple signals [1]) have given an fuel assembly, such as spacers (an exact scaled copy
indication of its value. This exemplifies the was made) and fuel rods (cosine axial power
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distribution). Funhermore each fuel rod can be Dodewaard SIDAS
connected to any one of six power supplies making

assembly (Freon 12) |

many radial power distributions possible.
(water)The role of the riser together with the

downcomer is to provide additional driving force for Power (kW)

the natural circulation flow. In the riser there is a average 1116 , 22.3
,

mammum 2000 40high void-fraction, while the flow in the downcomer
is one-phase, except for the so-called cany-under. Pressure (bar) 75.5 11.6

'Ihis difTerence in void-fraction leads to a difference T. ( 'C) 291 48 !

in density which provides the driving force. In Assembly (cm) 13x13 6x6 |

principle it is possible to maintain a natural 1,a (m) 1.8 0.83 )
circulation flow without the riser, because in the fuel d,a (mm) 13.5 6.23

2

assembly itself there is also void-fraction present. W (kg/m - s) 1006 1137 j

Adding a riser can greatly increase the driving force ATa( C) 5 2
'

because the friction of the riser is low compared to
the friction in the fuel assembly. Table 1. Dodewaard BWR and SIDAS parameters.

When designing a scaled model it is not
possible to predict exactly the driving force and
friction. In order to be able to match these exactly II TIIE SIDAS FACILITY
with Dodewaard a riser of variable length was made.

This in addition to a valve to control friction allows In figure I a schematic view of the SIDAS
us to change both the driving force and friction, and loop is given showing the instrumentation. The fuel
so to tune the natural circulation flow. assembly has a rectangular cross section with sides

The main complication of natural of 6 cm and is 83 cm long. The riser has a fixed part
circulation compared to forced circulation is that of I meter and a telescopic part of also 1 meter. It is
the flow not only influences, but is also influenced made of glass, so both the flows in the riser and in
by various parameters. Because in a natural the downcomer can be inspected visually through
circulation flow many phenomena are intimately viewing po ts in the downcomer wall. The riser has
related it can be difficult to study these effects a rectangular cross-section of 36 cm and the2

independently. This is another reason for using a downcomer of 51 cm'. The vapor is condensed in a
riser of variable length. This creates an extra degree condenser and the condensed liquid can be cooled
of freedom with which we can separate and study down to -10 C via a heat exchanger connected to a
different aspects of natural circulation. cooling system. The liquid level is controlled by an

automatic valve in the feedwater line. The
At the design stage of the scaled model Dodewaard fuel assembly consists of 35 fuel rods

decisions had to be made concerning the scale, and one water rod arranged in a square lattice. In
modelling fluid etc. [2,3], it is not possible to scale SIDAS the assembly consists of 35 fuel rods and I
all two-phase flow characteristics in one model instrumentation rod'.
because of the large number of thermal-hydraulic As can be seen in the figure the downcomer
similarity groups. Depending on the importance one flow is diverted away from the fuel assembly
attaches to various flow phenomena difTerent through four downcomer tubes. This is done to give
scaling rules result [2,3] (see appendix). In SIDAS an unobstmeted view of the fuel assembly for visual
major attention was paid to the flow quality and inspection and gamma-transmission void-fraction
void-fraction because these are the primary factors measurement techniques. The length and diameter of
controlling the thennal-hydraulic behavior. As a the tubes have been designed to give the same
scaling liquid Freon-12 (CF:Cl:) was chosen, which circulation time as in Dodewaard, which is
has the advantage of a low heat of evaporation, thus important for the dynamics of the loop. The friction
reducing the power needed from 2 MW to 40 kW. factor can be tuned by valves.
This fluid led to a scaling in dimensions of a factor

'

of 0.46. The appendix gives an outline of the scaling
study. In table I the difTerent conditions are given
for the Dodewaard BWR and SIDAS.
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SIDAS can be operated with forced consensor
&

circulation a well. In this case the flow is diverted C D

to a circulation pump (not shown in the figure).
-

The flow can then easily be controlled by valves. g. @
SIDAS is fully equipped with

@@
_~thermocouples, vortex flowmeters, pressure

H""

sensors, a level gauge and a y ray densitometer, in ,
=the near future a y-transmission tomographic

technique will be used for measurement oflocal fyp
void fractions. There are viewing ports in the y*
assembly (4 pairs), in the downcomer (2 pairs) and Telescopic I @
in the section above the riser exit (2 pairs). One of ,,c"tg _ @,

i

the viewing ports is located in the range of the j' g
Feedwa r-

riser exit.

@Figure 2 shows the section of the loop at Riser ,-- - . V; ewing-
portsthe riser exit, where several mass-flows have been

Downeomer |defined. We distinguish the following flows: the
circulation flow (@,,), the downcomer flow (4), |' ' g g ,D g g r
the liquid part of the downcomer flow (@i), the

-

vapor part of the downcomer flow or carry-under Vold-D]--f
(@,J, the vapor or outlet flow (@,) and the [G
feedwater flow (@d. The circulation flow is the

@ *****" i ) @
'

flow that passes through the fuel assembly. In the ' @ an
^'***Wfuel assembly part of this flow is tumed into

vapor. Most of this vapor passes into the g ) + V* gin 9- gg
condenser loop and in turn becomes the feedwater L_)
flow. In a steady state condition @ r@, holds. The @@
remaining part of the circulation flow flows into
the downcomer and is called the downcomer flow. @ W @
This downcomer flow partly consists of entrapped
vapor, which is called the carry-under flow. At the
feedwater sparger the cold feedwater is injected.
Here the cany-under is condensed.

The following balances can be applied to Figure 1. A schematic view of the SIDAS facility. (Not
the flows at the feedwater sparger: to scale) T=thermocouples, p= pressure

sensors, F= flow meters, AP = level gauge.

6,, = 6,+ ef
(1)

h ,t , = h t + h tfy
ev=4fa a g g

,

in which the h are enthalpies and h , is the WMo
enthalpy of the circulation flow before it enters ei cecu

o Qothe fuel assembly. f
,

.
O ? $d.4cu + @i.

The circulation flow and feedwater flow oo .

are measured directly by vortex flowmeters with ;. 4,' o

an accuracy of better than 1%. The downcomer
ec,tflow follows from the mass-balance (eq.1). The

carry-under flow cannot be measured directly but
'

,

&cn

'

can be calculated using the energy balance (eg.1).

in this balance h,,,and h follow directly from their
f Figure 2. Definition of various flows.

i
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|
1

temperatures, which are measured. From this ha
follows, and via the definitions of 0 , O ,0,, :

, _4 i
na

[/#M '

/s, e,+ s,
(2) /

'

A ,* , = A,6,+ A ,0 a7

the cany-under can be calculated. (h, and h, follow |i

from the temperature, which is the saturation 3 g,
o

temperature). e (,

This can only be done if all carry-under is
condensed by the cold feedwater, otherwise the

asentralpy of the circulation flow below the
feedwater sparger cannot be determined by its
tempercure (normally it will be subcooled).
Besides checking the subcooling to see if the 04
calculations are valid the flow can be inspected o so 20 ao 40 so

visually for traces of vapor in the downcomer mwer (W
below the feedwater sparger.

'

-er- 11.6 bar - +- 10 ber -*-- 8 bar

Figure 3. Circulation flow as a function of power at

III EXPERIMENTAL RESULTS difrerent pressures.

a) Natural circulation

The experimental results given in this j

paper all concern stationary conditions. Figures 3
~

and 4 show the circulation flow as a function of
power for different pressures and friction factors 1.2'

'

respectively. Notice that 20 kW SIDAS power ;

corresponds to the average nominal Dodewaard
~

1 Aassembly power (1 MW). As can be seen the flow
rises quickly at first and then saturates. This can
be understood by considering the loop momentum o.s ''

2
balance. This reads [4] g

$
A /t) - Apg(t) 6 J !P 0.6 . ._di ,

|Y
^ '

di $ f -- r

s A, og <

where the summation runs over the length-to-area
ratios of all sections of the flow loop. a2

The pressure losses Ap,,,, consist of
frictional and accelerational losses. The driving a
pressure 4p,is linear with the density difTerence o 10 20 30 40

between the riser + assembly and the downcomer, %,, g
which is linear with the void fraction:

Friction o high 0 rrs&sn a bw
A re " [psrA- [ 0-s(h))Pgs E

Figure 4. Circulation flow as function of power fordo==w nw.
# different valve settings controlling friction.

where the cany-under and the mass of the vapor
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have been neglected. The relation between void-
fraction and quality however is not linear: >

go

thx , |I .9).1 = g
* 's P n wy

{r[with x the quality and v,and v, the speed of the ,

6liquid and the gaseous phase respectively. j
870At low power, and thus low quality a given 7 f

increase in quality gives a relatively large increase f
in void-fraction and so in the driving force. At
high power and high quality however the void- /,o
fraction changes veiy little with the quality. The
friction does not scale with the void-fraction but
with the quality. This explains the saturation of

9the flow at high powers. At lower pressure the -

o to 20 m e
void-fraction is higher for a given quality (see also
figure 6) so the driving force is greater. This mwer (kw)

results in a higher circulation.
Frichon -o- Ngh -0-- rnMsum a bw

In figure 5 the measured chordal void.
fraction at 63% of the length of the fuel assembly Figure 5. Void-fraction as a function of power for
is shown for these measurements, and in figure 6 different valve settings controlling friction.

the void-quality relationship measured is
compared with the theoretical curve of equation 4

| for a slipfactor of 1 (v,=v,). The accuracy of the
measured void fraction is estimated at 5%. '
Identical symbols in figures 3 6 denot: the same
measurements. The measurements follow the so 7paw

theoretical curve very closely, even though the ,dp,N
'

different measurements span a wide range of *
,

*operating conditions. Although there are still 7o

uncertainties in the local void-fraction (only a [ 11.e bar
ao

chordal void-fraction is measured at this time) this
suggests that the slipfactor is close to 1. 850

e
#in figure 7 the circulation flow is given as //

Ila function of the collapsed liquid level. Two x
regions can be distinguished in this figure. Above [/20a certain point (80 cm) the flow rises slowly with
the level. Below this point the flow rises sharply. 3a ,

This transition point corresponds to the liquid !

level reaching the riser exit. o
o 10 20 30 eAgain this behavior can be understood by

considering the driving force. If the liquid level ouemy (%)

falls below the riser exit the first integral in
equation 3 should not be taken over the complete Figure 6. Void. quality relationship for two pressures.
riser length but only up to the liquid level. This
means that the driving force is linear with the
liquid level, and the flow should scale
approximately as the square root of the liquid
level. This behavior can indeed be seen in figure 7.

It is because we have expressed the flow as a
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.

function of collapsed liquid level instead of the 3

actual liquid level that this is possible. For our 4p
liquid level gauge in effect directly measures the o.se ,

'

first integral in equation 3, which means that the
a

cany-under will not affect this analysis. Of course o.es
--

. NJ[t fg[Nithe carry-under will affect the position of the
transition point, because this point occurs where go.s7

[
1

the actual liquid level reaches the riser exit.
3

An additional remark needs to be made on 9 o.es y
the second integral in equation 3. As the
circulation flow changes the quality of the flow in o.es Ithe riser and the downcomer also changes. Also

I
the subcooling can change and have an effect on os4

f.the quality. However, at high powers, the void-
fraction will not change much thanks to the void- o.e3

es 75 as 95
quality relation in equation 4. This means that the

C* pad Lad (c4
second integral does not change appreciably.

The slow rise of the circulation flow for Figure 7. Circulation flow as a function of the
higher levels is caused by the decrease of the collapsed liquid level.
carry-under. This efTect will be investigated

i

further in the next section.
'

The circulation flow as a function of the
riser length is shown in figure 8. The liquid level
in this experiment was set well above the riser
exit,in the slowly changing part of figure 7. It can
be clearly seen that the circulation flow decreases ,

with increasing riser length. This is somewhat
surprising since the function of the riser is to
increase the circulation. Apparently our o..,

assumptions underlying equation 3 have broken
down. This is caused by the carry-under, which is ,

""
r - 4the subject of the next section. _o se

1 I. .

s .g7b) The carry-under o

The cany-under plays a very important role
in both the dynamics [5] and the statics of the o.se -

natural circulation. In particular in SIDAS it
determined the operating range of the loop (see
also section lila). If the cany-under is not oes

110 120 130 1e 150 160
completely condensed, the vapor will be dragged
down through the downcomer and into the Raw kngm(cr4

downcomer tubes. This destroys most of the
Figure 8. Circulation flow as a function of the riser

i

driving head of the natural circulation flow and length. '
gives a difTerent flow regime in the fuel assembly.
Unfortunately, under scaled nominal Dodewaard
conditions the carry under in SIDAS turned out to
be too large to be condensed by the feedwater. By
decreasing the circulation flow the carry under

. could be reduced until it could be totally
condensed. At this point the circulation flow was

2889



i

about half that cf the nominal value, which means o.io
that the void-fraction and flow pattems in the fuel [ 3

assembly are not representative of Dodewaard, f ;
0.0s t

'this unfortunate situation calls for a better / !

understandmg of the factors that determine the !j
cany-undar. In fact,it is to eliminate this unknown g 008 f 7 |
factor, the carry-under, that General Electric has 5 /
placed steam separators above the riser in its j* d,a'g
SBWR design, despite the added costs and ~"

'complexity. The effect of cany-under in a reactor
without steam water separators emphasizes the ;

o,
importance of the feedwater pump on reactor 1

safety: a feedwater pump trip will stop the i

condensation of carry under in the downcomer om
whereafter the circulation flow will decrease. In . o.o o.2 o4 o.e o.s 1.o

our case it will be necessary to modify the
## #

geometry at the riser exit to reduce the carry-under
+ 25 kW -+- 30 kW -a- do kW |and use the loop at its full potential. -

\

Figure 9. Cany-under as a function of downcomer
At a given power and pressure the flow at different powers.

circulation flow is the most important factor
determining the carry-under in SIDAS. The
circulation flow can be influenced by changing the -

fncton in the downcomer tubes. So the circulation
flow can be set to any desired value under (
particular conditions. However, when performing '

,,o
measurements in which one of the parameters is
contmuously changed (very slowly, to operate in a / [ ,

quasi-steady state condition) the circulation flow /,

willin general also change.
Actually it is not the circulation flow but /

fthe downcomer flow that is important for the p y !f

cany-under because this determines the speed of ko, /A d4
the flow where it rounds the corner from the riser 3 ,ef .geJed
into the downcomer. For powers of 25,30 and 40 e # t
kW the carry-under as a function of downcomer ;
flow is shown in figure 9. The carry-under is
approximately linear with the flow. This suggests
a constant downcomer flow quality. A higher
downcomer flow means higher horizontal oao
velocities of the flow, which means that vapor has o.o o.2 o4 os o.a 1.o ;

less chance to escape to the surface. Visual
inspection shows the flow in the downcomer ** i

channel just below the riser exit to be highly -+- o e + io e + 20 c j

turbulent and consisting of a foamlike bubbly flow Figure 10. Cany-under as a function of the circulation i
dragging along larger sluglike bubbles. A higher rd downcomer flow. '

power produces a higher carry under. This will be !
caused by a higher void fraction at the riser exit, 1

which in turn gives higher horizontal velocities.
i

The idea that the carry-under is determined
by the downcomer flow rather than the circulation

4

flow can be tested by changing the feedwater flow.
,
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l

la stationary conditions this can only be done by
changing the feedwater temperature because the
product of feedwater flow and enthalpy must be ycon.c me or
constant (because (h,-h )$j = Power). In figure 10 0.1

f

the carry-under is shown as a function of both the g
circulation flow and the downcomer flow for three
different feedwater temperatures. Expressed as a f &.
function of downcomer flow it can be seen the d |

'

carry under is independent of the feedwater e
0"

temperature and thus of the feedwater flow.

h MBesides the deperdence on the downcomer
' ' ^Iflow, the carry-under also depends on the liquid

level above the riser. In figure 11 the carry-under
is shown as a function of the (collapsed) liquid o.os |
level in the downcomer above the top of the fuel es 75 as es

assembly. Above a certain level the carry-under e,,,,,,, g,,,, g,,,
decreases slowly and linearly with the level.
Below this level the carry-under decreases Figure 11. The cany-under as a function of the collapsed

sharply. As in the measurement of the circulation liquid level.

[ flow this is the point at which the liquid level l
reaches the riser exit. Above this point the j

horizontal velocities will decrease as the level
rises, so the carry-under will decrease. |

As to for the sharp drop in carry-under at ;

low liquid levels two effects might be of ,,
importance: i) As the falling liquid in the ,

!downcomer gains a greater momentum while the ,

liquid level drops it is able to trap more vapor. g'ii) As the liquid level gets closer to the feedwater o..

sparger bubbles that would otherwise have o.ogo .g
do' '

escaped, might now be condensed and thus g -

-("- -

,
y

,

contribute to the carry-under flow. These two e. . g.

yQeffects can be separated by changing both the 3 - "'

h -nliquid level and the riser length (the feedwater O S
o .

f.%
sparger is fixed). This will be done in the near o.oes ..o

,

1

future. .-

flow also changes with level change. Since the
"[rAs we have seen in figure 7 the circulation

"~
,

"
carry-under, and thus the void-fraction in the -

0*downcomer decreases with increasing level we m 120 no m 150 1so
expect the circulation flow to increase which is

8''' ''"9th (C"'mdeed the case. From figure 9 it follows that an
mereasing circulation flow leads to an increasing Figure 12. Carry-under as a function of the riser length.
carry-under, thus the change in circulation flow
provides a negative feedback in the change of
carry-under. If we want to study the carry-under
locally, at the exit of the riser, we need to know
the carry-under as a function ofliquid level at a
constant circulation flow. This can be estimated
by considering the circulation flow as a
perturbation and linearising:
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0.07

0 , = 0 .jp, + ao" (0,-Oo) (5)0* o.os

- -e ,,

in which @o is the 'setpoint' for the circulation
- flow 'the partial difTerential is given by the slope jo* _[[

'
-g

in figure 9. In figure ! I the conected cany-under y

,y '
is shown as well as the measured carry under. For e08 -

9, the flow at the maximum level was used. [" fom

A somewhat surprising result is given by i, "

00'the variation of the riser length. In figure 12 the
carry-under is shown as a function of the riser

,
length. It can be clearly seen that the carry-under

o io ao 30 e
increases with riser length. Several remarks can

,
be made on this measurement. Firstly, because
the circulation flow changes only slightly (figure -*- 11.s b., -+-. i o b., -.- a b.,

8) the difference between the corrected and Fip.re l3. Cany-under as a function of power at
. uncorrected flow (via equation 5) is very small. different pressures.
Secondly the change in cany-under has a
seemingly natural explanation: as the riser is
clongated the liquid level comes closer to the
riser exit, and as we have seen in the previous
measurement the carry-under increases with a
decreasing liquid level above the riser exit. To
compare these two measurements we must know

o.07 90
the relationship between the collapsed liquid level . '" + + +- + -- + . . + - . g : d

EHoct of $c'unand the actual liquid level. This depends on the . , ,x _ x - 80,,.
# Ivoid fraction in the downcomer above the x-

[A
'#

feedwater sparger which is estimated to be about af,,.
80%. Thus a change of I cm in the collapsed 4 . so
liquid level corresponds to a change of 5 cm in .A
the actual liquid level. In terms of the true liquid [#~

" **"""'*d ~ 50*
, g

level the cany-under changes with 0.002 (kg/s)/m a

in the liquid level experiment and 0.025 (kg/s)/m e ,,3 / . , ,

in the riser length experiment. This means that 30
#~

the decreasing liquid level above the riser as it is
. , ,

elongated is not enough to explain the rise in the a
00'carry under. 10

o oNow we can also attempt to expla.m why
o 10 20 30 40

the circulation flow decreases with increasing .
riser length. It is caused by the large cany-under, , , , ,

-

which causes a large void fraction in the sommes :eeu onshed na** : a

doivncomer. Because the slipfactor in the riser is Figure 14. cany-under and void fraction as a function of
greater than 1 and in the downcomer smaller than

power compared with the case that only the
1 it is possible for the void fraction in the circulation flow changes.
downcomer to be as large as in the riser even if
the quality in the downcomer is smaller than in
the riser (see equation 4). This situation will be

different once the riser and downcomer have been
adapted to yield a smaller cany under.
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In figure 13 the cany-under as function of can be understood by considering the driving force,

power is given for different working pressures. that is, the void fraction in the assembly, riser and

(Again identical symbols in figures 13 14 denote downcomer. The circulation flow increased with
the same experiments as in figures 3-6.) At lower increasing power. At high power the flow saturates.

pressures the density of the vapor is lower. The The flow decreases with increasing pressure. The

density difTerence between liquid and vapor does efTect of the liquid level can be separated into two

not change appreciably, so the forces acting on the regions. The transition point between these regions

bubbles change only little. Thus we expect that the occurs when the level reaches the riser exit. Below
number and size of the bubbles dragged into the this point the circulation flow rises strongly with
downcorner is roughly independent of the pressure. the liquid level. Above this point it increases
But the mass of the vapor in these bubbles is lower slowly. Surprisingly, the circulation decreases with

for low pressures, so the cany-under decreases increasing riser length. This is caused by the large

with decreasing pressure. cany-under in SIDAS.
The increase of the carry-under in SIDAS The carry under was shown to have an

with the power is probably caused by at least two important effect on the natural circulation. It is
things: the increase in void fraction at the riser mainly determined by the circulation flow, the
exit, and the increase of circulation flow with power and pressure. The carry-under in the facility

power (as in figure 3). The relative importance of turned out to be too large to enable operation under

these two effects can be estimated by calculating scaled Dodewaard conditions. In the future the
what the carry-under would be if only the geometry at the riser exit will be changed to
circulation flow would change and the void- decrease the c 'rry-under. Preferably this will be a

fraction would remain constant. This measurement variable georr.Jry so the carry-under can be tuned

is not available, but the void-fraction when varying during operation. This together with the variable

the circulation flow (figure 3) changes much less riser length should provide a useful tool for the

than when varying the power, so we will use this study of the cany-under and its effect on the statics

measurement. For the case of 11.6 bar the carry- and dynamics of the natural circulation.

under and void-fraction are shown in figure 14 for

the experiment in which the power changes and as
calculated for the corresponding change in APPENDlX SCALING GROUPS
circulation flow at constant power. The difference
between the dashed lines is the additional void- A full derivation of the scaling laws used
fraction that the change in power gives above the and the dimensionless groups obtained is given in I
change resulting from a different circulation flow. [2] and [3]. This section gives a short overview of (
This additional change in void-fraction should be the results of the scaling. |

'

discernible in the difference between the two solid in scaling the loop emphasis was put on a
lines, which is indeed the case Uccause the power correct scaling of flow pattern distribution and
in figure 3 was 50 kW the curves come together at local void fractions [3]. In the Dodewaard reactor
this power. difTerent flow regimes are present, from subcooled

At lower power we see that in SIDAS about boiling to a flow with void fractions as high as 70
half of the change in carry-under is caused by the %.
decrease of the circulation flow and half by the Correct scaling of the flow quality in the
additional change in void-fraction in the riser. subcooled boiling region is obtained if the

following groups are kept the same for Dodewaard
and SIDAS:

IV CONCLUSIONS y# -
4,,,"1e

r s"r> r D gu

The first measurements on the natural Af.h g

circulation scaled loop facility SIDAS have shown N, "
,

the feasibility of measuring accurately such
parameters as the circulation flow, cany-under and with N the phase change number and N, theg
void fractions as a function of many different subcooling number.

parameters. The behavior of the circulation flow
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Above the subcooled region the flow is in
thermal equilibrium. Ishii c.a. [6,7] give scaling
criteria for two-phase flow loops, derived from the Nomenclature
conservation equations of the driR flux model.
BesidesN the following dimensionless numbers A, Cross sectional area ofloo: sectiong
are important for the proper scaling of the flow in C, distribution parameter
thermal equilibrium: D hydraulic diameter (m)4

g gravitational acceleration (m s-2)

N, = 0 ha enthalpy of the liquid at the inlet of the
Pl assembly (j kg ')

y,D A/" liquid saturation enthalpy(J kg 8)a

8
i / fuel rod length (m)

#^ " (m ")2
/, length ofloop section

: e" mass flux (kg m 2 s-')"'
_ N, dria flux number

Ng= + p,2 N,, Froude number
d" e" N, geometry number

Y phase change numberg
with N, the ratio of vapor and liquid densities, N, V, subcooling number
the geometry number, Ng, the Froude number and Ny, Weber number

N, the driR flux number. Modelling C, and F, N, density ratio number
(which appear in N,) for different flow regimes p pressure (Pa)
gives rise to an artificial Weber number, which #" wall heat flux (W m 2)
should also be properly scaled: r latent heat of evaporation (J kg-')

velocity (m s-')v

y,, . # ~# 6 F, weighted mean drin velocity (m s ')
Po x flow qualityi

Application of these dimensionless numbers a void fraction
for Freon 12 to water scaling leads to the values y mixture volumetric flux (m s ')
given in table 2. Notice that the size, pressure and p density (k m )4E
power have to be reduced considerately when using a surface tension (N m'')
Freon-12 instead ofwater G mass flow

_

Group System- X,Jo,
parameter (X) Subscripts

N, pressure 0 15 cir circulation
cu carry under

(Nw,N/Nr, size 0.46 d downcomer
f feedwaterNg, mass flux 1.135
I hquid

N power 0.020 v vapourg
Do Dodewaard

N, inlet temp. 0.4

Table 2. The first column gives the used scaling
groups and the second column the
variable which is tuned to obtain the
same valucs of the scaling group for
Dodewaard and SIDAS. Finally the last
column gives the relative values of the
system parameters thus obtained.

2894 |

l

o ,



- - - . -.

Physicrl Mod:lling cf a Rapid B:ron Dilutirn Tr nsi:nt.

N.G. Andersson, B. Hemstrum, S. Jacobson
R. Karlsson Vattenfall AB,Ringhals

Vattenfall Utveckling AB S-430 22 Vur6backa
S-810 70 Ivkarleby Sweden

Sweden tel : +46340667075 fax : +46340667305
tel:+462683500 fax:+462683670

ABSTRACT

The analysis of boron dilution accidents in pressurised water reactors has traditionally assumed
that mixing is instantaneous and complete everywhere, elimmating in this way the possibility of
concentration inhomogeneities. Situations can nevertheless arise where a volume of coolant with
a low boron concentration may eventually enter the core and generate a severe reactivity
transient. The work presented in this paper deals with a category of Rapid Boron Dilution
Events characterised by a rapid start of a Reactor Coolant Pump (RCP) with a plug of relatively
unborated water present in the RCS pipe. Model tests have been made at Vattenfall Utveckling
AB in a simplified 1:5 scale model of a Westinghouse PWR. Conductivity measurements are
used to determine dimensionless boron concentration. The main purpose of this experimental
work is to define an experimental benchmark against which a rrathematical model can be
tested. The final goal is to be able to numerically predict Boron Dilution Transients. This work
has been performed as a part of a Co-operative Agreement with Electricite de France (EDF). ,

!

INTRODUCTION

The analysis of boron dilution accidents in pressurised water reactors has traditionally assumed
that the boron concentration field will remain uniform and homogeneous in the entire reactor
coolant system during the dilution transient,i. e. instantaneous and complete mixing is assumed
everywhere, elinunating in this way the possibility of concentration inhomogeneity. However,

,

situations can arise where a volume of coolant with a low boron concentration may enter the
core and generate a severe reactivity transient. Such situations have been analysed by Jacobson
[1] and were probably first presented in Jacobson [5].

The work presented in this paper deals with a category of Rapid Boron Dilution Events charac-
terised by a rapid start of a Reactor Coolant Pump (RCP) with a plug of relatively unborated i

:
water present in the RCS pipe. This scenario is assumed to occur after a Steam Generator (SG)
maintenance. As a result of a SG tube leak (most likely caused by improperly completed SG
maintenance), secondary water enters the RCS and collects in the RCP suction piping, in SG
outlet plenum and perhaps in the SG tubes. The existence of this pocket is assumed to be unde-
tectable by boron normal sampling of the reactor coolant being circulated, and assumed to be
undetected (although detectable) by mass balance. Subsequent start of the RCP sweeps the clean
water into the core.

Model tests have been made at Vattenfall Utveckling AB in a 1:5 scale model of a Westinghouse
PWR. Figure 1 and Figure 2 give a general view of the model. The modelis simplified compared
to the actual PWR, in that the core and the structures in the lower plenum are not being mod- J

elled.The two idle loops are closed. |
|

A mathematical model has been developed by Jacobson [1]. The main purpose of the experi-
mental work is to define an experimental benchmark against which the mathematical model can
be tested. The final goalis to be able to numerically predict Boron Dilution Transients.

The plug of unborated water is modelled by means of a salt-water solution and the borated j

water by means of tap-water. The unborated water is defined to have a dimensionless boron
~

concentration equal to 0.0 and the borated water a dimensionless boron concentration equal to
1.0. Dimensionless boron concentrations for mixtures of the two solutions are obtained through
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conductivity measurements. This is possible since conductivity is a linear function of salinity to
a high degme of accuracy. The non-linecrity is quantified below.

Salt behaves as a passive tracer and equation 1 therefore gives an exact expression for dimen-
sionless boron concentration:

c=(s-s )/(#b ~'u )y
(1)

dimensionless boron concentrationc =

salinity of unborated water ( or g/kg water)su =
sb salinity of borated water (L)=

If conductivity can be expressed as a linear function of salinity, dimensionless boron concentra-
tion can be obtained through conductivity measurements using equation 2:

c = (Y-Yu)/(Y -Yu) (2)b

dimensionless boron concentrationc =

conductivity of unborated water (1/nm) |Yu =

conductivity of borated water (1/nm)Yb =
i

An expression for how the conductivity varies with salinity and temperature is given in equa-
tion 3:

s + 3 602 # s r+ 2.33210*I 2 |7 = 9 786210-2 s -15664 10~I
2 3 a T

conductivity (1/nm)(3)y =

salinity (L) 0 < s < 10 Ls =

T temperature (*C) 10'C < T < 30 C=

The terms in equation 3 that are quadratic with s are small compared to the terms that are linear
with s. The relative importance of the quadratic terms are greatest for high salinities. The high-
est salinity used in the tests is 2.27L. The corresponding temperature was 19.4 C. The error that
is made when calculating dimensionless boron concentration from equation 2 is largest for a
true dimensionless boron concentration of 0.5, the calculated value being 0.003 dimensionless
boron concentration units too low.

Another deviation from linearity in equation 3 is introduced if the temperature of the salt-water
and the tap-water isn't the same. For the temperatures used ir the tests the calculated dimen-
sionless boron concentration is between -0.003 and 0.015 dimensionless boron concentration
units too high, the quadratic error included.

Both these errors can be compensated for in the evaluation of the data. This has not been done,
accepting the relatively small error.

Conductivities are measured at a plane halfway between the top of the bottom plate and the
bottom of the core.

MEASUREMENT TECHNIQUE

A relatively well established technique has been used for measuring conductivity. The meas-
urement technique is described in more detailin Andersson [2].

The measurement technique is based on measuring conductivity by means of two electrodes,
one which is the sensing electrode positioned at the measuring point and the other which has,
relative to the sensing electrode, a much larger surface and is also very far away from the meas-
urement point. The sensing electrode consists of a 0.1 mm diameter platinum wire surrounded

<
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by a sev;rcl cm long and 5 mm wid2 cylinder of cr:ldits. One end of the cylinder is conic:lly
shaped and the platinum wire sticks out approximately 0.05 mm from the tip. The clectrodes tre
connected through a resistor to a carrier frequ:ncy oscillator with a frequ:ncy of 7.5 kHz. Alt:r-
nating voltage is necessary in order to avoid electrolysis phenomena.

If an electrolyte with varying conductivity is flowing between the two electrodes, the resistance
between the two electrodes will also vary, and the 7.5 kHz voltage signal at the resistor will be
amplitude modulated. The variations in amplitude of the modulated signal give a measure of
the variations in conductivity in a small region around the sensing electrode. The probe sensing
volume (definition in Tinoco, Hemstr6m & Andersson [3], page 14) is equivalent to a sphere
with a diameter of around 0.6-1.1 mm. An approximate estimate of the frequency response of
the probes was obtained by immersing the probes from air to a Nacl-solution. The rise time was
measured using an oscilloscope to approximately 1 to 2 ms.

The modulated signal is amplified, demodult.ted, offset compensated and filtered in order to
obtain a DC signal which is a measure of and varies with the conductivity. The filtering of the
signal is done with a fourth order Butterworth low pass filter with limit frequency 1500 Hz.
Several probes close to one another do not disturb each other.

In order to calibrate the conductivity probes, both electrodes were inserted in beakers contain-
ing ten different Nacl-solutions ranging from 0.0221/nm to 0.611/Qm. The true conductivity
was measured using a separate conductivity-measurement instrument, a "P Series conductivity
meter (CM-11P)" from TOA Electronics Ltd. Calibration curves based on an analytical form
were then adjusted to the data to give functional relationships between conductivity and voltage
for each individual probe. j

1

The initial calibration curves were later corrected based on conductivity measurements in direct
conjunction with the tests. There are two reasons for correcting the initial calibration curves:

1. Several days had gone between the initial calibration and the calibration linked with the tests.
During this period of time some probes had got a slightly different calibration curve due to
fouling.

2. The calibration curves describing the relationship between conductivity and voltage do not
have a form that correlates perfectly to the measured values.

Two different solutions are used for the in-situ calibration:

1. Salt-water with a conductivity around 0.371/Qm, which is close to the conduct vity used to !

model the unborated water.

II. Tap-water with a conductivity around 0.041/Om, which is close to the conductivity used to
model the borated water.

The calibration curves were therefore linearly corrected to give most accurate results for an
approximate minimum boron concentration of 0.75, which was considered to be the most
proper choice.
Figure 3 gives the maximum error of the conductivity measurement technique after these final
adjustments of the calibration curves. The ordinate shows the ratio between the conductivity
measured by the probe (using the corrected calibration curves) and the true conductivity meas-
ured by the reference instrument. This ratio should, of course, ideally be exactly equal to 1. The
main reason for this not being the case is the misfit of the calibration curves discussed above. In
Figure 3 this phenomenon shows up as a deviation between X-d symbols (with or without a
square) and +-ed symbols (with or without a square). As the calibration curves have been cor-
rected so as to give best accuracy for conductivities around the approximate minimum boron
concentration of 0.75, the X-ed symbols (e.g. " tap-water conductivity" corresponding to a boron |
concentration close to 1.0) are closer to 1.0 than the +-ed symbols (" salt-water conductivity" cor-
responding to a boron concentration close to 0.0). As the vast majority of the measured boron
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concentration vdues lies between 1.0 and 0.75 th2 inaccur:cy of the melsurements can be esti-
mated to be the difference between the X-ed symbols (boron concentr tion = 1.0) cnd 1.0
(dimensionless boron concentration = 0.75). This le:ds to cn error of typicdly +2% and a maxi-
mum error of +4% in conductivity. The latter leads to an error in measured dimensionless boron
concentration of [-0.02, +0.03] dimensionless boron concentration units, the non-linearity errors
included. Exceptions are probes 2,3 and 4, who show larger errors. These probes do not, how-
ever, lie in regions of low nurumum dimensionless boron concentrations. All 61 probes were
used in the further evaluation of the results.

MODEL AND EXPERIMENTAL PROCEDURE

The model scale of 1:5 was chosen as the best compromise between the physical phenomena to
be modelled and the costs involved. A schematic sketch of the model is shown i Figure 1. Figure
2 shows a section of the model.

Tap-water is stored in a 15 m8 steel tank. In earlier tests tap-water was stored in a concrete basin
also used for other models. This resulted in very dirty water and consequently led to distur-
bances on the signals from the conductivity probes. The steel tank new provides much cleaner
tap-water to the model.

A model test starts with filling the whole system with tap water. A salt-water solution is then
prepared in the salt-water tank. The pipe section between the valves V4 and V5 is then evacu-
ated and filled with salt water from the tank. The pump is started and runs against a closed
motor-valve (V3) placed further upstream from the salt-water plug. The valves V4 and V5 are
then manually opened during a period of a few seconds. Immediately afterwards the motor-
operated valve will start opening and the flow through the model starts to increase. When pre-
paring the salt water solution the density of the salt water was modified using ethanol in order
to get approximately the same density as for the tap water. The interfaces between the salt water
plug and the tap water thereby become more stable during the few seconds between the open-
ing the valves V4 and V5 and the start of opening of the motor-operated valve. The maximum
difference in density in the tests was approximately 0.6 kg/m8. The adequate volume of ethanol
was calculated and the resulting densities of the salt-water-ethanol solution and the tap water
were checked with an arcometer. The maximum error in the determination of density was esti-
mated to be 0.5 kg/m8. The time between start of opening the valves V4 and V5 and the start of
opening the motor-operated valve was approximately 12 seconds. The diameter of the pipe is
100 mm. Based on these data one could estimate the distance that the salt water front has
moved:

I
r r

f = U, tf ={
P

gH ts j (4)
( 1 ;

sf distance that the salt water front has moved during tf (m)=

tf time between start of opening of valves V4 and V5 and start of opening of=

motor-operated valve = 12 s.
Uf velocity of salt-water front (m/s)=

density difference between salt water and tap water (error estimate included) =Ap =

1.1 kg/m8

p1 density of the heaviest fluid = 1000 kg/m8=

acceleration of gravity = 9.81 m/s2g =

11 diameter of pipe = 0.100 m.=

Equation 4 gives sf = 0.20 m, or 2 pipe diameters. This could be compared to the total length of
the salt water plug, which is 3.6 m or 24 pipe diameters. Consequently, the erosion of the salt-
water plug can not penetrate very deeply into the salt-water plug.
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N:turzl convection effects for the flow in the vessel tre negligible.

The w:ter ierving the re:ctor vessell=ves the system through vslve V7, with velva V8 closed.

RESULTS

The specific case modelled is a Rapid Boron Dilution Transient due to sweeping by the RCP of a
full scale volume of 8 m8 (model volume is 63.6 !) unborated water. Five tests have been made !

with a flow increase from zero to full flow conditions during 5 seconds (see Figure 4). The full
'

*

scale maximum flow rate is 6 m8/s (model maximum flow rate is 481/s). Consequently, the
velocities in the model are in average five times lower than the full-scale velocities. The transit
time for the plug is therefore approximately the same in the model as in full-scale. The initial

,

,

position of the frontal edge of the salt water plug is about 10 m (model distance = 2 m) upstream
.

of the inlet to the downcomer of the reactor vessel. The two loops, simulating the loops with idle
RCPs are closed during the whole transient.

The full flow Reynolds number based on the horizontal geometry of the downcomer is 37000.
5

For steady flow, the critical Reynolds number is about 104. Alvarez et.al. [6] give a value of 10
for the upper limit of the critical Reynolds number for accelerating flow. Only flow visualisa- ,

tions can give better knowledge of critical Reynolds number. This has not yet been done. ;

'
a

Conductivities are measured at a plane halfway between the top of the bottom plate and the
bottom of the core. A total number of 61 probes were installed in a triangular arrangement and;

equally spaced over the plane. The distance between the probes is 7.5 cm (model scale).
,

Figure 5 (upper curve) shows the measured ensemble- and spatially-averaged dimensionless
boron concentration over the measurement section. This curve can also be interpreted as the
typical (or average) response at the measuring plane. One can see that the front of the salt water
plug reaches the measurement section after about 5.5 seconds. The mean dimensionless boron
concentration at the measurement section then decreases rapidly to reach its minimum value of

;

approximately 0.79 after 9 seconds. A substantial mixing has thus occurred before the plug;

reaches the core. The following increase of dimensionless boron concentration is slower.

Figure 5 also shows dimensionless boron concentration for the probe with the lowest measured
minimum dimensionless boron concentration (lower curve) that occur during the transient. One
can see that the lowest measured ensemble averaged dimensionless boron concentration was
0.63, which occurred 7.1 seconds after the start of the transient. The lowest instantaneous*

dimensionless boron concentration measured was 0.47.

The ensemble averaged minimum dimensionless boron concentrations that occur during the
transient are shown in Figure 6 together with the positions of the probes. One can see that the

,

lowest minimum values are found at positions at about half the radius of the vessel. High'

minimum concentrations are found close to the inlet and on the opposite side from the inlet. The
pattern is somewhat twisted to the right in comparison with the symmetry line through the
inlet. One reason for non-symmetry is most probably that the outlet from the vessel is 60
degrees to the left, as seen from the inlet (see Figure 1). This could lead to a tendency for the
flow field, and consequently for the dimensionless boron concentration field, to be pulled
towards the outlet.

Figure 7 shows the dimensionless boron concentration field after 6.5 seconds, e.g. I second after
the first traces of unborated water has reached the measurement plane. This figure thus gives a
picture of the first affected areas. One can see a very symmetric pattern relative to the symmetry'

line through the inlet. There is a strong positive correlation between the position of these first
affected areas and the areas of the lowest minimum concentration (see Figure 6). The symmetric

pattern is also a good indication on the quality of the measurement technique.

1

2899



CONCLUSIONS

Results from model tests on a Rapid Boron Dilution Event chtr:cterised by a rapid stirt of a
Reactor Coolant Pump (RCP) with a plug of relatively unborated water present in the RCS pipe
have been presented. The conductivity measuring technique used to determine the dimension-
less boron concentration has been shown to give a maximum error of [-0.02, +0.03] dimension-
less boron concentration units in regions of low boron concentration.

A substantial mixing occurs before the plug reaches the core. The lowest measured ensemble
averaged dimensionless boron concentration at the core inlet that was measured during the
transient was 0.63. As a comparison, a typical PWR operated in a 12 month fuel cycle has an
initial boron concentration of 2000 ppm. The experiments thus indicate that the lowest boron j

concentration at the core inlet would be 1260 ppm. This in turn would indicate that the mixing |

at the reactor is sufficient to prevent criticality and that no power excursion would occur. It is, |

however, at this stage of the project not clear to what extent scale effects and the fact that the
core, the structures in the lower plenum and the idle loops are not being modelled affect the
dilution.
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Abstract >

An intemationally agreed Separate Effect Test (SET) Validation Matrix for the
thermalhydraulic system codes has been established by a subgroup of the Task Group on
Thermalhydraulic System Behaviour as requested by OECD/NEA Committee on the Safety of |
Nuclear Installations (CSNI) Principal Working Group No. 2 on Coolant System Behaviour.

'

The construction of such matrix constituted an attempt to collect together in a systematic way
the best sets of openly available test data to select for code validation.

As a final result,67 phenomena have been identified and characterized, roughly 200 |

facilities have been considered and more than 1000 experiments have been selected as useful
for the validation of the codes.

The objective of the present paper is to provide additional evaluation of the obtained
data base and to supply an a-posteriori judgement in relation to a) the data base adequacy, b)
the phenomenon, and c) the need for additional experiments. This has been provided
independently by each of the authors.

The main conclusions are that large amounts of data are available for certain popular
phenomena e.g. heat transfer, but data are severely lacking in more esoteric areas e.g. for
characterizing phenomena such as parallel channel instability and boron mixing and transpon.

1. INTRODUCTION

An activity has been recently completed under the frame of OECD Committee on the
Safety of Nuclear Installations (CSNI) Principal Working Group No. 2 on Coolant System
Behaviour with the aim to collect together the best sets of openly available test data for code
validation and improvement. The wide range of experiments that have been carried out world-
wide in the field of thermalhydraulics constitute the origin of the data. The activity is fully
documented in two reports issued by CSNI, refs. [1], [2]; funher pubblications include some
details of the activities (refs. [3] to [6]).

The methodology developed during the process of establishing the Separate Effect Test
(SET) validation matrix includes six main steps as provided in refs. [1] and [2] and is given as
items below:

1. Identification of phenomena relevant to Loss of Coolant Accidents (LOCA) and
thermalhydraulic transients in Light Water Reactors (L%R);

2. Characterization of phenomena, in terms of a short description of each phenomenon, its
relevance to nuclear reactor safety, information on measurement ability, instmmentation
and data base; in addition, the present state of knowledge and the predictive capabilities of
the codes are discussed for each phenomenon;

3. Establishment of a catalogue ofinformation sheets on the experimental facilities, as a basis
for the selection of the facilities and of specific experiments;
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4. Formation of a separate effects test facility cross-reference matrix by the classification of
the facilities in terms of the phenomcna they address;

5 Identification of the relevant experimental parameter ranges in relation to each facility that
addresses a phenomenon and selection of relevant facilities related to each phenomenon;

6. Establishment of a matrix of experiments (the SET matrix) suitable for the developmental
assessment of thermalhydraulic transient system computer codes, by selecting individual
tests from the selected facilities, relevant to each phenomenon. i

The scope and conclusions of this paper are restricted to present generation westem
LWRs.

2. A SilORT SUMMARY OF TIIE SET MATRIX RELATED ACTIVITY

The general framework of the activities that brought about the development of the SET
matrix, was the follow up of wide ranging programs carried out by CSNI and by US NRC that
are documented in the " Compendium" of thennalhydraulic researches [7], the State of the Art
Report on Thennalhydraulics of Emergency Systems (8] and the Integral Test Facility Code

Validation matrix [9].
The limitations of the basic thermalhydraulic equations and of the numerical methods

utilized for obtaining solutions require extensive and systematic code validations. This should
be done for a suitable range of parameters recognizing that it is unrealistic to obtain data
measured in Nuclear Plants. Experiments performed in Basic, Separate Effect and Integral
Test facilities are therefore necessary.

2.1 Identification of phenomena
The thennalhydraulic scenarios foreseeable in the plants for the case of off-nonnal

conditions within the Design Basis were taken as the reference for arriving at the list of
phenomena. Time trends of relevant quantities measured in experimental simulators or
predicted by the codes, were useful in canying out this activity.

Classes of phenomena (e.g. Small Break LOCA), phenomenological windows in each
class (e.g. subcooled blowdown) and single thermalhydraulics aspects (e.g. dryout, two-phase i

critical flow, etc.) were used to get the list of the 67 phenomena reported in Tab.1. |
The " basic phenomena" l-9 (for further details, see ref. [6]) in the list, impact on the I

'

evolution of all the other listed phenomena. Furthennore, some phenomena may be dependent
upon each other, for example spray effect and condensation.

2.2 Characterization of the phenomena
The internationally available literature including textbooks, conference and journal

papers and the mentioned refs. [6] - [8], contain detailed descriptions of the phenomena.
However, these cannot be considered as systematic and comprehensive of the different
aspects. Summaries relevant to each of the 67 phenomena are provided in the reports [1] and
[2] under the headings:
- description;
- relevance to nuclear reactor safety;
- measurement ability, instrumentation and data base;
- present state of knowledge - predictive capability.

In panicular, it should be emphasized that measurement ability and predictive
capabilities of phenomena are interconnected. Funhermore, phenomena more relevant in terms
of reactor safety have been studied more deeply than phenomena having less relevance.
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. . . . . . . . ,

O BASIC PHENOMENA 1 Evaporation due to Dyroesunzation
2 Evaporation due to Heat laput
3 Condensation due to Pressurization
4 Condensation due to Heat Removal
5 Interfacial Friction in Vertical Flow
6 Interfacial Friction in Horizontal Flow
7 Wall to Fluid Friction
8 Pressure Drops at Geometric Discontinuities
9 Pressure Wave Propacation

I CRITICAL FIDW i Breaks

2 Valves
3 Pipes

2 PHASE SEPARATIONNERTICAL FLOW WITH I Pipes / Plena

AND WITHOUT MIXTURE LEVEL 2 Core
3 Downcomwer

3 STRATIFICATION IN HORIZONTAL FLOW I Pipes

4 PilASE SEPARATION AT BRANCHES I Branches

5 ENTRAINMENT/DEENTRAINMENT 1 Core
2 Upper Plenum
3 Downcomer
4 Steam Generator Tube

5 Steam Generator Mixing Chambre (PWR)
6 Hot Lea with ECCI(PWR)

6 LIQUID-VAPOUR MIXING WITH CONDENSATION 1 Core
2 Dowacomer
3 Upper Plenum
4 Lower Plenum
5 Steam Generator Mixing Chambre (PWR)
6 ECCIin Hot and Cold Lea (PWR)

7 CONDENSATION IN STRATIFIED CONDITIONS 1 Pressunser(PWR)
2 Steam Generator Primary Side (P%R)

3 Steam Generator Secondary Side (PWR)
4 Horizontal Pipes

8 SPRAY EFFECTS 1 Core (BWR)
2 Pressuriser(P%%)
3 Once-Through Steam Generator Secondary Side (PWR)

9 COUNTERCURRLNT FLOW / 1 Upper Tie Plate

COUNTERCURRENT FLOW LIMITATION 2 ChannelInlet Onfices(BWR)
3 Hot and Cold les
4 Steam Generator Tube (P%1)
5 Downcomer
6 Surneline (PWR)

10 GLOBAL MULTIDIMENSIONAL FLUID I Upper Plenum
TEMPERAWRE, VOID AND FLOW DISTRIBUTION 2 Core

|
3 Downcomer
4 Steam Generator Secondary Side

11 IIEAT TRANSFER:
NATURAL OR FORCED CONVECTION 1 Core, Steam Generator, Structures

| SUBCOOLEDNUCLEATE BOILING 2 Core, Steam Generator, Structures

| DNILDRYOUT 3 Core, Steam Generator, Structures

| POST CRITICAL!! EAT FLUX 4 Core, Steam Generator, Struaures

RADIATION 5 Core
CONDENSATION 6 Steam Generator. Structures

12 QUENCil FRONT PROPAGATION /REWET I Fuel Rods
2 Channel Walls and Water Rods (BWR)

i3 LOWER PLENUM FLASHING
14 OUIDE WBE FLASlilNO (B%R)
15 ONE AND TWO PHASE IMPELLER. PUMP BEHAVIOUR
16 ONE AND TWO PHASE JET-PUMP BEHAVIOUR (BWR)
17 SEPARATOR BEHAVIOUR
18 STEAM DRYER BEllAVIOUR
19 ACCUMULATOR BEllAVIOUR
20 LOOP SEAL FILLING AND CLEARANCE (PWR)
21 ECC BYPASSDOWNCOMER PENETRATION
22 PARALLEL CHANNEL INSTABILITIES (BWR)
23 BORON MIXING AND TRANSPORT
24 NONCONDENSABLE GAS EFFECT(PWR)
25 t OWER PLENUM ENTRAINMENT

Table 1 - List Of phenomena
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2.3 Catalogue ofinformation sheets
In 1989, under the coordination of the CSNI Task Group on Thermalhydraulic System

Behaviour, a letter was sent to various organizations owning or operating test facilities known
to the Group Members. Information was requested in relation to: objectives of the facilities,
geometry, experimental conditions and parameter ranges, measurements, available
documentation, use of the data, special features of the tests and main investigated phenomena.
On this basis, a list of 187 SET facilities which have or have been operated in 12 OECD
countries, has been compiled: a specific "Information Sheet" was prepared for most of the
facilities. This is the document ref. [2].

2.4 Test facility cross reference matrix
The subsequent step consisted in homogenising the collected infonnation, specifically

the facilities objectives and the relation to the 67 phenomena. This resulted in the Separate
Effect Test Facility Cross Reference Matrix, ref. [1]. An example of this is given in Tab. 2. A
judgement of the suitability of the facility is also given.

2.5 Relevant parameter ranges
The ranges of relevant parameters (e.g. pressure) were identified by considering the

operating conditions of the facilities: the expected variation of a parameter during foreseeable
plant conditions was not taken into account. Facility identification, reasons behind the
keyword selected and notes, were included in the 67 tables: one of this, i.e. Tab. 5.4 in ref. [1],
is shown in Tab. 3 in this paper.

2.6 Separate Effect Test (SET) Matrix
The last step of the activity led to the proposal of a suitable list of experiments deemed

necessary for a complete code assessment process. Again,67 tables were prepared including
experiment identification, a few relevant boundary and initial conditions values and additional
specific bibliographical information: criteria were fixed for the choice of the experiments, ref. ;

[1]. An example is reported as Tab. 4 (this is a part of Tab. 6.5.1 in ref. [1]).
Selection criteria were agreed to limit the number of experiments in the matrix;

funhermore, no tests were found in relation to some phenomena (e.g spray effect in Once
Through Steam Generator). Notwithstanding this, the total amount of selected tests is larger i

'
than 1000. Funher details are included in a companion paper, ref. [6].

3. EVALUATION OF THE RESULTING DATA BASE

A statistical evaluation of the data was done in ref. [5]. Figures and tables such as Fig. I
and Tab. 5 were obtained. The numbers of selected tests for the various phenomena from Fig.
I show a large spread. Steady state tests (results usually characterized by a few values) and
transient tests (characterized by time trends) are both distinguished, it can be inferred from
Tab. 5, that no test was selected (available) for 8 of the phenomena.

A global re-evaluation of the activity was performed looking at the possible practical
applications or interests arising from the achieved results. However the scope of the work did
not extend to the code validation area.

The main conclusion from the considered data base consists in the need for new
experiments. Obviously, ncw experiments improve of knowledge. The question is whether
these are necessary for the safety of nuclear power plants. Recommendations must be
tempered by costs considerations.
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FACILITT DDrTIFICATION KEYWORDS RElb AWT PAAAMETDS RIA$ Cat $ FOR

RANCF3 $ ELECTION
03 ur11.8

*

No. States in Name F d/D C X

the matris MPs (-) kg/s m2 (-)
? 8

1.4 aa IIIADER TEST several branch up to 0.05/0.3 eround -

FACILITT junctione 5. 1000

(CANDU REACTORS) cande seenstry

3,88 ma SUPER Moly stratified flev 1. 0.02 + wp to 0.*l. 1 3 5

DICK - TEE -vertical 0.13 16000 -

upwards / downward
-hertsental

(+) Eg/s
4.16 aa T JUNCTION TEST -differeat branch up to 0.08 +

up(te
-

50 +) 2 3 7 8FACILITY (Eft) orientation er 4 10. 1.
diameter

6.3 ma T BREAK TF -stratified up te (0.01 + 3.3(*) - (+) gas superficial
(AIR / WATER) JA121 flow 0.7 0.02) 0.55(4+) velocity

0.19 ( M)11gu14 super-
ficist velocity*sqvare duct

air-water ,

11.35 ma TFFL/INEL TE1 -large facility up to 0.03&/0.28 A20(+) - (+) Eg/s liquid

CRITICAL Fim multipwrpose 6. 25(*) (*) - steam"

research
3 5

Cessents

Ovalified data f rom integret f act11tses can be very usefull especisily in reistion to transient condittens,-
i

with time varying upstream conditions, j
- Transient situations are lacking in this data base,

Table 3 - Example of table for facility selection: Phenomenon No. 4 - Phase separation at branches

FACILITIES IDENTit ILR 10.1 10.2 11.3

Main Parameters
P (MPa) Initial flow vel.

(cm/s)
O.12 0.
0.2 0.
0.2 0.

0.21 2.0
0.21 4.0
0.2 30.0
0.3 30.0
0.3 Natural reflo(xl
0.2 0. 561-2

0.52 551-2

1.02 Boil-oft 555-4

2.02 555-6

4.03 557-8

0.27 1.5 34006
315042.5

7.6 3: 302
3:70115.5
320130.41 2.6

References:

10.1 - Summary list of the tests performed during the ACHILLES experimental programme 1987 -

P. Dore and M.K. Denham: p, Winfrith, UA., November 1991 ACHILLES unballooned cluster experiments part 5: Best estimate1991" ACHILLES Worksho

experiments" AEEW-R-2412,1992
10.2 - M.G. Croxford, P.C. Hall: " Anal sis of the THETIS boil-down experiments using

RELAP5/ Mod 2". NUREG/LA-0014 1989.

I1.23 - MJ. Loflus et al.: "PWR FLECHT- SET unblocked bundle, forced gravity reflood task
data report". NUREG/CR-1532 (EPRI-NP-1459) Vol. I at.d 2, June 1980.

Additional Information:
10.1- ACHILLES test No. A1B105 is the CSN1-ISP-25

Table 4 - Example of table for test selection: Entrainment/De-Entrainment in Core (part 3 of 4)
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NUMBER OF PHENOMENA NUMBER OF TEST

8 0

2 1

2 2

7 3

4 4 to 5

5 6 to l0

11 10 to 20

18 20 to S0

10 >50

Table 5 - Phenomena covered by a given number of tests

To this aim, a list of consistent questions was distributed to the auti ors of refs. [1] and
[2], considering each of the 67 phenomena:

a)is the data base adequate for scaling 7: i.e. is the expenmentally available range of
parameters, although far from the range expected in a plant, such to allow comparisons at
different values of parameters (e.g. geometrical dimensions, pressure, etc.)?
al) ' what is the pressure range spanned by the experimental data 7: this can be considered a

part of the answer to the above item; in fact the expected range of pressure ofinterest
in nuclear reactor safety can be fixed, in a general sense, as 0.1 - 16. MPa;

b) is it possible to use measured data in Integral Test Facilities to characterize the concerned
phenomenon?

c)is the phenomenon relevant to reactor safety?: this is the same question previously
answered and included in sect. 2.2.

The results are summarized in Tab. 6: in particular the columns 1-6 include quantities
obtained from refs. [1] and [2], while columns 7-11 provide the answer to the questions.

The agreed levels ofjudgements and the various adopted symbols are indicated at the
bottom of the table. Purposely, no attempt was made, so far, to homogenize the answers
independently given by the various authors or tojustify the differences in thejudgements.

New researches on basic phenomena (items 0.1 - 0.6 in Tab. 6) should be regarded as
necessary if improved knowledge is required for any of the subsequent phenomena; this
consideration also reflects the lack of agreement for these cases.

From the analysis of the table it seems clear that there is no need for additional data in
areas such as two-phase critical flow or heat transfer (phenomena 1 and 11 in the table).

Contradictory evaluations appear in relation to the need for additional experiments for
phenomena such as entrainment (e.g. 5.3 to 5.6), direct contact condensation (e.g. 6.1, 6.2,
6.4 and 6.5) and separator behaviour (e.g.17), etc.

Need for new data is unanimously requested in the cases of parallel channel instabilities
]

,

(e.g. 22) and boron mixing and transport (e.g. 23).
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run muut =rmata re m is marr. lanu ser. re m er m su ammacummas aneurt seen
- m summunsmaineem na susL sur usan tuss re ser rar = =

stLlaatsu m er een2 (We) (1) (2) (3) (4)
asmIt

0.1 essis phasemmai e aparetim ese to 12 7 to S 5 23 0.1-15. - *s ** - |

|
depressurimties

*p af8.2 ammis phammener evermrette ese to 4 11 1 1 1 14 1.2-4.7 ==

knot laput
0.3 assas ptammmmes - * ese to 2 1 2 2 I l 0.3-15. - e3 *I -

*"-
pressuriastam

e5 *t
0.4 tests phonemmes sendementie due to 6 5 3 3 3 31 0.03-11.2 --

heat sempuel
e5 *T *

8.5 assie phenmanos laterfecial fristise 12 31 4 3 2 12 0.14.0 *

1a certial flau
* aN *I -

8.4 ansts pheessuias laterfer.isi frietten 4 9 to 3 1 6 0.1-15.

La harlaretal flas
0.7 $mste phe$munes en11 to fleid fristles 10 7 9 4 3 59 0.1-15. - e& dI -

8.s e sis sams m pressure dreps et 5 11 4 2 2 27 0.2-12. - eL *t -

semustrie 61ammatimdtles
0.9 ansle phenoment pressure wave / / / / / / / / / / /

prepaveum

1.1 Crittent flow is breaks 20 4 17 9 4 22 0.1-31. *f ei *i o8 |
|

1.2 Crittel flow to walves 5 0 6 2 2 25 4.-19. - - *f e5

*1 eB |
1.3 Critical flow la pipes 0 0 7 5 3 97 0.1-12.0 *T *

;

2.1 rhame separation /vertioni flav sith and
|*f *8

without alsture level la pipes / plane 12 8 13 4 3 11 0.1 15. e& *

2.2 phens separatiem/waftjaal flaw eith and
eithout alstere level la sore 21 1 12 11 5 30 0.1-12. e& aL *f *5

2.3 phase esperstaan/vertleal flem eith and
*Teithout alstere level laa- 3 2 3 3 3 36 0.1-1.1 e8 **

3 strouflastian la harlastal slow 17 3 16 4 4 29 0.1-12. e1 - *f ap

4 rhese sapersues et branchee 6 7 5 4 3 62 0.7-10. - - *1 *

*1 ep
5.1 tstrelasset/desstreimmant is sore 16 7 16 II # 87 0.1 15. ef *

S.2 satratammet/dsentratammet la apper 1 3 6 4 2 12 0.26. e4 *& *T *a
plena *& *I -

S.3 satraisest/dmentraismust in ' 1 0 1 1 1 4 2. *

*T -

S.4 Entre 1 ment /dsestralammet la steam 3 1 3 2 1 3 3.5-8. eT -

generstar tubs

5.5 Latratament/dmentralamet la steen
L ef

peamretar mistas chuber (M) 0 1 I 1 1 3 /
**

,

l.6 tetroimmet/dmentralammet la hot leg 2 0 3 1 1 l 1.5 e& e& ei *

|with Ecc3 (M)

(1) (1) * Tes; (1) e Analtais asedst before ounclallag; (F) e Plant data are : i; (8) e 8spertamata me noensmary for scallag; (f) e so, sa the basis of the considered
data base. 1

(2) (Y) * Tes, (B) e b; (L) e is a L1alted seg.
(3) (t) * Tea, the , - !s selevant) (R) e to, the ; la act relevant.
(4) (T) e fes, additlanal esparkemotal data art asedsd; (N) * So, experimental data are mot needse; (-) e 30, r==-elstlos la gives,

e ragg ege, e( of emporga judy.s,ta
. man, e re er emparosap.- La o .)

to agreement*

Table 6 - Evaluation of SET Matrix related activity (part 1)
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VauBtT13 M SET mitTE (spe) (1) (2) (3) (4)
RATED

*L *f6.1 upid-espour mislag with matemaatim 0 2 2 3 1 14 0.1-2.0 a-

la the sore
6.2 upad-sepaur mining vita somennestian 1 0 1 1 1 3 0.3-1.1 *6 *T -*

lathe -
6.3 upid-espour analog with sandensette 6 3 7 4 3 0 0.1-1.5 et *L *f e5

na the upper plane
6.4 Liguld-vapour sizing with anneensetten 0 1 1 1 1 3 2.0 - *L ef =

la laser plane
6.l Liquid-espour almia, with eumdsenetten .

As stem generstar miaiag chamber (M) 0 0 0 0 0 0 / - *L e8 -

' 6.6 Lipid-wepaur mislag with annemmestian

t af,8CCI la hot and anid lag (M) 4 2 4 3 3 25 0.4-7. *f . ey ep

|

1.1 Camdensette in stratified cau11 Lies 3 0 3 3 3 5 0.1-15. *L ef as-

r is pressuriser (M)
7.2 reatie la stratified senditiers

I la steen generstar primary aids (M) 1 0 1 1 1 3 4.-7. *L *f -

! T.3 Canamnestaan la stratified condatlans
le steen ponerstar secondary aids (M) 1 0 1 1 1 17 1.-7. . eg ,y .

7.4 Cmdensetam na stratafled enaditions $ 2 4 4 3 32 0.1-7. eL ef *5-

la hurisantal pipee

8.1 spret effects in ante (pha) 6 0 6 4 2 2 0.1-2. *L *f ag=

8.2 apres effects la presuriser (Mat) 3 1 3 2 1 2 12.-15. - *L es *8
0.3 sprey offseta la ence-tauwah steme

generstar i side 0 0 0 0 0 0 / - *L - -

9.1 Comtereurrent flau/countereurrent flow
11altatlan et the apper tie plate 12 5 3 3 3 16 0.1-2.0 e4 eL *f eB

9.2 Countercurrent flow /counteraurrent
flau limitatlan at ebennel talet 1 1 2 1 2 3 1.0 - eL ef -

erifices (me)
9.3 Countercurrent flan /countereurrent flow

limitation la the hot and sold legs 4 5 5 1 2 3 0.11.5 e& *L *T *#
9.4 Comtereurrent flou/countereurrent flaw

j limitation in stem generster tube (M) 5 1 6 2 1 72 0.15-7. e4 . ey aa
i 9.5 Counterrurrent fla=/euuntersurrent flau
| 11altatlas la the dancamar 3 0 3 2 3 40 0.1-l .1 oa eg ay eg

9.6 comtereurrent fles/opuntercurrent flow>

I lialtetten la surge 11ae (M) 3 3 3 3 1 49 0.1-7. - oL *1 -

|

I (1) (f) * tes; (A) * nnalysis oseded before concludisg; (F) * Plant data are escassary; (1) e fsperisects are neceanery for scaling; (N) * No, en tbs basis of the considered
I

data base.
(2) (V) e fee, (#) = No; (L) e la a Lietted ser.
(3) (T) * Tea, the phoe-m la relevant; (N) e Do, the phemumaann is not releeant, e

(4) (T) e Tea, ealitlama experiaantal data ese esedad; (N) e 50, experimental esta are not noodud; (-) * Do, ' t_m la pleen.

e e.u -i of e.,erts 3udg.a.nia

e Rajaritt agreenset of esport julpements () 4)
- Bo agresement

I

l

!

l
li

Table 6 - Evaluation of SET Matrix related activity (part 2)
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10.1 siehst multidiennetaal fluid
temperatore, veld and flav distrikotias S 3 5 2 2 6 0.2-4.8 *f *L *f *s
is %e apper plane

10.1 61dal maltidiasmalanal fluid
tempereture, void and fles distributlas 10 1 6 6 6 36 0.1-4.0 e4 *L *f *g

is the ante
10.3 41abel multidiaseelanal fluid

taperature, veld and fles distributies 11 2 3 4 3 40 0.1-10.7 *f *L *1 *f

is t;e donnasier

10.4 stahal sultidlannelenal flute
tuyerstere, veld and flas distributtes 0 0 0 0 0 0 / eN *L - *

1a steen generstar econodery side

18.1 simat transfers estural or forced
espeaction la the sure, is the steen II 2 11 11 4 25 0.1-8.0 *f af *f *8

esmerator and et strwtares
11.2 mest tsensfers euhamue4/aucleate

heillag la the sure, la the stees !? 0 17 9 5 75 0.1 28. *f ef *f *t

guesrater and at strwterne
11.3 emot transfers ess/dryout la the enre,

la the steen generstar end at etncterne 29 4 2B 17 1 52 0.1 28. *f eL *f *5

11.4 Huet transfers post-Of la ibo sore,
la the steam pseerster and et structures 36 5 35 19 15 120 0.1-28. *1 eL *f *I

Al.S emot transfers radiaties is the sure 1 2 6 4 3 12 0.1-2.0 e& o& *f ay

11.6 meet transfert - ties le the steen
generstar tdee and as structesse 7 2 9 2 2 9 0.1-1$.5 e6 eL *f *#

12.1 9mmad fraet propagation /reat, fuel 27 9 27 15 10 71 0.1-12. eA ef *1 -

rede

12.2 9 send front prtyeestlan/ reset, dennel
smile and water rade (M) 6 4 9 4 2 22 0.1-2. e& oL *f *p

13 Lauer plane flashing 4 6 5 4 3 15 2A6. e6 ef *f aB

14 eelde tube flashise (be) 1 1 2 0 0 0 1 - - - e5

15 ese end two phase aspe11er pay 7 0 2 2 2 150 0.6-2.9 e& eL *f -

hoheviour
eL *f *

le omo end tuo phase jet pis, hohevlaur 1 0 1 1 0 0 8.2 -

If separator tuheviour 3 1 4 I i 14 7. -6. - e& oV -

18 stems dryer behowlaur 0 0 0 0 0 0 / - e5 - -

19 taeunulater behaviour 0 1 1 0 0 0 / - ef **f -

Jo Leap eena filling eni clearance (M) 4 0 4 3 3 0 0.1-2. e8 *f *f *8

21 ECC brpose/dnunamar penetretlas 3 0 2 2 2 41 0.1-8.8 *f af *f a5

22 parallel channel instehilities (M) 3 2 5 3 1 1 0.1-0.$ = eg ey ey

23 seres minias and transport 2 1 3 3 2 12 0.5 - o& *f *f

24 Ike emulenenble pas effect (PtEI) 7 3 6 6 4 18 0.2-7. e4 og ay .

oL ef -

25 Lauer plema entrainment 1 4 2 1 1 7 / - '

1

(f) e fee; (A) * Baslysis enaded before -Map; (t) e Plant este are moressary; (t) e Esperissets are esassaart for scaling; (s) e h, as the basis af the comaidsrud(1) data base.

(2) (1) e fes, (s) e so; (t) e is a Liaised usy.
(3) (f) e fee, the . - As rete.ents (s) e eu, tne phammenos le est relevant.
(4) (f) e fee, edditlanal empernasetal este are needed; (u) e no, experisental data are not need d; (-) e no, reosanadetian is given.

* Fall agreement of esperta jedommesta
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Table 6 - Evaluation of SET Matrix related activity (pan 3)
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phenomenon identifier

Figure 1 - Summaryofidentified tests per phenomenon

4. CONCLUSIONS

A wide ranging evaluation has been carried out making reference to experimental
programs in the OECD countries. This led to classification and characterization of the
thermalhydraulic phenomena relevant in nuclear reactor technology and to fix a reference list
of experiments to be considered for a comprehensive system code validation program. The
identification of more than 1000 tests performed in, approximately,100 test facilities, covering
67 phenomena ofinterest, resulted in the Separate EfTects Test (SET) matrix and is the most
important outcome of the activity. Furthermore, it was found that a large amount of data are
available for some " popular" phenomena, e.g. heat transfer, while tests are lacking in more
" exotic" areas e.g. direct contact condensation. A re-evaluation of the whole activity by the
same authors who worked together during a four-years period to produce the SET matrix,
was recently conducted on the basis of a consistent set of questions independently answered.
The main results are as follows:

- experimental activities in relation to what are called " basic phenomena" are recommended
not only for academic purposes but also to better understand thermalhydraulic evolutions of
more complex phenomena;

- new data are not considered necessary for improving reactor safety in areas like two-phase
critical flows or heat transfer,

- data are required for characterizing phenomena such as parallel channel instability and
boron mixing and transport;

- in relation to 23 out of the 58 phenomena (i.e. 67 phenomena excluding the " basic" ones),
no agreement was reached among the authors, although no attempt was made to
homogenize the individual judgement level.

Additional outcomes can be drawn in forthcoming activities starting from the wide data
base collected so far e.g. ranking of phenomena, consideration of range of parameters
expected in the plant and scenarios in Integral Test Facilities. Furthermore, CSNI recently
proposed to reach an agreement on recommendations on the data basis for future needs,

t
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WATER HAMMER PHENOMENA OCCURRING IN NUCLEAR
POWER INSTALLATIONS WHILE FILLING HORIZONTAL
PIPE CONTAINING SATURATED STEAM WITH LIQUID

Yu.F. SELIVANOV, P.L. KIRILLOV and A.D. YEFANOV

The State Scientific Center - The institute of Physics and Power Engineering,
Obninsk, Russia

The potentiality of the water hammer occurrence in nuclear reactor loop
components has been considered under the conditions of filling a steam-
containing pipeline leg involving ho'rizontal and vertical sections with liquid
subcooled to the saturation temperature. As a result of free discharging from the
tank, the liquid enters the horizontal pipeline. When the liquid front runs an
obstacle like a pipeline turn, the condition meeting the liquid slug formation in
the pipeline is fulfilled. The pressure drop being occurred in steam flowing along
the pipeline causes the liquid slug to move to the pipeline inlet. When the liquid
slug decelerates, a water hammer occurs. This mechanism of water hammer
occurrence is tested by experiments. The regimes of the occurrence of multiple
considerable water hammers were identified.

The experience of the exploitation of water cooled nuclear power installa-
tions showed that accident situations or incorrect actions of the operating
personnel usually resulted in strong water hammer events with destructive

| sequences in NPP loops [ 1 ]. The ar.alysis of the situation preceding water
hammers enabled one to infer that the main portion of them refers to conden-'

sation water hammers. The nature of that kind of water hammers is related to
the two-phase state of coolant circulating round the loops and, simultaneously,
to the occurrence of conditions for a high-rate condensation of steam phase.

To prevent the water hammer occurrence or mitigate its destructive conse-
quences, certain engineering arrangements and design decisions are needed. To
develop these, the knowledge of the mechanisms and conditions of the water
hammer occurrence in structural NPP components is necessary.

Based on the rough classification of water hammers by the mechanism of
their occurrence [ 1,2 ], one may infer that the cases with liquid entering the
pipelines filled with steam are characterized by the largest number of water
hammers. The mechanisms of water hammer occurrence differ depending on
the pipeline orientation in space, their length and the availability of turns,
elbows and blind pipelines [3]. In horizontally oriented pipelines, the mecha-
nism of the water hammer occurrence is associated with the potentiality of the
steam-accelerated liquid slug formation.
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For o' water hammer to occur, et least two conditions need be coupled:
- a certain liquid flow pattern at which the conditions are developed, giving
rise to liquid waves overlapping the whole pipe cross-section (the formation of-

liquid slugs); and
- the onset of a pressure drop in steam on the both sides of the slug, as a
result of which the acceleration of the formated slug takes place, followed by

.

water hammer occurring due to its further deceleration.
One of the causes of the liquid slug formation is associated with the inter-

action. of the flow of liquid partially filling the pipeline cross-section with
obstacles' (pipeline elbows or end plugs) in its path. The liquid can enter the
pipe in two ways: by pumping (with the occurrence of a " hydraulic jump") or
as a result of free discharge from the tank.

Let us consider the case of free discharge of liquid from the tank and
define the potentiality of the liquid slug occurrence based on the solution of'
the following hydrodynamic problem. To simplify the problem, the height of
the tank is assumed to be equal to the pipe diameter. The tank is separated
from the pipe by a baffle. As a result, the problem is formulated as follows. <

l
The channel of a length Lo is separated by the baffle in two portions. The left ;

portion of the channel with a length L is initially filled with liquid on the |
height ho , the right portion of the channel is restricted by a vertical wall. At !

a certain moment of time, the baffle is removed. It is necessary to identify the :

velocity and height of the liquid flow. The liquid is assumed to be perfect and t

the flow - one-dimensional. Letting x to denote the horizontal axis with the i

origin being matched to the left end of the pipe, r - the time, h - the !

liquid flow height, p and g to denote the liquid density and gravitational
acceleration, respectively, and U - the liquid velocity, write down the balance ,

equation for mass and impulse, describing this flow, in terms of: )

1

ciph) cTpUh)
=0, (1)

dr ch

c1pUh),f(y2h+ )=0. (2)
Or ch 2

"
,

Having replaced x with the Lagrangian mass variable s= phdx, the
I

length _ scale h: h = h H , where H is the dimensionless height of liquid, jo o

we obtain instead of the set of equations (1)-(2) the following set: {
!
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The introduction of the variable s substantially simplifies the giving of
s isboundary conditions, since the region of the definition of the variable

unchanged in time:

'
L,

0 $ s 5 M , where M= pHdx . The initial and boundary conditions are:
'O

U(s,0) = 0 , H(s,0) = 1, U(0, r) = 0 , H(M, r) = 0 .

The scheme having justified itself in calculating one-dimensional gas flows
is chosen as the difference scheme approximating the presented differential
equations.

The set of differential equations was solved by iteration at each time step.
As the calculations demonstrate, the water splash exceeding the channel -

height appears after the liquid - flow comes up to the turn of a pipeline
(Fig.1).

H
1

/~'

XXX f~~
- - - -~~~

0,6 Y

0,3

0
0 0,4 0,8 1,2 1,6 x, m

Fig.1. The distribution of the dimensionless height of
the liquid height along the channel length at i

dif ferent time moments, h, = 40 mm, L, = 2.0 m,
L = 1.11 m, 1: r = 0.7 s, 2: r = 1.0 s, 3: r = 1.3 s.

In this way, the condition required for a liquid slug to occur is met. This
condition is suitable for blind pipelines and horizontally arranged pipeline
legs. However, this condition is insufficient for a liquid slug to occur in verti-
cal legs. Besides the requirement to the wave height, it is necessary here to
fulfill one more condition under which the wave spans the channel over its
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- whola cross-srction end which is ignor:d in the current calculation model.
' Spanning is possibla provid:;d thr.t a condansste 1syar of suffici:nt height
is present in the steam-filled pipelines.

The second necessary condition of the water hammer occurrence can be
satisfied given that the liquid temperature at the pipeline inlet is below the
saturation temperature. As the liquid flows along the pipeline, it is heated up
at the expense of heat being generated at the steam condensation and due to
heat transfer to pipeline walls. The difference in the steam condensate rate
caused by the liquid heating-up results in a steam pressure difference on the
both sides of the formated slug which first accelerates and then is followed by
water hammer occurring due to its deceleration.

The expected mechanism of the water hammer occurrence for the given
tubular channel geometry was checked by experiments.

The test facility represents a closed circulation loop incorporating a test
section, centrifugal pump, electric heater, steam generator, separator, mixer,
cooler, control and closing valves, etc. The test section shown schematically in
Fig. 2 is a 2 m long, - 40 mm - i.d. tube made of stainless steel. The tube is

4

3

; 4 11 d

~"

,

2

_--[- E _ {- y_. _
u

_.

~

5E g3o e o.

--

--
"-

. - .

; T
| Fig. 2. The schematic of the test section; 1: liquid zone,2: steam zone,

3: fast-response baffle,4: te,mperature transmitters,5: pressure
transducers.

sectioned in two portions by a quick-response baffle. One portion of the tube
together with the collector totally 1.11 m long was the liquid reservoir. The
second portion of the tube together with the collector totally 0.89 m long
serves as a steam chamber. The test section is equipped with Chr - Al thermo-
couples with a variable depth of insertion, standard pressure gauges, two
pressure transducers of type " Sapphire - 22 DI" and fast pressure transducers
of type DD-10. As it was established, the DD-10 transducers showed a con-
siderable dependence on temperature readings. In order to minimize the tempe-
rature error of measurements in the course of testing, the DD-10 transducer
indications were compared with the readings obtained by means of transducers
of type " Sapphire" under the steady-state conditions, and the necessary cor-
rection was introduced into the calibration performance of the DD-10 trans-
ducers.
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The procedure of tests dsalt with ths wat:r h mmsr study under the
liquid-steam interaction conditions is as follows: filling the liquid reservoir
with liquid (water) at required temperature, preheating and filling the steam
zone with steam entering the test section from the separator, setting the
necessary level of steam collector filling with condensate, opening the fast-
response baffle.

The reference liquid level was established in the steam zone at the expense >

of the condensate accumulation. The generated initial liquid level enabled one
,

to vary the liquid flow conditions in the channel and the size of reflected liquid
wave.

The experiments on the investigation of the water hammer occurrence
conditions and water hammer magnitude were carried out for different opera-
ting variables: pressure and, correspondingly, temperature of the saturated
steam in the steam zone of the test section, water temperature in the liquid
zone of the test section, the initial level of filling the steam zone of the test i

section with liquid (condensate).
The pressure value of the saturated steam was governed by the pressure

level over the loop and restricted by the strength capabilities of the test
section. Taking into account potential magnitudes of water hammers, the upper
level of the steam pressure was about 6 bar. .

The water temperature in the liquid zone of the test section was varied by
means of a heater set in the loop, with delivering, if necessary, a portion of
water via the cooler. The water pressure was chosen such that the fast- ,

'response baffle separating the test section only provided a significant pressure
drop on the both sides of the baffle (about 2 bar), operated reliably. The water
level automatically set in the course of arranging the steam path through the ,

test section was taken as the base to generate the necessary initial liquid level.
The use of one of potential steam exits from the test section causes the liquid
level to be set at a height being twice e.s low as the height of the test cross-
section. The liquid level was determLied by means of a special metering device.
Water hammers were observed to occur when the liquid level in the steam
zone rose to the 1/2 of the tube cross-section height.

The calculations performed according to the above technique demonstrated
that the liquid flow reached the turn of the tube in 1.05 see after the baffle
had been opened. This magnitude may be considered a tentative reference
value defining the time interval between the moments of the baffle opening
and water hammer occurrence.

The typical results of the pressure variation in the liquid collector are
shown in Fig. 3.

As it was expected, the pressure wave appearing at the deceleration of
accelerated liquid slug, propagated in the liquid phase. This is confirmed by
the fact that only transmitters set in the liquid collector make record of water
hammer. As for the steam collector, slight variations in pressure were observed
thcre, which were tentatively induced by the deceleration of the liquid
entering the steam zone when it ran into the wall and some steam pressure
oscillations accompanying the liquid slug flow.

Water hammers occurred approximately in equal time intervals being
1.5 - 2 s at a pressure of 3.4 bar and 1.6 - 1.8 s at a pressure of 5.4 bar.

Fig. 4 illustrates basic regularities being observed during testing:
- water hammers differ in magnitude;
- water hammers last over a long period of time.
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- the most consid:r:ble water himm r is not nec:ss:rily the first;
- water hammers last over a long period of time.
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Fig. 3. Water hammers indicated in the liquid collector when
subcooled liquid issues into steam; initial steam pressure

is 3.4 bar; liquid temperature is 33.0 *C, p, = 8.0 bar

and r, = 2.69 ms.
,
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Fig. 4. The distribution of water hammers magnitudes in the
course of their occurrence; 1: initial steam pressure
is 3.4 bar, initial liquid temperature is 33.0 *C;
2: initial steam pressure is 5.4 bar, initial liquid
temperature is 27.0 *C.

These phenomena can be explained by the fact that the water hammer
magnitude is determined by both the section length along which the slug is
accelerated and the pressure drop at (both sides of the slug) being the driving
force. These two factors affect the water hammer magnitude in different ways.
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Ev:ntu:lly, the secti:n 1:ngth whzre thm liquid slug eccelerates increases
owing to the water discharge; at the same time, the rate of. the stean.
condensation decreases owing to liquid heating-up, causing the reduction of
the driving pressure drop. The predominance of one or another effect results in
the water hammer magnitude. In the course of experiments, a regularity
related to the magnitude of the first (in the course) water hammer was noted.
At rather high ~ initial liquid level in the steam zone, being 1/2 of the tube
cross-section height or' a few millimeters in excess of this level, considerable
water hammers occurred just upon the baffle had been opened. i

If the initial level cf the liquid was lower than the half of the tube cross- |
section height, then the first water hammers were insignificant. However, !

their magnitude increased in time owing to the increase of the amount of !

liquid in the steam zone and' thus the fulfilJment of conditions under which |
the tube cross-section is overlapped with a liquid slug.

Each water hammer was preceded by considerable pressure reduction in ;
.

*the liquid zone. This phenomenon seems to be caused by the steam
'condensation in a closed steam space appearing in the course of the liquid slug

formation. In defining the present pressure reduction, one can assess the
pressure drop value accelerating the liquid slug. The largest pressure drops
were 1.3 bar for a pressure about 3.4 bar and - 2.4 bar for a pressure about i

5.4 bar.
One of the parameters defining the water hammer magnitude is the liquid

temperature at the pipe inlet. The distribution of maximum water hammers by
,

sizes for each test as a function of the liquid subcooling degree (the difference |
between the saturated steam temperature and liquid temperature) for two i
steam pressure levels is shown in Fig. 5. It is evident that the most [

t

,hM .h" {

'
f,

/ '

g r' -

A
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Fig. 5. The magnitude of maximum water hammers as a !
function of liquid entering the pipe;
1: initial steam pressure is 3.4 bar;

}2: initial steam pressure is 5.4 bar.
|

|

!
considerable water hammers occur at the maximum liquid subcooling. For a

|steam pressure level of 3.4 bar, the highest pressure jump 3.7 bar (during the
|

- water hammer occurrence) corresponded to a subcooling of 105.5 *C, whereas
;

for the pressure level of 5.4 bar, with increasing the pressure (at a water !

!
i
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hammer) by 4.5 bar, subcooling of 122.0 'C was typical. As the degree of ;

'

subcooling decreases, the magnitudes of maximum water hammers are
significantly decreased. This is related to decreasing in the steam condensation !

rate on the liquid flow surface because the process of the liquid slug formation
seems to be weakly dependent on temperature. ;

j
i

,
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NATURAL CIRCULATION ANALYSIS FOR THE ADVANCED
NEUTRON SOURCE REACTOR REFUELING PROCESS II'
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Kingsville, Texas

G. L. Yoder
2Oak Ridge National Laboratory

P.O. Box 2009
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ABSTRACT

During the refueling process of the Advanced Neutron Source Reactor (ANSR), the spent fuel
elements must be moved from the primary coc! ant loop (containing D 0), through a heavy water2

pool, and finally into a light water spent fuel sorage area. The present refueling scheme utilizes
remote refueling equipment to move the spent fuel elements through a D20 filled stack and tunnel
into a temporary storage canal. A transfer lock is used to move the spent fuel elements from the
D20-filled interim storage canal to a light water pool. Each spent fuel element must be cooled
during this process, using either natural circulation or forced convection. This paper presents a

! summary of the numerical techniques used to analyze natural circulation cooling of the ANSR fuel
elements as well as selected results of the calculations. Details of the analysis indicate that

| coolant velocities below 10 cm/s exist in the coolant channels under single phase natural
'

circulation conditions. Also, boiling does not occur within the channels if power levels are below
a few hundred kW when the core transitions to natural circulation conditions.

Nomenclature

constant used in incipient boiling correlation pressure correction factor (0.95071362)a =

A, channel cross-sectional area normal to flow direction=

A.iu = (channel gap)(element height)
b constant used in incipient boiling correlation pressure correction factor (0.40980412)=

constant used in incipient boiling correlation pressure correction factor (0.3303747)c =

'The submitted manuscript has been authored by a contractor of the US Government under contract No.

DE-AC05-0840R21400. Accordingly, the US Government retains a nonexclusive, royalty-free license to
publish or reproduce the published form of this contribution, or allow others to do so, for US Govemment

| purposes.

2Managed by Martin Marietta Energy Systems, Inc., under contract DE-AC05-840R21400 with the U.S.
Department of Energy.
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Nomenclature (Con't)'

constant specific heat
|

C, =

constant used in incipient boiling correlation pressure correction factor (-0.1605523)d ='

! D. hydraulic diameter=

constant used in incipient boiling correlation pressure correction factor (-0.13561859)e =

Fanning friction factorf =
;

constant used in incipient boiling conelation pressure conrection factor (0.01459134); f' =

; Fop = correction factor for Bergies-Rohsenow incipient boiling correlation

constant used in incipient boiling correlation pressure correction factorj g =

i
(0.012468927)

'

(Re Pr D.) / XGz =
.

heat transfer coefficient ;h =

thermal conductivity 1k =

channel height
.

L =

!dynamic viscosityj m =

Nusselt number (h D /k) {Nu =

Prandtl number (p C,/k) jPr =

heat fluxj q =

radial or spanwise distance normal to direction of flowR =

Reynolds Number (p V D /p) jRe =
i

axial coolant velocity: V =

axial distance in the direction of flow
'

X .=

f
! dynamic viscosity=

i

.p density=

!

! Subscripts:
1

I amb = ambient
bulkb =

Cross section=c

D2O = heavy water
exit=e

axial direction indexi =

incipient boilingIB =

inletin =

radial direction indexj =

saturations- =

wallw =
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INTRODUCTION

The Advanced Neutron Source Reactor (ANSR), presently in the advanced conceptual design
stage, will become the world's most advanced research reactor for performing neutron scattering
research. The reactor, which is being designed at the Oak Ridge National Laboratory, has three
major technical goals: 1) to provide irradiation facilities at least as good as those at the existing

i High Flux Isotope Reactor (HFIR), 2) to provide isotope production capabilities at least as good
as those at HFIR, and 3) to provide the world's highest continuous neutron flux for performing,

neutron beam experiments. A very compact, high-power core is being designed to achieve these
!

goals.

Heavy water moderates and cools the highly enriched uranium silicide fuel (U3Si2) in the reactor

core. A 0.762 mm thickness (maximum fuel meat thickness) of U3Si is sandwiched between
*

2

6061 Aluminum cladding, making each fuel plate 1.27 mm thick. The fuel is graded both axially
and radially within the fuel plates by varying the thickness of the fuel meat. This allows tailoring
of the power distribution within each of two fuel elements and improves the thermal hydraulic
performance of the core. The fuel elements are made up of 684 involute-shaped fuel plates, and i

are constructed by w&g each plate to inner and outer cylindrical side plates. The involute j
shape provides a constant coolant channel gap of 1.27 mm over the span of the plates (87.4 mm !
for the inner element and 70.3 mm for the outer element). The two fuel elements are separated
axially and radially to improve the neutron flux levels and to provide a separate coolant flow to |
the inlet of each fuel element (see Figure 1).

{

During normal operation, heavy water flowing upward through the fuel elements at a velocity of |
25 m/s cools the reactor core. The cooling design incorporates four separate cooling loops (three i

of them active at any one time, and the remainivg one inactive), each containing main and I
emergency heat exchangers, and a main coolant circulation pump. The configuration of these '

loops and components promote natural circulation for decay heat removal (e.g., heat exchangers |
are placed high in the loop, the core is placed low in the loop, etc.). Each main circulation pump :
is also equipped with a pony motor that can provide 10% of nominal flow. The pony motors have |
battery systems that can supply power for up to 30 minutes under emergency conditions. Under i

normal shutdown conditions, the pony motors operate until the primary coolant system is opened. :

Beyond this point in time, natural circulation within the primary system is sufficient to cool the
,

core at decay heat levels. -

i

A full irradiation cycle lasts 17 days with four additional days presently allocated for the refueling
process. Thirty hours after shutdown, the primary coolant system is opened to begin the
refueling procedure. Each fuel element will be moved separately from its location in the primary
coolant loop and eventually placed in a light water fuel storage pool. This process will be
performed using remotely operated refueling equipment. Figure 2 shows the refueling path. The

t

region marked as 1 in the figure is filled with heavy water, and will be open to the primary system
during the refueling process. An absorber will be installed in each fuel element as it is removed
from its original position (labeled A) in the primary coolant loop. The refueling equipment will
move each element from position A to position B through a refueling stack and transfer tunnel.
After a 42 day cool-down period, each element will be placed in a heavy water / light water transfer
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lock. The lock, initially filled with detritiated heavy water, opens to the transfer tunnel to accept
an element. It will then be rescaled and flushed with light water. At this point, the element can be

moved to the light water fuel storage pool until it is removed for reprocessing.

Even though decay heat levels are only a few percent of normal operating power, the elements
produce several hundred kilowatts of heat that must be removed. The preferred method is via
natural circulation. This paper investigates natural circulation cooling of the spent fuel element in
an infinite heavy water pool.

ANALYSIS AND RESULTS

The analysis for the refueling process of the ANSR was performed using a revised version of the
computer code NATCON (Smith and Woodruff,1988). The NATCON code analyzes the
steady-state natural convection thermal-hydraulics of plate-type fuel as used in many research
reactor designs. The code calculates the coolant flow rate, the axial temperature distributions
within the coolant, and the fuel plate surface and centerline temperature. Flow is driven by
density differences between the coolant and the surrounding constant-temperature coolant pool.
The flow velocity is determined by equating the coolant buoyancy and viscous forces. The code
was validated using two reactors as an example. The results are outlined in Smith and Woodruff
(1988). The structure of the code was changed to enable it to account for radial as well as axial
variations in the power density distribution. Earlier versions of the code (Elkassabgi et al.,1993)
were capable of analyzing o-ly axial variations in the power density distribution. Lateral fluid
interaction between channels is now accounted for explicitly, using a discretized approximation.

Significant enhancement of the code's predictive capabilities was also achieved by altering and
extending both the Nusselt number and friction factor relationships.. In addition, physical

property subroutines for light water were replaced by heavy water subroutines. Since light and
heavy water thermophysical properties normally differ by less than 10%, it is expected that
thermal-hydraulic correlations (such as heat transfer coefficients, friction factors, etc.) developed
for light water will be appropriate for heavy water as well. Figure 3.a shows the grid layout for
the numerical nodes. These also correspond to locations where the local fuel plate power

densities are known. The flow channel is divided into 24 sub-channels. For each sub-channel
there are 69 axial nodes. The frictional (including minor losses at the inlet and exit of the channel)

and buoyant forces in the flow channel are calculated using the following equations:

( pV)*'"
'

+ [
FAY,'

~

'

I 1
a

friction force = A,
2 P,, s.n \ P,Da + p,2

_ _
.

(1)
. . .

.

Y.1 ~ Y.i.n V.i - Yo.1-nn s

+ p, A,,
R.s ~ S.s+n .

+ p, A,,,
&.1 - R,,,., _

-

. .

and

buo>texyfcree={~p,- p) A,L,g (2)
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where k = p,(r)dr
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Figure (3.b) shows the energy balance for a sub-channel.

The convective heat flux from the fuel plate surface is evaluated using a Nusselt number
correlation for upward vertical flow in a heated rectangular channel developed by Sudo, et. al.
(1985).

2.0 (Gz)'' for 40 s Gz
Nu=i (3)

6.0 for 16 s Gz s 40

The above correlation replaced the numerical data referenced in Kays (1980) in the original code.
Equation (3) takes into consideration thermal and hydrodynamic entry length effects. The friction
factor correlations used to evaluate the frictional forces in equation (1) were based on Eckert and
Irvine (1957) in the original code. These were replaced by the following correlations:

(i) For fully developed laminar flow the Shah and London (1978) correlation was
adopted (Re < 2140)

r ' #'

f= 23.53' # p3
(4)< Res><p ,

where the viscosity ratio term is due to Bonilla (1958).

; (ii) For transitional flow, an interpolation between laminar and turbulent friction factors is
| used (2140 < Re < 4240)

( 3 -0 32

! / = 0.011 A
(5)<p,)

,

(iii) For turbulent flow the following correlation is adapted (4240 s Re < 10')
I

e s- )

7- A !' '

I0.279 ( .sj ,

| 1.82 log (Re,)- 1.64 6
, ,

L
j, .

|
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This expression is based on the Filonenko (1954) and Petukhov (1970) correlations. The inlet
and exit pressure losses were calculated as half a dynamic head and one dynamic head
respectively.

Uncertainties that affect calculation of the bulk coolant temperature and the local flow conditions
were also included in the analysis. Hot spot factors of 1.62 (when analyzing the average channel)
and 1.23 (when analyzing the hot channel) were used. An additional uncertainty of 10% was also
applied to the temperature rise of the hot channel. These factors and channels were chosen to
reflect some " smearing" of the power distribution expected after shutdown due to the increased
importance ofgamma heating. A friction factor uncertainty of 1.10 was also included.

For the present calculations, incipient boiling was used as the thermal design limit and was
calculated using the Bergies and Rohsenow (1964) correlation:

q,,= Fog x 1.7978 x 10" P"" 'l.8(T. - T,)}f 2 3285}r* *" > (7) |

where Fop is a correction factor for applying the Bergles and Rohsenow correlation to heavy
2

water (P is in MPa, T is in degrees Kelvin, and qm is in kW/m ). This factor is pressure dependent ;

and its value is correlated as (Yoder, et. al.1994):
.

Fmo = (a + c P + e P' + g P )/(1+ b P+ d P' +f' P') (8)2

Values for the correlating coefficients a through g are given in the nomenclature. Since many
details of the refueling process have yet to be determined, a parametric study was performed.
Three parameters were examined: the effect of location wichin the pool [i.e., the pool depth
where the element is located (defined from the top surface of the pool liquid to the bottom of the
element)], the effect of coolant temperature, and the effect of adding a chimney above the core to
improve natural circulation performance. The present analysis assumes no obstruction to the flow
either at the bottom or top of the coolant channel and that the fuel element is submerged in an:

: infinite coolant pool. Since the ANSR consists of two separate spent fuel elements, each of which

| will be separately cooled by pool water, the maximum power (the power where one point in the
! core is at the incipient boiling limit) for each spent fuel element was calculated based on the

beginning of cycle (BOC) power distribution for the lower element and the end of cycle (EOC)
power distribution for the upper element. These conditions are the limiting distributions for each

,

;

element.

Figure 4 shows the incipient boiling power (total core power) for an average channel that will
limit the lower element at BOC as a function of the coolant pool temperature and depth. The
thermal power limit is almost a linear function of the initial coolant temperature for a fixed coolant
depth. The thermal power limit decreases as the coolant bulk temperature approaches the
saturation temperature. An increase in coolant depth, on the other hand, causes an increase in

: local static pressure that raises the incipient boiling limit.
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!

Figure 5 shows the core inlet coolant velocity for the conditions of Figure 4. Initially, the
velocities show a slight increase as the pool bulk temperature rises (35'C to 60*C), they then drop

_ !
!

with further temperature increases.

Figure 6 shows the radial variation in margin to incipient boiling temperature (defined as the ;
difference between the surface temperature and that required to initiate boiling) for both the

~

_

discrete solution as well as the average solution (one which assumes a uniform radial power
density, based on radially averaged conditions, at each axial position). The graph shows the outer
portion of the channel to be more restrictive because of higher power densities in these areas. ;

Figures 7 and 8 show the inlet and exit coolant velocities as a function of radial location for the '

lower fuel element. The average solution for those axial locations is also presented. ~ Results !

indicate higher coolant velocities for the average solution than for the discrete solution. This
occurs because the uncertainties used in the average channel solution and the discrete solution are
not the same (as previously discussed). Figure 9 shows the effect of adding a chimney to the
. lower element. The chimney was assumed to be an extension of the outside boundary of the
element, where the density of the bulk liquid remained constant at the average core exit value.

.

The addition of a chimney increased the buoyancy forces available to drive the flow, and caused '

an increase in coolant velocity, an enhanced heat transfer coefficient, and greater limiting power.
Results for the upper fuel element were similar to those discussed above. However, the lower

,

element limits overall core power.

SUMMARY

In order to refuel the ANSR reactor within the desired 4-day shutdown period between fuel
cycles, some means ofremoving several hundred kilowatts of decay heat is needed. One means is '

to rely on natural circulation cooling to provide the desired amour,t of heat rejection capability.
Calculations using a modified version of the computer code NATCON show that very low
coolant velocities (a few cm/s) can be expected under natural circulation conditions.

:
:

In conclusion, a new, revised version of the NATCON computer code is available for steady-state
analysis of research reactors cooled by natural convection. The revised code can now
accommodate a two-dimensional power density distribution. The predictive correlations for the
friction and heat transfer calculations are also more accurate, and thermophysical correlations for !
heavy water have been included.
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Cold Source Vessel Development
for the Advanced Neutron Source

P. T. Williams and A. T. Lucas
Oak Ridge National Laboratory, Oak Ridge, Tennessee, USA

!

ABSTRACT

The Advanced Neutron Source (ANS),in its conceptual design phase at Oak Ridge National
.

Laboratory (ORNL), will be a user-oriented neutron research facility that will produce the most intense
flux of neutrons in the world. Among its many scientific applications, the production of cold neutrons is

a significant research mission for the ANS. The cold neutrons come from two independent cold sources
positioned near the reactor core. Contained by an aluminum alloy vessel, each cold source is a 410 mm i

diameter sphere of liquid deuterium that functions both as a neutron moderator and a cryogenic coolant. |

With nuclear heating of the containment vessel and internal baffling, steady-state operation requires close
control of the liquid deuterium flow near the vessel's inner surface. Preliminary thermal-hydraulic

4

analyses supporting the cold source design are being performed with multi-dimensional computational
fluid dynamics simulations of the liquid deutenum flow and heat transfer. This paper presents the starting
phase of a challenging program and describes the cold source conceptual design, the thermal-hydraulic<

|
feasibility studies of the containment vessel, and the future computational and experimental studies that
will be used to verify the final design.

;

INTRODUCTION

The Advanced Neutron Source (ANS), now in its conceptual design phase at the Oak Ridge
National Laboratory (ORNL),is being planned as a user-oriented neutron research facility that will
produce the most intense flux of thermal and subthermal neutrons in the world [1]. Representing a
significant research mission of the ANS, the production of cold neutron beams is one of many scientific
applications for the 330 MW(f) reactor that provides the source of neutrons.

In the ANS conceptual design, cold neutrons are derived from two independent cold sources
placed near the reactor core. Each cold source is a 410 mm diameter sphem of liquid deuterium contained
by an aluminum alloy vessel. The liquid deuterium serves both as a neutron moderator and a single-phase
cryogenic coolant for the containment vessel. For each cold source, neutron and gamma bombardment
produces a heat load of approximately 15 kW in the liquid deuterium and an additional 15 kW in the i

vessel. The objective is to keep the pressurized cryogen, circulating through the cold source, free from
boiling under normal operation and maintain a minimum temperature as low as practicable with a liquid |

flow rate of 6.5 Us (-1.0 kg/s?. The temperature of the liquid deuterium supplied to the vessel is 20 K |
J

(1.3 K above the triple point); the deuterium exit temperature is 25 K (2 K below the saturation tempera-
ture for a minimum system pressure of 0.25 MPa). Because of these rather narrow margins to the phase

;

change temperatures, careful commi of all parameters is vitally important. Consistent control of the
cryogen velocity over the entire inner surface of the vessel is necessary because of the requirement to
remove 15 kW of heat from the vessel. This control is achieved by internal baffling, designed to add as

low a mass as possible to minimize the heat load. Experimental flow visualization tests using a surrogate

|
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.

fluid and transparent candidate cold source vessel designs will provide valuable generalindications of
internal flow behavior. Thermal-hydraulic analyses will also be performed using two- and three-dimen-
sional numerical simulations. Since published data are limited over the range ofinterest, an experimental
program for the measurement of thermophysical property and heat transfer data is planned to support the
computational thermal-hydraulic design studies. It will be essential to ultimately consider two-phase flow
as part of the analysis of certain normal and abnormal operational transients. Final verification of the
selected design will be provided by setting up a full-scale test loop with realistic heat loads and liquid
deuterium flows. Throughout these design-verification tests, the outer surface temperature of the vessel
will be monitored by a phospi.or-thermometry technique, available at ORNL, to identify possible hot-spot
regions.

This paper describes the cold source design concept and the results ofinitial supporting thermal-
hydraulic feasibility studies.

COLD SOURCE CONCEPTUAL DESIGN

Many current cold source designs operate as a closed-loop gravity-driven thermosyphon in which
the moderator material (e.g., hydrogen or a hydrogen-bearing cryogen) condenses in a heat exchanger,
flows by gravity as a subcooled liquid to the moderator vessel, boils in the moderator vessel due to
neutronic heating, and retums finally to the condenser as a superheated vapor. There are variants on this
principle in which boiling occurs only in the vapor-return piping due to a sufficiently large driving head
in the condenser drain line. These systems are practical only with low power applications. Reliability is
the primary advantage of thermosyphon systems, since they require no mechanical pumps or control
valves and are typically self-adjusting to a range of operating loads.

The high heat loads applied to the ANS cold source, however, presented severe design difficulties
for a thermosyphon system. To minimize pressure losses, a large vapor-return line would have been
required, occupying otherwise heavy water moderator space resulting in reduced cold-neutron yields and
increased shielding problems. Therefore a decision was taken to use a flooded single-phase system in
which liquid deuterium, pressurized to 0.4 MPa, is circulated in a closed-loop by a mechanical cryogenic
pump. Since operation of the cold source and, therefore, the reactor is dependant on this circulator, it is
important to provide redundancy in the design. A second ciiculator unit will be installed to obtain the
necessary redundancy.

Figure I shows the proposed operating envelope superimposed on the vapor pressure curve for
deuterium. A deuterium flowrate of 6.5 Us (-1.0 kg/s) results in a temperature rise of 5 K across the
moderator vessel, bringing the maximum temperature of the liquid to within 2 K ofits saturation tempera-
ture (27 K) at the minimum design pressure of 0.25 MPa (see Table 1). The liquid deuterium flows in a
closed loop with a storage vessel designed to accommodate expansion when the system is warm. The

i

additional storage volume allows the system to remain at an overall maximum pressure of 0.4 MPa at all !
times.

>

l

Cooldown will always occur with the reactor off, and the remaining heat load on the cold source !

will amount to no more than 1 kW. The cryogenic circulators will not be used during cooldown, so the
loop is designed to promote natural convection. Initially, it might be necessary to circulate the warm -

deuterium gas until its density has increased enough to promote adequate natural convection. The lique-
faction phase of startup requires natural convection to avoid vapor-locking the cryogenic circulator

2942
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impellers. ]

Heat transfer must be strictly controlled throughout the cooldown phase to remove the enthalpy
;

of the metal components of the loop and limit the cooldown time to about 24 hours. During normal ;

operation when the reactor is at full power and is heating the cold source, the circulating liquid must
;

remove 15 kW from the deuterium itself and a further 15 kW from the vessel walls to maintain tempera-
I

ture control. It is therefore essential to have adequate heat transfer within the cold source vessel. The j

necessary forced-convection heat-transfer coefficients will be established through internal baffles that
provide sufficiently high liquid deuterium velocities next to the inner surface of the containment vessel

. i

walls. Figure 2 shows an arrangement in which an inner beryllium baffle shell creates a spherical annulus
through which the full liquid flow is forced before circulating through the interior of the cold source
sphere. 'Ihe flow in the cold source interior is strongly 3-dimensional due to the rectangular geometry of,

'

the reentrant cavity that partially blocks the interior flow.
;

The ANS operating cycle, determined by the anticipated bum-up rate of the reactor fuel and fuel;

inventory, is currently estimated at 21 days. During the four days required for neactor refuelling, the cold|

source vessel rnust be heated to 373 K and recooled to operating conditions. This high temperature is
j

i
required to anneal the vessel material, thereby redistributing clusters of silicon produced by nuclear
transmutation. The heat to raise the vessel temperature will be provided by residual reactor energy

j

immediately following shut down. To prevent overheating of the vessel, cooled deuterium gas will be
.

circulated through the cold source. Additional feasibility studies of this operation are planned.
;

THERMAL-HYDRAULIC MODEL DESCRIPTION
-

;

During the conceptual design phase of the cold source, the thermal-hydraulic studies have ,

focused on determining the feasibility of using single-phase forced convection to remove the 30 kW of
heat generated by neutron and gamma bombardment of the containment vessel and liquid deuterium

,

during normal steady-state operation. The necessary forced-convection heat transfer at the inner surface|

of the containment vessel is accomplished by directing the recirculating liquid deuterium, as it first enters |

the cold source, through a spherical annulus formed by an intemal beryllium baffle and the aluminum j

containment vessel wall. This annulus was modeled, using the computational fluid dynamics (CFD)

computer program CFDS-FLOW 3D [2], with a hemispheric 2-dimensional axisymmetric geometry for,

| the half of the cold source sphere near the reactor. The model included internal heat generation and
i conduction within the 1.5 mm thick aluminum shell and the 1 mm thick beryllium inner baffle, as well
|

as intemal heat generation, turbulent flow, and heat transfer within the 2 mm wide liquid deuterium
:
j annular flow field. A schematic of the modelis showa in Fig. 3 where the computational domain includes

the 38 mm ID inlet pipe, the aluminum containment vessel, the beryllium baffle, the spherical annulus,
;

and the outlet transition into the interior of the cold source. The cold source interior was not explicitly
included in the model, but its influence on heat transfer in the annulus was approximated with a constant
heat transfer coefficient and cold source interior D temperature, T. , applied to the inner wall of the2

baffle,
,

f For a design volumetric flowrate of 6.5 lis, the Reynolds number, Re, of the liquid deuterium
in the annulus varies from a maximum of approximately 2.5x10 near the inlet and outlet transitions to

5
'

a minimum of approximately 5x10' at the equator. This Reynolds number range (where Re e GA/p is

.

based on the local mass flux, Gg / [z cose (205 - 203 )] where d is the total mass flowrate and e is2 2

!' defined in Fig. 3, and the hydraulic diameter of the annulus, D. = (D,,-D,) = 4 mm) is representative of
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I

fully-developed turbulent flow in interior channels. Deviations from fully-developed velocity and
temperature profiles should be expected, however, irrchannel transition regions.

The turbulent flow of a liquid cryogen with internal heat generation is govemed by the physical
principles of conservation of mass, momentum, and energy. An appropriate mathematical form for this
conservation law system is the coupled set of nonlinear partial differential equations called the Reynolds-
averaged Navier-Stokes equations for an incompressible (constant density) Guid [2]. Using index nota-
tion, steady-state forms for the conservation of mass, momentum, and energy are the continuity equation

B U> 0
Bx, (1)

,

the momentum equations,

f i

a B U, B U,
- p u, U, - p . p u,'u| *Vp 0 (2)

.
,

8x, Bx, Bx, ,

and the energy equation,

f i

a
- p u, H - p a BH . puj h' - S, 0

(3)
,

65\ 05 ,

where p, p, and a are the density, molecular dynamic viscosity, and molecular thermal diffusivity,
n spectively, of the fluid; U,is the time-averaged velocity vector resolution of the mean flow Deld; # is
the time-averaged static enthalpy; p is the motion pressure (equal to the thermostatic pressure minus the
hydrostatic pressure), and Surepresents any distributed volumetric heat sources. Repeated indices imply
summation over the computational domain, R". In CFDS-FLOW 3D, Eqs. (1)-(3) are discretized using a
nonstaggered finite volume method, and steady-state solutions for the discrete equation set are calculated
using the SIMPLEC [3] algorithm.

Arising from the time-averaging of the convection terms in the original instantaneous conserva-
tion law system, statistical double correlations appear in Eqs. (2) and (3) that characterize the effects of

turbulence on the transport of momentum (Reynolds stresses, p u,'u/ ), and thermal energy (turbulent heat
fluxes, p u,'A')in the mean flow field. Transport equations for each of these double correlations can be
derived, but these new equations unfortunately contain additional unknown higher-order correlations;
therefore, Eqs. (1)-(3) do not represent a closed set. An exact closure for these correlations does not exist.
The result is the classic turbulence closure problem, and approximate closure is the task of turbulence
models.

For engineering calculations, the most commonly used turbulence models are based upon the
Boussinesq eddy-viscosity approximation, where the Reynolds stresses are modeled by a constitutive
relation having a form similar to the Stokes viscosity law for Newtonian fluids,

( B U,
3

BU2
- pu,'u| - p x 6 . p,r - .- /

(4)3
y ,

( ex ax, j

where x is the turbulent br, etic en. r per unit mass (x = u ' u '' ), 6, is the Kronecker delta, and Hr is the
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b

eddy viscosity. Similar eddy dgusivity hypotheses, coupled with Reynolds-analogy approximations, result
in constitutive relations for the turbulent heat flux ,

!

Vr BH |- pu|h' T, OH (5),

8x, o, 8x, ;
,

where Py is the thermal eddy diffusivity, and oy is the turtelent Prandtl number. Equations (4)-(5)
repsesent defining relations for the eddy viscosity and eddy diffusivities. A method for calculating these
quantities remains to be identified to obtain closure. ,

!

From dimensional arguments, turbulence models based on the Boussinesq approximation,
Eq. (4), assume that the eddy viscosity is proportional to the product of length and velocity scales that are
characteristic of the turbulence. The two-equation x-e (e is the isotropic turbulence dissipation rate)
turbulence model uses the Prandtl-Kolmogorov equation,

.

!2

pr * C, p x (6) :
.

1e

i
where C,, is an empirically-derived constant, to relate x and e to the eddy viscosity, p r The velocity scale

"

is 6, and the characteristic length scale is m''% . Transport equations for x and e are solved to complete

the approximate turbulence closure, !
'

r 3 r 3 ;

B an B U, B U, B U, :a p U,x

Ox, ,p. Yr
+ pe - 0 (7) ;

o, , Bx, , - (p pf) Bx, 8x, 8x, ,
+ ,--

Ox,
t

't i f i

jOU BU B U,
+ C,p e 0 (8)

s
B p u,e

--
Yr BeB

- C, e (p + pf) 8x,8x, 8x, ,

s s
+ ,

8x, Bx, , p + o, ,ax, , x x

where o, , o, , C, , and C, are empirically-derived constants. In the standard high-Reynolds number x-e
model, the computational domain does not extend all the way to solid walls. So-called wallfunctions,
derived fium the logarithmic " law-of-the-wall" velocity profile, are employed to simulate the effect of the
no-slip wall boundary condition on the flow field adjacent to the wall. Related heatflux wallfunctions
are also available for the energy equation to calculate the heat transfer between the flow domain and solid

boundaries [4).

The Boussinesq approximation, Eq. (4), assumes that the eddy viscosity is isotropic, i.e., the eddy
viscosity is the same for all components of the Reynolds stress tensor. This assumption prevents eddy-
viscosity turbulence models from predicting certain turbulence-induced secondary flows. One approach
to calculating approximations for the Reynolds stresses and turbulent heat fluxes that does not involve
the eddy viscosity hypothesis is to derive transport differential equations for the individual components
of the Reynolds stresses, using modeled terms to approximate the higher-order correlations to obtain

Bu,'uj - P - O,, + 2 p e b,, 0 (9) ;B C' x
,

- {p u|uj U,) - B p -. - - u|uj ,y
3 |Ox, ar, o e 6x,u

where P,is the shear-stress. production tensor,
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f i

P -p u,' u,' B U, . B U' u,' uj (10),y Or 0 **i a j

and 4,is the pressure-strain tensor,

@y = - p C,, ' u,'uj - xb - C,, P- P,, b (11)y y y

In addition to the differential transport equations for the Reynolds stress tensor components and the
dissipation rate e, the differential Reynolds-flux turbulence model (DFM) solves a transport equation for
the Reynolds turbulent heat flux, p ujh', the statistical double correlation between the velocity fluctua-
tions and the fluctuating instantaneous static enthalpy, A' ,

f 8 .

B C, g B u,' h'
- { p u,'h' U,) - B p - u,'uj - P,, - n, 0 (12),

Bx, ax, o,e ax,p ,

where P,,is the mean-field-production vector,

f i

BH OU
P ,, = - p u,'uj ax, + ax,' ujh' (13),

r ,

and x,is a pressure-scalar gradient term,

n, . - p C,, e u,'h' - p C,, 8x,BU' ujh' (14).

x

The model constants in Eqs. (9)-(14), aos, oog , C, , C,, , C , . C g , and C ,, are assigned default values2 i 2

as discussed in [2], and wall functions are applied to connect the computational domain to solid wall
boundaries. Additional wall-reflection terms are included in the pressure-scalar gradient vector x, as
discussed by Clarke and Wilkes [5]. Both the two-equation x-e model and the DFM were used in the
sensitivity studies discussed in the next section.

Thermophysical properties (thermal conductivity, density, and specific heat) for aluminum and
beryllium were taken from Touloukian [6] for the cryogenic temperature range ofinterest,20-30 K. The
results of an extensive li'erature survey of property data (dynamic viscosity, density, specific heat, and
thermal conductivity) for liquid deuterium by Bass [7] were also used in the model development.

RESULTS AND DISCUSSION

An initial meshing study was carried out to determine the spanwise resolution required to obtain
essentially grid-independent solutions. For a deuterium mass flowrate of 1.02 kg/s, inlet temperature of
20 K, and a uniform nuclear heating rate of 10.94 kW in the aluminum vessel hemisphere, steady-state
solutions using spanwise discretizations across the annulus of 5,10, and 15 finite volumes showed only
small differences in the pressure drop and temperature distributions for the 10 and 15 volume cross-
channel cases. Therefore, all subsequent cases employed 15 finite volumes distributed uniformly across
the annulus. The flow path within the annulus was discretized with 200 columns of cross-channel rows

2946

- -- __ - _ _ _ - _ _ - _ _ _ _ _ _ _ _ _ _ - _ _ - _ - - _ _ _ _ - _ _ _ _ - _ _ - _ _ _ _ _ - _ _ _ - _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _



- - - . - . ..- . .-- - -= - _ - - - . - _.

nonuniformly graded to concentrate the mesh near the inlet and outlet transition regions. Different -
gradings were also tested to determine a grid-independent configuration.

The results of thirteen steady-state solutions are summarized in Table 2 where the test matrix
includes variations in mass flowrate, nuclear heat generation, heat transfer links to the cold source j

interior, and annulus geometry. Of primary interest are the calculated pressure drop from the 38 mm ID
inlet to the outlet of the model(at the point of entry into the cold source interior), temperatures of the
liquid deuterium, and the w'all-temperature distributions in the aluminum containment vessel (the outer
wall of the annulus) and in the beryllium baffle (the inner wall of the annulus). Both the DFM and x-e ;

turbulence models were used for the initial test cases, and the DFM consistently predicted maximum wall i
temperatures approximately 0.2 K higher than the x-e turbulence model. No significant differences in i

pressur:e drop or flow field velocity distributions were observed between the two models. The greater ,

detail available in the DFM may prove to be more important in the 3-dimensional models planned for i

future studies. All of the results presented in Table 2 were calculated using the DFM. {
;

Pressure drops of from 0.107 to 0.154 MPa were calculated in the first three cases. A significant i
'

contributor to the pressure drop in these cases was a flow separation around a sharp reentrant corner in |
the transition of the flow from the 38 mm ID inlet line to the 2 mm annulus. The flow separation was

"

removed by adding a curvature (7 mm radius) to the outer wall geometry in this region, thus emphasizing
2

) the importance of smooth transitions in the piping design. For the remaining case; the pressure drops in .

,

the liquid deuterium were approximately 0.08 MPa for the design flow rate of 1.02 kg/s (0.51 kg/s in the j

model) and 0.11 MPa for a 20% higher flow rate of 1.224 kg/s (0.612 kg/s in the model) in Case 6. Cases
;

4 through 9 demonstrated the sensitivity of the model to nuclear heating levels and distribution, liquid i
deuterium mass flow rate, and convection heat transfer at the inner wall of the beryllium baffle. The angle i

;
6 referred to under the column heading " Heat Flux Distribution" is the angle with respect to the horizon- ;

;
' tal, where 0 = 0 is the point on the cold source surface nearest to the reactor, see Fig. 3. Cases 10 and 11 |

checked the sensitivity of the model when the annulus width was increased to 3 mm for uniform and7
,

distributed nuclear heating, respectively. The increased cross-sectional flow area reduced the pressure {
'

drop to 0.04 MPa.

|
For all of the simulations studied, the liquid deuterium remained subcooled over the complete

flow path through the annulus. In calculating wall superheat ( T,,a - T,,), the saturation temperature, T,,,
for each case was determined from the minimum calculated pressure equal to 0.4 MPa (the design supply*

pressure at the inlet to the cold source) minus the total AP. Since most of the pressure loss occurred in
the transition between the 38 mm ID inlet line and the annulus, the outlet pressure was close to (but
always less than) the local pressure at the point of maximum wall superheat. Localized regions of wall 1

; i

superheat ranging from 1 to 3 K were observed in the 2 mm wide annulus. Increasing the annulus width

|
to 3 mm produced maximum wall-superheat values up to 5 K. The calculated temperature distributions

,

for the beryllium inner shell were below the saturation temperature of liquid deuterium for all thirteen test

| cases.

Case 12 represents the current baseline calculation and includes the most recent nuclear heating
estimates for the aluminum containment vessel (10.69 kW for the reactor-side hemisphere) and beryllium

baffle (2.74 kW). The nuclear heating within the containment vessel was distributed as a function of
distance from the reactor with a cosine function so that the peak heat load occurred at the equator, and j

the integrated load over the near-reactor-side hemisphere was 10.69 kW. This distribution is conservative|

in the sense that it over-estimates the peak heat loads at the equator where the liquid deuterium velocities
are minimum. The nuclear heating of the beryllium baffle was distributed uniformly over the shell. j

;
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Figure 4 shows the computed temperature distribution for Case 12. The maximum vessel temperature of i

: - 30.7 K and maximum superheat of 2.3 K occuned at approximately 8 degrees below the equator. The first {.

liquid deuterium node next to the maximum wall temperature node has a subcooled temperature of
23.7 K.' Across the channel at the beryllium baffle, the liquid deuterium temperature near the wall is j,

21.8 K with a corresponding 22.9 K wall temperature for the beryllium baffle. The temperature gradient
'

across the beryllium baffle is approximately 0.1 K. Smoothly varying levels of wall superheat were ;

calculated along the aluminum vessel between latitudinal angles 23 degrees above and 40 degrees below
|

the equatorial plane. Outside of this region, the annulus wall temperatures were below the saturation '

,

'

temperature. With the flow converging at the annulus exit, ajet is formed as the liquid deuterium enters '

the interior of the cold source.
.

Although the model was not able to predict vapor generation explicitly, sufficient information ,

was available from the simulation to perform some preliminary calculations. 'Ihe theoretical analysis ofi

,

Frost and Dzakowie [8] presents a method of calculating the minimum required wall superheat for the >

initiation of vapor-bubble nucleation. For the heat fluxes, annulus geometry, and fluid properties in the
; baseline case (Case 12), bubble nucleation is expected to occur for wall-superheat temperatures greater |
| than approximately 0.4 K. Since the calculated maximum wall superheat is 2.3 K, incipient nucleate I

boiling is probable. As heat conducts from the wall into the bubble, vapor continues to be generated, and
the bubble continues to grow until it breaks away from the wall. The size of the bubble at departure can '

be estimated by the theoretical model oflevy [9] based upon a force balance between the drag imposed :
on the bubble by the bulk flow and the surface tension of the liquid / vapor interface contacting the wall. |

For a baseline velocity of 2.65 m/s at the equator, the bubble size at departure is approximately 0.024 mm.
This small bubble size is an encouraging result, since it indicates that incipient nucleation will not i

produce bubbles that extend across a significant portion of the annulus width. However, it is still a design '

goal to have subcooled walls along the complete flow path. One approach is to increase the liquid deute-
1

rium velocities in critical regions by selectively decreasing the flow cross-sectional area.
,

f

In Figure 5, the inner baffle has been divided into three sections with the upper and lower section [
providing a uniform 2 mm gap near the inlet and outlet of the annulus. The geometry of the containment >

vessel remains the same as the baseline case. The central section of the baffle is replaced by a non-
spherical shell in the form of a " bulge" that creates a variable annulus width smoothly changing from
2 mm to 1 mm at the equator and then back to 2 mm. The temperature distribution calculated in Case 13 i

for this configuration produced subcooled wall temperatures in the region immediately above and below
the equatorial plane. Wall superheat was still observed downstream of the equator, as in Case 12. The
results of Case 13 offer encouragement that, by additional modifications to the annulus geometry, a
completely subcooled annulus design can be developed.

:

CONCLUSIONS

The preliminary thermal-hydraulic computational studies for the ANS cold source vessel design
have been aimed at demonstrating the feasibility of achieving the necessary heat transfer at the vessel
walls without producing a significant net vapor generation. Any practical engineering design is the result '

of optimization and arriving at the best considered compromise. The scale of this problem and the need
for accurate results, paesents a considerable challenge. However, the modeling to date is relatively basic,
and accordingly some fundamental assumptions have been made. As the model complexity increases, ;
three dimensional effects, caused by nonuniform heating, and the presence of an internal cavity will be *

considered. Also, the effects of temperature gradients within the inner chamber will be investigated.
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- Manufacturing difficulties and the ability to maintain the annulus geometry after temperature excursions
and high levels of radiation might force the design of a more complex baffle configuration. This design '
effort will be the subject of future work extending the results of the analyses described herein with
integrated 3-dimensional numerical models of the cold source interior.

Physical testing is planned to supplement the computer modeling. Initially surrogate fluids will
be used to examine the merits of attemative configurations. All designs however must seriously limit the
mass of material used at this directly affects the overall heat load. The final design will be validated using
full-scale experimente tests to which realistic heat loads will be applied with an authentic flow of liquid
deuterium. Heat will be applied to the vessel walls by induction coils providing 15 kW of heat to repre-
sent nuclear heat generation in the vessel. After the liquid deuterium exits the annulus, a further 15 kW

I
will be added by an extemal heater before the flow reenters the interior of the cold source sphere. During
this test, the outer surface of the vessel will be scanned to identify any high temperature regions which
would indicate poor heat transfer. A further test will use a full-scale loop, built to the correct geometry,
to demonstrate the ability of the system design to fill and subcool the loop in its final configuration. A i

_

refrigerator capacity of only about 2 kW will be sufficient to simulate realistic cooldown conditions.
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Table 1. Engineering Design Conditions for ANS Cold Source.

:

;
- .

1

J MODERATOR / CRYOGEN COOLANT LIQUID DEUTERIUM, D2

i MAXIMUM SYSTEM PRESSURE 0.4 MPa

,

MINIMUM SYSTEM PRESSURE 0.25 MPa
4

MINIMUM TEMPERATURE 20 K

I MAXIMUM TEMPERATURE 25 K

SATURATION TEMPERATURE @ 0.25 MPa 27 K

SATURATION TEMPERATURE @ 0.4 MPa 29 K

i D: TRIPLE POINT 18.7 K
;

; D CRITICALTEMPERATURE 38.3 K2

} D CRITICALPRE3SURE 1.62 MPa2

; DESIGN MASS FLOWRATE 1.02 kg/s

<.

$
'

j

|

I1

,

i
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Table 2. ANS Cold Source 2D Axisymmetric Model of Spherical Annulus - Reactor-Side Hemisphere
CASE SUMMARY

Liquid D, Aluminum Outer Shell and Anmelus BeryINum Shell-Inner Surface

* " " * * ^ " " " " ' '
2 " " * * at max. Al. shell temperature location

Case Mass Flow' AT ""'[ ""' N ' *
AP nei nistrib tion

'P' " T, A T,,,,,,.' T, T,w h T= T.,f ,

kg/s K MPa kW kW/m2 K K K K W/m*-K K K

1 0.51 3.6 0.10675 10.94 41.6 29.4 1.5 23.4 21.7 0 25 21.7

2 0.51 3.6 0.10675 10.94 52.8 cos0 30.8 2.9 23.6 21.5 0 25 21.5
'

3 0.612 3.0 0.15375 10.94 52.8 cos0 29.6 2.5 23.2 213 0 25 213

Curvature ( 7 mm radun) added to juncten between supply line and annulut for all of the following caers

4 0.51 3.6 0.07615 10.94 41.6 29.4 1.0 23.5 21.8 150 25 22.0

0 5 0.51 3.6 0.07615 10.94 52.8 cos0 30.8 2.4 23.6 21.6 150 25 21.7$
6 0.612 3.0 0.10917 10.94 52.8 cose 29.6 1.8 23.1 213 150 25 21.5

7 0.51 4.7 0.07615 10.94 52.8 cos0 313 3.0 24.4 23.0 oo 25 25.0

8 0.51 2.5 0.07615 7.5 29.5 27.0 0.0 22.5 21.3 150 25 21.5

9 0.51 2.5 0.07615 7.5 29.5 27.0 0.0 22.5 21.4 150 22.5^ 21.4 ,

The in11owin r two cases have a 3 mm rap

10 0.51 3.6 0.036 10.94 41.6 32.0 3.1 23.9 21.5 150 25 21.5

11 0.51 3.6 0.03 6 10.94 52.8 cos0 33.7 4.8 24.2 213 150 25 213

Baschne Case: The following case has the conductinn effects in the Al and Be shelft included; a unifnrm intemal heat generation of 137 kW has been added to the Be hemisphere (2 74kW total).

|12 0.51 3.9 0.07615 10.69 51.6 cos0 30.7 23 23.7 21.8 150 25 22.9
,

The following case has the same heat ina3s as 12; tet the ganmetry has been modified to include a bulge in the Be sheft This tudge gives a Imm gap width at the equarnr.

| | 10.69 |13 0.51 3.9 0.07615 51.6 cos0 30.6 2.2 24.6 22.6 150 25 22.6
,

' This is the mass flow through the hemisphere model or % of the total liquid deuterium flow through the cold source.
2 ATis the temperature rise of the liquid deuterium as it passes through the annulus.
' Wall superheat is calculated using a saturation temperature based upon the minimum pressure in the annulus. The inlet pressure is 0.4 MPa.

,

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ . . _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - -_ - _ _ _ . _ . _ _ . . , _ _ _ . _ _ _ _ _ _ _ _ _ . . - . _ _ _ _ _ _ _ _ _i
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Figure 1 - Cold source pressure v. temperature operating envelope.
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liquid deuterium
Inlet Boundary Conditions 38 mm ID"j

T= 20 K
I

m = 1.02 kg/s
*

1.5 mm Alvessel

h 1 mm Be baffle shell
!
!

! A
" " " """ "

nuclear b ofvessel,
'

baffle, anY1 d deuterium |

) '

_._ . _ . . _ . . . _ . _ . . _ . . . , _._.

9
!
i
i h , T.,3
! ' adiabatic

!Outlet Boundary Conditions

P=0 - -4.. )
U

{ (not to scale)

Figure 3. Schematic of 2D axisymmetric cold source model.
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ANS COLD SOURCE
2D AXISYMMETRIC MODEL OF SPHERIGAL ANNULUS

NONUNIFORM HEATING: COSINE DISTRIBUTION
2 mm gap

TEMPERATURE, K
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20K 3

0.51kg/s (=1.02*0.5 kg/s) 6
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o
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! Figure 4. Temperatures for baseline Case No.12.
;
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ANS COLD SOURCE
2D AXISYMMETRIC MODEL OF SPHERICAL ANNULUS

NONUNIFORM HEATING

variable gap width
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Figure S. Case No.13 - variable gap width.
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ABSTRACT

The purpose of this paper is to describe the analysis perfonned to predict the thermal behavior of .

fuel mmiplates under rapid transient heatup conditions. The possibility of explosive boiling was (
considered, and it was concluded that the heating rates are not large enough for explosive boiling |
to occur. However, transient boiling effects were pronounced. Because of the complexity of
transient pool boiling and the unavailability of experimental data for the situations studied, an
approximation was made that predicted the data very well within the uncertainties present. If
pool boiling from the miniplates had been assumed to be steady during the heating pulse, the
experimental data would have been greatly overestimated. This fact demonstrates the importance
of considering the transient nature of heat transfer in the analysis of recctivity excursion
accidents. An additional contribution of the present work is that it provided data on highly
subcooled steady nucleate boiling from the cooling portion of the thermocouple traces.

INTRODUCTION

The Advanced Neutron Source (ANS) is a user facility currently in the design stage at the Oak
Ridge National Laboratory (ORNL). ANS is planned to be a 330-MW research reactor using
uranium-silicide cermet fuel in a plate-type configuration. A defense-in-depth philosophy has
been adopted for the facility. In response to this commitment, ANS Project management initiated
severe accident analysis and related technology development early in the design phase. This was
done to aid in designing a robust containment for retention and controlled release of
radionuclides in the event of a severe accident. It also provides a means for satisfying on- and
off-site regulatory requirements, accident-related dose exposures, and containment response and |

source-term best estimate analyses for the level-2 and -3 probabilistic risk analyses that will be
produced.

As part of the safety evaluation of ANS from the standpoint of damage initiation and
propagation, it is necessary to understand the behavior of fuel plates under transient heatup
conditions. Effects to be studied are the onset of blistering, bowing, cracking, melting, chemical
interactions, and material dispersion leading to steam explosions. For beyond design-basis
accidents, damaging transient heatup conditions for ANS-type research reactors may occur due
to rapid energy deposition the onset of film boiling due to hypothetical flow blockage or
reactivity insertion accidents.

For the past several years, the Japan Atomic Energy Research Institute (JAERI) has been
developing a data base of information related to uranium silicide-fueled plate performance under
rapid power deposition conditions. Data have been obtained for fuel plate performance subjected
to rapid neutron power bursts in JAERI's Nuclear Safety Research Reactor (NSRR). Tests are
conducted with a single fuel plate in a relatively large pool of water, and also with a plate-cluster
geometry (wherein narrow gap spacing effects are simulated). The range of temperatures cover
heatup to melting and superheating past the phase change boundaries.
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The purpose of this paper is to present the model developed to analyze the thermal behavior of
the fuel miniplates under pulse irradiation conditions.

DESCRIPTION OF THE EXPERIMENT

The tests were performed in the NSRR which is a modified TRIGA annular core-pulsed reactor
with large pulsing capability and a 0.22-m-diam dry irradiation space located at the center of the
reactor core to accommodate the test specimens. The pulsing operation is performed by
withdrawal of the transient rods from the core. The maximum pulse of 4.7$ (3.41% Ak) produces
a peak reactor power of 21,000 MW and a core energy release of 117 MJ with a minimum
reactor period of 1.13 ms. Details on the reactor configuration and on the experimental data taken
for Japanese Material Test Reactor (JMTR) fuel miniplates are given by Yanagisawa et. al. [1].

The ANS fuel miniplates consist of a uranium silicide-aluminum mixture located in the center
(70 mm long,25 mm wide and .77 mm thick), surrounded by an aluminum 6061 cladding. The
miniplates are 130 mm long,35 mm wide, and 1.27 mm thick. The fuel plates were subjected to
a power pulse and the temperature of the surface of the cladding was measured. The
instrumentation available consists of five Pt/Pt-Rh 13% intrinsic thermocouples spot-welded to
the surface of the cladding and one thermocouple to measure the temperature of the coolant. The
location of the thermocouples is shown in Figure 2.

Typical thennocouple traces obtained for ANS fuel miniplates are shown in Fig. la. The reactor
power and the cumulative reactor energy as functions of time are shown in Fig. Ib. As shown in
Fig. Ib, the reactor power inemases monotonically to a peak and then decreases monotonically.
The thermocouple traces have a similar behavior, but the peak is reached with some time lag
related to the time that it takes the thermal wave to travel from the fuel to the surface of the
cladding. At later times, during the cooling period of the plates, the reactor power remains almost
constant and at a very low level, and the cumulative reactor energy increases very slowly.

The total energy deposited in the plates was determined by performing gamma scans of the plates
at selected times after they were irradiated. These values were confirmed with neutronic
calculations. It should be noted that the prompt energy deposited in the plate causes the rapid
increase in temperature. This energy was estimated by JAERI's researchers using a point kinetics
code and expenmentally [2].

Five tests have been grformed with single plate configurations. For four of them temperature
measurements were o atained. The cases were chosen to be able to determine the temperature for
the onset of cracking of cladding and fuel dispersion. Table I contains a description of each of
these tests. It includes the homogeneity status (i.e., distribution of fuel particles in plate), the
energy deposited in the plates during the pulse, the maximum cladding temperature, and a
description of the plate after the test. '

!
Table 1 Description of Experimental Tests

Test No. Fuel Energy Peak Observation
homogeneity deposited temperature

(kJ) ( C)
518-1 Inadequate 3.3 410 Cracking
518-2 Inadequate 5.2 700 Melting '

l 518-3 Adequate 3.5 N/A No failure
518-4 Adequate 2.5 210 No failure
518-5 Adequate 5.66 600 Melting
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DESCRIFTION OF THE MODEL

A detailed three-dimensional heat conduction model for the ANS fuel miniplates was developed.
For this purpose, the heat conduction code HEATING 7 [3] was used. A transient, spatially
unifonn heat source was introduced to simulate the heating process. He temporal dependence of
the heat soume is the same as the mactor power temporal behavior.

The fuel miniplate was divided into 8 nodes in the thickness direction,17 nodes in the length
direction, and 17 nodes in the direction of the width. A schematic diagram of the fuel plate
nodalization is shown in Fig. 2. The fuel was assumed to be homogeneously distributed. He
properties of the materials wem modeled as functions of temperature and included in HEATING
7 in the form of tables. The melting of pure aluminum in the fuel section was modeled (as
occurring at a fixed temperature), and the melting of the alloyed aluminum cladding (A16061)
was approximated by dividing the solidus-liquidus mgion into 4 equal, discrete phase changes.

To model the boundary conditions, it is necessary to determine the heat transfer coefficient as a
function of the wall and coolant temperatures for a very broad ran,;e of wall temperatures. Since
the water is at room temperature (approximately 20 C), we are c caling with highly subcooled

pool boiling (80 C subcooling).

During the pulse irradiation period, given the very ra,pid heating of the plate (~104* C/s), the
possibility of explosive boiling of the coolant was considered. Explosive boiling occurs when the
fluid reaches the homogeneous nucleation temperature before the surface is completely covered
by bubbles (i.e., the presence of active nucleation sites on the surface does not prevent the
incmase of the temperature to the homogenous nucleation point).

We can estimate the criteria for the occurrence of explosive boiling as follows. It will be
assumed that the liquid is saturated initially and that the rate of heating of the liquid adjacent to
the surface of the plate is the same as that of the plate itself. Thus, the instantaneous liquid
temperature asuming a constant heating rate, will be given by:

| T -T =T t (1)
i i

The fraction of the surface that is covered by bubbles for a given bubble number density (number

j of bubbles per unit area)is given by:

f = nR N (2)2

| The growth of bubbles early in the boiling process is predicted by the Rayleigh equation [4].
Thus, the radius will be:'

R = t)
[P,,(T )-P ]

'

2 i (3)
3pi

.

For explosive boiling to occur, the liquid must reach the spontaneous nucleation temperature:
(T .) before the surface is covered with vapor (i.e., before f=1). Thus, the criterion for explosive
boiling would be given as:
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T2 2x>M N[P (T.)-P ]'(T. -Tw)
/.

(4)s3>
, P .

From the data obtained by Gaertner and Westwater [5] and Sultan and Judd[6] for a surface heat
flux of the order of 10' W/m2 we know that N is at least equal to 105 sites /m2. Blander et. al.[7]
measured the s pontaneous nucleation temperature of water of 250*C. Substituting these values in
Eq. (4), we will conclude that explosive boiling can only occur if the rate at which temperature
increases is greater than 1.35 x 107 C/s. Even if we assume that explosive boiling occurs at only
130*C, the temperature rise required would be 5.7 x 105 C/s. The change in temperature as a
function of time in the NSRR is of the order of 10cc/s, which is clearly smaller than the criterion
for explosive boiling to occur.

Thus, we can conclude that the heat transfer phenomena occurring in the tests are not explosive
in nature. However, the heating rates are high enough that the boundary layer does not have
enough time to respond to the heating rates of the surface. Such a transient pool boiling
phenomenon needs to be considered to be able to model the thermal behavior of the fuel plates.

We can divide the overall heatup transient into three different regions:

Region I. Transient heating of the plate before the onset of nucleate boiling
Region II. Transient boiling during the heatup period of the plate (including nucleate and film
boiling)
Region III. Transient cooling of the plate after the power level has become small and constant
(including nucleate and film boiling)

Analysis of Region I

Since no boiling occurs in this region, the transient heat transfer problem can be addressed by
solving simultaneously the transient energy equation of the coolant and the plate. Because the
heating periods of the transients are very small, the increasing rate of the surface temperature is
too rapid for natural convection to contribute ap 3reciably to the heat transfer before boiling
commences. Goldstein and Briggs [8] developec a model to predict the time necessary for
natural convection to develop over a venical surface. This time is given by:

-%
-

a,

INC *l 0.058f"g at",1

If we apply this equation to the conditions of the NSRR tests, the time necessary to develop
natural convection would be of the order of I s, whic': is clearly much greater than the transient
heating time period of the NSRR tests.

Thus, in this region, water can be treated like an infinite solid. The heat conduction equation in
the coolant was solved using HEATING 7. This solution was utilized up to the onset of nucleate
boiling.

Incipience of boiling in transient pool boiling was studied by Sakurai and Shiotsu [9]. Their
experimental results indicate that the incipience of boiling depends on the heating period and the
water subcooling. For a subcooling of 75 C and a period of 12 ms, the incipience will occur at
121 C; for a penod of 8 ms, at 125 C; and for 5 ms, at 130 C. These data were used in the model
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to determine the onset of nucleate boiling. Sakurai and Shioutsu [9] also observed that the
incipience of boiling occurs near the intersection between the solution of the transient conduction

,

. equation in the water and the steady boiling curve.-

Analysis of Region H
.

.

It has been observed in the past by Kawamura et. al. [10] that for very rapid heating transients,
1 there is not enough time for the boundary layer to respond to the heatmg rate of the surface. ,

Thus, the boiling phenomena that occur are different from a steady situation. Hall and Harrison
[11] observed transient heat transfer fluxes that exceeded by a factor of up to ten the maximum.

heat fluxes for steady pool boiling. It has also been observed that the heat transfer coefficient ,

j
depends on the period of heating, the peak heating rate, the wall superheat, and the coolant

j
- subcooling.

i

Kawamura et, al. [10] reported pool boiling curves for a subcooling of 40 C, a square secant !
'

heating ?ulse shape, and eight different peak powers. For nucleate boiling, the heat flux !
4

increasec with increasing surface temperature superheat and reached a maximum value. This is t

called the transient Departure from Nucleate Boiling (DNB) point. The heat flux maintains a
fairly high level even after the DNB point. In addition, the boiling curves depend on the peak ;

!
.

power. In the NSRR experiments, each test has a different period and peak power. Thus, to4

j model the heat transfer coefficient accurately, we would need to know the boiling curve for each ,

pair of values of wriod and power peak for an 80 C subcooling. Given that this information is4

not available in tie literature and that the scope of this work is not to develop a heat transfer |-

correlation for transient boiling, an approximation to the heat transfer rate has been developed. ('

s

i
The maximum heat transfer rate for transient nucleate boiling at different subcoolings and |

i average iriods was reported by Kawamura et. al. [10], who defined the average period for a j

given pu se shape as.4

|| :

| f q"( )d ;

T=' (6) |'

q,,(t);

| This period is constant for an exponential pulse. The average periods for each of the NSRR tests :

wen: obtained using this definition and are given in Table 2. For these periods and a subcooling j
j

!
of 80 C, the DNB heat transfer rate can be obtained by extrapolating Kawamura's data [10]. ,

i Table 2 contains the DNB heat transfer rate for each of the ANS tests.

| Table 2 Average Period, Transient DNB Heat Flux and Multiplier for NSRR Tests

i
;

i Case Period (ms) q"nw ,, q"nn ,/c "nn .,

518-4 12 21 3.4
.

518-1 8.3 18 4.0
1

518-2 6.0 26 4.8

518-5 5.4 29 5.4
!

The heat transfer rate for transient boiling (excluding film boiling) in the tests was approximated
- by. multiplying the steady heat transfer coefficient by the ratio of the DNB transient heat transfer
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rate to the maximum steady heat transfer rate. This means that the shape of the transient pool
boiling curve (for nucleate and transition boiling) has been approximated to the shape of the
steady pool boiling curve. Even though we expect the transient pool boiling curve to be different
from the steady pool boiling curve, and to be dependent on the peak power, the approximation
performed here is good enough to produce reasonable predictions of the experimental data
obtained at JAERI.

'

As shown in Table 2, the average periods for NSRR tests are in the range of 12 to 5.4 ms with a
1 corresponding ratio of transient to steady DNB heat transfer rate varying from 3.8 to 5.4. Thus,
| the transient nucleate boiling heat transfer rate was approximated as 3.8 to 5.4 times the steady
j heat transfer rate for these tests. i
,

It has been reported [12] that the behavior of heat transfer during transient film boiling follows
j the same behavior as for steady film boiling. Thus, film boiling was modeled using the steady

state values that will be discussed in the description of modeling of region III (in the next
section).4

l
Analysis of Region III |

After the reactor power pulse, the reactor power becomes small and remains approximately
] constant during the cooling period of the plate. Thus, the question arises as to the time that it
; takes for a quasi-steady heat transfer rate to develop.

Sakurai et. al. [12] observed that the transient cooling process follows the steady-state nucleate i

boiling curve. However, the time frame of their transient was one order of magnitude larger than
the one present in the NSRR tests and therefore, can not be directly applied to the NSRR tests.
These data do provide guidance on modeling of transient cooldown phase heat transfer. This ;

observation was used in conjunction with a more direct approach. |
;

To obtain information on the heat transfer rates present in Region III, the cooling portion of the ;

curve was used to determine the steady heat transfer coefficient. If we model the plate as one {
node (i.e., utilire a lumped parameter approach), the energy equation for Region III will be given
by:

m,c , = q"'V - hA(T, - T ) (7) |p

Thus, the heat transfer coefficient will be given by:

q'"V - m,c , dT"p
h= (8'1A(T. -T )

where c , is the mass averaged specific heat, given as:p

m e , + m,c ,rp pc,= (9)p
!

"

The heat transfer rate from the surface of the miniplate to the coolant is given as:
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f " = h(T. -T ) (10)l

highly subcooled heat transfer
The results obtained using Eq. (10) are compared with the steady, figure, the heat transfer ratesrate data available in the literature in Fig. 3. As shown in this
obtained are in the range of values of the steady state heat transfer coefficients. As mentioned in
the description of the model for Region II, transient boiling heat transfer rates for the period and
subcooling ranges in NSRR experiments are several times larger than steady boiling heat transfer
rates. Thus, these results for Region III demonstrate that the heat transfer rates will follow a
quasi-steady pool boiling curve.

The results obtained from the NSRR data agree very well with the msults obtained by Ohnishi et.
al. [13]. Their data were obtained using fuel rods; thus, geometry does not seem to have great
effect on the heat transfer rate in this case. Ohnishi et. al. [13] did not obtain data for the region
of nucleate boiling, but only for transition and film boiling. The data obtained in the NSRR tests
with ANS plates include only heat transfer rates for temperatures lower than the solidus
temperature of Al 6061.

,

Thus, for temperatures lower than the melting point of the aluminum, the heat transfer coefficient
obtained from the data will be used. For larger temperatures, the data of Ohnishi et. al. [13] will
be utilized.

As also demonstrated by Bradfield [14], for steady-state heat transfer, the coolant subcooling has
great influence on the heat transfer coefficient and on the critical heat flux. Several authors have
studied highly subcooled steady pool boiling [13,14,15,16]. However, to the knowledge of the
authors, them am no data available for a vertical plate geometry. Thus, an additional contribution
of the present work is to provide data highly subcooled steady nucleate and transition pool
boiling from a veitical plate.

RESULTS

From the msults obtained using the three-dimensional modelit can be noted that, the temperature
difference between the center of the fueled region and the surface of the cladding (in the
direction of the thickness) is of the order of 10%. The temperature at the interface between the
fueled and unfueled regions (in the direction of the length and width) was noted to be generally
about 20% smaller than the temperature at the thermocouple 5 (TC5) location. In addition, the
temperature difference between the different locations of the thermocouples is less than 1% ;

(since we assumed homogenously distributed fuel). Considering the above, and for the sake of :

clarity, the location of TC5 (at center of thermocouple cluster) has been chosen to display j

predicted msults and to compare them with the experimental data in the discussion that follows.

To illustrate the importance of recognizing the transient nature of pool boiling in Region II, case
518-4 was modeled using a steady state heat transfer coefficient for Region II. The results that i

are obtained are shown in Fig. 4. As presented, the temperature traces are overpredicted by
'

~100% if the fact that transient boiling is occurring during the heatup period is not recognized.

The error due to the fin effect of the thermocouples was estimated using a three dimensional
model of the thermocouple spot welded to a pomon of the fuel miniplate. The results obtained
indicate that an error of the order of 10% can be expected because of this effect.

The results obtained for case 518-4 using the approximation for the heat transfer coefficient in
Region II and the model described in the preceding section are shown in Fig. 5. As presented in
the figure, the pmdictions obtained for Region II using the approximation for the heat transfer |
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coefficient produces results that only s,ightly overpredict (+12%) the experimental data for thel
peak temperature. However, this vanation is well within the overall uncertainties of the

: measurements. In addition, the cooling ?ortion of the curve is predicted very well within the
uncertainty of the data. This means that tie steady heat transfer coefficient values that are being
used in Region III of the experiment correctly represent the data.-

Figure 6 contains the predictions for test 518-1. In this case, the predictions are in very good
agreement with the experimental data. The variation between the thermocouple readings for this
test is greater than in test 518-4. This is caused by the inhomogeneities present in fuel miniplates
used for tests 518-1 and 518-2.

The predictions obtained for test 518-2 are presented in Fig. 7. Melting of the aluminum is
'

predicted, and t'..e predictions are within the range of experimental values. In this case, the
- analysis of the plates after the test indicated that the center region of the plate had completely l

1melted (corresponding to TC 5). As observed in Fig. 7, there are strong variations in the
thermocouple readings for this test. This is partly due to inhomogeneities pmsent in the first two
miniplates. In addition, after melting occurs, the possibility exists that the thermocouples will
relocate or penetrate deeper into the thickness of the miniplate. Thus, thermocouple 5 could be

. measuring the temperature of the fuel section instead of the cladding after melting has occurred.
This aspect was confirmed via post irradiation destructive examination of the ANS miniplates.

The results for test 518-5 are shown in Fig. 8. In this case, more melting than in case 518-2 was 4

predicted and experimentally observed. The results obtained are in the range of variation of the
experimental data. However, it seems that one of the thermocouples malfunctioned after melting
occurred.

SUMMARY AND CONCLUSIONS

To understand the structural behavior subsequent to transient heating of ANS fuel miniplates, it !
is necessary to model the thermal behavior. A three-dimensional model of the fuel miniplates has
been developed. This model includes the heat transfer analysis of highly subcooled nucleate and
film boiling. Given the large heating rates present in these tests, the possibility of the occurmnce !

of explosive boiling was considered. It was concluded that no explosive boiling will occur under
the heating rates existent in the NSRR tests.

The heat deposition rates in NSRR do cause transient pool boiling to occur during the time frame
of the reactor pulse. Thus, the transient was divided into thme temporal regions:

,

Region I. Heating of the plate befom the onset of nucleate boiling ,

Region II. Heating of the plate with transient nucleate and film pool boiling i
Region III. Cooling of the plate after power has become small and fairly constant

,

It was determined that for the time frame of the transients occurring in NSRR tests, no significant
natural convection would develop. Thus, the coolant was treated as an infinite solid for
temperatures lower than the onset of nucleate boiling during the heating of the plate (Region I).

Due to the complex behavior of transient boiling and to the unavailability of experimental data in
the literature for our specific situation, an approximation to the transient heat transfer coefficient
in Region II was performed. The results obtained using this approximation predicted the
experimental data very well, within the uncertainties of the data. If a steady state heat transfer i
coefficient in this region is used, the experimental data are greatly overpredicted. Thus, the
importance of considering the transient nature of heat transfer in Region II was demonstrated. In
addition, an approximate approach to model this region has been proposed and implemented.

,
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By determining the heat transfer rates to the coolant from the cooling portion of the tests (after

subcooled pool boiling,pered off), and comparing it to the steady heat transfer rates for highly
the reactor power has ta

it was concluded that the heat transfer rate occurring in Region III ;

follows the steady pool boiling curve. The exact time at which transient heat flux becomes quasi- |
steady is not known. Thus, the transition was assumed to occur at the moment the power tapers j
off. ,

To the knowledge of the authors, there are no data available in the literature for nucleate boiling |
in the conditions present in these tests. Thus, an additional contribution of this work consists on
providing data for highly subcooled nucleate and transition boiling from a vertical plate.
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LIST OF SYMBOLS
i

A Cross sectional ama (0.07 m x 0.025 m) [m2]
c Specific heat [J/kgK]p2

f Fraction of surface covemd by bubbles
g Gravity acceleration [m/s2]
h Heat transfer coefficient [W/Km2]
k Thermalconductivity [W/Km]
L Length of heated section of plate (0.07 m) [m]
m Mass of fuel plate [kg]
N Number density of bubbles [1/m2] '

P Pmssure [Pa]
q" Heat flux to coolant [W/m2]
q"' Volumetric heat generation in plate [W/m)]
R Radius of bubble [m]
T Temperatum [ C] ,

t Time [s]
V Volume [m)] ;

Greek symbols

at Thermal diffusivity of coolant (m2/s]

Coefficient of thermal expansion [l/K] ;

p Density [kg/m)]

t Average period of pulse defined by Eq. (6) [s] .

( Dummy variable

Indexes

NC Nucleate boiling onset
DNB Departure from nucleate boiling
c Cladding
f Fuel
1 Liquid coolant
m Miniplate considered as one node ;
sat Saturated
sn Spontaneous nucleation
st Steady
tr Transient
w Surface of the cladding

...

;
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[ Abstract

| Core flow blockage events have been determined to mpresent a leading contributor to
core damage initiation risk in the Advanced Neutron Source (ANS) reactor. During such 1

an accident, insufficient cooling of the fuelin a few adjacent blocked coolant channels ;-

out of several hundmd channels, could also result in core heatup and melting under full
.

coolant flow condition in other coolant channels. Coolant inertia forces acting on the

i
melt surface would likely break up the melt into small particles. Under thermal-hydraulic

' conditions of ANS coolant channel, micro-fine melt particles am expected. Heat transfer

i between melt particle and coolant, which affects the particle breakup characteristics, was
-

studied. 'Ihe study indicates that the thermal effect on melt fragmentation seems to bec
: negligible because the time corresponding to the bmakup due to hydrodynamic forces is

much shorter than the time for the melt surface to solidify. The study included modeling;.
and analyses to predict transient behavior and trans port of debris particles throughout the
coolant system. The transient model accounts for the surface forces acting on the particle
that results from the pressum variation on the surface, inertia, virtual mass, viscous force
due to the mlative motion of the particle in the coolant, gravitation, and resistance due to

,

i

inhomogenous coolant velocity radially across piping due to possible turbulent coolant
'

motions. The results indicate that debris particles would reside longest in heat
exchangers because oflower coolant velocity there. Also they are entrained and move

j together in a cloud.
;

i Introduction
:

The Advanced Neutron Source (ANS) is to be a multipurpose neutron research center and is'

curmntly in the advanced conceptual design stage at the Oak Ridge National Laboratory
! (ORNL). Major areas of research will include condensed matter physics, materials science,

isotope production, and fundamental physics [1,2]. The ANS is planned to be a 303-MW(t) |

heavy-water-cooled and moderated research reactor housed in a large, double-walled'

containment dome and surrounded by thermal neutron beam experimental facilities. The mactor>

uses U Si2-Al cermet fuelin a plate-type configuration. Cooling systems are designed with3;

|- many safety features, including large heat sinks sufficient for decay heat removal; passive
inventory control by accumulators, ?ools, and flooded cells; a layout that maximizes natural
circulation capabilities; and fast, recundant shutdown systems. A defense-in-depth philosophy
has been adopted. In response to this commitment, ANS project management initiated severe

,

accident analyses and mlated technology development early in the design phase. This was done'

to aid in designing a sufficiently robust containment for retention and controlled release of

;

I * Prepared by the Oak Ridge National Laboratory, Oak Ridge, TN 37831 operated by Martin Marietta ;

Energy Systems Inc., for the US Department of Energy under Omtract No. DE-AC05-840R21400

2977

'

;

. _ -



.- - . - - -- .- - - . -- - - - -

' radionuclides in the event of an accident. It also provides a means for satisfying on- and off-site
'

regulatory requirements, accident-related dose exposures, containment response, and sousee-
term best-estimate analysis for Level-2 and -3 Probabilistic Risk Analyses (PRAs) that will be
produced. Moreover,it will provide the best possible understanding of the ANS under severe
accident conditions and, consequently, provide insights for development of strategie. and
design philosophies for accident mitigation, management, and emergency preparedness efforts [3].

Past scoping studies have indicated the possibility of core debris recriticality in reactor
coolant system (RCS) piping sections, under dispersed configuration [4]. Clearly, in
order to provide the bas,s for closure of this concern and the incorporation of suitablei

design fixes, the likelihood of such dispersed configurations needs to be quantified. 'Ihis
requues an ability to describe the van,ous material motions and characterization of the
vanous energetic phenomena as they are affected by phase change and/or fission gas
release.

In this paper, the modeling and analysis framework for evaluation of ANS core debris
dispersion phenomena are described. For an accident initiated by a core flow blockage
event, several mathematical models have been developed for characterizing debris
particles, statistical distribution of particle size, dispersion, and transport into the coolant
stream. These models aie presented along with analyses results conducted to date.

ANS System Description

The ANS is currently in the conceptual design stage. As such, design features of the
containment and reactor systems are evolving, based on insights from ongoing studies. Table I
summarizes the current principal design features of the ANS from a severe accident perspective
compared with the High Flux Isotope Reactor (HFIR) and a commercial light-water reactor
(LWR). Specifically, the ANS reactor will use uranium silicide fuel in an aluminum matrix with
plate-type geometry and a total cose mass of 100 kg. The power density of the ANS will be only
about 2 times higher than that of the HFIR, but about 50 to 100 times higher than that of a large
LWR. Because of such radical differences, high-power-density research reactors may give rise
to ,significantly different severe accident issues. Such features have led to increased attention
bemg given to phenomenological considerations dealing with steam explosions, recriticality,
core-concrete interactions, core-melt progression, and fission-product release. However,
compared to power reactor scenarios, overall containment loads from hydrogen generation and
deflagration are relatively small for the ANS.

Table 1 Severe accident characteristics of the ANS and other reactor systems

Parameter Commercial LWR HFIR ANS i

Power, Mwo) 2600 100 a 303
Fuel . UO2 U Og-Al U Si -Al3 3 2
Enrichment (m/o) 2-5 93 93 h
Fuel cladding Zircaloy Al Al
Coolant / moderator H2O H2O D20
Coolant outlet temperature, K 590 342 365
Average power density, MW/L <0.1 2.0 4.5 1
Clad melting temperature, K 2123 853 853 |Hydrogen generation potential, kg 850 10 12

i

a Now operating at a reduced power of 85 MW.

h 1992 tactine (reduced enrichment now being considered)
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The reactor core is enclosed within a core pressure boundary tube and enveloped in a reflector
vessel, which is immersed in a large pool of water. Each element of the core is constructed with
a series ofinvolute fuel plates arranged in an annular array. The involute design provides
uniform coolant gaps at all spanwise positions. The 1.27-mm-thick fuel plate consists of 0.254-
mm-thick 6061 aluminum cladding material, sandwiching a 0.762-mm mixture of uranium
silicide (U3Si2) and aluminum. Each coolant gap is also 1.27 mm in width and has a span of
70.29 or 87.35 mm (up ier or lower core, respectively). Fuel plates are welded to inner and
outer cylindrical side p ates with each element having 507 mm of fueled length. Unheated 10-
mm leading and trailing edges complete the fuel plate design.

Particle Entrainment During a Severe Fuel Damace Event

Accident progression to the onset of core melting due to flow blockage is described in a
companion paper [5]. Once a fuel plate becomes molten, structural change is expected to
occur due to the presence of the unstable interfaces. Generally, the interaction at an
interface between two media of different densities results in wave formation. Stability of
this interface largely depends on surface tension and coolant inertia forces

(a/8, ~ p u'). In most cases ofinterest, a characteristic length, 8,, can be related to the
critical wave length as

# (1) .

8, ~ ) R bP i

! where Ap is a density difference of two contacting media. Therefore, a critical flow
; velocity at which the interface becomes unstable, u , can be written [6]e

- -0.25

S OF ~ Pc
u, = { (2)P

2

L Pc
_

i

where the subscripts, p, c denote the molten fuel plate and coolant medium,
respectively, and p, is the density of the continuous phase for a given stable regime (e.g.,
coolant). At a liquid water-vapor interface, the first waves to appear are small ripples.
Higher vapor velocities lead to an increase in the amplitude of these ripples, and soon'

three-dimensional disturbances are generated. For a two-phase system ofliquid water;

and vapor, it was observed experimentally that the water liquid film abruptly broke up
7

and was entrained by the vapor at the critical vapor velocity, corresponding to the j

stability number (C) of around 3.7 [7]. There is uncertainty in a , plying this stability |
number for a liquid-liquid interface. However, it provides us wit i an idea about the
critical velocity at which the fuel entrainment would occur.

!
'

Using Eq. (2) for the ANS, the critical coolant velocity for the fuel entrainment can bei

obtained as 1.3 m/s (based on p, = 1000 kg/m3, p, = 2700 kg/m3, o, = 0.868 N/m). If
the coolant is saturated steam, then 13 m/s is the velocity obtained based on p, = 12

kg/m3 at 2.5 MPa.

.
To further examine the coolant condition (in a single channel where significant boiling is

I assumed to occur under a hypothetical severe accident), its velocity is evaluated as a
1 function of channel inlet velocity assuming constant pressure and homogeneous two-
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phase flow. By neglecting intemal heat generation and viscous dissipation, the local
steam velocity at any axial position, z, is given by [8]

u,(t) = G'(t) + O(z - A(t)] (3)
Pc

the parameter, O, represents the speed at which phase change takes place and is expressed
as

24"w v*Qm (4)
h,, A,.,

The boiling boundary, A(t),is given by

2(,) = G,(t) A, , Ah'"' (5)
24"w

Figure 1 illustrates fluid velocity at the channel exit (0.507 m) as a function of fluid inlet
velocity for various heat fluxes. As the inlet velocity increases, the exit velocity
decreases because ofincreased boiling boundary length. The exit velocity eventually
reaches the same value as the inlet velocity when no bulk boiling occurs in the channel
(due to the assumption of constant pressure). In reality, since we have several hundred
channels in parallel, the occurrence of significant boiling in any one channel would cause
parallel channel flow instability [5), which results in flow from the channel with boiling
to be diverted into other non-boiling channels. Nevertheless, as seen in the figure, fluid
velocity in the coolant channelis sufficiently high to entrain the fuel melt whether or not
it boils.

350

q' = 3 M /m2

f ; q' = 6 MWim2
* p q'= 9 MW/m2
- 250- q.= 12 MW/m2

A, N. 2w-

t

3
100- '

3

0
- .( _ ..; .

0 2 4 6 8 10 12

Fluid Velocity at irdet (m/s) |

l
Fig.1 Fluid velocity at channel exit versus inlet velocity '

under hypothetical, fixed inlet flow conditions
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Melt Particle Breakup

Initicil particle size

The characteristic length, defined in Eq. '(1), is based on an instability at the interface
induced by the density difference of two contacting media. For aluminum, Eq. (1) gives

. values of 5 to 7 mm depending on vapor or liquid phase of continuing fluid medium.
This number is substantially larger than the physical thickness of a fuel plate (e.g.,1.27
mm) and of the coolant gap. Initial breakup of the melted plate is thought to be governed
by Kelvin-Helmholtz (KH) instability. A wave is developed at the interface of two media
moving at different velocities. An intact (melted) plate with coolant (either vapor or ;

liquid) flowing at a relatively high velocity in ANS conditions is a configuration similar
to melt jet penetrating through a stagnant (or slowly moving) water pool. Extensive
research has been performed in the past to predict this jet penetration problem. A general
agreement is that at the interface between melted jet and water, KH instability determines
thejet breakup behavior. Kocamustafaogullari derived the maximum stable particle size
based on classical KH instability theory for molten drops, and his predictions were
compared masonably well against breakup data collected by several other researchers for
various gas-liquid and liquid-liquid systems [9]. According to his predictions and data
collected, the maximum stable particle size varies in the range of 5 to 10 mm for a gas-
liquid system and of 6 to 150 mm for a liquid-liquid system. Initial particle sizes must

.

have been larger than these maximum particle sizes. As indicated above, however, initial
j breakup will be limited by the physical size of the melted plate. Furthermore, any wave

growth at the melt-coolant interface must be limited by the physical size of the coolant
gap, which is 1.27 mm. Themfore, in our study, we assume that the initial melt particle is
1.27-mm-diameter, which is the plate thickness, instead of expending further efforts to
study details ofinterfacial stability problems. !;

i.

{ Particle size distribution j
i 1
'

Based on Wolfe's extensive data collected for Bis drops (do = 1.6 mm,2.7 mm), Pilch
j described particle size variations as a log-normal distribution given as [10]

!
-r

-In d ''# d' 1 1 d,, exp < I
(6)f |d, , =&f d: -y --

2f' _ u d, ,
_

.

4

: where p and ycan be determined as a function of the Weber number, from Wolfe's data
i as
,

= -4). 0879 in(We) + 1. 38 and y = In(-C.168 We") (7)i

; The normalized number distribution in Eq. (6) is defined as the fractional number of
j fragments per drop per normalized size range. Our molten debris consists of aluminum

mixed with uranium silicide, and thus a statistical distribution of panicle size might be |i

| different from the Wolfe's data. Furthermore, a chemical reaction between aluminum and
uranium silicide at the temperature above aluminum melting temperature may change
material properties due to eutectic formation. Such a change in material properties has
not been known yet. For the current study, therefore,it was decided to use the Wolfe's

; data for particle size distribution. In future, we can probably collect our own data for our

material, and formulate similar expressions for and y, as given in Eq. (7). For our

'
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condition, assuming 2700 kg/m3 for debris density,20 m/s for liquid coolant velocity,
and 1.27 mm for initial particle diameter, the Weber number is estimated as 585. Listed
in Table 2 is the resulting particle distribution discretized into five bins.

Table 2 Discretized Particle Distribution

Bin Size range, diam. (m) Number fraction Mass fraction

10-8 o 5 x 104 0.47923 0.109991 t
5 x 104 o 7 x 104 0.2232 0.236452 t
7 x 10-6 o 9 x 104 0.1832 0.347973 t

4 9 x 104 o 10-5 0.07699 0.1973t
10-5 o 10-4 0.03748 0.108295 t

Effect of melt solidification on melt breakup

While the melt (or melted 11 ate) undergoes breakup, the particles will transfer heat to its
surrounding medium. Unc er certain conditions, the panicle breakup process may be
limited by solidification of particles. Such a thermal effect is assessed by comparing the
time for the melt to become solidified against the time for melt breakup to occur.

The melt particles will start to solidify if heat generation becomes less than heat losses.
A solid cmst will form at the particle surface and grow inward. As it grows, this crust
shell becomes stronger; at the same time it will be exposed to increased stress because of
pressure buildup due to heat generation inside of the crust shell. At a cenain threshold
shell thickness, the crust will break u 3, and the internal melt will be e.xposed to
hydrodynamic forces for further brea cup. The time for this thermal process (t ) can bet
characterized into two periods. One is the time taken for the temperature of the melt
particle surface to decrease to its solidification temperature (t ), and the other is the timet3
taken for the crust shell to break up due to internal pressure buildup (t ). The effect oftb
this thennal process can be assessed by comparing this time against the time for the melt

ibreakup due to hydrodynamic forces (t ). If tg3 >> t , evaluation of ttb s not necessary,h h
and we can conclude that hydrodynamics dominate over thennal process for melt panicle
breakup.

To evaluate tes, transient heat conduction equation for a sphere is written as

1 B6 1 8f d6' 4'"2
(8)a Bt r* Br < r Br > + k

where 6 = T - T , and T is the surrounding bulk temperature. With boundary and
'~

initial conditions as the following,

26 -k 86 = h 6, 6|,,, = T, - T m 6, (9)= 0,-

Br ,,o Br ,,,

Equation (8) can be solved to give temperature distribution in a melt panicle as

6(r, t) = 1 f k, sin ( A,r)("* + b (R - r ), 47 (10)
2 2

r ,,i 6k 3h
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iwhere the constant kn is determined as a function of the eigenvalue, An. Table 31ists the
four eigenvalues for various particle diameters with 740 W/m2.K of convective heat
transfer coefficient and 190 W/m K of thermal conductivity. The first term on the right-
hand side of Eq. (10) becomes zero for n = 1 (At = 0). For n = 3,4.... this term becomes
too small to compare with that for n = 2, due to the large eigenvalues in the exponential
term.

!Table 3 Eigenvalues for Various Particle Diameters (d)

n d = 4 x 104 m d = 8 x 104 m d = 1.27 x 10-3 m
1 0 0 0
2 241.6 170.8 135.6
3 22,467 11,234- 7,077 i

4 -38.626 19,313 12,166

When the melt starts to experience solidification at its surface, therefom, its
corresponding time can be approximated from Eq. (10) as

R 6,,
g~gn' j:'

< r

g
' '

i t,, = - in where 6,, = T ,u '- T (II),

aA2 k sm. (A R)2 2 2

. .
1,

i

Hydrodynamic breakup time (th) is defined as the time when the melt particles are no
'

longer subject to further breakup. The normalized breakup time was cormlated by Pilch, >
-

based on experimental data collected by several investigators for a gas-liquid system, and'

given as [10] ;
i

-

r3 = a(We - 12)' (12)

Hydrodynamic breakup time is defined from normalized breakup time as
,

r 30.$

b (13)
"

t, = T3
u, - u, p, ,

The constants a and b in Eq. (12) am listed in Table 4.'

Table 4 Constants for Pilch's Correlation for Melt Breakup Time for Gas-Liquid System I
1
'

Range a b

12 5 We < 18 6 - 0.25
.,

18 5 We < 45 2.45 0.25
45 s We < 351 14.1 -0.25

351 s We < 2670 0.766 0.25
2670 s We 5.5 0'
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There are not enough data available to draw a general conclusion for the breakup time for
the liquid-liquid system. Baines' study of the breakup of mercury drops in water revealed
a normalized breakup time for the liquid-liquid system, td, of 4 to 5, which is
comparable to that for a gas-liquid system [l1] . On the other hand, Theofanous reported
a significantly lower breakup time for a mercury-water system (e.g.,2 to 5 times faster)
[12). However,if the breakup time from Eq. (12)is estimated to be smaller than the
solidification time, ts, we can still draw a reasonable conclusion that the hydrodynami s
govern the melt break-up process.

With 1.27 mm of initial diameter, the breakup time given by Eqs. (12) and (13) is
estimated to be 0.145 ms. Melt solidification time is illustrated in Fig. 2, as a function of
particle size for various levels of power generation and 10 K initial super heat above the
1 article melting temperature. One can easily see that the particle breakup due to
iydrodynamic process occurs much earlier, even before the melt surface starts to become
solidified. This leads to the conclusion that the particle breakup process is mainly
governed by hydrodynamic process, at least in the fuel melting accidents in the ANS,
which we currently consider.

100,
! snlidificatinn Time

i
= 0.3 MWfg

10 -1 - 0 1.5 MWAg-
i 3MWh

|
7 10 -2,

- 1

E i

10 -3 _ f.__ _ _ c +__0 0 0
~
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^

Hvdrodvnamic Breakuo Timog .4_ _

! + / = 20 m/s
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^

vap r, y = 160 m/s..

10 *5
,

10 5.0 x 10 -d 1.0 x 10 3 1.5 x 10 -30

Particle Diameter (m)

Fig. 2 Melt particle solidification time

Particle Dispersion Throughout RCS

It is desirable to knaw how debris particles originating from the core region in a severe
accident would be dispersed throughout the coolant system at different velocities. To
conduct this evaluation, the entire coolant system was nodalized into several control
volumes, as seen in Fig. 3. Particle density of size bin-i in control volume-j, ni,j can then
be expressed as

)
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dn ' 1 o.

s ,, (l4)j' n,,, u ,, A, += ii

where the bracket [ ]" , represents inflow subtracted by outflow and where donor cell
properties am used for flow properties, including particle velocity and particle density.

It is realized that the motion of particles in the coolant stream is certainly nonuniform,
and always changing both in direction and magnitude of velocity. However, to obtain an
overall perspective and to capture the essential ph,ysics of the transport processes, a one-
dimensional approximation was made. The transient rectilinear motion of a spherical
particle in a turbulent flow, with nonzero mean velocity, can be given as [13,14]

xd'p, du" = xd'p, du 1 xd'p, ' du, du, '
+ 3 xv,p,d(u, - u')c +

6 di 6 dt 2 6 g dt ds > (l5)
xd' 5 xd'p "' "'+ ~ ' 16R ~ " '~~

'
6

where v is the kinematic viscosity and subscripts p and c are particle and coolant fluid,
respectively. The first term on the right-hand side of Eq. (15) is the surface force acting
on the particle that results from the pressure variation on the surface, which is a function
of the pmssure field in the entraining coolant. The second tenn is for the inertia of the
virtual mass (entrained with relative motion of the particle in the coolant) and is
equivalent to an increase in particle mass equal to half the mass of the coolant displaced.
The third term describes the viscous force (e.g., Stokes' linear resistance) due to the
relative motion of the particle in the coolant. The fourth term is the gravitational force,

and S in this term is the directional cosine. The last term describes a resistance due to
inhomogeneous coolant motion caused by turbulence. According to Tchen [14], coolant
motion in the radial direction in pipe flow induces additional resistance to the particle
movement and is expressed as

F = *- p,d'(u, - u,) Br
"r (16)

4
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For turbulent flow in a round pipe, the coolant velocity profile can be approximated as
[15] !.

u, (r) = u,,, 1 - r >i (17)
f

< R>

Averaging the derivative of Eq. (17) with respect to r for u . max = Su /4 yields |c e

f 0"b = .I * 0"' dr = - "E-

,

(18)\ Br | R0 Br 4R
'

Therefore, Eq. (16) averaged over a pipe cross-sectional area is expressed as the last term
in Eq. (15).

F

Interactions between panicles, and between particles and pipe (or stmeture) wall, are not ,

'included in Eq. (15) because particle sizes under consideration are small enough to
neglect particle collision. The coolant velocity is assumed to be constant with time in our
calculations and is taken from a separate RELAP calculation (i.e.,25 m/s in core and 6-7
m/s in other regions of reactor coolant loop). This implies the absence of any significant
influence of debris particles on the bulk coolant flow. This postulate was based on the
significantly larger inertia of the bulk coolant flow relative to inertia of debris particles.

Results and Analysis i

A preliminary calculation has been performed to observe the debris particle dispersion
1

throughout the primary RCS. The entire coolant system was nodalized into 53 control
volumes. Each control volume was set at about 2 m in length. The effective core
diameter (e.g., control volume 1) was determined from the rate of coolant flowing |

through the core (1,994 kg/s) and the coolant density of 1,000 kg/m3. Among the four :
coolant loops, three loops are normally on-line, with the fourth loop on a standby basis.
The control volumes 16 through 52 represent one of the three loops. One main heat
exchanger and one emergency heat exchanger are in each coolant loop. The primary

,

coolant is to flow through the shell side of each heat exchanger. Main and emergency,

heat exchangers are represented by five and three control volumes, respectively; that is,
control volumes 27 through 31 for main heat exchanger and 35 through 37 for emergency
heat exchanger, as seen in Fig. 3. The control volume length and coolant velocity for the

'

'

heat exchangers were obtained to correctly evaluate the residence time of the coolant in
heat exchangers. For the given coolant velocity (e.g.,0.78 m/s for main heat exchangers,

j and 1.57 m/s for emergency heat exchangers) and mass flow rate, the diameter of each
heat exchanger was calculated as 1.04 m (41 in.) and 0.73 m (28.9 in.) for main and
emergency heat exchangers, respectively.

r

Only the first control volume sepresenting the reactor core generates debris particles. For
-

a test case, the debris particles were generated at the rate of 667.67 kg/s for 0.15 s, which
i

results in 100 kg of debris particles. This 667.67.bg/s was based on a constant melting of !
.

the core; that is 303 MW of power divided by 0.397 MJ/kg oflatent heat of fusion of>

aluminum. Actually it gives 755.67 kg/s and 0.1323 s of melting period to generate 100
4

kg of debris particles. However, the melting rate was adjusted to be 667.67 kg/s during
0.15 s of melting period. The statistical distribution of the particle size is given in Table !
2. Note that the largest particle size would be (as in Table 2) 10-4 m, which is even

'

smaller than the mesh size of the strainer in the cold leg. Therefore, it is conservatively ,
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assumed that the effect of the strainer for capturing the core debris particles is negligible.
Variation in particle size turns out not to affect the debris dispersion behavior very much
because the high coolant velocity leads the particle to approach the terminal velocity
(e.g., coolant velocity) very quickly. It was usually observed that the particles reach the
coolant velocity within the first control volume where they are introduced. Core debris is
a mixture of solid uranium silicide particles dispersed in molten aluminum. Because
uranium silicide is heavier than aluminum (e.g.,12.8 g/ml for U3Si2 vs 2.7 g/ml for Al),
it is possible for U Si2 particles to be segregated. To examine this possibility,3
calculations wem performed as if all the particles are U3Si2. The resulting particle
distribution throughout the coolant system was compared with that for the case with all
aluminum particles. The differences were almost negligible because the particles reach
the equilibrium velocity so quickly in the fast-moving coolant that we consider here.
Then: fore, the description of results and the analysis are provided for the dispersion of
aluminum particles.

Figures 4 through 7 demonstrate the results in terms of debris mass and also the temporal
variation of debris mass at a few selected locations. Debris mass distributions at several
different times are shown in Figures 4 (a) and (b). It is seen that the heat exchangers are
the locations where the particles reside longest. One must note that debris mass in one
actual coolant loop is to be one-third of the value shown in the figures for nodes from 16
through 52. Also, it needs to be pointed out that a particle takes about 27 s to traverse an
entire coolant loop, as evident in Figure 4 (b) for the debris mass at 30,35 and 40 s.
Figure 5 shows the same results for an earlier time period, from 0.5 s through 5 s. It is
clearly seen that the debris mass at the moving front diminishes as the particles disperse
farther. Debris mass is also shown in Figure 6 for 0.05 s through 0.5 s. It is seen that the
debris particle mass in the control volume 1 (core) increases during debris particle
generation (0.15 s). In this calculation, one should note that the intact core mass is not
included as a part of debris mass in the control volume 1, which is the core. Upon
completing debris particle production, core debris mass decreases as seen in the figure.
However, debris mass in the next volume (CV-2) keeps increasing to about 90 kg for a
time because the particle takes about 0.28 s to travel through the control volume as
evident from the fact that the particle starts showing up in the third volume at 0.3 s in the
figure (this time difference,0.28 s vs 0.3 s is due to the finite size of time step). Figures 7
(a) and (b) show the temporal variation of debris mass at control volumes 2,3,4, and two
heat exchanger volumes. It is seen that at the coolant downstream out of the core,
maximum debris mass is predicted to be about 90 kg. This means that the entire core
moves almost together under the assumed conditions of debris particle generation and
introduction into the fast-moving coolant. However,it shows that the debris particles
disperse throughout the coolant loop volumes as they move. The entire debris mass (100
kg) is seen to stay in the main heat exchanger at around 14 s. But, one must recall that i

!
we have three heat exchangers holding this 100 kg of core mass. Therefore, the main
heat exchanger in each coolant loop would hold one-third of 100 kg of debris mass if
debris at the branch node 16 is equally distributed among the three loops. To check the
sensitivity of nodalization on the debris mass, the control volume 2 was further divided
into two volumes. The results indicate that the control volume nodalization does not
seem to be very sensitive in debris dispersion, while it may be possible to have locally
higher debris concentration in some instances.

Summary and Conclusion

In this paper, models for debris particle dispersion have been developed and presented.
Along with particle dispersion, debris breakup behavior was also characterized. The
transient model for particle dispersion and transport accounts for the surface forces acting
on the particle that results from the pressure vanation on the surface, inertia, virtual mass,
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viscous force due to the relative motion of the particle in the coolant, gravitation, and
resistance due to inhomogenous coolant velocity radially across piping due to possible
turbulent coolant motions. Numerical calculations were performed for debris dispersion
throughout the primary coolant system.

Coolant inertia force acting on the melt surface will likely break up the melt into small
particles. Under the expected thermal-hydraulic conditions in an ANS coolant channel,
micro-fine melt particles are predicted. Heat transfer between melt particles and coolant,
which affects the particle breakup characteristics, was studied. The study indicated that
the thermal effect on melt fragmentation seems to be negligible because the time
corresponding to the breakup due to hydrodynamic forces is much shorter than the time
for the melt surface to solidify. For the specific case analyzed, the results of panicle
dispersion calculations indicate that debris particles would mside longest in heat
exchangers because of the lower coolant velocity them. Also, com debris tends to move
together upon melting and entrainment. Recriticality concern will be studied in futum,<

i with respect to debris particle dispersion in RCS.
J

The current model for the debris dispersion does not account for the interaction between>

particles, or for interaction between particles and structure walls, which may slow down
,

particle dispersion in some degree. However, further work to include particle interaction -
modeling does not seem to be necessary at this stage because its effect is thought to be<

i
. small. Also missed in the current model is the feedback to the coolant. The coolant

'

' '

velocity must be affected by existence of debris in its stream. The current model, ,

i however, assumes that the coolant velocity stays constant, unaltered by debris particles in i
#

it stmam. In addition, missed is the model for the particle entrapment in local pockets j

; where the bulk coolant velocity is nearly zero. !
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Nomenclature

Aj cross-sectional flow area of control volumej
Ax.s cross-sectional area
d particle diameter
do mitial particle diameter
Gi mass flux at channelinlet
g gravitational acceleration
h convective heat transfer coefficient
hrg heat of vaporization of water
k thermal conductivity
nij- number der.sity of particle bin i in control volume j
q heat flux
q"' volumetric heat generation
R . pipe radius or effective radius of control volume
sij rate of volumetric particle source of bin i in control volume j
th particle break-up time due to hydrodanamic process
tt particle break-up time due to thermal process
tes time taken for the particle surface to be solidified
tb time taken for the solidified particle shell to be broken upt
u velocity
uij particle velocity of bin i in control volume j
vrg difference of specific volumes (= vg - vr)
VJ volume of control volumej
w channel width
We Weber number (=pu'd,/a)
z channellength
Ah inlet subcooling of coolant channela

;

I a thermal diffusivity
& y experimentally detennined coefficients for particle distribution

6 directional cosine
6, characteristic length
A boiling boundary
A, eigen value
v kinematic viscosity
p material density
a surface tension

( stability number
O phase change speed
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ABS 1RACT <

'Ihe severe accident analysis code MELCOR, version 1.8.2,has been applied for thermal-hydraulic pre-test

analysis of the first test of the Phebus FP program Oest FPT-0) to study the best test p--w.s and the
applicability of the cxide. The Phebus FP program is an in-pile test program which has been planned by the
French Commissariat a L'Energie Atomique and the Commission of the European Union. The experiments are

being conducted by an international collaboration to study the release and transport of fission products (fps)
under conditions assumed to be the most tepresentative of those that would occur in a severe accident.

The Phebus FP test apparatus simulates a test bundle of an in-pile section, the circuit including the steam

generator U tubes and the containment. The FFT-0 test was designed to simulate the heat-up and subsequent fuel

bundle degradation after a loss of coolant severe accident, using fresh fuel.

Two options for fuel degradanon models in MELCOR have been applied to fuel degradation behavior. The first ;

model assumes that fuel debris will be formed immediately aAer the fuel support fails by cladding relocation due

to the candling process.The other is the uncollapsed bare fuel pellets option, improved in this present study, in
which the fuel pellets remain standing in a columnar shape until the fuel reaches its melting point, even if the
claddag has been relocated by candling. The latter option model has been improved to simulate UO2 melting

and relocation by candling.

Bundle power is linearly increased by nuclear heating by the time that oxidation runaway begins and
continues until the cladding melting temperature is reached. When the first debris formation option is used, fuel

debris is formed immediately aAer oxidation runaway due to loss of support by cladding relocation, causing
particulate debris relocation to lower cells, in this case, fuel relocation is induced only by eutectic formation
with the zircaloy cladding. On the other hand, when the bare fuel option is used, fuel reaches the meking
temperature followed by fuel candling and blockage formation in the bundle lower section.

The fuel degradation models of MELCOR have shown that the early phase of fuel degradation is well-
predicext if either the bare fuel pellets columns remain standing or the pellets collapse without fuel melting after
the cladding relocation. Improved bare fuel model seems preferable for simulating further degradauon
phenomena accurtling to previous experiments and TIM-2 experience.

The thermal-hydraulic behaviors in the circuit armi containment of Phebus FP are discussed herein. Flow

velocities in the Phebus FP circuit are high in order to produce turbulent flow in a small diameter test pipe. The
MELCOR calculation has shown that the length of the hot leg and steam generator are adequate to attain steam

temperatures of 7000 arul 150E in the respective outlets. The containment atmosphere temperature and
humidity derived by once through integral system calculation show that objective test conditions would be
satisfied in the Phebus FP experiment.

For the code validation, post-test analysis would be expected for the Phebus FP experiment.

INTRODUCT10N

in order to evaluate the behavior of fissior roducts released from a core at a nuclear power light water
iractor during a severe accident, the Phebus FP program is under way at CADARACHE(FRANCE) as an
international project (Delchambre and von der Hardt[1]). In this program, the fission products released from the

core are injected via a steam current into a containment vessel which is 1/5000 in volume of the actual plant.
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The Phebus FP program is unicpe in that it is the first in the world to study the transport of real fission
proicts from their release in the fuel to their behavior in the circuit and containment.

Dermal-hydraulics is key in or&r to provi& representative condtions of severe reactor acci&nts to observe
their effect on the aerosol behavior and fission proicts chemistry. MELCOR is a fully integrated computer co&
that models all phases of the progression of severe accidents in light water reactor nuclear pour plants
(Summers [2] , Masi and Eltawila [3]) . It is being &veloped for the NRC by SNL and seems to be a suitable j

tool for integral experimental analysis from fuel bunde to the containment such as Phebus FP.
Many calculations with various codes, mo&ls and assumptions are nee &d to promote the experimental

planning in advance in or&r to verify that the objectives are fulfilled in this point of view, MELCOR seems a
suitable tool for this objective. 1

in NUPEC (Nuclear Power Engineering corp.), j

MELCOR has been applied for themial-hydraulic pre-test analysis of the first test of the Phebus FP |

program (test FPT-0) to study the applicability of the co& for analysis of fuel bunde &gra&t:on ;

|phenomena and to confirm that the targeted constant test condtions can be attained in the circuit and
containment. This paper presents the Phebus FPT-0 pre-test analysis by MELCOR version 1.8.2.

1. THE OUTLINE OF THE PHEBUS FP TEST

1.1 The Phebus Test Facility
Figure I shows illustraion of Phebus FP test facility. It is ma& up of three main parts, ie., the bunde, the

experimental circuit, and the containment vessel. The FPTD test was & signed to simulate the heat-up and
subsecpent fuel bunde &gra& tion after a loss of coolant severe acci&nt, using the in-pile test facility.

The main object of Phebus FP is to investigate the release of fission proicts and other materials from a
&gradng rod bunde, their transpon through a mo&l primary circuit and their & position in a containment
vessel.

Twenty PWR type fuel rod (1 m in height) and Ag-In-Cd (SIC) control rod are held in the bunde (Figure

2). The circuit consists of a hot line (12m in length) from the top of the test train (fuel bundle
section) to the steam generator (8m in length). De steam genemtor followed by a horizontal line (5m in

length) inserted into the containment (10ni in volume).
A long pipe of h" line is imposed by the dstance between the diver ccre pool and the safety vessel

housing all the compt"its of the experimental facility. Therefore, a large section of this lirie had to be & signed
to provi& the minimum FP/aerosoi retention. His was achieved by maintaining the pipe wall temperarme 700
t by an electric heater and optimizing the pipe inner dameter to 30 mm. The secon&ry si& of the steam |

generator is cooled to 1500 by organic licpid to avoid steam con &nsation. The cold leg is also kept at a
constant temperature of 1500.

The containment vessel is a 1/1500 moil in volume of an actual PWR containment. The containment has
a unitpe structure in which the con &nsers are installed at the top of the vessel to give the same con &nsing
surface area to volume ratio as in real plants. De temperature of the con &nsers and containment sump are
maintained at 900. On the other hand the containment wall temperature is kept higher, at 110E, to re&ce the |

amount of vapor and aerosol & position to the minimum amount.

1.2 Test Proce&re of FPT-0 Fuel Bunde Transient Phase
De fuel bunde transient has been calculated to simulate the fuel heat-up and subsecpent bunde &gra& tion

un&r controlled rate of steam cooling and nuclear heating (Figure 3). De total & ration of 18000 secone of the
bunde transient consists of two phases of 9000 seconi. The first phase is & voted to the thermal calibration of

the bunde to keep the bunde temperature constant in three stages, while the second one is the temperature
transient and &gra& tion part of the test. Each phase dvi&d into various period accordng to the variations of
the mass flow rate injected to the bunde inlet and the power diven to the fuel roi. He injected fluid is pure
steam at a temperature of 1650 and an initial pressure of approximately 0.2 MPa.

For all the circuit test & ration, the circuitt system is maintained at the above mentioned temperatures.

Fission proict and aerosol &pletion through several mechanisms will be explored Before the fuel transient
starts, the containment atomsphere arrives to steady state Wring 24 hour pre-condtioning by fixing the
containment wall and sump temperature. During the bunde &gra& tion, fission product and aerosols will be
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released to the containment through the circuit. In this phase, incoming aerosols are removed by settling and by
dffusiophoresis on the cooling parts of the condensers.

2. KEY PARAMETERS AND MODELS OF MElf0R FOR PHEBUS FP THERMAL-
HYDRAULIC ANALYSIS

Fuel &gra& tion mo&ls are most dominant parameters which are supposed to be sensitive andcomplicated

to simulate the Phebus FP thermalhydraulic behavior by MELCOR 1.8.2. MELCOR calculates oxi& tion of
both Zircaloy and steel by solid state dffusion through the oxi& layer using stan&rd parabolic kinetics, with
appropriate rate constant expressions and limited by steam availability. For Zircaloy, the rate constant is
evaluated from the correlation by Urbanic and Heidrich.

Eutectic reactions can be treated between Zircaloy clading-Uranium oxi& and SIC-steel clading-Zircaloy
guit tube. If the enthalpy of the molten mixture exceed its licpi&s enthalpy, then the mixture will begin to
dssolve attain soli & if they are present in the same core cell.

In the clading relocation criteria, molten material hold-up by the oxi& shell has been implemented Molten
material is held up within a component when the oxide thickness is greater than a user & fined critical value (0.1

mm), if the component temperature is less than a critical value (& fault: 2500K), and if no canding from the
component in that cell has taken place.

Mass relocation by canding of molten core materials, the formation of flow blockages by refrozen by
canding materials and fonnation of particulate debris from intact core componets are mo& led by MELCOR.
There are two options for fuel &gra& tion behavior. The first model assumes that fuel &bris will be formed
immedately after the fuel support fails &e to clading relocation by the canding process. The other is the
uncollapsed bare fuel pellets option, in which the fuel pellets remain standng in a columnar shape until i

Uranium oxi& reaches its melting point even if the clading has been relocated by canding. I

Figure 4 shows the conceptual dagram of two mo&ls. Conceming the subroutines correspondng to the I

bare fuel mo&l, original MELCOR 1.8.2 version has been up&ted in this work to correctly melt and relocate j

the Uranium oxi& at the melting point.

3. MELCOR NODALIZATION FOR PHEBUS FP
Figure 5 shows the MELCOR nodng dagram for the FPT-0 test, for a through analysis from the fuel

bunde section to the containment. There are 19 control volumes (lower plenum, fuel bunde, upper plenum, 4
hot line, 3 steam generator primary si&,3 steam generator secor&ry si&,4 cold line and 2 containment vessel)

and 16 flow paths interconnecting them. The fuel bunde is no&lized into two radal rings and 11 axial cells in
which 11 n03 to nl2 are the fuel region and cell nl3 is the fission gas plenum section. The core volume is
surroun&d by the heat structure of the Zirconia shroud The shroud is noilized axially to match the core cells
and radally into several layers.

The circuit walls and containment structures are mo& led by heat structures. The intemal surface of the
l circuit, steam generator and containment are mo& led by convective heat transfer. Constant temperature is given

,

'

at the outer surface of hot line, cold line containment and coninser tube insi& surface. The sump is mo& led in

| the bottom of the containment

4. THERMAL-HYDRAULIC ANALYSIS FOR THE FUEL TRANSIENT PH ASE
l

4.1 Fuel bunde behavior
i Fuel temperature histories are shown in Figure 6 to Figure 9. Three steps of temperature plateaus up to
'

9000 second are controlled to calibrate the thermocouples with pre-test estimation prior to the fuel transient.
The incirase of the temperature & ring 3 plateaus leai to a maximum temperature of 1200K at mid-plane level.
Bunde power is linearly increased from 9000 second until 16000 second up to 90 KW (Figure 3). Between
9000 second and 10000 second, the increase of nuclear power leai to a fuel heat-up. The steam flow rate
increase up to 3g/s till 10000 second and continues to 1200') seconi. From 12000 second to 14000 seconi,

the steam flowrate & crease to 1.5g /s to simulate steam s7vation caused by core uncovery (Figure 3).

Oxi& tion runaway begins around 10000 second and continues until the clading temperature reaches its

t
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melting point. Oxi& tion heat escalates the solid phase oxygen dffusion to funher accelerate exothermic
oxistion reaction. Zircaloy oxidation reaches 73% in the mid-plane of outer layer at 11000 second. Sudin dup
off to 0* K means material melt and relocation &wnward

Figure 10 shows the pro &ced hydrogen till the reactor shut &wn which shows the oxidation is almost
saurated at 14000 second. When the bare fuel option is used proimd hydogen is slightly less than that of the
&bris option &e to formation of conglomerate &bris that inhibit funher oxi& tion.

When stainless steel clading of the control rod reaches its melting point of 1700K in 10500 second
(Figure 8 and Figure 9), melt relocation of SIC material occured since the SIC already reached to its melting
point of 1075 K & ring the third plateau but remained enclosed in the stainless steel clading. Most of all SIC

materials (90%) relocate to the lower plenum by 12200 secons (Figure 8 and Figure 9).
When the &bris formation option is used fuel &bris is formed after 10500 second &e to loss of suppon

by clading relocation, causing &bris relocation to lower cells. In this case, intact fuel melting is in&ced only
by eutectic formation with zircaloy clading. Fuel pellets from all levels generate UO2 &bris Finally,96% of
UO2 is transformed to the paniculate &bris without fuel melting at 16000 secord (Figure 11).

On the other hand fuel reaches the melting temperaturee when the bare fuel option is used At 13000
second, the initial fuel melting occurred &e to reach the melting point 3113 K at midplane in inner ring )
(Figure 7). The zone where melting occurs is enlarged by the increase of the nuclea power. Due to the power '

increase in the inner ring by control rod dsappearance before the power escalation, melting of the inner ring
occurred Then this cause the coolability increase in the outer ring. At the end of the transient, completely

,

!

dsappeared fuel region is located between the levels 0.3 m and 0.9 m in inner ring (Figt;re 11).
Canding of molten materials lead to the refreezing in the lower part of the bunde. Refreezing of the

flowing swn mixture leas to a flow area re&ction in the lower part of the bunde. During the relocation of
materials, total flow area in insi& ring is completely blocked between level 0.2 m a'id 0.3 m at 13000 seconi.

4.2 Circuit and containment i

Re temperature of steam flow along the circuit has been predctedby MELCOR and shows as a parameter
of time (Figure 12) . He times chosen for the plots correspond to the first plateau (at 2000 secon&), secor.d
plateau (at 4000 second), fuel oxi& tion phase (at i1000 secon&) and fuel melting phase (at 15000 secon&).
The flow temperature results show the large gradents which exist above the bunde and entry in the steam
generator tube. Flow velocities show maximum value of 17 m/s at the entrance to the steam generator tube.
This high flow rates correspond to objectives of adjustment Reynold number and minimal & position in the
circuit to shonen the resi&nce time. De hot leg temperature is 7000 except above bunde plenum, the coldleg
and half of the steam generator tube is 1500 which shows the temperature control in the circuit meets the
objective condtions.

Twenty four hours before the start of the bunde transient, control of containment insi& wall and sump
water temperatures is staned to increase to the objective test condtions & ring the preparatory phase..

Containment condtions at the start of bunde transient is the steady state after 24 hours preparatory phase. These
values me obtained in advance for the isolated containment. Calculated humidty ratio, atmosphere temperature
and pressure are 59 %,104U and 0.199 MPa respectively..

De atmosphere temperature & ring the transient phase lies between 104E and 112t (Figure 13) &pendng
on the steam inlet flow rate into the containment. He humidty ratio lies between 60% and 80% (Figure 14)
conespondng to atmosphere temperature. Figure 15 shows steam con &nsation rate on the containment wall and

inner structures. Almost all steam condensed on the con &nser surface and con &nsation on other surfaces is,

negligible. His shows the containment wall is almost free from fission proict & position since little steam
con &nsation occurs on the wall.

DISCUSSION
1

The present version of MELCOR 1.8.2 does not mo&l the clading rupture &e to intemal pressure. In
,

, course of the situation toward severe acci&nt, clading rupture &e to intemal pressure escalation is not
; important since the time from claiing rupture to melt is very shon. Temperature is the only failure criteria for

clading. This means that clading failure may occur earlier in the Phebus FP test than in MELCOR predctions.
During the third plateau, SIC materials melted in steel clading. This would be a cause of clading rupture
inicing SIC vapor release into the coolant channel earlier in the actual acci&nt scenario than in the

,
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calculsions. MELCOR calculrion has shown thc canding and flow channel blockage are well mo& led
he Phebus SFD test (Gonnier, Repetto and Geoffroy [4]) shows thm uncollapsed bare fuel may exist in the

early phase of bunde &gradmion. However rubble bed formation before massive melting has been hypothesized
to have occurred in TMI-2 acci&nt (Broughton et al. [5]) . De fuel &gra& tion models of MELCOR have shown

that the early phase of fuel &gra& tion is well-predctedif either the bare fuel pellets columns remain standng
until fuel canding is in&ced or the pellets collapse without fuel melting after the cladting relocsion to form
rubble bed (l.K. Mo&l and F. Eltawila [3]). However, in or&r to simulac further &gra& tion phenomena,
mo&ls for debris bed formation via bare fuel and molten fuel canding process may be nee &d in MELCOR.

MELCOR calculations have shown that zirconia shroud ses not reach to its melting temperature during the

test. Although zirconia will withstand heating, there is still remaining the possibility ofits & mage by chemical
intwaction with metallic components in &bris since this process ses not seem a&cpately mo& led in
MELCOR,

ne cistuit calculation shows that the length of the hot leg and steam Senerator are a&cpate to attain steam

tempenture of 7000 and 150t in the respective outlets. For the containment, steam condensation and humidty
repirements derived by once through integral system calculation would be satisfiedin Phebus FP experiment.
MELCOR calculation shows that the test objective condtions will be satisfied as shown in a summarized table

(Table 1) .
CONCLUSIONS AND FUTURE WORK

De fuel bunde &gra& tion mo&l of MELCOR 1.8.2 has been improved by incorporating the UO2
canding and relocation criteria. Original version and improved version were applied to Phebus FP pre-test
analysis. Accordng to the empirical phenomena by Phebus SFD and TMI-2, this improved mo&l would be
more realistic compared with original &bris formation mo&l. Although the Phebus FPTO has been performed,
many samples are un&r analyses and not yet available. Phebus FPT-0 results would provide useful &ta for co&
validslon and improvement especially in fuel &gra& tion behaviors.

Generally, MELCOR shows the capability of simulating the thermal-hydraulic behavior of total system of
Phebus FP test facility through the fuel bunde, circuit and containment. It can be conclu&d that the use of the

| MELCOR code for Phebus FP experimental analysis will provi& the co& vali& tion and user & fined parameter

values for co& application in near future.
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liam Test obpeuve condiuans

Circuit

Hot line outles gas ternperature 700t 700t

Sicarn gensentor outlet gas ternparature 150t 150t

Containment (steem inpction phase)

Steam condensauon on vessel wall vessel wall is neutral asamst negligible
to steam condensation

fRelative hurrudity intermediate 60 % - 83 %

(3)
4)

)
Table 1 Comparison with Phebus FFT-0 Test (1) SIC ftx!; (2)Fuct pins; (3)ZrO2 shroud; (4)lnconel
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' Bldg,9204-1, MS-8045

Oak Ridge,TN 37831-80454

; ABSTRACT
.

Flow excursion transients give rise to a key thermal limit for the proposed Advanced Neutron Source (ANS)
reactor because its core involves many parallel flow channels with a common pressure drop. Since one can>

envision certain accident scenarios in which the thermal limits set by flow excursion correlations might be
exceeded for brief intervals, a key objective is to determine how long a flow excursion would take to bring j

about a system failure that could lead to fuel damage. The anticipated time scale for flow excursions has been j
examined by subdividing the process into its component phenomena: bubble formation, flow deceleration,

'

4

and fuel plate heat-up. Models were developed to estimate the time required for each individual stage.'

Accident scenarios involving sudden reduction in core flow or core exit pressure have been examined, and the

,

models compared with RELAPS output for the ANS geometry. For a high-performance reactor like the ANS,
flow excursion time scales were predicted to be in the millisecond range, so that even very brief transients |i

might lead to fuel damage. 'Ihese results have been useful for determining the significance of momentary flow |

excursion events calculated for accident situations in the ANS reactor. In addition, the methods presented are
4

applicable for evaluating the timing of flow excursion transients in other facilities as well.

i Nomenclature

2
b Channel gap (m) q" Heat flux (W/m )
c, Specific heat (J/kgK) r Radius (m)

Da Hydraulic diameter (m) R* Normalized bubble radius
.

s ,, Internal heat generation rate (W) s Channel span (m). y

f Moody friction factor t Time (s)
g Acceleration due to gravity (=9.81 m/s') t+ Normalized time-

2G Coolant mass flux (kg/m s) T Temperature (K)'

h Convective heat transfer coefficient (W/m'K) V Velocity (m/s)+

h,, Enthalpy of vaporization (J/kg) x(z) Thermodynamic flow quality
Ja Jakob number [(T - T ) e, p/(h,,p,)] x'(z) Flow vapor mass fraction.

| k Thermal conductivity (W/mK) Y, Actual bubble radius at detachment (m)i

L Channel length (m) Y* Normalized bubble size at detachment3

P Pressure (Pa) z Axial coordinate (m)2

'The submitted manuscript has been authored by a contractor of the U.S. Government under contract DE-AC05-840R21400.
Accordingly, the (LS. Government retains a nonexclusive, royalty-free license to publish or reproduce the published form of this
o aanhution. or allow others to do so, for U.S. Government purposes.

,

M.mmt by Madin Maricita Energy Systems, Inc., under contract DE-AC05-840R21400 with the U.S. Depanment of Energy.
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Greek Symbols Subscripts

a(z) Flow void fraction b Bubble
2

ni Liquid thermal diffusivity (m /s) c Cavity
c Surface roughness (m) CHF Critical heat flux

2 Channel exitp Dynamic viscosity (Ns/m ) e

p Mass density (kg/m') f Friction
a Surface tension (N/m) i Channel inlet
T Surface shear stress (N/m') 1 Liquid

$2 Two-phase friction multiplier sat Saturation conditions
v Vapor
w Wall surface

14 One-phase

24 Two-phase

INTRODUCTION

The Advanced Neutron Source (ANS) reactor is currently being designed to generate the world's highest
steady-state thermal neutron fluxes for use in scattering experiments. As a result, the ANS reactor core
operates with a very high powerdensity,and thus with a very high heat flux from the fuel plates. The current
n ference design for the core uses aluminum-clad fuel plates packed in an involute geometry to form parallel
flow channels between common upper and lower plenums. To achieve the desired power density, a narrow
channel gap of 1.27 mm is planned, together with a 507-mm heated length and a nominal coolant velocity of

225 m/s. The nominal average and peak heat fluxes are approximately 6 and 12 MW/m , respectively. Such
a parallel-plate core is potentially vulnerable to fuel damage resulting from excursive flow instability, which
represents the most restrictive thermal limit for the ANS under many accident scenarios [1].

Flow excursion instability was first investigated by Ledinegg [2], and differs from a true critical heat flux
(CHF) failure because the mass flow rate in the affected channelis not constant. The mechanism of flow
excun; ion is most easily visualized in terms of supply and demand curves for the channel pressure drop as a
function of flow mte. As illustrated in Fig.1, the demand curve representing the pressure difference necessary
to force coolant through a particular heated channel has a characteristic "S" shape. At very high coolant
velocities, the flow will be entirely single-phase liquid, while extremely low flow rates would give rise to
single-phase vapor flow in the channel. Both these situations have typical positively-sloped demand curves
in which the flow rate is directly related to pn ssure drop. When the coolant velocity approaches intermediate
values where two-phase flow appears, the channel demand characteristic begins to deviate from the single-
phase Iquid and vapor curves. The region of the demand curve with significant two-phase flow present is
marked by regative slope, as seen in Fig.1. Two-phase effects first appear in a single- phase liquid flow at
the point ofincipient boiling (IB) and become pronounced with the onset of significant voiding (OSV) in the
fluid. In contrast to the demand pressure drop for each channel, which depends on the flow through it, the
supply pressure diffen ntial available to drive the flow is only a function of the pressure in the common inlet,

and outlet plenums. The plenum pressure drop will be identical for all the parallel channels, and is only
slightly affected by boiling or flow excursion in the most limiting channel. Hence, the supply curve in Fig.
1 is shown by a horizontal line. Steady-state operation is possible only at points corresponding to an
intersection of this supply line with the channel demand curve.
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Interaction between the demand and supply curves leads to the phenomenon of flow excursion in a parallel.
channel system. Under normal operating conditions in the ANS, the supply pressure drop is given by the
upper line, so that the coolant flow is entirely single phase at the operating point A. If the nominal supply
pressure drop in Fig. I were somehow reduced, point A would move down the demand curve until it reached
the minimum. Any furtherdecrease in the supply pressure drop to a position such as APs,(2) would leave
no operating intersection available except point B in the single-phase vapor flow regime. Ledinegg showed
that this situation would force the flow to redistribute itself to adjacent parallel channels, so that mass flow
in the channel with the highest heat flux would be sharply reduced. A critical heat flux condition would then
occur in the affected channel because of flow starvation well before the system reached point B, leading to fuel

damage in at least a portion of the reactor core. The difference between the supply and demand curves
indicated in Fig. I represents a pressure " defect" that decelerates the flow during an excursion. The thermal-
hydraulic conditions leading to flow excursion can arise from either a decrease in the available supply pressure
dmp or from an upward shift of the demand curve minimum due to system depressurization. In a system of
parallel channels, accident scenarios usually indicate fuel damage resulting from excursive instability and flow
redistribution rather than a true CHF situation at nominal flow rate.

One of the correlations presently being used by the ANS Project to predict the onset of flow instability was
i

developed by Costa [3] in 1967. Safety margins are defined in terms of a flow excursion limit ratio

//

Thermal Limit Ratio - (1}
%t

Thus, as long as the thermal limit ratio remains greater than I during a projected accident scenario, no fuel )
damage should occur. Although the Costa correlation allows one to estimate the conditions that lead to flow j

excursion,it says nothing about the time scale of the transient leading up to failure. In fact, none of the flow
;

excursion contlations available addresses the transient nature of the problem. This lack of knowledge causes

particular problems when analyzing a high-performance research reactor such as the ANS. Figure 2, taken-

from an ANS pmgress report [4], shows the RELAP5 MOD 3 simulation of a 127-mm diameter pipe break near
|

the ANS primary system vessel adaptor weld (PSVAW), with the flow excursion limit ratio plotted as a,

function of time. Early in the transient at t = 8.8 ms and again at t = 32.5 ms, the flow excursion limit is
exceeded as a result of depressurization because of acoustic waves propagating from the point of fracture. The
first such period lasts for only 2 ms and the second lasts for 4 ms. Whether these brief intervals actually allow
a flow excursion to take place and cause any fuel plate damage remains unresolved by RELAP5. An
independent model for each stage of the flow excursion process is also desirable for comparison with the

,

i

RELAPS results. This paper will examine the transient nature of flow excursion in detail and evaluate the time
;
; scale required for a flow excursion to develop under ANS conditions.

MODELING THE STAGES OF FLOW EXCURSION'

The anticipated time scale of flow excursion in the ANS has been examined by recognizing that a flow
excursion is actually the net result of several distinct processes. Once conditions necessary to initiate an

;
excursion failure are present, vapor bubble nucleation and growth to detachment size must take place. The
resulting two-phase flow then has to be decelerated until a critical heat flux condition occurs. Finally, the
thermal inertia of the ANS fuel plates themselves must be taken into account to see how much time elapses

,
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betwo.m a CHF film-boiling condition and irreversible fuel melting. Depending on the surface characteristics
of the ANS fuel plates, the creation of vapor bubbles may also be delayed by the need to form a metastable,

,

supid liquid prior to nucleation. Models have been developed to estimate the time required for each of
these individual stages.

Bubble Forniation Time

To estimate the time required for vapor formation, models for 1,oth the bubble size at detachment and the

bubble growth rate on a heated surface must be available. The normalized bubble detachment size, Y[, can<

be found from the work oflevy [5]:
,

1
1

Yi = 0.015 (oDy p, )l81 (2)
Vi |

-

|

where o is the liquid surface tension and Du is the channel hydraulic diameter. The expected bubble radius

when it leaves the wall can then be calculated from Y[ using the relationships

Y, = Y[ (t, /p, ) 8 b
Hi !

where T* = [ I andf = 0.0055
* I1+ 20000 -- + (3)8 p, !D, GD Ip,_ ,g y

!

In all these equations, G represents the mass flux in the flow channel andf stands for the Moody friction
factor. Once Y. has been calculated, a model for bubble growth can be invoked to solve for the growth time
necessary to attain this radius. A useful relation for bubble radius as a function of time is given by the model
of Mikic, et al. [6]:

R*= [(r * + 1)M - (t *)M - 1) (4)

:
!

* #where R* = is a dimensionless bubble radius and t' = is a normalized time for bubble2(B j3) (g2jg2)

growth. The parameters A s.nd B are evaluated using
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*
x (T,, - T,) h3 p,

,

7 T, p,
,

B= E Ja 2 (5)afx
,

.

forbubble growth on a surface of temperature T,,where Ja = "" - T,) y' is the Jakob number relating the
h, p,

latent and sensible heats. His solution for the bubble growth time to detachment is valid in both the early
inertia-controlled stage of bubble gmwth and later on when heat diffusion is the limiting factor. :

:

!
Flow Deceleration Delay

ARer nucleation and bubble growth to detachment, the time required to slow the two-phase flow in the channel
'

must be addressed his portion of the transient can be modeled by applying the integral momentum equation
to a control volume located inside the cooling channel. Figure 3 shows a schematic of the control volume used

to analyze two-phase flow in a channel of span s, gap b, and overall length L under the assumption of one- |
dimensional flow with uniform velocity and temperature at any cross-section. Neglecting the influence of |

gravity, which is very minor compared to forced flow effects at ANS flow rates, the forces acting on the |

control volume are the inlet and exit pressures plus single- and two-phase shear forces along the walls.
i|Applying the integral momentum equation then yields
|

dV, (t) 1

9,sbL [ (P, - P,)sh - 2(s+b) ti4(t) L ,(t)
= i

de
(6)

- 2(s+b)t4(t,z) dz - p,V,(t)sb[V,(t) - Vft)] ]

|

which is a differential equation for the inlet flow velocity as a function of time. The first term on the right
hand side represents the supply pressure drop available to drive the flow, with P,(t) and P,(t) taken to be
specified time %t boundary conditions that are obtained from the plenum pressures after allowing for
inlet and exit losses. De next two terms represent shear forces integrated along the channel in the single-
phase regime up to z = L;/t) and in the two-phase region between L,/t) and L. De last term on the right is !

a momentum term arising from acceleration of the flow due to heat input. Invoking the continuity equation j
;

gives V,(t) = V, (t) p/p, for the exit velocity if one neglects any transient accumulation of mass inside the
channel. This idealization assumes the vapor mass fraction remains relatively low and the liquid phase is i

!

sufficiently incompressible that channel mass inflow and outflow are essentially equal at any time during the
transient. |

1

1
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Equation (6) provides a way to reconstruct the channel demand and supply curves analytically and track
changes in inlet velocity brought about by flow redistribution as a flow excursion proceeds. To carry out the
calculations, several more correlations are necessary. First, one must have some relationship for determining
the onset of significant voiding that initiates two-phase flow at z = L ,. The OSV correlation selected for thisf
analysis is the one proposed by Saha and Zuber [7]:

i

q "D*^

T,-Tu = 0.0022 Pe < 70000

.

)
.

//
i or T, - Tu = 153.8 Pc > 70000 (7)

!

~ for local conditions at the OSV point. In these equations, q"is the local heat flux, k, the fluid conductivity,
G D ,, e#

= RePr is the Peclet number. Combined with an energy balance, Eq. (7) allows theand Pc =
k,

single-phase flow length L,,to be calculated directly.

After the boundary b established between single-phase and two-phase flow at L,,, the shear terms must be
dealt with. The single-phase flow can be readily modeled based on the Filonenko friction factor correlation
and the Petukhov expression for the forced-convection heat transfer coefficient on the surface of the fuel plates
that are cunently used in the ANS Project [8]. Unfortunately analyzing the two-phase portion of the channel
is not nearly as clear cut. A relatively simple drift flux model developed by Levy [5] was selected to predict
the void fraction and two-phase friction multiplier in this region. According to the Levy model, the mass
fraction of vapor in the flow, x tz), is related to the "true" thermodynamic quality x(z) by

#IZIx'(z) = x (z) - x (L ) exp -1 (8)34 x(L,4)

where x(z) = c, /7(z)- T,,,(P,)J/h ,(T,,,)is determined from an energy balance. The associated void fractionf

in I_evy's model, a(z). can then be found from

_- i
,i - P, )

a(z) = x'(z) , f(z) . g" & L
P V

s Pi,

* |

where C, = 1.13 and { = 1.18 i[ P, I8
()

Pi
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Levy also gave the two-phase friction multiplier, 42 ,, [9j

@' " ((1 -x'(z) pas (10)
1 - a(z)]2

which represents the increase in wall shear relative to an equivalent single-phase flow. Hence

dP dP i

y lp4 " g |fi4 @' (11) ;

where the frictional pressure drop, dP |p, , for the mgle phase flow is determined using the Filonenko

correlation discussed earlier.

One more conclation is still needed forintegration of Eq. (6). To see how far the excursion should be allowed

to pmceed, one must have an expression predicting when CHF and the switch to film boiling in the channel l

will take place. The CHF correlation currently being used by the ANS Project is the Gambill/Weatherhead !

relation [8]:
.

2 a25

4Nir = h (T, - Tu ] + 0.18h p, og (p, - p, )/p3
(12a)

1 + (p, /p, )e5 c,(T, - Tu )/(9.8h3)x

' 1 0.25g
"#"#

and T* = [ 47.7 - 0.127 T* ] + T" (12b)
3154.6,

s

where q$ir is the critical heat flux, h is the forced-convection heat transfer coefficient predicted by Petukhov,

and T is the channel wall surface temperature. Since Eq. (12b)is a dimensional correlation, the heat flux
needs to be expressed in kilowatts and all temperatures must be in Celsius for the results to be valid. The
Gambill/Weathesead equation can then be solved for V(cur, the channel inlet flow velocity below which flow 1

!
starvation causes a CHF failure at the exit.

|

To generate the solution of Eq. (6), a FORTRAN computer code called FLOWEXC was written that employs
'

4th-order Runge-Kutta integration to obtain V (t). 'Ihe code P_DWEXC incorporates all the thermal hydraulici

correlations already described, plus a set of relations compiled by Crabtree and Siman-Tov [10] to evaluate ;
I

the thermophysical properties oflight or heavy water as functions of temperature. Once L,,is obtained at each
t;me step by iterating to find the axial location where the Saha-Zuber correlation is satisfied, all components
of the momentum equation are evaluated and a new inlet flow velocity is calculated using the Runge-Kutta
method. The transient calculations then continue until V,(t)s V,. cur from Gambill/Weathesead. The flow
deceleration delay for a flow excursion will be defined as the time between rounding the minimum of the
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i

demand curve, when the system first enters an unstable flow regime, and the point when FLOWEXC ;

determines Mc,,, has been reached in the channel. :
,

The transient code FIDWEXC was initially benchmarked by simulating a steady-state flow excursion<

experiment conducted in the thermal hydraulic test loop (THTL) here at the Oak Ridge National Laboratory.,

Designed to collect thermal-hydraulic data for the ANS, the THTL features prototypic heat fluxes and flow
velocities comparable to those planned for the reactor [11]. Figures 4-6 show some sesults obtained using

,

2 !' FLOWEXC to analyze 'IWIL experiment PE331 A, which had T, = 45'C, a constant heat flux of 12.2 MW/m ,
and a fixed channel exit pressure of 1.7 MPa. An initial supply pressure perturbation of 0.05 MPa below the,

; demand curve minimum was imposed by reducing P, to 2.23 MPa to bring about a flow excursion. De j
i program FIDWEXC allows one to view the separate effects of single-phase friction, two-phase friction, and
: the acceleration momentum term on the overall demand curve. In Fig. 4 the individual components of the !

demand curve pressure drop are plotted versus velocity, which decreases with time throughout the transient. ,
,

i It is clear from the overall demand curve shown in Fig. 4 that the momentum term is the dominant factor
'

,

influencing the shape of the demand curve to the left of the minimum point. In contrast to the rapid growth |
of the momentum term in two-phase flow, single-phase friction declined almost linearly throughout the ;

transient, and two-phase friction was always relatively small. One should also note the change in slope ;

' predicted for the single-phase friction term at a velocity of about 17.9 m/s, which is due to reduction in La i.

once two-phase flow appears at the channel exit. In addition to the demand components, Fig. 4 contains a plot !

; of the pressure defect curve during the excursion, which has the same shape as the overall demand curve [
shifted downward by the imposed supply pressure drop.

~

;

i;

: ~ Figure 5 illustrates the contributions to the demand curve pressuie drop of the single-phase and two-phase t
'

sections of the THTL channel. The single-phase contribution declined throughout the transient as the inlet +

flow velocity decreased. However this reduced pressure drop due to the single-phase flow was more than ;
'

offset by an increasing pressure drop in the two-phase flow near the exit. Thus the pressure. defect between i
'supply and demand continues to increase, and the flow excursion proceeds at an accelerating ppce as the two-

phase flow section lengthens. The growing segment of the THTL channel that experiences two-phase flow
is also evident in Fig. 6, which plots the ratios of single-phase flow length and incipient boiling location length i

to total channel length. For this calculation, FLOWEXC was modified to include the Bergies-Rohsenow |

correlation [12] for IB on the channel surface. Like RELAPS, FLOWEXC interprets the Saha-Zuber OSV i

point as the start of two-phase flow. Any multiphase effects between the IB and OSV points are neglected.
,

For the THTL run simulated, the singl -phase length ratio ranged from 1.0 down to 0.96, and the IB location
,

length ratio went from 0.70 to 0.63.
,

|
'

! Using the input data from THTL Case FE331 A, FLOWEXC calculated a flow deceleration delay of 5.4 ms
between rounding the demand curve minimum and CHF. This is consistent with the FE331 A test, which
indicated a very rapid transient, but the THTL instrumentation is currently inadequate to measure a precise

'

time value. The numerically-generated minimum of the demand curve also occurred at a flow velocity of
j about 17.75 m/s, quite close to the steady-state experimental value of 17.0 m/s. Thus the pressure drop and

void fraction models included in FLOWEXC appear to fit the data relatively well. One other qualitative
characteristic of flow excursions was also evident from simulating the THTL experiment: Most of the flow
excursion time prior to CHF is spent near the minimum of the demand curve. Once the flow velocity in the
channel becomes appreciably less than that corresponding to the local minimum in the pressure drop, the
difference between the supply and demand increases rapidly until failure. Since this pressure defect provides
tae driving potential for flow excursion, the transient moves much quicker away from the minimum.

:
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Metastable Liquid Effects !

Another physical phenomenon that tends to impose a delay in flow excursion transients is the need to form
a metastable, superheated liquid prior to nucleation of vapor bubbles. Clearly the onset of net vapor
generation, which leads to flow excursion, cannot occur until sufficient superheat has built up for nucleation
to begin. A key feature in any model for heterogeneous vapor nucleation is the size distribution of cavities
available at the heated surface. For a particular cavity to be capable of nucleating vapor bubbles, the wall
temperature must be enough above T for a bubble to be in therm 0 mechanical equilibrium with the fluid in
the thermal boundary layer. 'Ihe equilibrium equations generally predict a range of active cavity sizes that
becomes narrower as the superheat declines. Below some threshold value of the superheat, the active cavity
range goes to zero and no bubbles can be nucleated. Currently the ANS fuel plates are expected to have an
average surface roughness of about 0.5 x 10 m, which gives some indication of the likely cavity size range.4

'Ihus sufficient superheat to initiate nucleation from cavities in this size range must be available prior to OSV.

Several models are available for predicting when cavities of any size are capable of becoming active
nucleation sites. At present, the Bergies-Rohsenow correlation is being used in the ANS Project to indicate ,

|incipient boiling conditions [8]. Bergles and Rohsenow solved for the IB point by applying a graphical
technique to the equations of thermomechanical equilibrium; hence this method is not suitable for calculating
the range of active cavity sizes if the superheat is increased. However, the Hsu [13] and Davis-Anderson [14]
models for incipient boiling can be manipulated to yield both criteria that a cavity must satisfy to become
activated and predictions for the range of active cavity dimensions at higher wall superheats.

.

Since flow excursions can result from a reduction in either the channel flow rate or channel exit pressure, it
is convenient to have two different forms of the IB criterion. When the supply pressure drop falls, the onset
of nucleation will be due to rising T, as the flow is reduced while P, remains unchanged, so incipient boiling
is best presented 5 Mrms of a minimum wall temperature for nucleation. Exit depressurization transients, on
the other hand, have T relatively constant, so the IB condition should be expressed as the value of P,(or T,,,
at the exit) above which nucleation is impossible. Using Davis-Anderson, the required equations are

8 T'" ""n'
nn

'

T"'""" = T'" +
k, hg p,

or

T***" " = T* +
-

8 q" a 2 q," a '
' '"

4 q," o
(13)

T* + k, hg p, k, hy p,k, h y p,,

.

and the cavity size range that is active at higher superheats is given by

(T, - T,, ) k, 2 Y (T, - T,, ) k,' 2 _ 8 a k, T,,
"

1 (14)r, -

q,,, q, h p, q,yy y

, y ,

|
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Hsu's model yields the analogous formulas

6.4 o T,, h ' 6.4 a T,, h 6.4 o T,, h
2(T'" - T~ ) +T* - T"" + +

h p, k, h p, k, h p, k, |y g g
,

Or

|

' T'**" = T' ,

12.8 o h (T, - T. ) 3.2 o h (T,, - T. )
. 6.4 o h (T,, - T. )

T* + (15) '

k, hg p, k, hg p, k, hg p,

s

for the IB requirements and

k T,, - T ' T,, - T ' ' _ 12.8 o T,, h (gg)
' '

r* = , 1- 2 1- .

4h
, T,, - T. , T,, - T. , p, h,, k, (T,, - T ),

for the active cavity size range. The primary difference between the two models arises because of slight
variations in the assumed shape of the embryo bubble. These equations will be used to test the thermal-
hydraulic conditions predicted by FLOWEXC at IB and OSV to see whether enough wall superheat is :
available for activation of cavities in the expected ANS size range. If metastable liquid effects can delay the ,

nucleation of vapor bubbles past the expected OSV point, then the time scale for flow excursion must be i

lengthened accordingly until more superheat can develop.

Fuel Plate Heat Up Time

The last phase of a flow excursion transient willinvolve heat-up of the fuel plates toward the melting point
as a result of inadequate cooling near the channel exit. Weatherhead's correlation for T,,[Eq. (12b)] allows i

one to calculate the minimum temperature needed for CHF at the exit. Once this wall temperature has been i

exceeded, a rapid fuel plate heat-up leading to damage becomes unavoidable unless the exit pressure increases ;

significantly. To obtain a conservative initial estimate of the role of thermal inertia, the adiabatic heating rate,
dT

, for a fuel plate can be determined from the equation
dt

(m c,,,g + m, c,,, ) dT = f,,. (17)

where 8,,, is the internal heat generation rate within the plcte. Thus it is possible to obtain a characteristic

minimum time sequired for heat release inside a fuel plate to bring about any temperature increase necessary
for CHF to take place.

i

|
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; COMPARISON WITH RELAPS MOD 3 RESULTS

i
,

; Three RELAP5 flow excursion cases in the ANS geometry were selected for analysis using the transient
_

models developed in the preceding section. Both declining core flow and core exit depressurization scenarios4

j- have been examined, with all calculations starting from full ANS power levels. In the first RELAP case, the
'

supply pressure drop across a flow channel was ramped linearly from its nominal value down to zero over a
( period of 100 seconds to start the excursion, while the exit pressure remained fixed. Another simulation
i involved reducing the channel exit pressure linearly to atmospheric over a period of 100 seconds with flow

] rate held constant. 'Ihe first of these cases corresponds to a flow excursion generated by movement down the
j. - channel demand curve to the minimum point, and the second simulates an excursion resulting from an upward
i shift of the demand curve at lower pressures. 'Ihe last case analyzed was the 127-mm PSVAW break scenario
j discussed in connection with Fig. 2, where flow excursion limits were briefly exceeded. To reproduce the

{ . channel flow characteristics indicated by RELAP5, the channel inlet and exit pressures as functions of time
L were extracted from the RELAP run and submitted to FLOWEXC as boundary conditions.' Figure 7 shows
j these pressure histories, with the sharp minima that caused the Costa limit to be exceeded at 8.8 ms and 32.5 j

ms clearly evident. j;
|.

| For all three of these transient cases, the first stage of flow excursion involves forming vapor bubbles of |
j detachment size. Table i summarizes the results from applying the bubble growth models developed earlier i

; to the Saha-Zuber OSV conditions for each case. The calculated bubble radius at detachment from the wall !
4 4ranged from 4.73 x 10 m for the PSVAW break simulation up to 8.97 x 10 m for the declining flow transient, !'

| leading to growth times between 0.421 and 1.76 microseconds. Longer times were associated with :he ;

j declining flow case becaw.,e the more subcooled exit conditions slowed bubble growth, and the bubbles also ;

j had to be larger before the reduced flow velocity could strip them off the wall. However the flow excursion ;

i delay due to bubble nucleation and growth appears to be insignificant under conditions typical of the ANS. ;

i
'

| ~Ihe flow deceleration delays for the reduced-flow and loss-of-exit-pressure scenarios allow the most direct

| comparisons between the transient models developed in this paper and those from RELAP5. To estimate the

i fluid deceleration time scale for a flow excursion, one must plot the demand curve reconstructed by either
RELAP or FLOWEXC and then measure the elapsed time between the minimum point and critical heat fluxi

; conditions. Figures 8 and 9 illustrate the demand curves output by RELAPS for one nodalization of each case.

: In Fig. 8,50 nodes were used axially along the ANS channel to do the declining flow transient, while Fig. 9
i presents the demand curve for an exit depressurization based on 95 axial nodes. Both sets of calculations were

done using FIDWEXC as well as several different RELAPS nodalizations, and the results are given in Table j
,

2. All the reduced-flow transients exhibited a negatively sloped demand pressure drop prior to the onset of ii

!flow instability at the minimum point, while OSV had already occurred somewhat earlier in the transient. On;
i

! the other hand, the exit depressurization situations started out from a fixed flow rate and channel pressure drop
until the instability. Here OSV essentially coincided with the minimum point because the formation of vapor;

; is due to virtually instantaneous flashing at low pressure.
|
'

Examination of Table 2 shows severalinteresting features of these transients. Clearly a fine axial nodalization
is very important to model such problems with RELAP. For both decreasing flow and core exit

| depressurization situations, the calculated flow deceleration delay decreased significantly as the original 5-
i node model was refined. The transient time needed to bring about OSV was also reduced with each finer ;

nodalization. This earlier appearance of OSV is easily understood when one remembers that RELAPS only !

!calculates pressures at cell centers. A finer node spacing means the center of the last cell will be closer in

! pressure to the exit plenum; thus less reduction in P, is necessary to bring this cell to OSV conditions.
:

! |
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:

2 Predicted deceleration delays for the declining flow transient ranged from 0.33 to 0.38 s with the fine-
nodalization RELAP runs. Dese numbers compare reasonably well with the 0.16 s estimate obtained from

.

i PLOWEXC. For the exit depressurization simulations, the shortest flow deceleration time scale calculated
: with RELAP was 8.3 s, which is much longer than the FLOWEXC value of 0.4 ms. This discrepancy
! apparently reflects different models for the strength of vapor generation in the two codes. However most of

the experimental evidence available points to times much closer to the FLOWEXC value for depressurization'

flow excursions [15]. |

No assempt was made to plot the demand curves generated by RELAP and FLOWEXC when simulating the
127-mm PSVAW break because they would have been distorted by the rapid pressure variations. Instead, the
main question in this case was simply whether the fluid deceleration delay provided sufficient time for the
system to " ride over" the depressurization spikes at t = 8.8 ms and 32.5 ms without experiencing a flow

g

i excursion, even though the Costa condition was violated. The RELAP5 run indicated no OSV or flow
excumion under these conditions. On the other hand FLOWEXC experienced OSV 8.0 ms into the transiem'

j and suffered a CHF failure at t = 8.2 ms, before P, even reached its first minimum value. This situation
probably reflects the same difference between the two codes that was evident with the earlier depressurization.

transient. In addition, FLOWEXC used a slightly different technique from that found in RELAPS when'

i evaluating the coolant bulk temperature. This change also makes the transient progress faster than predicted
by RELAP.

i

i

) Table 3 contains the results from applying the Hsu and Davis-Anderson models for incipient boiling to the
i reduced flow transient, the core exit depressurization, and the PSVAW break simulation. With the reduced

flow transient, the IB condition is presented in terms of a minimum wall temperature for nucleation, while the

: two depressurization cases express it in terms of a maximum exit pressure. Both models indicate IB would
! occur later than predicted by Bergies-Rohsenow, but the nucleation criteria were always satisfied prior to the
'

Saha-Zuber OSV point except for the Hsu model analysis of the exit depressurization run. Furthermore, the
active cavity range predictions of both models under OSV conditions nicely span the average surface'

j roughness expected with ANS fuel plates for either reduced flow or the PSVAW break situation. For exit i
; depressurization at OSV, the Davis-Anderson active cavity span was slightly larger than the mean ANS |

] roughness but in the same general size range, while the Hsu nucleation criterion was not quite satisfied. In i

'
! general, it appears metastable liquid effects may delay incipient boiling somewhat, but IB is unlikely to be

extended past the OSV point enough to inhibit a flow excursion during any of the three transients stuSed..

The last time scale for flow excursion in the ANS is derived from heat-up of the fuel plates themselves.
1 Results of these calculations for all three test cases are included in Table 4. De table shows the initial single-

! phase convection wall temperature at the channel exit for each case, and gives the minimum wall temperature
;

necessary for CHF at the exit from Weatherhead's correlation. All these numbers are based on the thermal- ''

hydraulic conditions at the end of the FLOWEXC transient. Once the plate adiabatic heating rate has been
,

determined, it is then possible to estimate the minimum time needed to reach CHF. As seen in Table 4, the
CHF wall temperatures at failure for both exit depressurization and the PSVAW break run are slightly less than
the conesponding initial wall tempemtures. His fact reflects the drop in Tcuras the exit pressure falls during -

the transient. No fuel heat up delay seems to be available under such conditions. For the reduced flow case, ;
a minimum delay of 9.01 ms is necessary to reach Tcur, but this characteristic time is still much shorter than -

the 0.160 s time already predicted by FLOWEXC for flow deceleration. Apparently adiabatic thermal inenia
;

effects can do little to extend the flow excursion times calculated from deceleration of the coolant in the ANS
'

reactor cose.

|

3014

-. -. - --. _. _ _ _ _ _ _ _ _ _ _ - - - _ .- _-__ _ _ _-. _ _ _ _ _ _ _ _ _ _ _ _ _ -



_ _ _ _ _

l
l

All the analysis performed so far to supplement RELAP5 runs for the ANS Project has emphasized the high
speed of flow excursion transients under the thermal-hydraulic conditions present in the ANS core. At present,
it does not appear that ic ANS conceptual design can survive the acoustic expansion waves propagating
through the coolant from an instantaneous pipe break without suffering some fuel damage due to flow l

'

excursion. Work continues on refining the transient models developed for each stage of a flow excursion and
improving the agreement with complementary RELAP5 simulations. It is also planned to carry out some |

transient experiments here at ORNL, so that each stage of flow excursion can be observed in real time.
Hopefully this work willlead to increased understanding of flow excursion transients and how they would
pmgress during accident scenarios in the ANS reactor or any system involving similar geometry and power
densities. |

4

4
1

CONCLUSIONS

1. Time scales for flow excursion transients can be obtained by separating the transient into its component
phenomena and modeling them individually.

2. Deccleration of the coolant flow provides the dominant time delay during a flow excursion under ANS
conditions. As a result, most of the transient prior to fuel damage is spent near the minimum in the
demand curve.

,

!

I3. Fuel plate heat-up time is most evident in reduced flow transients, while the influence of a metastable
liquid phase is largely confined to depressurization cases. However neither effect adds appreciably to
flow deceleration delays in the ANS.

4. A fine axial nodalization is necessary to obtain a realistic flow excursion simulation in RELAPS. Even
so, RELAP's vapor generation rate seems too slow for exit depressurization cases.

5. For high performance, parallel-channel reactors like the ANS, flow excursion time scales are often in
the millisecond range, especially when the exit plenum pressure drops suddenly. Apparently even a
very brief excursion scenario might lead to fuel damage.

ACKNOWLEDGEMENT
l

'Ihis paper is based on research supported by the ANS Project office at ORNL. The assistance of Lara James, I

David Morris, Moshe Siman Tov, Grady Yoder, and other contributors who helped make the work possible ;

is greatly appreciated,

i

REFERENCES

1. R. M. Harrington, et al., " Advanced Neutron Source Conceptual Safety Analysis Report," Chapter 15
Oak Ridge National Laboratory (1992).

2. M. Ledinegg, " Instability of Flow During Natural and Forced Circulation," Die Warme,61,891-898
(1938).

3015



- 3. J. Costa, " Measurement of the Momentum Pressure Drop and Study of the Appearance of Vapor and
Change in the Void Fraction in Subcooled Boiling at Low Pressure," Proc. ofMeeting of the European
Group Double Phase, Winfrith (1%7). Translated from French as ORNIITR-90/21,

;

4. G. L. Yoder, et al., "ANS Transient Thermal Hydraulic Task Monthly Progress Report for December
1993," Memo to R. M. Harrington and K. F. Rosenbalm of ORNL (1994).

: 5. S. Ievy, " Forced Convection Subcooled Boiling - Prediction of Vapor Volumetric Fraction," Int. J.
Heat and Mass Transfer,10,951-%5 (l%7).

:

i 6. B. B. Mikic, W. M. Rohsenow, and P. Griffith, "On Bubble Growth Rates," Int. J. Heat and Mass
Transfer, 13,657-666 (1970).

7. P. Saha and N. Zuber, " Point of Net Vapor Generation and Vapor Void Fraction in Subcooled Boiling,"
Proc. 5th Int. Heat Transfer Cortference. Tokyo,4,175-179 (l974).

8. M. Siman-Tov, W. R. Gambill, W. R. Nelson, A E. Ruggles and G. L. Yoder, " Thermal-Hydraulic
Conelations for the Advanced Neutron Source Rea: tor Fuel Element fusign and Analysis," Proc.1991
ASME Winter Annual Meeting, Atlanta (1991).

9. J. G. Collier, Convective Boiling and Condensation, McGraw Hill, New York (1981).

10. A. Crabtree and M. Siman-Tov, "Thermophysical Properties of Saturated Light and Heavy Water for
Advanced Neutron Source Applications," ORNIITM-12322 (1993).

11. D. K. Felde, et al., " Advanced Neutron Source Reactor Thermal-Hydraulic Test Loop Facility
Description," ORNIITM-12397 (1994).

12. A. E. Bergies and W. M. Rohsenow, "The Determination of Forced-Convection Surface-Boiling Heat
Transfer," ASME1. ofHeat Transfer, 86,365-372 (1964).

13. Y. Y. Hsu, *On the Size Range of Active Nucleation Cavities on a Heating Surface," ASME1. ofHeat
Transfer,84,207-213 (1962).

14. E. J. Davis and G. H. Anderson, "The Incipience of Nucleate Boiling in Forced Convection Flow,"
AIChEJ., 12,4,774 780 (1966).

15. C. A. Wemple, et al., " Advanced Neutron Source Idaho National Engineering Laboratory Monthly
Report for January 1993," Memo to D. L. Selby of ORNL (1993).

>

1

3016

_ _



. _ __ . _ . _ _ _ _ _ . . _ _ _ _ _ . _ _ _ _ _ . . . . . _ _ _ . _ _ . . .-

d

:

,

4

Table 1.' Summary of bubble growth timer. to detachment

f Normalized Actual radius at Normalized Actual bubble

| detachment radius detachment bubble growth growth time

1 (sun) time (ps)

i Declining flow 29.27 8.973 10.512 1.76

transient case

Exit 22.39 4.780 0.0719 0.62

j depressurization
i case
.

: 127-mm PSVAW 23.68 4.729 0.0622 0.42
i

break case (hot-
stripe heat fluxes),

|

Table 2. Flow deceleration delays for declining flow and exit depressurization

Model adopted Transient time to Transient time to Flow

; OSV demand curve deceleration *

| (s) minimum delay beyond

| (s) minimum point
(s)'

,

\
p Declining flow RELAP 5-cell 29.0 29.85 1.0

transient case

!' RELAP 20-cell 27.10 29.63 0.33

RELAP 50-cell 27.05 29.45 0.38
4

h

| FLOWEXC - - - 0.16

!
Declining core RELAP 5-cell 66.7 66.7 19.3

exit pressure case

i RELAP 20-cell 59.3 59.3 9.7

).
i RELAP 95-cell 57.4 57.4 8.3
!

! FLOWEXC - - 0.0004
,

i

!

:
1
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Table 3. Summary of activated cavity size ranses at OSV

Nucleation condition needed forIB Cavity radius ranse at OSV

l
Hsu model Davis-Anderson Hsu model Davis-Anderson

model model

4 4
Declining flow case T, > 225.5'C T, > 219.l *C 7.600 x 10 m 9.321 x 10 m

to to
4 41.533 x 10 m 3.125 x 10 m

Exit depressurization P, < 0.291 MPa P, < 0.348 MPa - 7.741 x 10-' m

case to
41.830 x 10 m

127 mm PSVAW P, < 0.539 MPa P, < 0.649 MPa 2.526 x 10-7 m 2.867 x 10-' m

Break Case (hot stripe to to
4 4

heat fluxes) 1.078 x 10 m 2.375 x 10 m

Table 4 Summary of fuel plate heat-up information

I
Initialwall CHF wall temp. Adiabatic Minimum

temp. ('C) heating rate heating time

(*C) ('C/s) (ms) ;

Declining flow case 164.5 228.8 7138 9.01 I

Exit depressurization 164.5 161.1 7264 -

case

127 mm PSVAW break 186.6 181.0 7451 -
!

case (hot stripe heat
fluxes)

i

!

t

:

!

!
t
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Figure 1. Supply and demand curves showing the mechanism of flow excursion in a system of parallel
channels.
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Figure 4. Contribution of the individual force components to the overall demand curve for flow excursion
test FE331 A in the THTL as calculated by FLOWEXC.
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Thermal-Hydraulles of Wave Pronmention and Pressure Distribution

Under Hynothetical Steam Exnlosion Conditions in the ANS Reactor *

by

R. P. Taleyarkhan, V. Georgevich, S. N-Valenti, S. H. Kim
Oak Ridge National Laboratory, Oak Ridge, TN 37831-8045, U.S.A

ABSTRACT

This paper describes salient aspects of the modeling and analysis framework for
evaluation of dynamic loads, wave propagation, and pressure distributions (under
hypothetical steam explosion conditions) around key structural boundaries of the
Advanced Neutron Source (ANS) reactor core region. A staged approach was
followed, using simple thermodynamic models for bounding loads and the CTil code ;

for evaluating realistic estimates in a staged multidimensional framework. Effects of ;

nodalization, melt dispersal into coolant during explosion, single versus '

multidirectional dissipation, energy level of melt, and rate of energy deposition into
coolant were studied. The importance of capturing multidimensional effects that
simultaneously account for fluid-structural interactions was demonstrated. As
opposed to using bounding loads from thermodynamic evaluations, it was revealed
that the ANS reactor system will not be vulnerable to vertically generated missiles
that threaten containment if realistic estimates of energetics are used (from CTII
calculations for thermally generated steam explosions without significant aluminum
ignition).

l 1. INTRODUCTION
,

The Advanced Neutron Source [1] is to be a multipurpose neutron research center,
currently in the design stage at the Oak Ridge National Laboratory (ORNL). ANS is
planned to be a 330-MW heavy-water cooled and moderated research reactor
surrounded by neutron beam experimental facilities, and housed in a large, double-
walled containment. The reactor uses U3Si2-Al cermet fuel in a plate-type>

configuration. Cooling systems are designed with many safety features, including,

large heat sinks sufficient for decay heat removal; passive inventory control by;

accumulators, pools, and flooded cells; a layout that maximizes natural circulation
capabilities; and fast, redundant shutdown systems. A defense-in-depth philosophy
has been adopted. In response to this commitment, ANS project management initiated
severe accident analyses and related technology development early in the design
phase.

Among several possible scenarios of core damage accidents in ANS, primary
emphasis has been placed on analyzing core damage accidents initiated by blockage '

of one or more coolant channels at the inlet. The Level-1 Probabilistic Risk
Assessment (PRA) of ANS indicates that this initiating event represents the largest
contributor (>90%) to the overall core damage frequency. As part of an effort toward
issue closure, a study was undertaken to evaluate system vulnerabilities from
dynamic loads resulting from ensuing flow blockage-induced energetic fuel-coolant-
interactions (FCis) or steam explosions in the core region. Front-end work related to
evaluation of melting and propagation is presented in a companion para by Kim et

3028
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al.[2]. The purpose of this paper is to describe the modeling and analysis approach j
;

followed, along with pertinent analyses conducted to date, to evaluate pressurization {
and wave propagation aspects under steam explosion conditions initiated by a core ;

flow-blockage accident in the ANS reactor core. Resulting transient loadings on key '

components around the ANS core region from energetic FCI events initiated by core i

flow blockage are to be used as a key component for deriving insights and plans for j
closure of concerns (such as generation of containment-threatening missiles and ;

failure of vulnerable components leading to bypass). )

2. DESCRilrr10N OF ANS SYSTEM DESIGN
'

ANS is in an advanced conceptual design stage. As such, design features of the
containment and reactor systems are evolving, based on insights from ongoing
studies. Specifically, the 330-MW(f) ANS reactor will use ~20 kg of highly enriched !
uranium-silicide fuel in an aluminum matrix, rolled into plate form. The core
consists of several hundred fuel plates of involute shape that are welded between
annular rings. Total (conceptual design) core mass and volume are ~100 kg and 68 L, I

respectively. The core is enclosed within a pressure vessel (also called core- I

pressure-boundary-tube, or CPBT). The CPBT is surrounded by a heavy water-filled
reflector tank. . The reflector tank encompasses several beam tubes leading into 1

experiment rooms. The entire reactor system is immersed in a large pool of water. !
'Ihe ~95,000 m3 primary containment consists of a steel shell housed in a reinforced |
concrete, secondary containment wall. Annulus flow is exhausted through filter i

banks. The base or conceptual ANS containment and key component locations are
shown in Fig.1.

3. MODELING AND PROBLEM FORMUIATION

A systematic assessment was conducted of the ANS conceptual design to evaluate
potential vulnerabilities related to missile generation and rupture of key components
around the core region. This study indicated that the top portion of the CPBT (see Fig.
1) a short distance above the core, may result in a potential missile upon failure. The
missile was determined to be the closure elbow and water in the fuel transfer
channel above it. For the horizontal directions, it was determined that failure of the
many beam tubes (shown schematically in Fig.1) in the reflector tank may lead to
potential missiles and radionuclide bypass pathways. Component dynamic failure
envelopes, that will indicate the necessary combinations of pressure pulse magnitude
and time duration necessary for component failure, are under development. These l

failure envelopes need to be combined with knowledge of thermal-hydraulics of
wave propagation and dynamic loading histories along the CPBT and in various j

'regions of the reflector tank.

The evaluation of dynamic loads in the ANS core was done in a staged manner taking |

front-end information on core melting and superheat from studies reported in a ;

companion paper by Kim et al. [2]. In this staged approach, we first evaluated steam
explosion dynamics from thermodynamic considerations using the models and
approaches of Board-liall (Bil) and liicks-Menzies (11M) [3,4].. These approaches
provide point estimates of the maximum possible levels of pressurization and
thermal-to-mechanical energy conversion and, thus, provide a useful check for
more refined calculations of energetics. These models were used over a wide range of
coolant-debris mixture void fractions and melt temperatures. Some preliminary
conclusions could ' then be drawn for judging propensity for containment-
threatening missile generation. If the system can tolerate such bounding loads, no
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further analysis is necessary. For the present situation, this approach was found to
be unsatisfactory and too bounding.

The thermodynamic estimates, while providing useful initial estimates for gaging the i

magnitude of the overall loading function (and the risk thereof), do not provide
answers on multidimensional aspects and also do not address aspects dealing with
focusing, dissipation in water and structural media, fluid-structural interactions, etc.
To provide'such clarification requires a sophisticated wave propagation. and
interaction analysis framework, for which we employed the CTH code system [5]. CTH
provides the capacity to analyze in one- two- and three-dimensions shock wave
transport and multi-material motion phenomena allowing one to address fluid-
structural interaction aspects also. The code system models multidimensional, multi- 3

material, large deformation, strong shock physics in cylindrical, spherical and '

rectangular coordinates. A two-step numerical solution scheme is used with these
meshes. The first step is a I2grangian step in which the cells distort to follow the ,

material motion. The second step is a remesh step in which distorted cells are mapped ;

back to the Eulerian mesh. The finite difference analogs of the Lagrangian
equations of mass, momentum and energy conservation are employed with !
continuous rezoning to construct Eulerian differencing. Models are included for i

Imaterial strength, fracture, distended materials, high explosives and a variety of
boundary conditions. CTH capabilities have undergone extensive benchmarking and i

validation. The code has also been used for several reactor safety studies [6,7,8]. !
t

As mentioned above, significant improvements can be achieved over HM- and BH-
type bounding model predictions by taking axial dependencies into account, even ,

assuming reflective boundaries. An improvement over this would be to consider
what fraction of mechanical energy can leave through the walls of the CPBT to the ,

reflector tank, even without CPBT rupture. Such a postulated evaluation process
would tend to give realistic bounding loads at the location of the closure elbow for ,

investigating vulnerabilities in the vertical direction.
,

For Judging vulnerabilities in the lateral direction it is necessary to consider the '

possibility of the CPBT rupturing. Thereafter, wave propagation and dynamic
pressurization in the reflector tank should be possible to evaluate in a realistically '

bounding sense, if a break of a reasonable size (varied parametrically, if necessary)
is postulated in the CPBT around the explosion zone.

On the basis of the above perspectives, three cases were developed for performing i

CTH modeling and analyses over a range of energy deposition levels in the core !
region.' The three cases are shown in Fig. 2. As seen, Case A is the case wherein the ,

'situation is analyzed in a one dimensional (1-D) sense to provide a first-cut
improvement over the static, zero dimension calculations with HM and BH models to
obtain maximum possible spatially-dependent loads along the CPBT. Case B is the
same as Case A, except that the CPBT and reflector tank volumes are added. Case C is ;

the same as Case B except for the CPBT, which is postulated to be ruptured.
'

For the multidimensional CTH calculations, due to the significantly longer
computation time required, a base case had to be developed to limit the total number
of cases analyzed for this study. Several postulates and assumptions had to be made, ;

which are descrit ed herein. To begin with, it was postulated that during a steam !

explosion molten debris from various parts of the core would be ejected over a 1-m !

length of the CFBT, also approximately representing the axial length, or average ;

circumference, of the conceptual ANS core. This postulate could lead to smearing out ;

the pressure buildup but is considered reasonable since a propagating steam
j
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|

! explosion of a melting core under full-flow and power conditions would.very likely
Involve some degree of. melt dispersal (the characteristics of which have not yet .*

been quantified mechanistically). Again, with propagation velocities ranging from
,

~700 to 1000 m/s, separate calculations with FCIMOD.ORNL [7,9] (for transient breakup-

and pressure buildup) and others reported in a companion paper [10] indicate that
the time duration for energy deposition should be ~1 ms. Such a fast time interval'

i precludes any appreciable water mass from leaving the explosion (or melt dispersal)
2 region before 'all the energy is deposited. Nevertheless,- such an effect of mass
! exiting from the explosion volume is taken into account in the CTH calculations. It is
! further assumed that energy deposition in the explosion zone occurs uniformly. It is
| realized that dividing the energy deposition zone into smaller regions complicates
i the problem but might also assist in better almulation of a varying density explosion
j. zone. 'Ihis aspect will be investigated, as needed, during later studies.

I For evaluation of realistically bounding loads in the horizontal direction with CPBT
; rupture, a rupture length had to be assumed. Based on the postulate that flow-

blockage induced melting and subsequent steam explosions would occur from melting
; of one of the two axially offset fuel core elements (each with several hundred plates

and lengths of ~0.5 m), it was assumed that the rupture length of the CPBT would be in
,

j the 0.5 m range (see Case C in Fig. 2).

Due to very high aspect ratios involved for resolving components and regions of the
CPBT and reflector tank (e.g., CPBT thickness is < 20 mm compared to length scales of

;
~8 m), conducting coupled best-estimate fluid-structural interaction calculations
involving details of CPBT rupture, etc., would require nodalization in excess of 1500 x'

! 1500 nodes, even for 2-D calculations. This was far beyond the RISC/6000 workstation
machine capability, and a single run, even if it were feasible, would take several

.

; months of cpu time. To circumvent this difficulty and to provide reasonable
estimates of thermal-hydraulics of wave propagation and dynamic loadings for the
vertical and horizontal directions in a separate-effects fashion, a much thicker than8

i normal CPBT was modeled to allow node sizes of ~40-80 mm. It is realized that such a
j prescription introduced to prevent CPBT rupture will also lead to larger than actual
: absorption of shock-wave energy into the material of CPBT. However, this

approximation was necessary to permit practical evaluations for cases with andi

| without CPBT rupture, when considered separately. Again, in the spirit of evaluating
i

realistically bounding loads in a piece-wise fashion for the vertical and horizontal
1

directions, reflective boundaries were prescribed for the vertical and horizontal
edges. Several components (such as beam tubes and instrument lines) in thed

} reflector tank were not represented to permit practical evaluations to be conducted.
Not representing structures in the reflector tank at this stage would tend to provide'

higher pressure values due to not considering energy absorption into structural
: components. However, this is offset by the reduction in volume of water, which
i these components would have displaced, that would lead to increased pressurization.
:

|
Based on the above, a test matrix of calculations was developed and is shown in Table
1. As noted therein, much of the parametric calculations were conducted with the 1-' 1

D representation before embarking upon time-consuming 2-D simulations. Various^

situations analyzed include effects of nodalization, time span for energy deposition,
core volume fractions over which thermal energy transfer occurs, and the effect of

.

transmitting boundaries (to study the bounding condition wherein boundary rupture
j may allow for water or mass ejection, thereby relieving system pressure buildup).

Upon gaining insights from 1-D calculations (Cases A), 2-D cases (viz., Cases B and C)
were executed with base nodalization with whole-core volume fraction for thermal

,

-

| energy input over a range of values, a 1-ms time span of energy insertion, and
j 3031
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reflective boundaries at the extreme axial and radial directions. Energy input was
varied from' 800 hij (representing complete aluminum ignition of the ~30 kg core
mass that is predicted [2] to melt and superheat) to a low value of 18 MJ (representing
10% of the core mass thermal energy component that is predicted to melt). This
range was chosen to give an idea on thresholds below which steam explosion loads
would be tolerable from the standpoint of safety and risk goals. The results of these
evaluations (supplemented with additional work as necessary) provide a framework
to determine what, if any, focused analytical-cum-experimental work is necessary or
what design modifications may be possible to introduce in order to absorb loads in an
efficient manner and allow ANS severe-accident safety goals to be met.

4. RESUl'IS AND DISCUSSION

The melt progression analyses (reported in a companion paper) predicts a core melt
energy level of ~180 MJ, a value that increases to ~800 MJ if we assume chemical
ignition of all the aluminum during the energetic FCI event. Using information on
melt masses and superheats from a companion paper on core melting and damage !

propagation, we conducted steam explosion energetics calculations using the )
thermodynamic IIM and Bli models to obtain upper bounds on pressurization and !
thermal-to-mechanical energy conservation. This preliminary analysis indicated i

the theoretical possibilities of thermal-to-mechanical energy conversion ratios near i

50% and pressures in the several thousand MPa range. For a worst-case situation in
which energy needed to break bolts is not accounted and no latera! energy
dissipation is assumed, the energy conversion ratio needed to lead to a conteinment-
threatening missile was estimated to be ~5.5% with 180-MJ thermal energy, and ~1.2%
for 800-MJ thermal energy, respectively. The missile in this case, is the ~600 kg
closure elbow and the ~30,000 kg fuel transfer channel water (slug) above it. For
preliminary analysis, it is conservatively assumed that containment failure occurs if
this ~30,600 kg missile reaches and contacts the containment liner. Clearly, applymg
the thermodynamic models in a simplistic manner (without accounting for lateral
and axial dissipation) can lead to unacceptably bounding results and provide the '

motivation for conducting CTil evaluations for obtaining realistic loadings. These
results are presented in step-wise fashion for Cases A through C, respectively.

4.1 1-D CTil model results (Case A)

The impacts of nodalization and time span for thermal energy input in a 1-m-long
explosion zone were first tested. The base nodalization scheme used 80-mm-length
nodes. Reducing node sizes to 40 mm did not result in any appreciable changes in
pressure histories and, in essence, confirmed the adequacy of the node sizes used.
Sample results of pressure traces with time for three axial locations are shown in Fig.
3. As seen, the pressure in the explosion zone (L1) increases to ~200 MPa, whereas
the pressure at L3 (close to the closure elbow in the CPBT) is much higher at a level
of ~425 MPa and lasts for ~2 ms. The result of increasing the time span (t) for thermal
energy deposition gave rise to impulses at I.3 that are very similar (~400 kPa-s), but
only up to a point. Beyond 2.5 ms, forward and reflection wave patterns overlap
significantly since it takes only ~1.5 ms for acoustic propagation from center of the
explosion zone to the top and back. This is clearly evident from Fig. 4, where the
energy deposition time was increased to 3 ms. The true impact of the importance of
knowing precisely such energy deposition time frames will evidently rest on the

~

;

nature of the structural failure envelopes.

Further 1-D calculations were also done to evaluate the effect of energy deposition
over a smaller coolant volume (vi7., less melt dispersal into the coolant before the !

3032

-. - _ _ _ - _ _ _ - _ _ - _ _ _ _ - _ _ _ _ - _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _



onset of an explosion). These are Cases A.4 through A.6 in Table 1 and Table 2. Salient
results concerning pressure buildup and average density changes in the explosion
zone (L1) and at the top of CPBT (13) of these analyses are shown in Table 2 and Fig. 5.
As can be noted from these results, the impact of energy deposition (viz., mass of ;

coolant in the explosion zone) can have a significant effect on the pressure and i

'

thermal-hydraulics of the situation. Peak pressure buildup rises rapidly with
decrening explosion zone size, but tends to level off. Work done by the explosion
zone egainst the surroundings was estimated for the duration of the initial pressure
pulse (by multiplying the explosion zone pressure times the fractional change in
explosion zone water volume). This analysis reveals a work output ranging from ~4.5 ;

hij for Case 4.1, which increases to ~9.5 blJ for Case A.4, and then decreases to ~4.5 bij j

for Case A.6. These translate into thermodynamic efficiencies varying between 2% '

and,5%. These values are an order of magnitude lower than the corresponding i

efficiencies computed with the Ilhi and Bil models, and underscore the benefits to be i

gained from CTil-type analyses. |
Table 2 also lists values for pressure buildup for Case A.7 (which is identical to Case |
A.6 except that transmitting boundary conditions are used to represent the possible I
situation in which structural rupture has occurred and mass is permitted to leave). |

This situation tends to represent a cemi-infinite condition in which a close-to I

in0 nite pool of water is represented above the top of the CPBT. As seen, the lack of a )
reflecting boundary under these thermal-hydraulic conditions leads to a
considerable reduction in pressure buildup and reflection pulses at the potentially l

vulnerable location 13.

4.2 2-D Cases B.1 to B.5 (Intact CPBT with Reflector Tank)

Cases B.1 to B.5 provide a useful reference for values of pressure buildup in the
vertical direction (with some lateral dissipation from wave energies transferred
through the intact, albeit much thicker CPBT) and in the reflector tank regions even
in the absence of CPBT rupture. Values from Case B.1 can be directly compared with 1

those from Case A.1 (where no lateral dhsipation was allowed) to judge the benefits
gained from mult' dimensional assessments. Sample results of pressurization for'

selected locations for 180 h1J and 800 bij levels of thermal energy deposition (Cases
B.1 and B.2) are shown in Figs. 6 to 7. Further results for all five cases are tabulated
in Table 3. When results for Cases B.1 and A.1 are compared, for the same total energy
deposition (of 180 bij), a fairly significant decrease occurs in peak pressure buildup
(and impulse) both in the explosion zone and at the top of the CPBT. Clearly, energy
transferred to the CPBT and reflector tank regions can play a role, even when the
CPUT is intact. Pressure spikes in the reflector tank region are modest in
comparison, and are largely short duration pulses. A noteworthy point is revealed
upon comparing Case B.2 results with Case B.1 results for pressure buildup at top of
CPBT (point 13). Although the total energy deposition level is 4.5 times larger, the
resulting peak pressure at 1.3 is only 2.6 times langer. Therefore, one may not a
priori scale pressure buildup linearly. This is even more important when comparing
impulses at L3. Comparing corresponding impulses, we obtain an impulse of ~475
kPa-s for Case B.2 (800 h1J) and an impulse value close to it of ~350 kPa-s for Case B.1
(180 h!J). This is clearly an imporNnt effect, which indicates that higher energy
levels by themselves do not necessarily lead to scaled values ofimpulses.

It is seen from Table 3 that work output increases from ~0.4% for the 18-h1J energy
insertion case to ~2.5% for the base case with 180 bij energy insertion, to ~7% for the
600-h1J energy insertion case and then increases only slightly to ~7.3% for the 800-
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MJ energy insertion case. Coolant fractional density changes in the explosion zone
follow the same trends as seen for the conversion ratio variations.

4.3 . 2-D Cases C.1 to C.5 (Ruptured CPBT with Reflector Tank)

As opposed to the previous cases described, Cases C.1 to C.5 provide information on the -
thermal-hydraulics of pressure buildup and wave propagation for the situation in
which the CPBT may have ruptured from the initial pressure buildup in the core '

region. Results presented should be used with due caution since the actual rupturing
process is not modeled, which, if included, should increase pressure buildup ,

predictions for the vertical direction and reduce the pressure buildup values for the
horizontal direction locations in the reflector tank. Sample results of computations
for Cases C.1 (for 180 MJ) and C.2 (for 800 MJ) are given in Figs. 8 and 9. Further
results for all five cases are tabulated in Table 4. Comparing results of the ruptured
CPBT cases with results of corresponding cases with intact CPBT, a significant
reduction is seen in pressure and impulse buildup for the 180-MJ energy insertion
cases. At point L1, the peak pressure reduces from 200-MPa to ~50-MPa, and at 13 the

- peak pressure reduces from ~350-MPa to ~125-MPa. However, as expected, pressure
buildup in the reflector tank jumps up significantly compared with that in the intact ;

CPBT case. ;

In comparison with the intact CPBT cases, comparing the 180-MJ and 800-MJ cases |
(viz., Cases C.1 and C.2) we note a very different trend in terms of ratio of pressure or :

impulse at L3 at energies of 800-MJ and 180-MJ, respectively. For the intact CPBT |
cases a significant dependence of this ratio was not noted on deposited energy level. -

For the cases with ruptured CPBT, the ratio of pressure at L3 for 800 MJ to that for 180
MJ is ~4.5. The corresponding impulse values at L3 are higher by a factor of 8.
Despite the higher overall pressures for the intact CPBT case, the impulse at L3 for
the intact and ruptured CPBT cases become similar as the energy deposition level :

increases to 800 MJ. [

When the same approach is used to evaluate mechanical work in the explosion zone
(as done for 1-D and 2-D with intact CPBT calculations), it is seen from Table 4 that
work output increases from ~0.25% for the 18-MJ energy insertion case to ~1.4% for
the base case with 180-MJ energy insertion, to ~5% for the 600-MJ energy insertion i
tase and then starts decreasing to reach about 4% for the 800-MJ energy insertion i

case. Coolant fractional density changes in the explosion zone increase rapidly (and ;

somewhat linearly) at first from 5% for the 18-MJ insertion case, reaching about 35%
for the base case with I80 MJ energy insertion, to ~90% for the 600-MJ energy I

insertion case, and then levels off to about 95% for the case with 800-MJ energy
insertion. -m

Compared with Case A situations, corresponding coolant density changes in the I

explosion region are far greater for Case B situations. This is attributable to
combined effects of reduced pressure buildup and enhanced lateral dissipation of ;

,

energy. 110 wever, corresponding work output in the explosion zone is much lower ;
than for the intact CPBT cases and confirms the importance of inertial constraint |

(which is much larger for Cases B than for Cases C). !

Clearly, even though some trends are discernible, the dynamics of the situations for
the intact vs. ruptured CPBT can be expected to be considerably different and should
be investigated on a case-by-case basis.
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5. SUMMARY & CONCLUSIONS

To summarize, this paper has described salient aspects of the modeling and analysis
framework for evaluation of dynamic loads, wave propagation, and pressure
distributions (under steam explosion conditions) around key structural boundaries of
the ANS reactor core region. The analyses for energetics were centered on the melt
energy contents evaluated from a core melt propagation study described in a
companion paper. The melt energy content used as a baseline was 180-MJ of thermal
energy, assuming no aluminum ignition during the energetic FCI event.

A stan,ed approach was followed, using simple thermodynamic models for bounding.
loads and the CTH code system for evaluating realistic estimates in a staged
multidimensional framework. The approach using HM- and BH-type thermodynamic
models, which incorporate no time and spatial dependencies, gave rise to intolerable
. values for thermal-to-mechanical energy conversion. . Several CTH models were
developed in a staged manner. The 1-D model was used to ascertain adequacy of
nodalization and to evaluate the impact of uncertain parameters (viz., time span for
energy deposition, and degree of melt dispersal into coolant during explosion). It was
revealed that for small variations about the best-estimate value of time span for
energy deposition, no significant impact occurs on impulses delivered at the top of
the CPBT. That is, despite the lower values of peak pressure buildup, the increase in
pulse width compensates for the reduction in pressure. Beyond the value of 2.5 ms
(associated with acoustic wave transport in the specific geometry being analyzed),
considerable wave overlapping occurs between incident and reflective pressure
fronts leading to rapid equilibration. The impact of coolant mass available in the
explosion zone was quite pronounced in that the mechanical work resulting in the
explosion zone varies non linearly (displaying a bell-shaped curve) with available
coolant mass for the given amount of thermal energy. Even though the magnitude
and dependence on coolant-to-fuel mixing volumes are different, these trends are
consistent with past observations and results from thermodynamic modeling
approaches. Peak value for thermal-to-mechanical energy conversion ratio
obtained was ~4%, which is lower by an order of magnitude than that produced using
IIM and Bil-type mode!s. When the 1-D work output salues for the 180-MJ thermal
energy content were used, coupled with conservatively bounding assumptions for
structural failure of the closure elbow, it was Judged that no vulnerability exists for
the ANS containment from vertically generated missiles.

Multidirectional dissipation aspects were studied for relevance and comparison with
1-D approximations using two CTil model representations of the CPBT and reflector
tank regions. The first model considered the impact of an intact CPBT. When
compared with the 1-D case, it was found that significant reductions in impulse
loading at the top of the CPBT can result as a consequence of lateral dissipation of
energy into the CPBT and reflector tank even without rupture. Variations of peak
pressure and impulses transferred revealed a nonlinear dependence on the energy
deposition level. The second model considered the possibility of a ruptured CPBT and
gave rise to much lower pressure buildup in the vertical direction, but, as expected,
significant impulsive pressures ' were . observed in the reflector tank. The
characteristics of mechanical work output, and the thermal-hydraulle behavior in
the explosion zone for these two limiting configurations were significantly
different. Work output was generally greater for the intact CPBT case, even though
coolant density reductions were much higher for the ruptured CPBT case- !

(attributable to reduced pressures and inertial constraint). The results of this |

modeling framework and analyses will be used in conjunction with dynamic failure |
1
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envelopes for various components, to determine appropriate courses of action related
to closure of concerns on flow-blockage-induced energetic FCis.
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Table 1. CTH cases considered for FCI Studies in CPBT
.and reflector tank regions

Energy
Case ID Representation Deposited (MJ) Remarks

A.la 1-D 180 40-mm and 80-mm node sizes;
Energy inserted over 1 ms

A.2a 1-D 180 80-mm node sizes; energy inserted
over 2 ms

A.3a 1-D 180 80-mm node sizes; energy inserted
over 3 ms

!

A.4 1-D 180 Same as Case A.1; explosion zone
length reduced from 1-m to 0.5-m

A.5 1-D 180 Same as Case A.1; explosion zone ,

'length reduced from 1-m to 0.25-m

A.6 1-D 180 Same as Case A.1; explosion zone :

length reduced from 1-m to 0.08-m I

|

A.7 1-D 180 Same as Case A.1; boundaries
changed from reflecting to
transmitting

B.l a 2-D (intact CPBT) 180 80-mm nodes; energy over 1 ms

B.2a 2-D (intact CPBT) 800 80-mm nodes; energy over 1 ms

B.3a 2-D (intact CPBT) 600 80-mm nodes; energy over 1 ms

B.4a 2-D (intact CPBT) 100 80-mm nodes; energy over 1 ms

B.5a 2-D (intact CPBT) 18 80-mm nodes; energy over 1 ms

C.l a 2-D (ruptured CPBT) 180 80-mm nodes; energy over 1 ms |

C.2a 2-D (ruptured CPBT) 800 80-mm nodes; energy over 1 ms

C.3a 2-D (ruptured CPBT) 600 80-mm nodes; energy over 1 ms !

!

C.4a - 2-D (ruptured CPBT) 100 80-mm nodes; energy over 1 ms
|

C.5a 2-D (ruptured CPBT) 18 80-mm nodes; energy over 1 ms
!

a - Explosion length = 1-m; reflecting boundaries.
,

I
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Table 2. Summery of results for 1-D Cases

Case Peak pressure Peak pressure Avg. pressure Fracsonal Exploskm zone Conversion

__

at L1 (MPa)* at L3 (MPa) at L1 (MPa)* density change length (m) ratio (%)

A.1 210 425 110 0.23 1 2.53
A.4 320 675 220 0.48 0.5 5.28
A.5 400 925 275 0.7 0.25 4.81
A.6 400 1000 350 0.9 0.08 2.52
A.7 400 400 275 0.9 0.08 1.98

Table 3. Summary of results for 2-D cases with intact CPST

Case Peak pressure Peak pressure Peak pressure Avg. pressure Fracnonal Energy Conversion
at L1 (MPa)* at L3 (MPa) at L8 (MPa)* at L1 (MPa)* density changt deposited (MJ: ratio (%)

$
$ B.1 200 325 3.5 110 0.23 180 2.53

B.2 625 900 70 463 0.7 800 7.28
B.3 500 750 45 394 0.6 600 7.09
B.4 100 170 1.5 74 0.14 100 1.86

.- B.5 17 22 0.8 11 0.035 18 0.39

Table 4. Summary of results for 2-D cases with ruptured CPBT

Case Peak pressure Peak pressure Peak pressure Avg. pressure Fractional Energy Conversion
at L1 (MPa)* at L3 (MPa) at L9 (MPa)* at L1 (MPa)* density change deposited (MJ: ratio (%)

B.1 50 112 20 40 0.35 180 1.40B.2 350 550 220 175 0.95 800 3.74B.3 300 480 170 179 0.9 600 4.83B.4 29 50 10 16 0.3 100 0.88B.5 7.5 9.5 2 5 0.05 18 0.25

f) - values quoted correspond to energy deposition time frame.
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Modeling and Analysis Framework for Core Damage Propagation
During Flow-Blockage-Initiated Accidents in the Advanced Neutron

Source Reactor at Oak Ridge National Laboratory *

S.H. Kim, R.P. Taleyarkhan, S. Navarro-Valenti, and V. Georgevich
Engineering Technology Division
Oak Ridge National Laboratory

Oak Ridge, TN 37831-8045

Abstract

This paper describes modeling and analysis to evaluate the extent of core damage during
flow blockage events in the Advanced Neutron Source (ANS) reactor planned to be built
at the Oak Ridge National Laboratory (ORNL). Damage propagation is postulated to
occur from thermal conduction between damaged and undamaged plates due to direct
thermal contact. Such direct thermal contact may occur because of fuel plate swelling
during fission product vapor release or plate buckling. Complex phenomena of damage ,

propagation wen: modeled using a one-dimensional heat transfer model. A scoping study |

was conducted to learn what parameters are important for core damage propagation, and
to obtain initial estimates of core melt mass for addressing recriticality and steam
explosion events. The study included investigating the effects of the plate contact area,
the convective heat transfer coefficient, thermal conductivity upon fuel swelling, and the
initial temperature of the plate being contacted by the damaged plate. Also, the side
support plates were modeled to account for their effects on damage propagation. The
results provide useful insights into how various uncertain parameters affect damage
propagation.

Introduction

The Advanced Neutron Source (ANS)is to be a multipurpose neutron research center and
is currently in an advanced conceptual design stage at the Oak Ridge National Laboratory
(ORNL). Major areas of research will include condensed matter physics, materials
science, isotope production, and fundamental physics [1,2]. The ANS is planned to be a
303-MW(t) heavy-water-cooled and moderated research reactor housed in a large,
double-walled containment dome and surrounded by thermal neutron beam experimental
facilities. The reactor uses U3Si -Al cermet fuelin a plate-type configuration. Cooling2
systems are designed with many safety features, including large heat sinks sufficient for
decay heat removal; passive inventory control by accumulators, pools, and flooded cells;
a layout that maximizes natural circulation capabilities; and fast, redundant shutdown
systems. A defense-in-depth philosophy has been adopted. In response to this
commitment, ANS project management initiated severe accident analyses and related
technology development early in the design phase. This was done to aid in designing a
sufficiently robust containment for retention and controlled release of radionuclides in the
event of an accident. It also provides a means for satisfying on- and off-site regulatory
requin:ments, accident-related dose exposures, containment response, and source-term
best-estimate analyses for Level-2 and -3 Probabilistic Risk Analyses (PRAs) that will be
produced. Moreover,it will provide the best possible understanding of the ANS under
severe accident conditions and, consequently, provide insights for development of
strategies and design philosophies for accident mitigation, management, and emergency

. preparedness efforts [3].

* Prepared by the Oak Ridge National Laboratory, Oak Ridge,'IN 37831 operated by Martin Marietta .

Energy Systems Inc., for the US Department of Energy under Contract No. DE-AC05-840R21400
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The preliminary Level 1 PRA of the ANS has indicated core damage initiation to be
dommated by core flow blockage events. From a safety perspective, to investigate
energetics of fuel-coolant interactions (FCIs), it is necessary to quantify the degree of core
damage propagation, once initiated. This paper describes the overall framework for
capturing m-core damage propagation and presents an initial model to analyze it during a
postulated severe accident in the ANS reactor core. Among several possible scenarios of
core damage accidents, primary emphasis has been currently placed on analyzing core
damage accidents initiated by blockage of one or more coolant channels at the inlet (Fig.1).

ANS System Description

The ANS is currently in an advanced conceptual design stage. As such, design features of
die containment and reactor systems are evolving, based on insights from on-going
studies. Table 1 summarizes the current principal design features of the ANS from a
severe accident perspective compared with the High-Flux Isotope Reactor (HFIR) and a
commercial light-water reactor (LWR). The ANS is to use uranium silicide fuel in an
aluminum matrix with plate-type geometry and a total core mass of 100 kg. The power
density of the ANS will be only about 2 times higher than that of the HFIR, but about 50
to 1(X) times higher than that of a large LWR. Because of such radical differences, high-
power-density research reactors may give rise to significantly different severe accident
issues. Such features have led to increased attention being given to phenomenological
considerations dealing with steam explosions, recriticality, core-concrete interactions,
core-melt progression, and fission- 3roduct release. However, compared to power reactor
scenarios, overall containment loac s from hydrogen generation and de0agration are rela-
tively small for the ANS.

The reactor core is enclosed within a core pressure boundary tube and enveloped in a
reflector vessel, which is immersed in a large pool of water. Each element of the core is
constructed with a series of involute fuel plates arranged in an annular airay. The .
involute design provides unifonn coolant gaps at all spanwise positions. The fuel plate is
1.27-mm thick and consists of 0.254-mm thick 6061 aluminum cladding material
sandwiching a 0.762-mm mixture of uranium silicide (U3Si ) and aluminum. Each2

coolant gap is also 1.27 mm in width and has a span of 70.29 and 87.35 mm for upper
and lower core elements, respectively. Fuel plates are welded to inner and outer
cylindrical side plates with each element having 507 mm of fueled length. Unfueled 10-
mm leading and trailing edges are added to the fuel plates.

Table 1 Severe Accident Characteristics of the ANS and Other Reactor Systems

Parameter Commercial LWR HFIR ANS ;

Power, MW(0 2600 100 a 303 i
-

U Si -Al lU 0 -Al! Fuel - UO2 3 23 8

Enrichment (m/o) 2-5 93 93 h

Fuel cladding Zirealoy Al Al
.

Coolant / moderator H2O H2O D20 |'

| Coolant outlet temperature, K 590 342 365 i
'

. Average power density, MW/ L <0.1 2.0 4.5
;

Clad melting temperature, K 2123 853 853

Hydrogen generation potential, kg 850 10 12

7 a Now operating at a reduced power of 85 MW.
h 1992 baseline (reduced enrichment now being considered)

,
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Coolant

t t

ANS Core Element

I i

[Coolant

Flow Blockage |
by Foreign Material

Fig.1 Schematics of postulated flow blockage in ANS core element.

Core Damnpe Propnention Initiated by Flow Blocknee Events

As mentioned above, the preliminary Level 1 PRA of the ANS [4] reveals flow blockage
as the most probable initiating event leading to core damage. The median com damage
freq uency (CDF) for the event was estimated to be less than 10-4 per reactor year. The
study divided the event into four categories, as shown in Table 2. The PRA
conservatively assumed that any debris items of dimension > 5 mm could initiate
damage, and that about half of the potential debris sources would be larger than 10 mm.
Hence, partial blockage accounts 1or a major portion of the risk.

For each initiating event, core damage progression may be somewhat different.
However,in analyzing the phenomena, the overall progression of the flow blockage event
is not much different from one initiating event to the others.

Table 2 Summary of Core Damage Frequency of Flow Blockage Event

Initiating Event a Median Annual CDF Percentage of Total CDF
L1 Flow Blockage 1 x 10-5 17

L2 Flow Blockage 5 x 10-5 56
L3 Flow Blockage 2 x 10-7 0.2
L4 Flow Blockage 2 x 10-5 26

g L1 is the event caused by debris generated in the space from the core to the inlet strainer,
L2 is the event caused by debris generated in the space from the inlet strainer to the core,
L3 is the event caused by an external debris,
IA is the event caused by debris due to fuel manufacturing defect.

3054
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Core damage propagation can be characterized into several modes depending on the
likelihood of fuel melt removal. Figure 2 depicts a summarized core damage propagation
mode. As seen in the figum, core melt may either be removed (relocated) or stay at the
location where the fuel plate melts. The likelihood of melt removal has not been
addressed yet.

As demonstrated in a companion paper described by S.H. Kim, et. al. [5], core melt can
be removed via entrainment by high velocity coolant. Coolant inertia plays a major role
in sweeping fuel debris away mto the coolant stream. Another possible removal
mechamsm is associated with a sudden expansion of water entrapped in the melt. During
the process of core melting, the melt can be possibly mixed with coolant water. Such a
mixture can flow along the coolant stream in a similar mode to melt entrainment.
However, water entrapped in the melt globule can vaporize quickly. Consequently, an
increased channel pressure may result m blowing the melt debris out of the core
assembly. In this case, the debris particles, whose velocity is high enough to overcome
the pressure imposed by in-coming coolant, can be dispersed into the coolant upstream as
welL as downstream. Also, fuel melt could candla down toward the core bottom if the
inlet coolant flow is not sufficiently large.

Molten portions of fuel might also stay inside the core assembly without being removed.
During normal operation, a pressure drop of about 1.5 MPa is imposed across ccolant
channels from inlet to exit. At the same time. however, along with significant stiuctural
deformations between the unfueled inlet and exit sections of the core, it is possible for the
coolant with significant voids to be superheated and pressurized quickly in a (fully or
partially) blocked channel high enough to compensate or overcome the nominal pressure
drop across the channel. In this case, the melt may not be removed from its originating
place. Consequently, the course of damage propagation will change if the melt contacts
the adjacent fuel plate. If no contact is made, the damage can propagate to the next plate
through convection and radiation of heat from the melted plate. This case is possible
only when the magnitude of fuel swelling is limited or none. There are several modes in
which fuel melt can contact its neighboring plate . Plate bowing due to thermal and/or
mechanical stress is a possible cause oflocal plate contact. With a rapid evolution of
fission product vapor in the fuel matrix, molten fuel could swell sufficiently to fill the
coolant gap and connect with the neighboring plate. Also, debris expansion because of
internal pressurization of coolant channel can cause bridging to the next plate.

As explained above, the possibility ofin-core melt propagation cannot be ruled out. The
current study has focused on the damage propagation mode without fuel melt removal to
make conservative estimates for energetic FCI calculations. However, the effect of melt
removal on the extent of damage propagation is also addressed. Fuel at the end of the
cycle is assumed to contain substantial amounts of volatile fission products. Direct
thermal contact between fuel plates upon fuel plate swelling, as fission product vapor is
released, is a conservative assumption for enhanced damage (melting) propagation.

Several initiating events can cause the coolant channel blockage, and substantial efforts
are being made by the ANS project to characterize the blockage, including evaluation of
thermal-hydraulic parameters for such an event. In any case, once a coolant channel is
sufficiently blocked, the affected fuel plates will experience a loss or reduction of heat
removal. These plates will necessarily heat up to a temperature for fuel swelling to begin
due to the rapid release of fission product vapors in addition to the temperature-induced
volumetric expansion. Upon being contacted by such a hot damaged plate, a neighboring
plate will start to heat up, become deformed, and eventually attack its neighboring plate.
Such fuel damage would propagate until an overall balance between heat generation and
cooling is met. Such a heat balance may be established either by drop in fission energy

3055
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Debris Bk)wout of Due to Rapid Expansion of Waterj FM Reval F

Assembly Trapped in Melt Globule
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| Fuellleatup/ Melt [

No Melt Contact to +Only Possible for Limited- or
No FuelSwellingNext Plate

"**"I
]No Fuel Removal [ ] Plate Bowing $"

3
h \ f

) Melt Contxt to Next Due to Rssion-j FuelSwelling $ nx!uctVaporReleasePlate P

Due to Pressurization Due to Internal
lDebrisExpansion % ressurizationofChannelof Coolant Channel P ;

!

Fig. 2 Core damage propagation mode for flow blockage event.
,

following a successful reactor scram or by sufficient coolant flow provided for the plate ;

cooling. Various configurations for the blockage are possible. Since a front-end
condition for the blockage is still under investigation, however, the blockage is assumed
in a way to lead to the most conservative consequences (assuming absence of localized
steam explosion loads). In the current study, both coolant channels of the plate under
consideration (e.g.,left and tight sides of the plate) are assumed to be blocked with a
magnitude to reduce the coolant flow to a low enough level to cause plate damage. A
constant heat transfer in other coolant channels is assumed and changed as a parameter to
study the effect of heat transfer coefficient on plate damage propagation. Results of this
study will be used to evaluate maximum possible energetic loads due to FCIs (described
in a companion paper by R.P. Taleyarkhan, et al.[6]). Therefore, temperature of the plate
melt as well as its mass mvolved in the damage propagation need to be evaluated.

Limited work was attempted in the past for understanding damage propagation in ANS-
type com under flow blockage conditions [7,8,9]. This work was attempted for HFIR
conditions and did not account for much of the essential physics of core melt propagation.
For example, Cole et al. arbitrarily bounded the extent of damage propagation based upon
the HFIR control system response to a $1 reactivity change in the core from voiding ;

resulting from an unspecified core Dow blockage [7]. Kirkpatrick utilized a simplistic ;

lumped pammeter approach wherein temperature gradients within melted plates are not
considemd, and the melt temperature is not permitted to rise above aluminum melting [8].
Freels utilized RELAP5 to investigate melt propagation, once again, disregarding effects '

such as fuel plate temperature rise beyond melting temperature of aluminum (viz., melt
superheat), thermal gradients within the melted agglomerate of fuel plates, up0ow of

,

coolant, and thermal heat transfer to the side plates [9]. These models also do not permit
sensitivity studies to evaluate effects of foamed fuel thermal conductivity changes, effects
of variable contact areas of foams and undamaged fuel plates, etc. As such, although
limited insights were drawn, these models are devoid of the essential physics of com
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damage propagation-related melting-freezing thermal hydraulics, fuel behavior, as also
the um,que neutronic (i.e., void reactivity coupling) behavior of the ANS core. Themfore,
the above-mentioned models of Cole, Kirkpatrick and Freels were not considered suitable
for ANS core damage propagation studies.

Several assumptions employed for the current study are described below.

Assumptions

* The core assembly is assumed to be represented by one-dimensional multiple layers of
rectangular plates separated by coolant channels. It is evident that the plate
melting / relocation and damage propagation have multi-dimensional aspects. However,
for initial scoping estimates, such a one-dimensional treatment should provide a -
conservative estimation of the plate damage propagation, assuming that the core
material, once it is damaged / melted, does not transport to other places, nor can it be
disrupted by any extemal forces like coolant flow. In reality, unless the coolant channel
is completely blocked, a damaged plate may possibly be swept by a high velocity
coolant, and further damage propagation may be prevented. One other possible |
scenario is that the danaged plate mixed with coolant may trigger a local steam
explosion that affects the integrity ofits neighboring plates. This local steam explosion i

may be strong enough to disrupt the plates in neighboring channels, and/or fragments :

blocking other coolant channels will lead to possibly another local steam explosion. If |

a local steam explosion does not occur and the damaged plate mass stays there, then a i

thennal wave will keep propagating to heat-up the next plate. At some point of the
propagation, more mass that is much hotter may be involved in a more extensive steam
explosion. Currently, however, it is assumed that such a local steam explosion does not
occur until the damage propagation is complete. Here, the term " propagation
completion" means the end of the transient calculation due to a successful reactor
scram. Even after the reactor scram, fission product decay heat will be available as a
heat source. However, it is evident that such an amount is not sufficient to sustain rapid
plate melting and propagation. Therefore, a transient calculation has been performed
only until successful reactor scram. Initial estimates indicate that this time frame is
about 4 s.

* Uniform material prope ties are assumed such as thermal conductivity, specific heat,
and no thennal expansion (i.e., constant density). Although these properties change as
a function of temperature (e.g.,10-20% for temperature range we are interested in), we
assume they are constant. For future development of more detailed mechanistic
models, we plan to include temperature dependency of these properties. Also, uniform
constant heat generation is assumed. Data used for the calculations are given below.

190 W/m-Kr (thermal conductivity) =

1000 J/kg-Kcp (specific heat capacity) =

303 MWQ (rate of heat generation) =

100 kg |m (total fuel / aluminum mass ) =
a

0.507 m I'

Az (channellength) =

|1.27 mm6 (plate / coolant channel thickness) =

87.7 mm
|

w (plate width) =

853 K |
i Tmit (melting temperature) =

|

397 kJ/kghmir (latent heat of fusion) =

2767 K |

Tvap((heat of vaporization) vaporization temperature)
=

10.8 MJ/kghvap =

388 K! Tinit (plate initial temperature) =

3057
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i
i

feont w Az (where fcont s the fraction of surface area between !iAcont =

nodes that intimately contact during fuel foaming) i

Total number of fuel plates = 684 (432 and 252 plates for upper and lower core
.

elements, mspectively) |

* Fuel meat and clad are assumed to be perfectly mixeil and represented by one average
material with the density of 2,589 kg/m3. This density is evaluated based on 100 kg of
core mass occupied by the volume of 684 plates with 0.507 m of plate length,1.27 mm j
of plate thickness and 87.7 mm of plate width.

,

t

e Plate material is assumed to have one melting temperature (e.g.,853 K) and one !
vaporization temperature (e.g.,2767 K). Thus, once a phase change occurs,its j
temperature remains constant until the phase change is complete. ;

* Constant mactor power is assumed during damage prepagation; that is, mactivity
feedback effects are neglected. !

.

* Instead of calculating parameters to determine coolant characteristics such as coolant i

temperature, pressure, void fraction, and heat transfer coefficients, we assume a ;

constant heat transfer coefficient and coolant temperature throughout the transient.
t

* It was assumed that the plates are not deflected due to external forces such as pressure
,

difference between inner and outer surfaces of the affected plate. ;

e

* In a blocked channel, there is no heat sink, and thus no heat transfer is permitted from ;

the plate surface to this coolant channel; that is, instantaneous flashing of the coolant is !
assumed if the channelis blocked. |

!* When a fuel plate reaches its melting temperature,it immediately slumps against its
neighbor to the outside and blocks the coolant channel. This is assumed to be due to
plate swelling caused by coalescence of fission product va wrs from the fuel matrix !
nearits melting temperature. A preliminary study shows tiat the fuel swelling |
magnitude at the end of the cycle upon fuel melting is large enough to fill the coolant |
gap. Any portion of the plate filling the coolant channel is assumed to be at its melting '

temperature. Mass of swelled nodes is reduced to one half of the original mass to .

ensure mass conservation. I

* It was assumed that the vaporized fuel plates remain in their originallocations or
regions. It is realized that at this high temperature, the results become suspect.
However, we almady do not consider several possible physical processes to deter.nine
not only plate thermal state but also the structural behavior, mainly caused by
exothermic chemical reaction between aluminum and water (i.e., ignition). This
assumption is mcognized as being bounding in nature, and was made to allow this
scoping study to proceed.

Model Description for Thermal State Evaluation

A transient one-dimensional heat conduction equation describes heat transfer in fuel
plates in the thickness dimetion, and is given by

8 d'T
g(pc,T)=r + q "' (1)
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Fig. 3 Nodalization for a multiple plate system.

The numerical procedum for solving Eq. (1) involves coupled, implicit difference ,

algorithms that apply a quasi-linearization technique, as appropriate, to ensure a stable ;
solution of the resulting algebraic equations [10]. Nnmencal estimates of heatup l

characteristics for the plates are obtained by means ofimplicit finite-difference
approximations to the governing conservation equation, Eq. (1).

Each set of plates under consideration is uniformly subdivided into N meshes. A nodal
point is designated at the center of each mesh. In addition, to evaluate plate surface
phenomena, a node with zero mass is assigned at each boundary. Therefore, a set of plate
system will have (N+2) nodes. The number of plates under consideration changes as
damaged plates increase. Figure 3 illustrates nodalization, j

For an arbitrary node k of mass mk and temperature T , the difference approximation tok
Eq. (1) over a time interval t-At to t is taken as

("6)* (T, - T|} = Ca-u (T, ,-T,) + C,,,.i(T,.i- T, ) + Q,(2)
At

A superscript ' * ' denotes a value evaluated at the previous time step. Equation (2) is !

rearranged as successive back-substitution for nodes k= kmax-1,kmax-2,......, I (the i
,

details are given in Appendix 3, resulting in the final form for T as jk-

2

T, = D; T,,,, + E; T,,, + F| (3) \

Equation (3) with appropriate boundary conditions describes the temperature distribution
of plates. It is appanmt that from Eq. (3), Dr* and Ek must be zero and Fr* becomes the

*

same as the melting or vaporization temperature of node-k if the kth node undergoes
phase change as melting / freezing or vaporization / condensation. |

| Each node may be heated up to its melting point or the melt may undergo freezing
because of net heat loss to neighboring plates and/or bulk coolant. When a nodal

'f
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temperature first crosses the melting point (over- or under-shooting in the temperature is
expected due to a finite size of a time step), the nodal temperature is reset to the melting
tempemture, and the excess energy is used to calculate the mass of material that changes
phase. Therefore, the amount of the melt in node k when T first crosses the meltingk
temperature (i.e., overshoots) is evaluated as

m ,, = (m c,), (T, - T.,,) (4)
As

where Tm,k and A are the melting temperature and the latent heat of fusion of the kthk
node, respectively. In subsequent time steps, the amount of the melt in node k is
evaluated as

m.,, = m ,, + O, At (5)
.

As

where m*m,k s the molten mass at the previous time step.i

Once the kth node becomes completely molten, its temperature starts to increase until it
reaches the temperature for the next phase change (e.g., vaporization / condensation).
Such a temperature change is again described by Eq. (3), and subsequent
vaporization / condensation can be described by a similar expression as in Eqs. (4) and (5).

Since the numerical algorithm employed in the current study utilizes a fully implicit finite
difference representation of Eq. (1), the solution is unconditionally stable and expected to
yield a truncation error of O[At, (Ax)2]. Our difference representation for this marching
problem provides an acceptable solution to Eq. (1) because it meets the conditions of
consistency and stability [11]. To examine modeling and coding errors, extensive
validation and verification work was performed. It included a comparison between the
results from our finite difference formulation and analytical calculations. Also included
was a comparison between our results and those obtained from the well-known
HEATING 7 code [12]. All the cases that we examined revealed that the current
formulation is quite acceptable with 3 nodal points for a single plate and time step less
than I s. This is also true even for a very stiff problem such as sudden contact of hot melt
with a cold plate. For a sample comparison against results from HEATING 7, our model
predicted very close results even with much more coarse nodalization (e.g.,1 node in our
fonnulation versus 10 nodes in HEATING 7 representation) and with larger time step
(e.g.,0.1 s in our formulation versus 0.01 s in HEATING 7).

Heat Conduction to Side Plates

Fuel plates in the ANS core span between supporting cylinders. Heat conduction to side
plates may delay the damage propagation. If the side plate fails, additional flow blockage
may be provided due to transport of fragments originating from the lower assembly to the
upper assembly. The geometry assumed for the calculations is given in Fig. 4.

A side plate is nodalized into the same mesh size as a connected fuel plate; that is, if each,

| plate is nodalized into three meshes, three meshes are provided for a section of the side
| plate connected to the fuel plate and another three for a section facing the coolant
j channel. Heat transfer between the side plate meshes was neglected because it is
i

| 3060



- . - . .- ._ __ . -- . . . - . . ~ - . - . . _ ~ _ _ .. . .~. . -- . - - _ _ _ . _ . ~ . .

i

h

. . . . . . . . . . k .'' **
! ! l

: I
87.7 mm

! i
!

j
,

, . ....... .

*
. , .

| 127 mm
'

!

I Fig. 4 Assumed geometry of fuel assembly (top view).
;

expected much smaller to compare with that between the fuel plate and the side plate. |

Also, neglected was heat loss to the surrounding coolant because the side plate is ;

; expected to be covered by the steam blanket quickly once it heats up. Therefore, the
i nodal temperature of the side plate is given by :

4T,' = T,*' + (6)
p, ( Ar z L), c,,, |

'

where
subscript c = side plate

T,* , = ten'perature of node-k at the previous time,
,

pc = density (2,7(X) kg/m3),
Ax = mesh thickness,
z = mesh width (7 mm), j
L = cylinder length ( 0.507 m),
c .c = specific heat capacity (1,(XX) J/kg-K),p
Ac = thermal conduction area (Ax L),
At = time step, and

q,"is heat flux coming ir. from fuel plate given by

q," = K ( T, - T,,, ) (7)

where
r = thermal conductivity (190 W/m-K)
6, = thermal conduction layer

[e.g., (z + 0.5* fuel plate width)/2 = 25.4 mm] ,

lT, = fuel plate temperature of node-k
i

When it is heated up to the melting temperature (853 K), the mesh undergoes phase
change as the fuel plate does. In reality, the size of the inner cylinder is different from
that of the outer cylinder. However, as seen in Fig. 4, the geometry of the cylinder .
including the fuel plate is assumed to be rectangular. Then: fore, a representative side j
plate is the same for both inner and outer cylinders. For these initial calculations, (

therefore, only one (averaged) side plate is included.
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('arensinstattarts anal Analysis

Case Without Side Plates

A scenario for fuel plate melting and propagation is depicted in Fig. 5. In these
calculations, no side plates were assumed. As seen in the figure, the plrde in blocked
channels undergoes heatup. When the plate temperature reaches 853 K, which is the
solidus temperature of AL-6061, a rapid release of fission product vapors in a fuel rnatrix
leads to a volumetric expansion of the plate (swelling) [13]. This expanded plate will fill
the adjacent coolant gap and directly contact the next plate. When ex panded , the nodal
mass of the swelled plate is assumed to be reduced to half ofits initial mass. Here, for
convenience, let us call the swelled plate plate-1, and a new intact plate being touched by
the swelled plate is called plate-2.

age Propagatkm

Plate-1
- - - ) f Plate-2--

x
%

$
#
;
4

m _a m
e

Coolant

Fig. 5 Initiation of plate damage propagation.

! When contacted by the hot swelled plate material, the initial temperature of plate-2 will
| not be same as that of plate-1 before the event was initiated. This is because plate-2 must
'

have been heated up by convection and radiation from plate-1 before the contact. Also,if
flow to this coolant channel were already affected by onset of flow excursion instability,
the temperature of plate-2 should already have increased due to lack of sufficient cooling.
However, at this stage the transient variation has not been modeled. Instead, a parametnc
analysis was done to gage the relative impact by changing the initial temperature of plate-

'

2. One value used for the calculations was selected to be the initial temperature of plate-1
(e.g.,388 K). The other value was selected as an average of the plate-1 initial
tempemture and the plate melting temperature (e.g.,620.5 K).

Another uncertaire penmeter is the thermal conductivity of the plate. Once the plate
swells, its volume is assumed to increase by a factor of two so as to fill the coolant space.
Therefore, the void volume in the plate is bounded at 50%. The volume of U Si2 fuel in3
the plate is about 11%. Under the condition of the plate expansion, the fuel panicle
tolume will be half of 11%. Therefore, total volumetric fraction of the void and fuel will
be about 56% (i.e.,50% + 11% / 2). According to the Ref [14), thermal conductivity of
such a configuration for U Si2 fuel is about 20 W/m-K at 60 "C. Furthermore, Ref. [14]3

states that the fission gas bubbles will reduce the thermal conductivity funher. Therefore,
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a parametric study has been performed using the constant value of 190 W/m-K all the
i

way through the transient and with a reduced value of 10 W/m-K upon plate swelling. '

The thermal conduction area is another uncertain parameter. Upon the plate swelling and
mixing with voids in the coolant channel, the effective thennal conduction area will x
reduced to about one-half. This is because we assume that the molten plate swells to also
occupy the coolant space, the volume of which is the same as that of the plate. Hence, an
effective contact area between plates will be likely reduced to ~50% since the melted
plate upon swelling due to fission product gas agglomeration fills a volume that is twice
the original plate volume. However, the effective heat conduction area also needs to
account for beat conduction thmuph the voids filling with hot gas (e.g., volatile fission
products). Therefoie, the calculations have been performed using two different thermal
conduction areas between nodes in the swelled region: one for no change of the area from
its initial value, and the other for the area reduced in half.

The next uncertain parameter is the convective heat transfer coefficierit at unblocked
coolant side of plate-2. As mentioned above, configurations for the coolant channel
blockage are complex. For example, only a single channel might be completely or
partially blocked, or multiple channels might also be completely or partially blocked.
Because all the coolant channels are in parallel and connected with the same inlet and
outlet plenums, channel blockage will possibly cause a flow excursion if a pressure drop
in some channels is different from that of others caused by a significant void generation.
Therefore, such a dynamic nature of the coolant thermal-hydraulics needs to be analyzed ,

to correctly define heat transfer between plates and coolant. If a coolant channel j
experiences flow excursion, heat transfer from the heated plate surface to the coolant will
be significantly affected. In the absence of a detailed study, the convective heat transfer
coefacient at plate-2 is also varied as a parameter to investigate the plate damage
propagation. Considering a possible extensive flow excursion and corresponding flashing
m t ie affected channels, it may be conservative to choose a value corresponding to zero
heat transfer to the coolant.

The reacto protection system takes a finite time (~4 s) to detect abnormality resulting
from presence of fission products in the coolant downstream, and also respond to shut
down the reactor. A transient time of 4 s, therefore, was selected as the time frame for
plate damage pro lagation. Full reactor operating power (e.g.,303 MW(t)) is assumed
during this periot. Calculations were not extended further beyond 4 s since the ANS
system has N:en designed to have enough capability to remove fission product decay heat ;

by natural circulation mode after reactor shutdown. j

Figures 6 through 8 show selected results of the calculations with the parametnc j

variations described above. Table 3 also lists the number of fuel plates involved in
damage pro ,agation. As seen in Fig. 6, the plate damage propagation strongly depends
on each of tie parameters we examined. The case of no heat transfer to the coolant with
full conduction area and high initial contact temperature (in the figure, this case is shown 1

as T=620, k=190, a=1) yields the largest number of damaged plates (e.g.,202). With a
'

seduced thermal contact area of 50% (in the figun:, T=620, k=190, Fa=0.5) , the number
of damaged plates comes down to 174. Also, Fig. 6 shows that thermal conductivity
affects the damage propagation. As the conductivity is lowered, the damage propagation |

becomes slower. Good estimation of the initial temperatute of plate-2 is also important in |

|precisely determining the damage propagation. Figure 6 also shows that the fuel plate
damage does not propagate further if sufficient cooling can be provided for plate-2. With |
a heat transfer coefficient of 52 kW/m2.K, none of the cares shows damage propagation. 1

The average heat transfer coefficient at fuel plate surface is expected to be around 100

i

3063

,



kW/m2K during normal operating conditions. According to the data collected from
experiments performed at the Flow Blockage Test Facility (FBTF), this heat transfer
coefficient drops to ~20-40 kW/m K for 25% edge blockage, and ~50 kW/m2K for 35%2

center blockage [15). The heat transfer coefficient of 52 kW/m2K evaluated by the
current model for limiting the damage propagation, needs to be investigated further.

Figure 7 shows nodal temprature variations as a function of time for the case of no heat
loss to the coolant with fu 1 contact area and high initial temperature of plate-2 (for which
600 nodes correspond to about 100 plates). It is seen that in about 1.2 s of the transient,
inner nodes start vaporizing. A large number of nodes in melted plates experience
vaporization during the transient. Such a condition could likely initiate an energetic FCI
(as described in a paper by V. Georgevich, et al. [16]). This phenomenon, nevertheless,
is conservatively neglected from consideration in the present work. However, none of the
nodes at the end of the calculations is completely vaporized. Average fraction of the ,

/aporized mass is shown in Fig. 8. This fraction was averaged over the entire damaged
'

plates at the end of the transient. The fraction, as seen in the figure, seems to depend only
on convective heat transfer at plate-2. All the cases show a similar vaporization fraction.
Even the case of the slower damage propagation (e.g., T=388, k=10, Fa=0.5) shows a !

'

similar fraction. However, that case reveals a higher vaporization fraction in inner nodes.
'

|

; Table 3 Number of Damaged Plates Predicted by the Code Calculations ;

h (W/m K) a 388-10 0.5 h 388-1901 h 62010-0.5 h 620190-1 h 620-190-0.5 h2

0.00 x 100 64 123 116 202 174

5.00 x 103 56 112 98 182 154

1.00 x 104 48 102 78 158 132 ,

1.50 x 104 40 92 58 134 110

2.00 x 104 30 82 38 102 80

4.00 x 104 12 M 12 74 54

5.00 x 104 2 48 2 56 44

5.04 x 104 46 54

5.08 x 10 4 46 52

5.12 x 104 42 50

5.16 x 104 40 46

5.18 x 104 34 42 !

5.20 x 104 2 2 2

a Convective heat transfer coetricient
h Casedescription: Case T k Fa

388-10-0.5 388 10 0.5
388-190-1 388 190 1

620-10-0.5 620 10 0.5
620-190-1 620 190 1

620-190-0.5 620 190 0.5

where T is initin' emperature of plate-2 (K), k is thermal conductivity of swelled plates (W/m-K),
and Fa fractional contact area upon fuel swelling.

'

i
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Case With Side Plates

The case "620-190-1" was used as a base for this calculation. This case assumes that the !
second plate temperature is 620.5 K befom it contacts slumping fuel plate melt, the !
thermal conductivity is 190 W/m K, and a full thermal contact area exists between plates.
This case represents a worst case that conservatively estimates 202 plates to be damaged
during 4 s of the transient period. This case has been repeated here along with the model
of side plates. The number of damaged fuel plates was estimated as 202, which is the i

'

same as the original case without accounting for the side plates. However, average mass
fraction of vaporized fuel plate was reduced from 0.32 to 0.28, which is equivalent to
11.6 MJ. This amount of energy is transferred to heat up and melt the side plates.

Other results are depicted in Figs. 9 and 10. Figure 9 shows temperature variations along
the nodes at the end of the calculations (e.g.,4 s). Node-0 corresponds to the location
where the damage staned propagation. As seen, the side plate is heated up substantially.
The number of cylinder nodes experiencing melting is about 450 nodes, which is
equivalent to 7.3 kg total, accounting for symmetry of the propagation and duplex
cylinders. Figure 10 shows the molten mass fraction of each node at the end of the
calculations.

Effect of Fuel Melt Removal on Damage Propagation

One of most crucial assumptions employed in above calculations is that the molten fuel
cannot be rekrated or removed from its originating location. In reality, them might be
otlier situations involved with fuel relocation or dispersal. In those cases,it is

I
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Fig. 6 Propagation of ANS core plate damage.
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not appropriate to assume that there is no fuel relocation / dispersal. Therefore, a
parametric study has been performed to investigate the effect of molten fuel
relocation / dispersal. The molten fuel (actually node) is forced to disappear once its
temperature reaches a certain limit; one case with 1500 K, and the other with 863 K. A
fuel melt temperature of 1500 K was selected as a fuel melt disappearance threshold,
because that temperature is high enough to trigger the onset of alummum ignition, as
evidenced in past experiments [17]. 863 K was selected as the temperature at which
molten fuel will either be swept upwards by the coolant or relocates downwards. This
temperature is -10K above alummum melting temperature. Once the node at which the
temperature increases above this threshold value disappears, we have to specify a new
boundary condition to the inner node that was previously connected to the missing node.
At this new boundary, the inner node m 2y obtain more heat or lose heat depending on the
situation. If extensive fuel ignition occurs, more energy will be added to the system
under consideration through this boundary. If the relocation is due to coolant inertia, the
system may loose heat to the coolant. For the current study, due to lack of knowledge on
how this relocated node behaves, we assumed an adiabatic condition for this boundary.
'Ihis assumption may not be too far from reality if we exclude the possibility of fuel
ignition, since convective heat transfer in this channel is believed to be negligible. This is
because the plate surface in this channel might be instantaneously covered by a vapor
blanket u )on coolant contact with the hot plate surface, along with reduced coolant
velocity oue to increased coolant channel flow area. For heat transfer at the damage
propagation front, the same values of thermal conductivity and contact area between
plates were used as for case 620-190-1 with no-melt removal. Results show that for both
cases, the amount of damaged fuel was predicted to remain the same; that is 202 fuel

| plates. With an assumption of adiabatic boundary conditions, the heat flux at the damage
i propagation front was evaluated to be the came as that for the no-melt removal case.

Therefore, damage propagation is predicted to proceed at the same speed, resulting in the
same amount of fuel damage.

Summary and Conclusions

One-dimensional heat transfer calculations have been performed to investigate fuel plate
damage propagation in the ANS scactor during a hypothetical coolant blockage event.
The results provide useful insights into how various uncertain parameters affect the
damage propagation. For the case with no heat transfer to the coolant, high thermal
conductivity and high initial temperature for plate-2, and full thermal contact area of the
swelled plates (e.g., the case is described in Fig. 6 as T=620, k=190, Fa=1),202 plates,
eouivalent to about 30 kg of aluminum (202 plates x 0.1462 kg), are predicted as
damaged at the end of 4 s. Also,it was found that the plate damage does not propagate if
a 52 kW/m2.K or larger heat transfer coefficient is provided to cool plate-2. The
inclusion of side plates does not change the calculated number of damaged fuel plates.
Instead, the energy content of those plates is reduced from about 180 MJ to 168.4 MJ.
The difference (e.g.,11.6 MJ) has been transferred to the side plates. The mass of the
side plates experiencing melting is estimated as 7.3 kg. This amount could contribute an
additional chemical energy source of up to 130 MJ. A substantial portion of the side
plates heated up to a temperature well beyond melting. Finally, it is cautioned that, if the
plate damage was initiated in the lower fuel element, failure of the side plate may
generate fragments that block the coolant channels of a downstream fuel element.

. The present model represents an initial attempt at evaluating the highly complex aspects )I of ANS core damage propagation initiated by flow blockage. Shortcomings such as not i

accounting for fluid-structure interactions, core debris expulsion due to pressure buildup,i

| plate rippling and buckling upon heatup, multidimensional effects, and absence of nuclear
,
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reactivity feedback will be addressed as necessary during the issue closure process
wherein the ROAAM-type approach is being employed [18]. Nevertheless, the present
model provides useful information on gauging the potential for core damage propagation
in the absence of dynamic loads and sweepoff and evaluating the direction for further
development and model enhancements.

Appendix I Nodal Temperature Evaluation *

For the surface node (massless) k=1, Eq. (2) becomes ,

Coi(To - T ) + C (T -T ) + Q, = 0 (L1)i i i

At the surface, oxidation of the plate surface or radiation heat transfer may contribute to
form Qi n Eq. (I.1). In a current modeling consideration, however, we assume that noi
energy generation is involved on the surfaces so that Qi ecomes zero. Equation (I.1)b
can be rewritten for To = T .L (fluid temperature of flow channel on the left boundary off
the plate)

T=AT+B + D T,t (I.2)
i i 2 i i f

where constants in Eq. (I.2) are given as
,

A, = S
U,

B, = b = 0
U,-

D, = b (I.3) l'

U,
j

U, = Coi + C ,3

Q, = 0
,

C,=hA,=hw&o t o t

2rw&

C ' = (r
A,,2 -=

i
Ax/2) &

where hL s the convective heat transfer coefficient at this surface.
.i 1

For interior nodes (k = 2,3, ......., kmax-1), successive substitution of similar expressions
into Eq. (2) gives

T, = A, T, ., + B,' + D, T ,i (I.4)
f

where

* The numerical solution is obtained from Ref. [7] and was originally based on an unpublished work

performed by V. Denny.
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, C, ,, . i
U,

'

B,* = 1 Q,+(mc#)*T,* + C,.i,, B,*.< -

U, At
, .

* - ' * *-'D, = (I.5)U,

U, = (m e,)* + C,.i,, (1 - A,.i ) + C,,,.
At

b * nternal,&

X, . , X, A, . , ,, Xw&
C, . 3,, = =

7 3 y 3

r,.i + r, .

2 > < 2><

At the surface (massless) node k=kmax, Tkmax+1 = T ,R, S Vingf I

T, ,, = A, ,, T ,, + B,*,,, + D, ,,, T , t (I.6)f f

To generalize the solution, Eq. (I.6) is rewritten as

f E, ,,, T ,, + F|,, (I.7)T, ,,, = D, ,, T ,t +
f

where
Ca nmi- i .a na, D, ,,, . ip ,

U, ,,,

E, ,, _ Ca n- .a nex +i
U, ,,

F**"**= 0* "" + C* "*' - ''* "*' B' "*' - '
(1.8)

U*umaA

U, ,, = C, ,. .i ,, ,, ( 1 - A, , . ) + C, ,,,, ,. .
hinax = 0

"*"= d* - -'' "= 2rw&C = =&nas-i.enn'
2) &

&nus,&nas+1 * bA & nus,& nm+1 * b W NA

where h is the convective heat transfer coefficient at this surface.R

Back substitution of Eq. (I.7) into Eq. (I.4) for k = kmax-1, kmax-2, .....,1, then gives the
final form for the assembly nodal temperature distribution:

T, = ( A, D,., + D, ) T,,t + A, E,,, T,,, + A, F;.3 + B,*
'

(I.9)= D, T ,t + E, T ,, + F;f f
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TURBULENT MIXED CONVECTION IN VERTICAL AND INCLINED
FLAT CHANNELS WITH AIDING FLOWSj

.

P. Poikas, J, Vilemas, J. E. Adomaitis, G. Bartkus ;

Lithuanian Energy Institute
,

4

Abstreet

This paper presents an experimental study of turbulent mixed convection heat transfer for
j aiding flows in a vertical (p = 90*), inclined (p = 60*,30*), and horizontal (p = 0') flat channels with

symmetrical heating and a ratio of height h to width b of about 1:10 and with length about 4 m (x/2h
8 7 5,

about 44). The study covered Re from 4x10 to 5x10' and Gr, from 5x10 to 3x10 . For the upper
i wall, a region of impelred heat transfer was found for all angular positions (from vertical to

horizontal) and for bottom wall the augmentation of heat transfer in comparison to forced convection;

was revealed in the region of p = 0*-60*. Different characteristic buoyancy parameters were found; ,

i for regions of impaired and enhanced heat transfer. General relations are suggested to predict the
heat transfer for fully-developed-flow conditions and different angular positions. ;

;

l. Introducties'

The developrnent of the new generation of nuclear reactors with passive cooling systerns !

requires very detailed studies of mixed and natural convection peculiarities for channels withI ,

different cross-sectional shapes. The assurance of proper safety for nuclear reactors demands ai

substantial understanding of the effect of buoyancy on the heat transfer in different channels, as the ,

effect can reach significant levels in emergency operation and in the shut-down behaviour of nuclear,

reactors.

] We reported in NURETil-6 experimental results for turbulent heat transfer in a flat
; horizontal channel with stable and unstable stratification in the flow [1]. The present paper covers

our experiments with symmetrical heating in vertical and inclined flat channels for aiding flows (a

,

case where the buoyancy forces act in the flow direction). There being no secondary flows due to free
convection in turbulent flat channel flows, the arrangement opens the way to evaluating the effect of'

buoyancy on the turbulent transport and consequently on the heat transfer rates for the different
orientation of the channels in space.

So far turbulent mixed convection has been mostly studied in pipes. The available results on
the heat transfer in vertical pipes were reviewed by Petukhov and Polyakov [2] and by Jackson et al.
[3]. Further investigations were reported by Vilemas et al. [4]. Different authors revealed enhanced
heat transfer in opposing turbulent flows. In aiding flows laminarization of the flow and impaired

;
heat transfer were observed in the low-buoyancy range, but more intensive turbulent transport and
enhanced heat transfer were observed at higher levels of buoyancy. In long channels with strong
effects of buoyancy, typical maxima and minima of the wall temperature were observed,

;

corresponding to minima and maxima in the heat transfer rate.;

A number of different expressions of buoyancy parameter have been suggested for the heat
transfer predictions in vertical tubes with aiding flows in different fluids. Jackson and Hall [5] related'

the behaviour of relative heat transfer to a buoyancy parameter expressed as Gr,/Re23jr,M. Later

3425 as
this parameter was modified by Jackson and Rouai [6] to Gr, /Rc Pr . Petukhov and Polyakov

d'

[2] introduwd another expression of buoyancy parameter Gr /Re Pr. The most commong

8expression is Gr /4Rc Pr, used successfully by Connor and Car [7] to correlate data for aidingq

flows of air, water and mercury in the region of heat transfer recovery (increasing heat transfer).
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, The studies on mixed convection in verticsl flat channels are not numerous and they lead to
| contradictoy conclusions. Swanson and Catton [8] found the same effects of buoyancy in flat

channels under symmetrical bil:t:ril heating as in pipes. Axcell and Winst:nley [9] studied mixed
convection heat transfer in flat channels of air-cooled transformers. The authors found enhanced
heat transfer rates in opposing flows while for aiding flows the initially impaired heat transfer rates
later exceeded those for forced convection. Sudo et al. [10] studied the effect of channel gap size on
mixed-convection heat transfer in water flows in vertical rectangular channels heated from both sides.
The experiments were carried out for both aiding and opposing flow conditions. In both cases mixed-
convection heat transfer was higher than for pure forced or free convection. It was shown by Poikas
et al. [11] that in vertical flat channels with aiding flows heat transfer data could be correlated more
successfully using different buoyancy parameters in the region of impaired heat transfer and in the
region of heat transfer recoven.

We do not know any experimentalinvestigations of turbulent mixed convection in inclined flat
channels. This paper presents an experimental study of the buoyancy effect on turbulent heat transfer
in symmetrically heated vertical and inclined flat channels in a wide range of Grg-to-Re ratio. The
study revealed a different effect of buoyancy for the different orientatim modes.

2. Experimentaldetails

Our experiments were performed in an open wind channel Purified air was supplied under 20
MPa to pressure chambers and through a reducer to a low pressure receiver under 1.5 MPa. From j
there, through one of the three parallellines with matched orifice plates of different clear areas (for |
flow rate rneasurements), the air was supplied to the test section after which it was vented to the |
atrnosphere through a throttle valve. l

!

i ht

T*
~.-

._ _.u i y

-I Fig.1. Test section: 1, 2, directing3 *"

rolls; 3, flexible copper leads; 4, 6, 8,
'~~~~~$ r'''~~ f 24, 30, 32, thermocouples; 5,16,_
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~
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We studied mixed convection in a flat-channel test section with a height to-width ratio h/b of
about 1/10, and length about 3.6 m (x/d about 44) (Fig.1). The channel was 400 mm wide and 40.8
mm high. The test section was preceded by a hydrodynamic stabilizer 2.4 m long (x/d about 29). It was
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placed inside a case 0.6 a in di: meter and 2.7 m long, with cir supply penetrations and a set of grids.
.

The test section cont:ined two central (27) and two lat ral(26) duralumin plates (see Fig.1). Its mid j

part was insulated by 120 mm thick asbestos strips (28,29) on the central plates (27) and by 60 mm
. thid ament-asbestos strips (25) on the lateral plates (26). The calorimetric heated surfaces (11) of |

!
' the central two plates were made of stainless steel foil 0.38 mm thick and 370 mm wide, and werc

fined at the inlet to brass contacts (31). These were fastened by brass screws to copper conductors j

(16) through textile reinforced plastic pieces (15,22). At the outlet the foils (11) were fixed in a-
similar way by rotating brass contacts (21) to motion-free upper brass contacts (20). Flexible ' copper
leads (3) were extended through the contacts (20,21) and the copper conductor (5). Upper contacts

2
(20) were connected via insulators (19) and steel cords (18) to springs (10) each of a 200 kg/cm
tension force. This arrangement provides proper compensation for thermal expansion of the j1

,
. calorimeter foil and a reliable contact between the foil (11) and the insulator (28). |

1 The temperature of the calorimeter test surface (11) was measured by 'chromel-alumel i

thermocouples (30) of a 0.3 mm diameter wire, which were fixed to the inverse surface of the test foil. !'

Longitudinalvoltage drops in the heated foilwere measured by the same thermocouples. Each of the I
:

electrically heated calorimeter surfaces had 25 thermocouples fixed at the anter. Heat loss was
measured by two thermocouples (8) in each of the six more cross-sections in the insulation layers (28)#

of the central plates (27) and by two thermocouples (24) in eight more cross-sections in the insulation
layers (25) of the lateral plates (26). The thermocouples (8) and (24) were separated by 75 mm and 25
mm respectively,

i To cover higher values of Gr, or higher effects of buoyancy, the pressure of the air flow was
; varied from 0.1 to 1 MPa. This was achieved by scaling the whole test section in a pressurized vessel

of 0.87 m diameter,7.2 m long and of weight about 2000 kgf; the volume was about 4 m'. It consisted i;

| of two flange-scaled parts. The stabilization part of the pressurized vessel had penetrations for inlet 1

air and for the leads of thermocouples which measured the fluid temperature. The test section part of j
',

the pressurized vessel had penetrations for outlet air and for the leads and seals of thermocouples,;

{ which measured the temperatures of the heated foil surfaces, of the insulation layers, and of the

| outlet air, as well as for inlet-outlet pieces of the heating mains. The vessel was equipped with two j

! safety valves and a manometer, as well as a turning gear which allowed to change the inclination angle
of the test section to the horizontalline. ,

Our experiments were performed at 4 positions of the flat channel The horizontal position is j

,

at p = 0*. The test section also was turned up into positions with inclination angles of 30' and 60*. |

| The vertical position corresponds to strong aiding flows and is at p = 90*.
The effect of buoyancy on the heat transfer was evaluated for the boundary condition q =

| constant; the maximum wall-fluid temperature difference was 150 K. The series of tests in a two-side-

; heated channel was performed at q, = q,. Bulk flow temperature and hydraulic diameter d=2h

i were used as reference parameters. The test covered turbulent mixed convection at Re from 4x10' to
5

; 5x10' and Gr up to 3x10 .q
The inside surface temperature of the calorimeter foil was determined from the measured'

outside surface temperature and the temperature drop across the foil. The bulk flow temperature of
!

-

the air was found from local enthalpy (by known flow temperature at the inlet and heat flux to the

! flow). Convective heat flux was evaluated from the heat balana and included both the heat loss in
j the insulating layer and the axial heat loss in the foil, and the heat loss by radiation. The heat flux

density at the insulation layer was determined by a separate experiment. To exclude free convection, j;

'

the channel was packed with asbestos pellets. The calorimeter foil was heated by electric current, and
'

the only sink for the heat emitted by the test surface in the center of the channel was across the;
,

' insulation layer. This heat loss was determined by a relation for conduction in a flat plate from the ,

|
| difference of temperatures measured by thermocouples on the opposite sides of the insulation layer.
; Numerical heat loss values were approximated by second order polynomials for each test wall, and

the solution was used to find heat loss values at the test points on the calorimeter during the main'

experiments.

j 3. Raoults and discussise
;

i Fig. 2 presents heat transfer from the upper and the bottom walls along the channel. Its

j inclination angles were varied, but nearly constant pressure of the air (about 0.4 MPa), Re (about i

:
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7000) cnd a high Gr (cbout 10") were mailt:ined throughout the experiment. Note the lowest hettq

transf;r from the upper w:ll in the horizont:1 position (p = 0*), cnd its consistznt incretse with en
iincrease of the inclination angle (p's 30*, 60*, and 90*). Similar to ciding flows in pipes with

significant effects of buoyancy, in a vertical flat channel (p = 90*) typical minima (x/d = 7) and
maxima (x/d = 17) of the heat transfer are observed. They are related to highly complicated
longitudinal processes oflaminarization and turbularization. Similar maxima and minima of the heat
transfer were observed in nearly vertical positions of the channel (p = 60*). A specific feature is, that
for similar parameters of buoyancy the points of minimum or maximum heat transfer are closest to
the flow inlet in vertical channels. This is an indication of the most pronounced effect of buoyancy on
increase of turbulence and is supported by the higher value of Nu. See in Fig. 2, that for smaller
angles of inclination (p = 30*), longitudinal variations of the heat transfer are leveled out and
disappear altogether in the horizontal channel.

y g ,:.., .. ... ..a ... ... ..,_..
,,

80- % io

{ * * s *.3

. ., , k*r[*f o
'

60- g 50- e 4.s
,

e .6 e , . e.4
*,'30 8

' * *..

20- q [}~~^^ []*

, , ,

--===::= = = .

10 20 30 x/d SE3 1E4 2E4 3E4 SE4 Re

Fig. 2. Longitudinal distribution of the local heat Fig. 3. The behaviour of heat transfer as a
transfer in a flat channel on upper (blackened function of Re in a flat channel on upper
symbols) and bottom (open symbols) walls at Re = (blackened symbols) and bottom (open symbols)
7000 for P = 0.4 MPa and Gr, = 10" for the walls for P = 0.7 MPa at r/d = 38 for the
following inclination angles: I and 7, 0*; 2 and 6, following inclination angles: I and 6, 0*; 2 and 7,
30*; 3 and 5, 60*; 4, 90*; 8, prediction by Eqs. 30*; 3 and 8, 60*; 4 and 9, 90*; 5, prediction by
(1)-(5) for pure forced convection. Eqs. (1)-(5) for pure forced convection.

The behaviour of heat transfer from the bottom wallis loosely related to the inclination angle,
Fig. 2, in sufficiently large x/d distances, but its level is higher than in the forced convection case. We
shall see later that for p from 0* to 60* the tendency persists under arbitrary effects of buoyancy. A
significant decrease of the heat transfer was observed in a certain range of buoyancy with the
approach to the vertical position.

See in Fig. 2, that forx/d over 20 or 25, heat transfer rates become fully developed in arbitrary
rnodes of the flow. The further decrease of Nu is related to the longitudinal variatiori of buoyancy. ;
We consider below only fully developed heat transfer for variable Re and with different values of '

buoyancy parameters.

Fig. 3 relates heat transfer rates from the upper and the bottom walls to Re for different angles
of inclination but for fixed air pressure and x/d value. Here again the closest correlation is between

, the heat transfer from the upper wall and the angle of inclination. Because of the stable stratification
in horizontal charmels, the rate of this heat transfer is always below the pure-forced-convection value.
Heat transfer rates increase sharply with the deviation from the horizontal position, so that at p = 30*
in the range of low Re they are higher than for forced convection. With a further increase of the
inclination angte the value of Nu increases, too. Anyway, both at p = 60* and p = 90* there exists a
certain upper range of Re where the heat transfer is below the forced-convection value. Because of
the unstable stratification of the flow, heat transfer from the bottom well is both at p = 30 and at p =
60* higher, than under forced convection. On the other hand, with the approach to p = 90* also a
range of Re was observed, where Nu was lower, than under forced convection.
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Now f:r convenience we consider the heat transfer in a more general rpproach, by ev:luating
relative he:t transf;r with diff: rent characteristic buoy ncy pirameters.

let us first normalize the Nu far mixed convection with the stinderd Nu for turbulent pure-r

forced-convection heat transfer. Forced convection heat transfer in a flat channel was determined by
the technique suggested by Vilemas at al. [12):

1

Nu / Nu .i = 1-0.744f!-exp-K (of +n,erth
'

(1)r y g

n -fn,,where a = -0.53n, - a

f = 1 - exp(-0.1"I),

1.25(0.017)*@=
I+(0.017)' ,

i = j.
**'

Kg = ArTrNu,,, ' I

in,,n ,n,,n, are power indices for exponential relations of the temperature-dependent fluid-a

physicalproperties.

The equations include heat transfer for constant fluid physical properties Nu,. which was

determined by the technique of Petukhov and Roizen [13]. For bilateral heating the relation is

"
Nu, i = (2) i

where e stands for dimensionless adiabatic temperature of the wall

O = -16.06 Re-*" Pr
'8 (3)d

and Nu for Petukhov and Roizen [14] description of one side heating:

Nu / Nu ,. = (1 - f(Pr))'0.86 + 0.8(x / d)# (4)i

where f(Pr)= 0.45 /(2.4 + Pr).

The Nu ,. term gives the heat transfer in the stabilized part of the channel determined by thei

technique of Petukhov and Polyakov [2] for the low range of Re

RePts
8

N u,,. = (5).

+12.7 hPr2n_3)1+

here (is friction factor after Blasius: ( = 0.316 Re-"28.

The above descriptions include also variations of fluid physical properties. Our experiments
covered moderate rates of heating, but corrections from 5 to 7% were necessary in certain cases.

Fig. 4 presents relative heat transfer from the two walls in the vertical position. Note a
satisfactory agreerrent of the test points for the two walls in this limiting case. Our analysis included'
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23
diff; rent buoyancy parameters from Bog a Gr /Re* Pr to Bo2 = Or, /Re Pr and well-knownq

Bo = Gr / Re Pr" parametrr was suggested as the char:ct:ristic buoyancy p:ramet:r for the
~

s 4 25

q

regions of impaired heat transfer of vertical channels. Some growth of the power index of Re was
noticed with a deviation from the vertical position, but for correlation of data at different inclination

angles Bo = Gr, /Re Pr" parameter was used. Fig. 4 shows that this parameter correlates datesA25

rather wellin the region of impaired heat transfer for variable pressures. The test points are more
widely scattered over pressures in regions of recovered heat transfer. As we can see, the data for
impaired heat transfer region are in good agreement with correlation for vertical tube of Jackson and

Roual[6):

s 0.46e

Nu "
1 - 8.3 x 10' Bo (6)= .

Nu ( Nu sr r
, p

i a .1 4 2 * . s a . 4 4 - s o . s
,..,o.: 6 3 o.4 v.s s y N ,,

3.0-'3.0
bo 0*

2.0- ,9 2.0 - oey* n ee
Boa oa

f e,6 af o , o .*,
l.'

#o t * 1.0 .. ,,41.0-- m .
# q

j*
79 *8* e

a * !; , .*
J8 ,, 0.5- ", =* *0.5- /

15-6 1N-5 1E-4 15-3 Bo 0.1 1.0 Bo,

Fig. 4. Relative heat transfer from the first Fig. 5. Relative heat transfer from the upper
(blackened symbols) and the second (open (blackened symbols) and bottom (open symbols)
symbols) walls of a vertical flat channel at x/d = walls of the flat channel for r/d = 38 at inclination
38 for the following P values: 1, 0.1 MPa; 2, 0.2 angle p = 30* for the following P values: I and 4,
MPa; 3, 0.4 MPa; 4, 0.7 MPa; 5, 1 MPa; 6, 0.1 MPa; 2 and 5, 0.4 MPa; 3 and 6, 0.7 MPa.
prediction by Eq. (6).

From another analysis a close correlation of the test points of variable pressures was found

with the Bo2 = Gr, /Reas Pr buoyancy parameter, Fig. 5, in the region of recovering heat transfer

for the upper wall. The scatter was very wide for regions of impaired heat transfer. This buoyancy
parameter gives a rather good correlation of the test points in the region of augmented heat
transfer, Fig. 5, bottom wall. As the result, two characteristic buoyancy parameters were
used in the interpretation: Bo = Gr / ResA2s p,u for regions of impaired heat transfer andq

Bo2 = Gr /Re'' Pr for regions of recovered and augmented heat transfer.q

Fig. 6 presents data for regions of impaired heat transfer from the upper wall for different
angles of inclination. It is evident that maximum decrease of the heat transfer is not related to the
angle of inclination. The lowest rate of the heat tradr constitutes 45% of the forced-convection
value in all cases, but the buoyancy parameter value relawd to the lowest heat transfer (for lack of a
better name lets call it a " critical value") is closely dependent on the spatial position of the channel.
This is especially true for nearly horizontal positions, in nearly vertical positions this variation of the
criticalvalue of buoyancy parameter is less pronounced. Table 1 presents this critical values Bo, for
different angles ofinclination.
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Table 1. Critical values of buoyency pirameter

INCLINATION CRITICAL VALUE INCLINATION CRITICAL VALUE
ANGLEp,* Bo ANGLE p, * Boy y

0 1.3x 10-5 60 4.3 x 10-*

30 5.5x 10-6 90 4.0x 10-*

Mal thi
**iNu, Nu r

*^- " - 3.0- *21'0
6.: f."'9 94o , ,"

2'O'' o.4 ,,,- a

!.s r -
o

0.7- o.t . )
1.0,4 g,,,,

a.3 o e o

0.5" o .a * 0.5-- . ME" ",,Y"

.s 'o
1E-e 2E-6 3E-6 SE-6 1E-5Bo 0.1 1.0 Bo,

Fig. 6. Relative heat transfer from the upper wall Fig. 7. Relative heat transfer from the upper wall
of the flat channel in the region ofimpaired heat of the flat channel in the region of heat transfer
transfer at x/d = 38 for the following inclination recovery at x/d = 38 for the following inclination

angles: 1, 0*; 2, 30*; 3, 60*; 4, 90*; 5, angles: 1, 0*; 2, 30*; 3, 60*; 4, 90 ; 5,

prediction by Eq. (7), prediction by Eq. (8).

Judging from Fig. 6, the effect of buoyancy is most pronounced in vertical channels, where
critical values Bo, are the smallest. The effect is weakest in horizontal channels, that is, where stable
stratification of the flow is involved. In spite of this, maximum reduction rates of the heat transfer
from forced-convection values are similar in all cases. The following relation describes the heat
transferin this region within 14%: ,

= 1 - 10''c Bo"' (7)
Nur

where c3 = 0.115+ sinp.

Fig. 7 contains data on the heat transfer from the upper wall in the region of its recovery. Note
the abrupt increase of the heat transfer in the vertical position. With a deviation from this position
the heat transfer is recovered in a more and more slow manner with increase of buoyancy parameter.
Data for p from 30* to 90* where approximated within 7% by

i

"
= 0.247(c2 +C) Bop) .(8)

Nur

where c = 1.96""',

c3 = 0.127 + 6.42(sinp)"8",

n2 = 2E - 2.3(sin p)*".
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lie:t tr:nsf:r for inclination angles from 0* to 30' can clso be tpproximated by this Eq.(8) but with
lower accuracy (within 13%). Further experiments must be performed for closer approximations of
the heat tr:nsfer in this r:nge.

25
Relative heat transfer from the bottom wall is related to the same Gr, /Rc Pr buoyancy

parameter in Fig. 8. Observe the augmentation of the relative heat transfer in the unstable
stratification case for p from 0* (horizontal channel) to 60*. An important decrease of the heat
transfer seems natural for the vertical position, while buoyancy parameter is rather small. Here wide
scatter of the test points over different pressures comes from the poor performance of the

Gr, / Re* 8 Pr buoyancy parameter. As it was shown on Fig. 4, Or, / ResA25 p,u parameter must be

used in this region. The test points were approximated within 6% for p from 0* to 60* by

= 1 + c Bo*8 (9)
Nur

0.022
where c4 = 1.22- (cos p)w ,

0.01
n2 = 0.59 + (cosp)w .

I &
Nu, 9

Fig. 8. Relative heat transfer from the bottom wall

2.0-- of the flat channel at r/d = 38 for the following

inclination angles: 1, 0*; 2, 30 ; 3, 60 ;4, 90*;
5, prediction by Eq. (9).gA >_L

1.0 -

0.5-- SjC }'
@

o .1 o . 2 a . s o . 4 . s
~

O'1 1.0 Bo,
.

The behaviour of the heat transfer rates for p from 60* to 90* calls for further studies because
heat transfer decrease below the forced-convection values are to be expected not only in the vertical

position, but also in the approaching positions.

4. Conclusion

Experiments on turbulent mixed convection heat transfer in a flat channel for different angles
of its inclination lead to the following conclusions:

(1) A qualitative similarity of the heat transfer behaviour from the upper wall is observed in
arbitrary angles of inclination. For the small influence of buoyancy mixed-convection heat transfer is
lower than the forced-convection rate at the same Re. With increase of buoyancy parameter heat
transfer recovers and becomas even higher than the pure-forced-convection level.

(2) licat transfer from the bottom wall is weakly dependent on the inclination angles in the
region from p = 0* to p = 60* and due to unstable stratification of the flow is higher than forced-
convection rate. With the approach to the vertical position the behaviour is similar to that on the
upper wall: the heat transfer rate is first reduced. and recovered afterwards.

(3) Characteristic buoyancy parameters and general relations (Eqs. (7)-(9)) are suggested for
turbulent mixed-convection heat transfer in the specific ranges of the inclination angles and
parameters covered.
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Nonsenclature

b width (m)
Bo buoyancy parameter Gr /Re .425 p,ass

q

Boi buoyancy pararneter Gr /Re Prd
q

Bo2 buoyancy parameter Gr /Re'' Prq

c. specific heat capacity at constant prea ure (J kg''K'' )p

d hydraulic diameter 2h (m)
K acceleration of gravity (m s-2 )
Gr Grashof number based on wall heat flux Agg,d' / Av2

q

Gr Grashof number based on density gradient gp(p ~o)d' / 2
p

h height (m) |

Nu Nusselt number q,d/(T -T,)A
P pressure (Pa) |

Pr Prandtlnumber pr / Ap

M Prandtl number based on integrated specific heat capa-|ty / p / 2E

9 heat flux (W m'')
Re Reynolds number du / v
T temperature (K)

velocity ( m s'')"

x longitudinal coordinate (m)

Greekletters

4 volume expansion coefficient (IK'')
A thermal conductivity ( W m''K'' )

,

# dynamic viscosity ( kg m''s'' ) |
kinematic viscosity ( m's'') j

P

( friction factor
P mass density ( kg m'')

p inclination angle (degrees)
Y' temperature factor T, /T,

Subscripts

er critical
f in the flow, bulk
T for pure forced convection conditions
t in the tube-

w at the wall
W1 at constant physical properties

in the fully-developed-heat-transfer * regione

(-) averaging

Other symbols are defined in the text.

1
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Mixing Phenomena of Interest to Boron Dilution
During Small Break LOCAs in PWRs*
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ABSTRACT which has been recognized more recently [1] is the
existence of an inherent boron dilution mechanism in

This paper presents the results of a study of mixing the course of small-break LOCAs that involves decay
phenomena related to boron dilution during small break heat removal by phase-separating natural cimulation
loss of coolant accidents (LOCAs) in pressurized water (i.e., reflux / boiler condenser mode operation). The !

reactors (PWRs). Boron free condensate can accumu- ,: cam that is generated in the core is largely devoid of
late in the cold leg loop seals when the reactor is boric acid. Due to subsequent condensation in the
operating in a reflux / boiler-condenser mode. A prob- steam generators, a portion of boron-free condensate i

Ilem may occur when subsequent change in flow can run down the downflow side of the steam
conditions such as loop seal clearing or re-estab- generator tubes and accumulate in the loop seals
lishment of natural circulation flow drive the diluted between the steam generator outlet plena and the
water in the loop seals into the reactor core without reactor coolant pumps (RCPs). A subsequent change
sufficient mixing with the highly borated water in the in flow such as loop seal clearing or re-establishment
reactor downcomer and lower plenum. The resulting of natural circulation flow, may provide an effective
low boron concentration coolant entering the core may mechanism to drive the slug of diluted water into the
cause a power excursion leading to fuel failure. The core. hwewr, the buoyancy and turbulent mixing
mixing processes associated with a slow moving stream process between the loop seal and the core may suffi- !

of diluted water through the loop seal to the core are ciently increase the boron concentration of the diluted
examined in this paper. Bounding calculations for stream to prevent a power excursion leading to fuel |

boron concentration of coolant entering the core during failure.
a small break LOCA in a typical Westinghouse- i
designed four-loop plant are also presented. The mixing processes associated with a slow moving

stream of diluted water through the loop seal to the
c re are examined in this paper. The quantitative

1. INTRODUCTION
rfects of dih'erent mixing mechanisms and a simpli-

A small-break LOCA is characterized by slow reactor Bd . yet physically based, methodology for their inte-

coolant system (RCS) depressurization rates and low > don into an overall prediction of dilution boundary

fluid velocities within the RCS as compared to a design n . be presented. Bounding case analyses of the
basis large-break LOCA. Because of the slow depres- boron concentration in the coolant entering the core

surization rate, various phase change / separation phe- due to loop seal clearing or re-establishment of natural

nomena dominate the thermal hydraulic characteristics cimulation flow in a typical Westinghouse designed 4

of small-break LOCAs. One aspect of this behavior loop plant (see Figure 1) will be also provided.

*This work was performed under the auspices of the U. S.
Nuclear Regulatory Commission, Office of Nuclear Regu-
latory Research.
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Dimension A = 2.507 m Full Core Power = 3410 MW(t)
2Dimension B = 3.658 m Core Flow Area = 5.029 m

3Dimension C = 5.256 m lower Plenum Volume = 18.4 m
3Dimension D = 1.097 m Downcomer Volume = 16.8 m

3Pump Volume = 2 m

Mgure 1 Pertinent Data for a Typical Westinghouse Design
Four-Loop Plant (RESAR-3S)

2. MIXING PROCESSES AND PHENOMENA the safety injection buoyantjet at the point ofinjection,
continues toward both ends of the cold leg, and decays

2.1 Mixing la the Imop Seals away as the resulting buoyant jets fall into the

During reflux condensation the loop mean flow rate is downcomer and pump / loop-seal regions. A " hot

vinually null. The safety injection of cold and highly stream" flows counter to this " cold stream" supplying

borated water into a stagnant loop leads to stratification the flow necessary for mixing (entrainment) at each
location. This mixing is most intensive in certainaccompanied by counter <urrent flows and a global

recirculating flow pattern with flow rates significantly locations identified as mixing regions (MRs). The

higher than the net flow through the system. This quantitative aspects of this behavior may be found in

keeps a major ponion of the system volume including the regional mixing model [2-4]. This model has been

the loop seals (vertical leg below the pump and bottom successfully employed to interpret all available thermal

horizontal leg), the downcomer (excluding the region mixing experimental data obtained from the system

above the cold leg) and the lower plenum in a well simulation tests performed in suppon of the PTS study

mixed condition. He ensuing flow regime was first [3-5].
established analytically by Theofanous and Nourbakhsh

[2,3] as pan of the work supponing an NRC sponsored Similar thermal stratification and mixing behavior may

study related to Pressurized Thermal Shock (PTS). even exist in the presence of very low loop mean flow.

'this work predicted overcooling transients due to high in the presence of thermal stratification and effective

pressure safety injection into a stagnant loop of a natural recirculating flows, the dilution transient can be

PWR. The physical situation may be described with represented by a simple global boron mass conser-
the help of Figure 2. A " cold stream" originates with vation equation:
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<

water (C = 0) for q, =&c to p Row d un t
dC"pY = gu(Cu - Cm) + gt(C - C,,) (1) 7 kg/s, Cs, = 2200 ppm and different values of R is

t
illustrated in Figure 3. For example at a pressure of

* * **** * '** * **"'
Where p is the density (the effect of density variation * *** * "

tis neglected); Vis the system volume; C ' Cu and C With a Bow ratio of R = 1, the boron concentrationa L;

t

; are boron concentrations of Row entering the core, would be rnore than 1100 ppm.
safety injection and loop flow (entering the bottom

,

horizontal leg of the loop scal), respectively; and u 2.2 Mixing at the Safety Isdection FIsletfj

! and gt are the safety injection and loop Bows, respec- -
For a well mixed condition there must be sufficienttively. It should be noted that the volutne V includes
100P Aow not only to break up the safety injection;

j the cold leg, pump, lower plenum, downcomer
P ume (jet) but also to produce stable Bow into thel

(excluding the portion above the cold leg) and the
downcomer. Nourbakhsh and Theofanous [7] used the;

vertical leg below the pump and bottom horizontal leg'

boundary of stability and developed a criterion for the
i of the loop seal. The downcomer and lower plenum

existetice of perfect snixing in the presence of loop |
volumes should be partitioned equally among the flow, their stratincation/ mixing boundary can be

'

available loops,
expressed by:

4/5
Equation I can be integrated analytically to: 1+g 0).

j . .
Fry,a =

~U *' "
C +RC C +RC (2)

'
y y t ,

C" = t+ C* - e
; , .

wh Og and Qt are the volumetric Bow rates of the1+R 1+R

i
safety injection and the loop, respectively. The Froude

r = f_y (3) number, hsi,a is defined as:
;

Gsl 112'

i Osi , (psi - pt) (6)
} and

,

R = .$. (4) I'st,a. * y gDa
i a P2
: gy

Assuming that initially, the system is filled with
where Aa and Da are the flow area and the diameter;

borated water with a boron concentration of 1500 ppm, of cold leg, respectively.j
the time variation of boron concentration, C., due toj

# 0,,Pi MR2

f
~

PUMP MR1 T MR4h

| / / MR3
MRS IWp Wr_ ( f !

Q ~: N T r+t/ = ,: @ 5 y .:.c.) -
*g g

' 2Det'i COLD LEG N
.,,

"

T* *\Y f g\
T' DOWNCOMER - T, - )

* :
i

a 0, . ,f t
~

*

1
_y4

,| ,

--
t

LOOP SEAL T. Tn, ,
-- ,

-

.> OyA_n]'

|
-

f O M_ _

v
i .

T. LOWER
PLENUM

i Hgure 2. Conceptual DeAnition of How Regime and Regional Mixing Model
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| This strati 8 cation criterion should be considered as due to mixing with the safety injection, than the
providing a 'high estimate of the Sow ratio, R, downcomer coolant. The resulting positively buoyant

, necessary br ignoring strati $ cation. For perfect mix- planar jets decay rapidly, enhancing the mixing and
'

ing, the concentration of diluted Sow stream aAer global Sow recirculation. However, in the presence of

! mixing with the safety iq)oction Sow, C,,, can be easily relatively high natural circulation loop dow, the
quanti $ed by the boron mass balance at the mixing temperature of corwianaa** even aher the mixing with:

,

point: the safety injection Sow, would be higher than the
C,f + RCt g downcomer 4.i- and thus the inlet Bow into the

j Pa " 1+R downcomer would constitute a negatively buoyant jet
(Inverted Fountain). A schematic of both positively

Typically, natural circulation Sows are in the 110 to-

and negatively buoyant jets is illustrated in Figure 4.
,

250 kg/s range. For a RCS pressure of 4.2 MPa, the
I safety iq)ection Sow is - 10 kg/s. In terms of Except for limited data on maximum penetration |

| strati $ cation criterion (Eq. 5) parameters, these values distance (8), these have been no experimental or
j correspond to &sta. = 0.02 and R = 15, indicating analytical studies on the behavior of negatively buoyant

perfect mixing except br the lower range of natural planarjets reported in the open literature. In order to
circulation Sow.

'

be able to quantify the mixing of a negatively buoyant
planar jet of the diluted water with the highly borated

2.3 Mixing in the her
downcomer ambient, an extensive analytical study of |

A highly complicated three-dimensional mixing pattem negatively buoyant jets was performed as a pan of the
,

occurs at the cold leg-downcomer junction. This Present work [6]. The jet model of Chen and Rodi [9] ;

contribution to mixing is conservatively neglected and was adopted for this purpose. The model utilizes the

the dilute stream emiting the cold-leg is assurrwi to standard equations for natural convection boundary
form smoothly into a planar plume within the layer type Sows with a venically oriented buoyant
downcomer. Under low loop now conditions, the force and a K-e-t2 differential turbulence model to

'

diluted stream entering the downcomer would be colder evaluate the transport terms in the equations.
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The integration was carried out using the Pkankar- 'Ihe results of the turbulent jet model i!!ustrate that at

Spalding method [10]. In order to achieve high low Froude number, the negatively buoyant planar jets

computational - ediciency this method invokes a spread rapidly in the lateral dimension with much
coordinate transbreation, which utilizes a normaliasd lower entrainment or mixing as compared to positively

%n Mises variable; and thus instead of the y buoyant planar jets. For example a negatively buoyant

coordinate, a naadimanalanal stream function is used planar jet with a Froude number of 1.5 deaccelerates .|

in the transverse coordinate. to less than 50% of its initial velocity, without any |

signi6 cant entrainment or mixing, within less than one
Results br the range of small Froude numbers of initial width of the jet (X*<!). In a negatively
interest here as pr=aanead in Figures 5 through 8. It buoyant jet, due to the buoyancy force which acts ,

should be noted that the nondimensional axial and against the Aow direction, the Sow g-- -- = to a
transweras direction X*, Y', Froude number, R, Anite distance in the ambient environment before
aandimanalanaltemperature(orconcentration) T*,and revenal occurs. It should be noted that the present
naadimanalanal velocity U* are de8aed as follows: Parabolic turbulent jet model neglects the effect of

(g) sturn Bow. Fuul--c,re, the validity of boundary2

y. . E layer assumptions is questionable near the stagnation

point where the axial velocity .yyssec. lies aero andy
Y*= (9) signi8 cant lateral spreading of the jet occurs.

The turbulent jet model was also utilized to predict the
T-T C-C

(10) maximum penetration distance for negatively buoyantT * . g* * . g* *
planar jets. 'If the source is small compared with the

" maximum penetrati n distance, the Sow will depend
(11)

U* = K only on the buoyancy aux, F,, and momentum Sux,
M,, at the jet source. In this case the Bow will not

U depend explicitly on the volume Sux, Q,. Followinge
pf. . (12)

/28,g (p, -p,)/p,
an approach similar to the one used by "Ihrner for the

8

28, y y
4

'Ik
b

}
,

!
U' U.

Buoyancy
X Force / \

.

' X
,

i Direction |-

T,< T < T T,>T>D

| { U. > 0 t U>0

i X r 1

(a) Positively buoyant jet (b) Negatively buoyant jet

Figure 4. Schematic of a Pbsitively and a Negatively Buoyant Jet
'|
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i case of a circular fountain [11), the maximum pene- consistency requirement, the maximum pm.etration
'

tration distance of a negatively buoyant planar jet, distance, N#,, should be a constant. This is also
i H., can be deined by the dimensional consistency supported by the experimental data reported by

requirement as: Goldman and Jaluria [8] which indicate a Anite value
-24 of penetration distana as the Fmude number decreases'y* ' 7* (I3) to a very low value. Thus the maximur venetration| N,,, = constant x

p, j p,
distance can be correlated by:

| - M, = 23,p,U,2 (14) N*h*"

w"" = 2.42 Fr** for Fi >2
(17)

: F' '= 23, p, U, g(p, - p,) /p' (15)
! A comparison of the present correlation with the data

Combined with the deinition of the densimetric Fmude toported by Goldman and Jaluria is also presented in

number, (Eq.12), the maximum penetration distance Figure 9.

(Eq.13) can be expressed by:i

Assuming that the ambi.ent to the negatively buoyant,

! N P anar jet in the downcomer behaves as : hough it isl
K = constant x F'do

aw . (16)
well mixed, the global boron mass conservation

! The proportionality constant evaluated by the turbulent equation can be expmssed as:

jet model predictions is 2.42 as shown in Figure 9. dC4

# e Y *f=(CW-C) (18)YDue to computational dialculty, it was not possible to s
i predict the maximum penetration distance br low

| Froude number jets (&<3). Assuming that at tw g Q g*
Froude number the Aow depends on momentum Bux g,

! and volume Aux only, based on the dimensional g* , ggg)
,

1+9,
Go

10000

H,/2B,=2.42*Fr /3
d

1000 r

*m
100 =

m ,.
Oh

10 -Present Correlation=

. Data from Goldman & Jaluria

. Present Predictions

1
'' " +

1 10 100 1000

Fr
M gure 9. Comparison of Predicted Maximum Penetration Distance ofs

Negatively Buoyant Vertical Planar Jets with Experimental Data
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Where p is the density (efect of density variation is accommodates a signincant ponion of entrainment and

neglected); C,, C, and Cg are boron concentratic,as of thus there may not be signi6 cant recirculation (if any)

Sow entering the downcomer, the ambient, and mean fmm the lower plenum back to downcomer. However,

jet Aow entering the lower plenum; respectiwly; Y, is the negatively buoyant wall jet of diluted water
the volume of ambient; and g, and g, are the inlet entering the lower plenum will penetrate to some fmite

Sow to downcomer and entrainment Sow into planar depth before it reaches to a stagnation point and then

jet, respectively. It should be noted in the case of reverses direction upward toward the core region. The -

symmetric Sow of diluted water from different loops, highly borated ambient water in the lower plenum will

the low Froude number negatively buoyant jets enter- be entrained into this now, resulting in a higher boron

ing the downcomer grow rapidly in lateral direction concentration in the Bow entering the core compared

ed thus would occupy the whole denuncomer circum- with that entering the lower plenum. The detailed

forence before reaching to lower plenum. In this case quanti 8 cation of mixing in the lower plenum is beyond

the volume of ambient would be reduced s-M=yy. the scope of the present study. Some bounding

.

calculations to show the impact of lower plenum
Equations 18 and 19 can be integrated analytically to: mixing are presented in the following section.

v.
C, - C, pg g' g

*

C| - C,
Many thermal hydraulic aspects of boron dilution,
88c8Pt the mixing effects, can be analyzed by usingg-C.'na'~N'C a (21) sym n coda such a NC and RELAP. The mixing

C - C* processes underway from the loop seal to the core
involve multidimensional one-phase flow effects which

where g*
(22) typically are not modelled in system codes. Further- )a.

more, these codes exhibit far too much numerical*

ne numerical values of a are obtained from the diffusion to be useful for tracking a relatively sharp

results of jet model. concentration gradient around the system [1]. Simula- |
tion of dilution transients using one of the system codes !

2A Mixing In The lower Plenum to provide the thermal hydraulic conditions needed for
both the mixing analysis and the reactor physics calcu-

ne diluted stream of water leaving the downcomer
lations is beyond the scope of the present study.

will experience some mixing with the highly borated
water of the lower plenum before entering the core. The boron dilution necessary to cause fuel damage

depends on many factors including the initial shutdown
in the presence of thermal strati 6 cation (very low loop

margin, the doppler feedback, the delayed neutron
now), due to entrainment, the positively buoyant

fraction, the neutron lifetime and the speed at which
planar wall jet entering the lower plenum carries a

the slug of diluted water moves through the core. The
Sow which is at least one order of magnitude higher

s q analysis to predict the effect of dilution on
than the safety injection flow. Thus the highly borated

fwl integrity is beyond the scope of the presen; study.
water in the lower plenum is drawn continuously to the

However, it should be noted that the results of neu-
downcomer and cold leg resulting in a very intensive

tronics calculations (13], based on an approximate syn-
mixing and recirculation in the lower plenum. Indeed thesis method, th :1 within the context of externally
the results of thermal mixing experiments related to

caused rapid bo.on dilution (with an insurge slug
pressurized thermal shock [5] (under stagnated Row

velocity corresponding to 13% of rated flow) indicate
condition) indicate no thermal strati 6 cation in the lower that a slug with a concentration of 750 ppm entering
plenum (i.e., a we!! mixed lower plenum). the core region with an initial 1500 ppm concentration,

Under the relatively high natural circulation loop Sow could result in an excursion that breaches reactivity

(even in the presence of stratiBcation), the loop Sow insertion accident (RIA) criteria.

3091
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la this section bounding calculations br boron concen- and location, emergency core cooling system (ECCS)

trution of coolant entering the core due to subsequent capacities, equipment failure criteria and operational
change in flow conditions such as loop seal clearing or actions, all of which differ considerably in various
re establishment of naturt! circulation flow in a typical designs, in the absence of detailed system code
Westinghouse design 4-loop plant (RESAR-35) are pre- simulation results during the refill phase of small break
seated. LOCAs, bounding estimates of the needed thermal-

hydraulic conditions for mixing calculations was used
3.1 Borea DGution Due to Loop Seal Clearing to predict the dilution boundary.

Imop seat clearmg has been suggested as a potential if the RCS re611 and re-establishment of natural
mechanism for driving an accumulated slug of diluted c rculation proceed at low pressure (a characteristic of
water from the loop seals into the core [1]. De relatively large SBLOCAs) high flow of cold, highly
rJW tal evidence on loop seal clearing [12]. borated water injected into the cold legs, via
indicate that the loop seals are cleared only after the accumulators or low pressure safety injection system,
liquid level in the vertical leg below the steam gener- mixes with the natural circulation flow of unborated !

. ator outlet plenum reaches the top of the bottom water. This leads to a significant increase in boron !
horisontal section. During this period of gradual concentration of the resulting flow before entering the |

'reduction of liquid level in the vertical leg the imp core region. For example for a typical Westinglw-
flow entering the bottom horizontal leg of the loop designed 4-loop plant, the low pressure safety injection
seals is relatively low. As discussed in section 2 flow is on the order of 115 kg/s per loop. The natural

)(under low loop flow conditions) the safety injection of ciiculation flow by conservatively assuming 2% core |
cold, highly borated water into the cold leg leads to decay power is about 4% of the nominal flow or 175

'

stratincation accompanied by counter-current flows and kg/s per loop [6]. Neglecting the potential for thermal 1

recirculation. For example at a piessure of 8.MPa, stratification and conservatively assuming perfect I

and with the assumption that three steam generators mixing, the bomn concentration of the resulting flow |
stay active, the safety injection flow, esf, is 7 kg/s. entering the downcomer estimated by using Equation *

De how of condensate entering the bottom horizontal (7)is 872 ppm. Even without considering any mixing :

leg, gt, based on condensation rate and the TRAC in the downcomer and lower plenum, this level of
results of loop seal level change for a 3 in. break boron concentration does not result in a power
reported in Reference 14, is estimated to be =11.9 excursion leading to fuel failure. [
kg/s. Under these conditions hsf,a = 0.013 and R = !

1.7, indicating flow stratification. Thus the resulting For the present bounding analyses, it was also assumed
|

boron concentration of flow entering the core, C,,,, can that the re-establishment of natural circulation occurs
be estimated by using Equation (2) (see also Figure 3), at a RCS pressure higher than accumulator injection I

- Assuming that initially the system is filled with borated setpoint (a characteristic of relatively smaller i
water with a boron concentration of 1500 ppm, the SBLOCAs). Assuming an RCS pressure of 4.8 MPa j

"

boron concentration after 350 seconds (based on the (=700 psia) and a bounding estimate of single phase i

time duration of level reduction before loop seal natural circulation flow of 225 kg/s per loop, the boron ;

clearmg reported in Reference 14) is more than 1200 concentration of flow after mixing with the safety !
ppm. injection of 12 kg/s (perfect mixing condition) is = 111 i

ppm. De resulting flow of 237 kg/s into downcomer j

3.2 Boron Dilution Due to Re-establishment of was assumed to form a planarjet with an initial Froude ,

Natural Circulation How number of =1.5. Using the mixing models presented {
2

. . in section 2, with 2 = 0.3 m and a = 0.08, the :
De re-establishment of natural circulation flow may . ""#*""*". " #" * " ' " * * *

;
#"""*"

occur during the refill phase of small break LOCAs |
e cula 81 mn en88te me m Per(SBLOCAs) as long as the secondary heat sink is

available. The magnitude and timing of the natural INP. Calculayns were performed under two Hmi g ;

, mnditions of nuxing in the lower plenum as shown m jcirculation flow depends on plant geometry, break size
Figure 10. ;
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4 SUl@iARY AND CONCLUSIONS If the RCS refill and re establishment of natural
circulation flow proceeds at low pressure (a

The mixing processes associated with a slow movm.g characteristic of relatively large SBLOCAs), the loop
stream of diluted water through the loop seals to the b hW m h & & % bd
core were examined. The quantitative aspects of dif- .t injected into the cold leg via accumulators andw
ferent mixing mechanisms and a simplified, yet physt- the low pressure safety mjection system. This leads to

.. .

.

cally based, methodology for their integrat. ion mto an , ; ; g ; fg

overall prediction of the dilution boundary were pre- h h e k e #m
sented. Bounding analyses for the concentration of
boron in the coolant entering the core due to loop seal For the present scoping analyses, it was also assumed

clearing or re-establishment of natural circulation flow that the re-establishment of natural cirulation flow
for a typical Westinghouse designed 4-loop plant were occurs at a RCS pressure higher than the accumulator

also presented. njection setpoint (a characteristic of relatively smaller
SBLOCAs). For the bounding cases considered, the

Experimental studies on loop seal clearing indicate that i of k b h @ with
the loop seals are cleared only after the liquid level in the high-pressute mjection (HPI) is 111 ppm. The

.. .

the vertical leg below the steam generator outlet resulting low Froude number negatively buoyant jets
plenum reaches the top of the bottom horizontal entering the dowocomer (assuming symmetric flow of
section. During this period of gradual reduction of diluted water from different loops) grow rapidly in the
liquid level in the vertical leg, the safety mjection of lateral direction without significant mixing (and will
cold and highly borated water into the cold leg leads t occupy the entire downcomer circumference before
stratification accompamed by counter-current flow and reach:ag the lower plenum. Sensitivity calculations
recirculation. An illustrative prediction for a typical indicate the importance of quantification of mixing in
Westinghouse-designed, 4-loop plant indicates that the g gg, , g;g ; 97

boron concentration of flow entering the core does not ; g ;,

fall below 1200 ppm when the initial boron
concentration in the vessel is 1500 ppm.
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For the purpcse of more realbtic naammamant of the sat entrainment
i

boron dilution and relevant mixing pmcesses, the L loop

m mixed meanthermal-hydraulic conditions during the reAll phase of
small break LOCAs and the effects of secondary side max maximum

depressurization on primary inventory recovery and re- SI safety injection

establishment of natural circulation should be further
evaluated. The detailed quantiAcation of mixing in

CES !lower plenum is also desirable.
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NUMERICAL BORON MIXING STUDIES FOR
LOVIISA NUCLEAR POWER PLANT

Peter Gango

IVO Intemational Ltd
01019 IVO, Finland

ABSTRACT

A program has been started for studying numerically boron mixing in the
'

downcomer of Loviisa NPP (VVER-440). Mixing during the transport of a diluted slug fmm

the loop to the core might serve as an inherent protection mechanism against severe reactivity

accidents in inhomogenous boron dilution scenarios for PWRs. The commercial general

purpose Computational Fluid Dynamics (CFD) code PHOENICS is used for solving the

goveming fluid flow equations in the downcomer geometry of VVER-440. So far numerical

analyses have been performed for steady state operation conditions and two different pump

driven transients. The steady state analyses focused on model development and validation

against existing experimental data. The two pump driven transient scenarios reported are
'

based on slug transport during the start of the sixth and first loop respectively. The results

from the two transients show that mixing is case and plant specific; the high and open

downcomer geometry of VVER-440 seems to be advantageous from mixing point of view. In

addition the analyzing work for the "first pump start" scenario brought up some
considerations about flow distribution in the existing experimental facilities.
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1

1 INTRCDUCTION

- Inhomogenous boroa dilution has recently become one of the most important

issues in PWR safety. It has been found out that certain operational or accidental conditions

might induce formation of slugs with low bomn concentration in the primary circuit loops of

a PWR [1,2,3]. If such a slug is transported unmixed to the core there is a risk for a reactivity
j accident. This transport may occur during a Reactor Coolant Pump (RCP) start or

reestablishment of natural circulation. However, in many scenarios the boron content of the

diluted slug is supposed to increase during the transport due to mixing in the downcomer.

Thus mixing serves as an inherent protection mechanism, which diminishes the risk and might
7

; eliminate it completely.

At present there are two possible methods available for studying mixing in the
3

downcomer of a PWR; scaled down model experiments and numerical simulation. The scaling

principles for forced flow conditions allow relatively small scale models to be used (1/5), but '

in natural circulation conditions large and expensive test facilities are needed for a proper

scaling. The rapid development of computers has made it possible to make use of CFD in
>

Istudying large 3D problems. However, in nuclear applications the numerical models require

experimental validation to be accepted as tools for solving crucial problems, even if
commercial widely used codes were used. Therefore at present the most common procedure

for studying mixing of boron in a PWR downcomer is a combined experimental and

numerical approach [3,4]. Small scale model experiments are used for code validation

purposes and in the cases were scaling pmblems exist, the realing is done by the numerical

model.
.

This paper describes the current appmach applied at Loviisa NPP for studying|
boron mixing in the downcomer of the reactor. Loviisa NPP is owned and operated byi

Imatran Voima Oy and consists of two Russian VVER-440 type reactor units,445 MWe,

each. The primary circuit lay-out is shown in figure 1 and the pressure vessel and its internals

i in figure 2. The total coolant volume of the primary circuit is about 200 m' (pressurizer not

j. included). The six primary loops have a volume of 16 m''each. The volumes of the

downcomer and the lower plenum are 20 m' and 27 m' respectively. The large coolant

volumes in the downcomer and in the lower plenum compared to the loop volume (ratio 3:1)

show that a considerable mixing potential exists. This favorable geometrical feature is specific

to the VVER-440 design; a typical volume ratio for western PWRs is 1:1.

:

i

!
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2 THE MIXING PROCESS

The mixing of boron in the downcomer occurs by convection, that is by the
.

combined process of advection and diffusion. The general conservation equation for a scalar

C in a flow field can be written as

B'Bpc',g, q1;ap c
u, 6p c , 8x ,p exi,at axi s

1

where D is the diffusion coefficient, S the source term and subscript i refers to cartesian co-

ordinate direction. Although the aduction and diffusion terms are treated separately in the

equation the mixing process itself is a complex combination of the phenomena. In turbulent
,

flows the local concentration gradients are smoothened out by turbulence and finally by

molecular diffusion. In typical downcomer flow conditions (operation with pumps or natural |
circulation) the molecular effects are neglible from the large scale mixing point of view.

In modeling of the mixing process most commonly the effect of turbulence on

mixing is implemented in the diffusion coefficient. This effective diffusion coefficient is

highly dependent on flow conditions. In CFD usually the local diffusion coefficient is

calculated with a given turbulent Schmidt number from an eddy viscosity field produced by

the turbulence model used. In more advanced turbulence models the eddy viscosity concept

and the turbulent diffusion coefficient are not used, instead direction dependent turbulent

fluxes are calculated [5].

3 NUMERICAL APPROACH

In our numerical modeling approach the PHOENICS code is used for solving the

goveming fluid flow equations. In the developed model the time dependent, Reynolds

averaged elliptic Navier-Stokes equations for uncompressible, isothermal flow are solved by

using implicit time integration. The body-fitted co-ordinate option in the code is made use of

to reproduce the complex geometry of the downcomer (6].

The " traditional" first orler upwind discretisation method for the advection terms

in the equations is known to produce artificial smoothing or numerical diffusion in coarse

grid solutions. The role of numerical diffusion in boron mixing can be controlled by densing

the calculational grid, but the current computer capacity sets limits to the usage of th4

procedure. To diminish the undesired effect of numerical mixing, built-in higher order
diserttisation scheme options in PHOENICS were taken in use. Second or third order

3098
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discretisation was used for all momentum equations and scalar equations including the

turbulence cuantities. The usage of higher order discretisation schemes, however, does not

completely solve the problem of numerical diffusion. The role of numerics in the solution

must be found by grid independency studies and time step variation. The numerical effects

have to be small or insignificant to prevent false conclusions about the efficiency of mixing.

At this stage only the built-in standard k E model has been used for turbulence
,

modeling. The k-e model is known to have weaknesses, but the simple structure compared

to more advanced models makes its usage attractive. The most severe uncertainties conceming

the usage of k e turbulence model in the mixing studies come from the behavior in rapidly

accelerating flows and from the well known difficulties in modeling buoyancy induced

turbulence.

4 CONSIDERATIONS ON EXPERIMENTS AND MODEL VALIDATION '

Model experiments for studying mixing of diluted slugs in the downcomer of ,

PWRs are being performed at least in Sweden, France and Russia. Interestingly enough, all

these model experiments have the same scaling factor 1/5. Full scale mixing experiments in

natural circulation conditions were performed as a part of the UIYrF-TRAM program in

Germany.

At the moment many of the studies seem to be concentrated on the scenario "first

pump start in diluted loop". In this scenario the diluted slug is transported from the loop to

the core by starting a main circulation pump. The flow in the starting loop accelerates rapidly.
IFlow is distributed to counter flow in the open non-operating loops and to the core. The

distribution ratio of the flows during start-up is determined by friction, but also by
acceleration effects due to the different inertias of the flow paths. In the beginning of the

transient, acceleration effects determine the distribution. Later on, when velocities increase,

the friction effects take over. The proper flow distribution is important to reproduce a correct

slug behavior and flow field in the downcomer. Due to the importance of the inertias for the

flow distribution, geometrical similarity of the whole primary circuit should be maintained in

model experiments. Altemative measures that produce the correct distribution can be
considered, of course. Some of the current experimental facilities do not reproduce the correct

distribution due to incomplete design of loop geometty. The distribution is set by valves,

| which are adjusted only for the steady state condition. Thus, the result from these experiments
I serve only as reference data for numerical model validation. i

A rough validation of the flow field calculated by our numerical model was
-

1

4

6
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performed against model experiments in steady state flow conditions with a different number

of operating loops. The purpose of the original model experiments were to stuily the hydraulic ;

prformance of the downcomer and the elliptic bottom of VVER-440. The qualitative i

behavior of the calculated velocity profiles was seen to be correct, but unfortunately detailed ]
comparison of the results is not possible [7].

i
i

'

Another rough validation of steady state calculations was done against measured

temperature fields in the real reactor operating at full flow rate in all six loops. The j

measurements were performed at Loviisa 2 and they show a strongly sectorized flow field in

the downcomer, which indicates limited mixing between the flows of different loops [8].

-Similar results have been obtained for the VVER-440 reactors at Paks (Hungary) [9]. Figure

3a shows the measured mixing factors at Loviisa 2 and 3b the corresponding calculational |
results. The results of the numerical calculations behave correctly, but the model seems to

underestimate mixing. The reasons for the underestimation are assumed to be found both in

the numerical model and in the meastrements. Firstly, the calculated data is collected in the
4

lower support plate of the the fuel extension protection tubes. This means that mixing

occuring in the protection tube unit (volume =17 m') is completely neglected in the model. ,

;
Secondly, the' mixing coefficients given by the measurements are considered not to be very

accurate because of the measurement techique used.

It is assumed that model validation in natural and mixed convection conditions

needs more effort than the forced convection cases. The standard k-c turbulence model is

known to have difficulties in describing buoyancy induced turbulence. In our approach the
,

buoyancy extended numerical models will be validated against mixing experiments performed

for studying Pressurized Thermal Shocks (PTS) caused by cold High Pressure emergency

coolant Injection (HPI). A comprehensive series of such experiments for VVER-440 geometry ;

was performed at Imatran Voima Oy in the mid 80s [10].

:

5 STUDIED CASES i

In the following the results of two pump driven forced convection cases are
,

reported. From mixing point of view the two cases are completely different and they |
demonstrate the influence of studied scenario and applied boundary conditions.

,
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5.1 Sixth 1::cp st:rt by cpetirs the mais g te valve

:

1 5.1.1 Description of case

The VVER-440 reactors are equipped with Main Gate Valves (MGV), which
;

|
enable operation of the plant with isolated loops. The scenario is based on the assumption that

the reactor is operating with five loops and the sixth loop is taken in use by staning the pump;

! against the MGV and then opening the valve. If diluted coolant is present in the loop, it will

| be transponed to the core. This measure is not in accordance with current procedures and the

case is considered as a residual risk scenario.
The flow in the stanting loop increases as the valve opens. The opening of the

valve lasts about 1 minute, which means that the original content of the whole loop is

injected to the downcomer before full flow rate is reached. The injection of the hot leg endse

i at about 30 seconds. With increasing flow the loop occupies a larger sector of the
downcomer. In this sectorized flow pattern mixing occurs almost only* at the boundaries to

neighbour loops. Therefore proper mixing is expected only in the beginning of the transient

when the sector is narrow..

In the studied case the diluted slug is assumed to fill the hot leg of the starting

loop (3 m'). In the steam generator the shape of the slug ends are changed due to different

flow path lengths. Two different plug shapes were studied, one with stepwise fronts and thej.
other with smoothened fronts due to mixing in the steam generator. Here only the results

from the smoothened pulse case are reponed in detail.
.i

5.1.2 Grid and boundaries

The computational grid for the case is shown in figure 4. The grid consists of4

70000 active cells. Cold leg piping is included corresponding to a length of*two pipe
.

diameters. The number of cells and grid lay-out used in the final simulations are based on
.

introductory studies concerning grid density and setting of the boundary conditions. The outlet

boundary is set in the protection tube unit for the fuel extensions about 0.5 m below core
inlet. The uniform flow field in the protection tube unit made it possible to collect core inlet

data already at the level of the lower suppon plate of the protection tubes. By this procedure'

we could eliminate additional numerical effects to affect the results. Thus the ital mixing in

the protection tube unit is not taken into account either.
The mass flow boundaries at loop inlets were set according to the precalculated

.
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flow rate behavior shown in figure 5. The different parts of the loop are marked in the figure.

At model outlet (core inlet) fixed pressure conditions were set. Wall friction in the cells next

to solid boundaries was treated with the standard logarithmic wall function approach. Porosity

factors and the corresponding sources of friction pressure loss were used to model the

perforated plates in the bottom area and the flow conductors in the upper part of the

downcomer.

The scalar representing the boron content of the slug is treated in normalized form

by setting the original boron concentration deficit of the slug equal to unity. Therefore in the

results at core inlet, the value of the scalar gives directly a mixing factor to be used for

different original boron concentrations of the slug. The concentration profiles at model inlet

for the two pulse shapes are shown in figure 6.

5.1.3 Results <

!

The results confirmed the assumption of poor mixing in sectorized flow

conditions. The propagation of the slug in the downcomer is illustrated in figure 7 and the

corresponding core inlet concentrations in figure 8. Figure 9 shows the propagation of the

slug in the protection tube unit. In the square pulse case totally unmixed parts of the slug

were found at core inlet. In the second case with the smoothened pulse the peak value had ;

decreased by 10 %.

The influence of numerics was studied especially with the square pulse. The

results from a comparison of different discretisation schemes are shown in figure 10. The '

performance of different schemes was also separately tested before [11]. Accordingly, the
,

schemes Monotonic Second Order Upwind (MSOU), Quadratic Upstream Interpolation for f
Convective Kinematics (QUICK) and Monotonic High Accuracy Upwind (MHAU) were

chosen for further testing. The higher order schemes give far more accurate results than the

first order upwind scheme (UDS). In the figure a reference curve is plotted for a scalar

(MSOU -discretisation), were the diffusion term of equation I was not activated. The

sensitivity for chosen time step length is shown in figure 11. Decreasing the time step length
'

from 0.05 s to 0.025 s does not increase the peak values, but sharpens the fronts.

Consequently the shorter time step was used in the smoothened pulse case.

I

i

f
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5,2 First p:mp start b cpen lo:p

5.2.1 Description of case

The second pump driven scenario is based on the transient caused by the first

pump start in a diluted open loop. All MGVs are assumed initially to be open and the loops

to be stagnant. The flow in the starting loop accelerates fast; in Loviisa NPP the starting time

of the pump in hot shutdown conditions is 13 seconds. In the other open loops counter flows

develop. Initially the diluted slug is assumed to occupy the whole volume of the loop (16 m').

Therefore the slug injection starts immediately when the transient begins and ends at 13.5

seconds, which is just after the full flow rate has been achieved. The acceleration is assumed

to be linear.

5.2.2 Grid and boundaries

The computational grid used in the second pump driven scenario had almost the

same lay-out as in the first case. Somewhat less cells were used to speed up the calculation,

in this case the grid consisted of 63000 active cells. All other boundaries except the inlets and

the outlets were set equal to the first scenario.

The only flow boundary condition given for performing the calculation was the

linearly increasing flow in the starting loop. The model outlets at the non-operating loop ends

and at core inlet were set by fixing the pressure to a common value for describing the

pressure in the upper plenum of the reactor. However, this procedure required additional

modelling of the primary circuit components that were not included in the model, that is

primary piping, steam generators and the core. Their effect was modelled as acceleration

pressure differences in the cells before the model outlet cells. The friction pressure losses in

the parts not inluded were modelled in the same cells. The setting of the flow boundaries

would be much easier with given flows in each loop and the core measured in the real reactor

or in a correctly scaled model.

5.2.3 Results

The results of the calculations show that very complex flow pattems develop in

the downcomer in this scenario. The injection is distributed into two main jets, one on each

side of the downcomer. In addition several secondary flows are seen in various parts of the ,

i
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downcomer. Especially strong swirling occurs in the areas close to the non-operating loop

nozzles and below the injection loop. Figure 12 shows the final steady state flow conditions

in the downcomer.

The flow distribution during the transient is shown in figure 13. In the beginning

the flow is directed almost totally to the core. Later on the distribution stabilizes at the steady

state value, an overshoot in the distribution curve is seen before the final stabilizing.

The complex flow field promotes strong mixing of the slug in the downcomer. '

The slug behavior is shown in figures 14 - 17. Although the slug divides into several parts a

clearly distinguishable main front propagates towards the core at the opposite side of the

downcomer (compared to the injection loop YA11). Pans of this main front enters the core l

unmixed. However, the unmixed regions are local and they arrive at core inlet at different i
i

points of time. Figure 16 shows the importance of activating higher order discretisation in the ;

scalar equation, the results with the first order upwind scheme show considerable numerical |

smoothing. The resulting slug mass flows in the model are shown in figure 18.

It must be pointed out that the slug size in the studied case was set equal to the

volume of the whole loop. The results confirm that the large and high downcomer of VVER-

440 compared to loop size is beneficial for mixing. Additionally the open simcture of the .

downcomer (no hot leg penetrations, no thermal shields) connected to effective flow

resistances in the elliptic bottom enables development of an advantageous flow field. Though

it seems that the content of the whole loop can not be properly mixed, we can conclude that

smaller slugs cenainly will experience efficient mixing in this scenario. Sensitivity studies

concerning grid density, model lay-out, boundary conditions and slug size are going on.
,

6 FURTHER WORK

Funher work for studying boron mixing in Loviisa NPP will consist of a
validation of a buoyancy extended numerical model against PTS -experiments. The validation

process will be followed by a comprehensive study of different scenarios with natural

circulation restart in the diluted loop in shut-down or accidental conditions. In these cases the

HPI and the density differences are expected to produce complex flow patterns that promote

mixing and might completely prevent the unmixed transpon of the slug to the core.

Experimental evidence on such flow fields is seen in the PTS experiments. The biggest

problem of these scenarios will be the setting of boundary conditions; they can be obtained

either from simple assumptions and hand calculations, or for example from RELAP -analyses.

Inevitably a wide series of simulations will be needed to study the different scenarios. Funher
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work on the. pump driven cases is not considered necessary at this stage. Separate

experimental studies are needed only if the numerical results are not satisfactory and/or the,

threshold to severe reactivity accidents is too narrow for important scenarios.j

7 CONCLUSIONS

2

| In the inhomogenous bomn dilution problem mixing serves as an inherent

protection mechanism. According to the numerical studies for Loviisa NPP reported in this

paper mixing is highly case and plant dependent. In the first pump driven scenario " sixth loop
;

start" mixing was reported not to be very efficient. However, the second studied scenario

"first pump start" indicated quite efficient mixing even with a slug size corresponding to the

volume of the whole loop.

The performed analyses show that CFD is becoming a general purpose tool for
;

complicated single-phase problems in nuclear reactor thermal-hydraulics. At the moment the;

! largest obstacle for a real break-through is the lack of reported experimental and validation

data. In the nuclear CFD applications model validation is especially important for safety

reasons.'

h
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TURBULENCE PREDICTION IN TWO DIMENSIONAL BUNDLE FLOWS
USING LARGE EDDY SIMULATION

.
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ABSTRACT

Turbulent flow is characterized by random fluctuations in the fluid velocity and by
intense mixing of the fluid. Due to velocity fluctuations, a wide range of eddies exists in

'

the flow field. Because these eddies carry mass, momentum, and energy, this enhanced
mixing can sometimes lead to serious problems, such as tube vibrations in many
engineering systems that include fluid-tube bundle combinations. Nuclear fuel bundles and
PWR steam generators are existing examples iri nuclear power plants. Fluid-induced
vibration problems are often discovered during the operation of such systems because some
of the fluid-tube interaction characteristics are not fully understood. Large Eddy
Simulation, incorporated in a three dimensional computer code, became one of the
promising techniques to estimate flow turbulence, predict and prevent of long-term tube
fretting affecting PWR steam generators. The present turbulence investigation is a step
towards more understanding of fluid-tube interaction characteristics by comparing the
calculations with ihe available experimental data. In this study, simulation of flow across
tube bundles with various pitch-to-diameter ratios were performed. Power spectral
densities weic used for comparison with experimental data. Correlations, calculations of
different length scales in the flow demain and other important turbulent-related parameters
were calculated. Finally, important characteristics of turbulent flow field were presented
with the aid of flow visualization with tracers impeded in the flow field.

INTRODUCTION

When a fluid flows across a tube array, a fraction of its energy is transmitted to the,

tubes, resulting in tube vibration. Because of the tube's flexibility, the hydrodynamic load
causes it to deflect, an effect which is balanced by an elastic restoring force. If the
hydrodynamic load fluctuates, the tube vibrates under the influence of the fluctuating load,
resulting in fretting wear. The flow field is defined here as the velocity of the fluid as a
function of position and time. The complexity of the flow pattern over tubes makes it
practically unthinkable to obtain exact data concerning the flow forces and the nature of
flow-induced tube vibrations. These are all needed for analytical calculations. Hence,
engineering approhches to turbulent flow used to be based mainly on a combination of
theory and experiment. With the current strides of computer technology, practicalc

numerical approaches to turbulence modeling are feasible. Large Eddy Simulation (LF.S)
[1], in this study, is applied to practical engineering problems such as the flow across
bundle of steam generator tubes.
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In large eddy simulation, it is mainly the large scale eddie:. diat transport momentum in j
a turbulent flow field. Therefore, it is the large scale motion that has to be accurately ,

calculated to estimate the velocity and pressure distributions of that flow field. Large scale
turbulent motion is strongly dependent upon the boundary conditions. The mean flow will

j have a preferred disection which is imposed on the twistmg motion of the large scale
eddies. This large, scale turbulent motion has intensity and length scales that are different
for the respective directions (anisotropic vbulence). As the large f.cale turbulent motion
cascades to the smaller scales (large eddies make small eddies), the direction sensitivity is:

lost and the small scale dissipative motion approaches an isotropic condition (no direction
sensitivity).

In the present study, the large eddy simulation is combined with the computer code
GUST [2] to simulate flows across tube bundies with two different pitch-to diameter ratios.
GUST is a FORTRAN com? uter code for LES of incompressible, isothermal flow
turbulence in complex three-dimensional flow geometries. GUST solves the unsteady,
space-averaged Navier-Stokes equations. The GUST code computes the development and
transport of large eddies, while simply modeling the etfects of the smaller eddies. The
results of a GUST simulation are time itistories of velocity and pressure fluctuations at each
finite mesh.

THEORY

In 1963, meteorologists proposed a turbulence modeling techn,que in which the
averaging is performed over space instead of time [3] This early wavk has evolved into
LES. The idea of the LES came from the limitation of direct simulation and the
experimental evidence that large eddies are flow dependent and responsible for most of the
production of the turbulent energy while the small eddies are more universal and are mainly i

responsible for dissipation of the turbulent energy. Table 1. provides more comparisons
between the two different scales [4].

Table 1. Differences between Large Eddies and Fine-Scale Eddies
Large Eddles Fine-Scale Turbulence

'

produced by mean flow produced by large eddies
depend on boundaries universal
ordered random
require deterministic description can be modeled ,

l

inhomogeneous homogeneous

anisotropic isotropic
long-livmg short-living
diffusive dissipative
difficult to model easier to model

~ e momentum equation takes the following form for uniform-density Newtonian
fluids in the absence of an extemal force:

2

BUi+BUjUi = - l- BP 8Ui (1)+v
8t 8xj P 8xi 8xjaxj

here, U is the component of instantaneous velocity in the xi directic thei
instantaneous static pressure, and v is the kinematic viscosity. It should be nomd that
there are four unknowns (U , P) in three equations. In ord;i to form a complete set ofi
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equations for fluid motion, the three equations of motion are coupled with the equation of
mass conservation (continuity equation):

i

BUi = 0. (2)
3xi .

These equations are second-order, non-linear, partial differential equations. In tivir
complete form, they have not been solved exactly. There are two main reasons why it is
difficult, if not impossible, to obtain exact solutions. First, the equations are nonlinear ( in
fact, they are quadratic) in U . Secondly, there is no sep ite equation for P. |!

In LES, each flow variable, f, is decomposed into an ' average' component, f and a
' fluctuating' component, f, such that, ,

:

f = 7 + r. (3) ,

By the virtue of LES features, no model is needed to resolve the large scale motions. .

However, modeling the effect of the small eddies is required. In homogeneous turbulence,
'

(GS) (energy-containing) pating) eddies are of order ReN imes smaller than grid-scale
sub-grid scale (SGS) (dissi t *

eddies. A numerical simulation of turbulence requires the
inclusion of the effect of this range of spatial scales on the allowable time step. This poor
scr. ling with the Reynolds number is the reason for interest in the LES method, in which
effects on scales smaller than those resolvable numerically are modeled, usually by an eddy

,

viscosity model. The LES solves space filtered Navier-Stokes equations for large GS
eddies instead of solvinJ the original Navier-Stokes equations. It introduces a simple
model for small SGS ecdies to close the system of equations. The filtering operation
eliminates the rapidly fluctuating components from the filtered variables. An approximation
or modeling is required for the SGS eddies. For homogeneous flows, Leonard [5] defined

the GS component U(i,t) as the convolution of U(x ,t) with a filter function G(E -I). The
filtering operation can be written as:

'
r

U(I,t) = G(I-i) U(i,t) di. (4) ,

Jv

The filter function G(E - x ) can be expressed as:

| 3

G(E-I) = H G (xi - x'i), (5)i
i 1.i

- where Gj(xi - x'3) is a one-dimensional filter and I = (XI,X2,X3) = (x,y,z) , is a Cartesian

| position vector. For the box filter ( top hat ), the filter function G (xi - x'i) ir given by [6]:i

G (xi - x'i) = 1- for |xi - xj s Ai
l A i=1,2,3 (6)

|xi - x'i| > f .= 0 for
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where Ai is the ' filter width' in the i-th direction. Space and time derivatives commute with
the filtering operation for ' uniform' filters only. Substituting equations (3) and (4) into the
original Navier-Stokes equation and applying the filtering operation, yields tha following
filtered equation:

2

= 1 BF
a g 3g,]85+BUjUi (7)+v -

,

at - 8xj P 8xi axj axj axj

where Reynolds stress term Rij is:

R j = Q + S + u'i u'j . (8)i

Furthermore, Rij can be divided into traceless and diagonal components. Since the
diagonal part represents a normal stress, it can be added to the pressure term i.e.,

R j = R j - f Rgg + f Rgg ,i i.

(9)

= t j + f Rgk .i

,

P=F+}Rgt (10).

The above filtered equation cm be rewritten as:2
,

2

= 1 aP 8@ atij
'

-a5+aUjUi (11)+v' --
.

& 8xj P axi axj axj axj

! In the above equation all terms are expressed with GS variables only, except tij, which
~ includes SGS terms. The fact that equation (11) is not closed is not only due to the

presence of the SGS term, but also it has an integro-diffe:ential characteristics since the.

double filtering in the advection term is an integration by definition [7]. To close the
system of equations we need modeling for Reynolds stress Tij. As Re increases, the

;
fraction of the total field that is unresolved also increases, the model is required to represent
a larger range of turbulence scales, and the accuracy of the simulation becomes more
sensitive to the quality of the SGS model.

According to the eddy viscosity concept, the Reynolds equation (equation 11) becomes

85 + BDjui = 1 aF a'aE+v,faK+aq",+- v
at axj P 8xi axj s axj (axj 8xia

'

+ - (v + v ) BE + v,I 8%".a'= 1 BFa K + aUjU i (12)s

at axj P 8xi axj ( axj ( axid
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Equation (12) can be used for turbulent and laminar flows without changing the
mathematical form of the equation. This convenience of the eddy viscosity concept allows
the same solution procedure for turbulent and laminar flows. Now, the problem of the
eddy viscosity model is how to calculate the eddy viscosity vt.

Smagorinsky's eddy viscosity model is the simplest and most widely used as a sub-
grid scale model. Smagorinsky [3] based his model on the ' eddy viscosity' concept. He
used the following approximations as in the conventional time averaging method,

U Uj = U U , (13)i i J

Di u) = 0, (14)

and.,

ui Uj~ = 0 (15)

Then the same form of the Reynolds stress term as in the time averaged model can be
obtained, ,

Tj=uiu). (16)i

In the above expression, Tj is called SGS Reynolds stress. This term is a tensor andi
consists of correlation of the fluctuating velocities. These correlations come from space
averaging of the convective acceleration term. The Reynolds stresses are considered as
apprent turbulent friction because they represent the high energy dissipation rate in the .

flow field due to the eddy motion. The energy dissipation rate is high due to the eddies
moving high speed flow into low speed regions and vise versa, (enhanced mixing). The

space averaged equations do not give a closed form solution due to the unknown u!u)
values. These unknown values must be supplied to the space averaged equations by a

turbulence model. The spatial gradient of the uiuj can be interpreted as a stress on an
element of fluid due turbulence. Based on the observation that the SGS tensor is
symmetric and traceless and from the fact that, the simplest tensor functional of the velocity
field that has these properties is the rate of strain tensor, S , so it is normal to assumeii
proportionality between the two. It is common for the Reynolds terms to be related to an
effective viscosity (eddy viscosity) due to turbulent motion. Turbulence increases friction,
hence increases viscous effects. j

'85 + 3D[
'

(17)tij = - vt .

dxj 3xiti
4

In the above equation, v is the turbulent or eddy viscosity, which, in contrast to thes
,

molecular viscosity v, is not a fluid property but depends strongly on the flow field. '

'
Smagorinsky proposed the following expression for vt:

;

?
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|

f f |

' y, = (C, A)2 0k 05 + 05 (18) I
'

(&xj (&xi 8xj jj

where, C., is the Smagorinsky constant and A is a filter width (typically two times of mesh
spacing). Values of C ranging from 0.10 to 0.20 are usually used [7]. C, controls the
intensity of the turbulence fluctuations. The main advantage of this model that it can
simulate homogeneous turbulence (averaged quantities are independent of position)
reasonably well. Also, Smagorinsky's model works well in predicting the decay of
isotropic turbulence [8].

The LES code, GUST, adopts Smagorinsky's model as a SGS model with C equal to
0.15. Complex geometries are represented in GUST using partially blocked cells. The no-
slip boundary condition imposed on solid walls implies a zero fluid velocity near a wall. In
highly turbulent flows, a rmite difference calculation does not capture the thin boundary
layer near a wall unless the cell structure is sufficiently fine. Therefore, some modeling is
required to approximate near wall effect. GUST assumes a linear relationship between the

velocity adjacent to the wall (U,) and shear stress (t,) given by: !

t, = TN , (19)
U,

where U, and t, are unknown time mean values. A relationship between U, and to is
used based on experimental data [9]:

X = 1 u* In (E) , (20)
K k ;

where,

u* = (21),

and x is the von Karman constant (. 0.4), k is the surface roughness scale, and 6 is the
.

separation between U, and the wall. Typical values of U,, S , and k are chosen for each |
GUST calculation [2]. |

GUST uses a Factorized Implicit Solution Technique (FIST) to solve the space-
averaged Navier-Stokes equations. The FIST is a finite difference algorithm to advance a
multidimensional solution field in time in an implicit manner, without having to solve large
systems of coupled algebraic equations at each time step. The implicit nature of FIST
allows use of time steps that are large enough to significantly reduce computer costs
without losing temporal accuracy. The FIST algorithm is stable at large time steps (up to r.
Courant number of five). FIST uses an energy conserving differencing scheme for ;

advection terms in the momentum equations and thu. nsures that mechanical energy is not i

destroyed due to numerical dissipation, hence, posses minimal numerical (artificial ) I

diffusion [2]. The Incomplete Cholesky-decomposition Conjugate Gradient of order zero
(ICCOO) iterative solution technique is used to solve the Poisson equation [7]. |

RESULTS

In this study, two experimental sets are simulated. The first set [10] utilized a square i
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!

o

i

pitch tube array with a pitch-to-diameter ratio (P/D) of 1.4, subjected to three turbulence ;

untensity levels. The free stream velocity was varied to produce a Reynolds number from |
'

.

!lx108 to Ix105. The Reynolds number is based on tube diameter and gap velocity. Figure
I shows the tube bundle nodalization. The tubes used are geometrically typical of many

'

steam generator designs. The magnitudes of the turbulence intensity generated in the> ,

!experiment are typical of those found in the flow inlets of steam generators. Tests are
i- conducted on a four row bundle of twenty stainless steel tubes. Each tube is 1.5824 cm i

; diameter and is exposed to flow over a 30.48 cm span. A 0.1 msec time step (Courant :
~ number of 2.8) was used in the simulation with 282x122 meshes. In the first stage of the !

simulation, the same domain dimensions without the presence of the tubes were used. An: ,

input velocity of 1.524 m/s with turbulence intensity of 11% was used as an input8

: boundary condition at the inlet region (flow direction) and periodic boundary conditions i

,

, ere used in the transverse direction.- The reason for performing two stages is thew
unknown fluctuating velocity field at the entrance region. The first stage gives a reasonable' ,

turbulence structure at the entrance of the tub: bundle. This is acceptable since the,

fluctuations are short lived and arise periodically (11]. In the second stage, the savedi

I - output velocity time histories were used as an input for the flow domain with the presence
of tie tubes. Forty meshes / pitch were used ir, both directions. The simulation was run for |
1900 cycles after achieving steady state. Each 100 cycles of computation required about 7 !

hours of CPU time on the Cray-YMP.
Tne second set (12] performed utilizing experimental setup which involved the study

of the fluctuating forces mduced by water cross flow on tube rows with (P/D) of 1.5 and 3 :

with mass flux range from 375 to 4125 Kg/(m2s). Figure 2 shows the tube bundle ,

nodalization. The simulation involved P/D of 1.5 with 30 mm tube diameters. The same i

number of cycles and time ste as in the first simulation were used in this simulation.
Mesh nodalization of 30 meshe itch in j-th (flow) direction and 45 meshes / pitch in i-th ,

(transverse) direction resulted in 52x182. Each 100 cycles of computation required about i

5 hours of CPU time on the Cray-YMP. The same technique of usmg two stages as in the
first simulation was used. In the first stage, input velocity boundary conditions of 0.5 and
0.75 m/s each with 7% turbulence intensity in the flow direction and wall (no slip)
boundary conditions in the transverse directions were used.

An important measure of flow turbulence is the ' correlation function'. The Lagrangian
(temporal) autocorrelation over a time T is defined to be length of time (past history) that is
related to a given event:

rt=T

R(t) = NI) "T" + *) or R(t) = 1- u'(t) u'(t + T) dt,T
u'(t)u'(t) T -9 a,g

(22)

Nondimensional Dimensional

Physically, R(t) represents the average of the product of the fluctuating velocity, u',

values at a given time anr1 at a time & later. R(t) gives information about whether, and for
how long, the instantaneous value of u' depends on its previous values. It is a measure of
the degree of resemblance of u' with itself as time passes. Knowledge of u' for a
sufficiently long time allows prediction with sufficient confidence its value at a later time by
' extrapolation'. On the other hand, when R(t) goes to zero, the temporal similarity of u'
with itself disappears. Autocorrelation is a function of the direction of the turbulent

3126



.. . - .-. .. . - _ - . . .- .--

.

velocity component. The form of the autocorrelati 'rve provides information about the
mean eddy size of the turbulence. The curvature of h.. autocorrelation curve near time zero
describes the micro scale of the turbulence [13]. The smaller the radius of curvature of the
curve then the smaller the micro time scale of the turbulence [13]. Correlation curves can
also be obtained as a function of the time delay to give the correlation between the velocities
at consecutive points.

p>T

R (t) = f u'3(t) u'2(t + t) dt , (23)12

-

R12 gives the correlations of the velocities in the flow direction. The individual correlation
curves peak at a given value of the time delay. The peaking of the correlation curves is
associated with the convection of the excitation forces and a ' convection velocity' is defined
as [14]:

l
Uc = tm , (24)

where,1 is the distance between the positions of ut and u2, and tmis the time delay
corresponding to the peak of the curve. From equation (24), Uc can be calculated. The
convection velocity represents the speed at which the fluid excitation force is transported
downstream. For isotropic turbulence, (Ruv=0.0), if a wak exits, it is an indication of
presence of coherence structure; thus, as peak increases co serence increases.

Of primary concern in turbulence measurements is how the energy spectrum, or the
power spectral density (PSD), of the eddies are distributed by size. The PSD of the velocity
profile, E(n),is defined to be [15],

r~._

2u= E(n) dn . (25)
s..

The PSD is numerically equal to the square of the Fourier transform of u'(t).

E(n) = 4* I"I"I! , (26)T

: where T is the time period over which the integration is performed. 'she Fourier
! transformation will initially give a two-sided power spectrum for which positive and
'

negative values are identical. In this investigation, the PSD is defined to be a one-sided
,

spectrum, where E(n) is the sum of the power at positive and negative n. The PSD is
frequently normalized such that the area under the curve is unity. The PSD of the4

fluctuating force coefficients is normali=I by multiplying it by the averar:e gap velocity and j
the reciprocal of the tube diameter. For the fast Fourier transform ( FT) the required ;i

; number of data points should be a power of two. The power s pectral density is computed :

by utilizing last 1024 cycles of whole 1900 cycles. By doing this, initial instability can be,

excluded.;

4
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I Auto and Cross Correlation Plots

! For the first simulation, figures 3 and 4 show the streamwise velocity correlations (Ruu)
with the lag time at transverse location (i=22) (figure 1). The correlation of a velocity point

.

!
.

4 with itself is the Lagrangian autocorrelation. Figure 3 shows the correlations between the ;

j first velocity point (ul) and the successive inter-tube (gap) velocity points. Figure 4 shows i

; the correlations between ul and the successive free velocity points. Figures 5 and 6 show
j Ruu with the lag time at transverse location (i=62). The previous figures have the same
j general features, such that the individual correlation curves peaks at a given value of time
! delay. The peaking of the curves is associated with the convection of the excitation forces
i and other turbulent features in such direction. Also, the peaks get lowered as the flow
| advances until reaching the lowest peak which is corresponding to the correlation between
; the first velocity point, u t, and the last velocity point in this direction. The excitation force

is transported m the streamwise direction starting with a value about 8 m/sec (equation,

(24)) and ending with a value about 2 m/sec.
,

Power Spectral Density Plots;

For the second simulation, figures 7 and 8 show a comparison between calculated and
j measured [12] normalized drag and lift coefficient power spectral densities vs. Strouhal
! Number (St),respectively. Strouhal Number is defined as frequency (f) times tube
'

diameter (D) over gap velocity (Vr). The gap velocity is equal to free stream velocity times
; the ratio (P/(P-D)). Two different values of the free stream velocity were used (V=0.75
; and 0.5 m/s). Exce pt for the low frequency region (St > 0.3), the slopes of the calculated

curves are close to t le measured data ( -3.5). The two peaks of the calculated curves (St -4

! 0.4) are close to the peak of the measured data (St 0.37), i.e., the simulation results agree
s well with the experimental data capturing the vortex shedding peak. Also the two figures

show the agreement between the calculations and the experimental results in the cascade
region. However, there is an order of magnitude difference between the numerical and
experimental results in the comparison irlated to the normalized lift coefficient PSD (figure
8). Figure 7 shows that the PSD curve for (V=0.75 m/s) fits well with the experimental
results, where an order of magnitude difference is noticeable in the case of (V=0.5 m/s).
Table 2. shows the two free stream velocities (V) used in the calculations, the
corresponding gap velocities (Vr); and Reynolds numbers (Rc), and the resulted
Kolmogorov length scale (q); and Taylor length scale (A) [16]. The grid size in the
simulation is on the order of 10 times larger than the Taylor length scale and ~ 100 times
greater than the Kolmogorov length scale. Considering the uncertainty involved in the
length scale predictions, the grid size should give reasonably geometry resolution for an
accurate simulation.

Table 2. Length Scale Calculations
V (m/s) Vr(m/s) Re n (mm) A(mm) dx & dy

(mm)
0.50 1.50 4.5x 104 - 0.010 ~ 0.1 1.0

0.75 2.25 6.7x 104 - 0.008 - 0.1 1.0

In general, the PSD curves predict the main features of the turbulence eddies. The
upper size limit of the eddies is determined by the size of the flow field geometry. The
small eddy sizes are dependent on the viscous forces which are in turn are dependent on the

viscosity of the fluid. Turbulence by nature is dissipative due to the viscosity . Viscosity
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i

! acts to pull up energy from the flow by draining energy from the turbulence eddies [16].
j The eddy sizes range (difference between the smallest and largest eddy) will increase with -
; Reynolds number. The shape of the probability distribution of this range of eddy sizes

may also change as the Reynolds number increases. The largest eddies exhibit fluctuations:

at low frequencies whereas the smallest eddies exhibit fluctuations at high frequencies.
,

Flow Visualization
,.

'
~ One of the common techniques to describe a flow field is flow visualization. A flow

:
visualization is a technique to make visible the motion of fluid or changes in the fluid due to

|'' motion. As such, it generally qualifies a flow (nature of the flow field) rather than
quantifies it. As an important technique, flow visualization can be used to understand and'

relate physical properties and check results from turbulence models (average flow
direction). Flow visualization can be useful in determining if a flow field is anisotropic,

,

-

thus, indicating the type of turbulence model necessary to solve the flow. The output
i

j velocity time history from GUST for the first simulation was used to generate figures 9 to
; 12. In order to capture mote important phenomena like flow switching, flow tracers

" seeds" were used to describe the flow more qualitatively. Basically, total of 120 seeds
were inserted at j=30 as a start (see figures 1 and 9). For each seed and with the availablej
information from the neighbor velocity components (i- and j-directions) and the time step'

used in the original GUST simulation, a new position is calculated. 500 frames were
.

created and used later to generate an animation of the flow field for the last 500 cycles " time
steps" out of 1900 cycles. Only 4 frames were chosen here to describe the flow field. In
each of figures 9 to 12 two images are shown. The one on the left hand side combines
both the flow field and the tracers, while the one on the right hand side shows the tracers
more clearly. Figure 9 shows the first frame with the initial position of the flow tracers.
This frame represents cycle number 1501. Gap velocity of about 5 m/s is shown between
the inter tubes (equivalent to 100 on the scale) which agrees with what was calculated
before (gap velocity of 5.334 m/s). Figure 10 shows frame number 125 with the tracers
being carried by the flow to the corresponding new positions as % are about to enter the
tube bundle. Figure 11 shows frame number 250. The tracers aa r.ssing the third row of
tubes and more switching at the exit region is noticeable. More refined details about the
flow are noticed at the exit (we believe that they are due to small cddy effects rather than
due to numerical diffusion). Finally, figure 12 shows frame number 325. The tracers
show the switching behavior of the flow as it is exiting the bundle domain. At the exit
region, flow recirculation and switching is noticed with maximum velocity of 9 m/s.

CONCLUSIONS

In this investigation, the large eddy simulation technique utilizing Smagorinsky's eddy
viscosity model, has been used to predict and then study the turbulent characteristics of
flow within tube bundles of geometry similar to that of actual heat exchanger bundles.
Two-dimensional simulations were used to simulate a square pitch tube array with different
pitch-to diameter ratios (P/D= 1.4 and 1.5). The code predictions have been compared
against the available experimental results using PSD's of the lift and drag coefficients. An
overall consistent and favorable comparisons with previous experimental results were
obtained. Agreement between the data obtained and the experimental findings have
illustrated the general characteristics of flow across a tube array. As the flow passes
through each row of tubes, the fluid is subjected to resistance, the effect of which is to
convert some of the fhid pressure energy to turbulent energy. In the first row, the
transformation of energy occurs in a more orderly manner. As the flow reaches the interior
tubes, unsteadiness of the flow increases, hence, a randomness of the flow and its pressure
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fluctuations exist in the flow field. The discrepancies between the experimental data and.

| the simulation results could be due to experimental uncertainty or the effects of numerical
resolution. Finally, flow visualization was used both to qualify and quantify the flow field.

i - Recirculation and switching phenomena were observed and the predictions of the flow field
i velocities agreed with the calculations. These switching effectscause tube vibration leading

to eventual tube wear.,

) NOMENCLATURE

Smagorinsky's constantC. =

tube diameter (cm)i D =

dx mesh size in i-th direction=

dy mesh size inj-th direction=

: EPRI =' ElectricalPowerResearchInstitute
i FFT Fast Fourier Transform=

| FIST = Factorized Implicit Solution Technique
GS = grid-scale

! G(x ) = filter function -
G (xi) = one dimensional filter function in i-direction| i
i, j, k = rectangular spatial dimension components (x, y, z)

i, k surface roughness=

LES Large Eddy Simulation=

static pressure (N/m2), pitch (cm)
.

!P =

P/D = pitch-to-diameter ratio
PSD power spectral density=

R(t) Lagrangian autocorrelation=

Ry Reynolds stress term=

Re Reynolds number=

Ruu cross correlation of velocity points in the streamwise direction=

SGS = sub-grid scale
S Strouhal number=i

time (sec)t =

T time interval (sec)=

time delay corresponding to the correlation curve peaktm =

instantaneous velocityU =

Uw velocity adjacent to the wall=

U mean velocity, filtered velocity=

U double filtered velocity=

Uc convection velocity=

u' = fluctuating velocity
u' mean of fluctuating velocity=

2
variance of fluctuating velocityu =

V free stream velocity m/s=

Vr gap velocity m/s=

Symbols

6. laminar sub-layer thickness=

A mesh spacing, filter width=
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a

'

.

h

filter widthAt$ =

time-step sizeAt =
;

Kolmogorov length scaleT1 =

' von Karman constant
'

r '=-

L Taylorlength scale=

laminarviscosityp =-

' kinematic viscosityy =
;

'

turbulent (eddy) viscosity: vs =

3 partial differentialiacrement= ,

density :: p =

$ t = time lag
'

Reynolds stress term 3| tg =

wall shear stressj Tw = .

i
'

| Superscripts
'

spatial or temporal average|
- =

spatial or temporal fluctuating component'- =

: = from-to.

in the order of, approximately=.-
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| Statistical Parameter Characteristics of Gas Phase Fluctuations
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1
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Institute of Engineenng Mechanics
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!. Tsukuba305, Japan
!

ABSTRACT

] This study deals with theoretical analysis on the general behavior of statistical parameters of gas-phase fluc-
tuntions and caniparison of statistical parameter characteiistics for the real void fraction fluctuations measured
with those for the wave form modified the real fluctuations. In order to investigate the details of the relation

,

between the behavior of the statistical parameters in real intermittent flow and analytical results obtained from
,

infor==sian on the seal flow, the distributions of statistical parameters for general f=ad=nantal wave form of gas-

phase f1=ce==hana are discussed in detail. By modifying the real gas-phase fluctuations to a trapezoidal wave, the;

experimental results can be directly compared with the analytical results. The analytical results for intennittent
i

flow show that the wave form parameter, and the total amplitude of void fraction fluctuations, affects strongly on
the statistical parameter characteristics. The comparison with experiment using nitrogen gas-water intermittent
flow suggests that the parameters of skewness and excess may be better as indicators of flow pattern. That is, the,

maaoscopic nature ofinterminent flow can be grasped by the skewness and the excess, and the detailed flow
struceme may be described by the mean and the standard deviation.

INTRODUCTION
A flow pattern is considered as one of the basic and inherent parameters such as void fraction and slip ratio

describing gas-liquid two-phase flow. Nevertheless, the flow pattern is not a quantitative parameter. However,

!- some necent experiments and analyses have been developed under way to aim at the quantitative indication of the
flow pattern [1]-[15].i

Pervious experimental results [9]-[13] of flow pattern identification using PDF of differential piessure fluctua-
tions concoponding to gas-phase fluctuations show that the statistical parameters (the mean, m, the standard devia-

tion, o, the skewness, y,, the excess, y,) exhibit the following peculiar behaviors of flow pattern in the parameter
spaces; (1)It is feasible that a flow pattern is identified by the characteristics of the parameters. (2) The experi-
mental data of (y,,y,) distribute on and around a parabolic line foc plug or slug flows, and concentrate around the
origin for bubble flow. (3) The experimental data of (m, c) concentrate in a very small standard deviation region
for stratified flow.

The peculiar distributions of the statistical parameters in their planes were analyzed using the fundamental gas-
phase fluctuations formed with reference to the measured signals of fluctuations [14), [15]. The functional
relations between m and o, and between y, and y, were derived to explain the peculiar distributions of the
parameters on their spaces. It was found that the flow pattem is characterized by the fundrnental wave form of
fluctunt ons such as a rectangular wave for intermittent flow and a triangle wave for bubble flow.

In the previous work [14],[15], the distributions of the statistical parameters were theoretically explained
based on typical fundamental gas-phase fluctuations. However, because the real gas-phase fluctuations do not
generally form an ideal and simple wave form similar to typical ones used in the theoretical analysis, the wave
fann parameters of the real fluctuations cannot be directly obtained. Accordingly, the statistical parametercharac-
teristics for the real fluctuations cannot be directly discussed on the detail of flow pattern using only the real
fluctuations. Hena, it is necessary to investigate in detail the relation between the flow pattern or gas-phase

,

structure and the distributions of the statistical parameters by determining a wave form through modification of
real fluctuations in order to treat analytically the real fluctuations.

In the present study, the behavior of the statistical parameters are more generally investigated by extending the
analytical results for the typical wave form of intermittent flow. Furthermore, the relation between the flow
pattern or gas-phase structure and the behavior of statistical parameters of the real gas phase fluctuations, mea-
sured by the constant current method for plug and slug flows. is cxxnpared with the anal >1ical results for the wave
form which modified the real fluctuations without a lack of flow pattern characteristics .
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THEORETICAL ANALYSIS |

l

Fundamental Wave Fonn '

In previous work [14], [15], the flow pattern characteristics of real gas-liquid two-phase flow in a pipe have
been anal) cd supposing that the gas-phase fluctuations have a typical fundamental wave form. Figure I shows
the fundamental wave form of gas-phase structure or the void fraction fluctuations for analysis. The fundamental

wave form is @ of a trapezoidal part which are formed by a higher part (t , a, mama,) and a lower part

(ta, a,a a w ay, and a DC or base part (t., a,) for a fundamental period (t,). Steady two-pinase flow has gas.
phase (or void fraction) fluctuations obtained by repeating the fundamental wave. The variation of the fundamen.

tal wave form can casily represent some typical flow patterns. Here, when the wave form parameters, f,=t,/ t,,

and f = t / t ,are given,a wave formis determined,where Osf,,f s 1. At f,=f,,=0,the waveis triangular,andg o o o

at f,= f = 1, the wave is rectangular. |t

The duration times, t,,, t and t, are normalized with t ; t,, = t,, / t . Tu= tu/t . T *t /t . whereo r r r o s r
t ,+ ta + t, = 1.u

The statistical parameter characteristics can be revealed by analysis based on the fundamental wave forms for
various flow panerns.

;

'istleal Parameter Charmeteristics forlatennittent Flow
niere intermittent flow with a more general wave form is considered comparing it with the previous case for a

trapezoidal wave symmetric with respect to the base void fraction, a,. That is slug or plug flow with void fraction

fluctuations of trapezoidal waves not symmetric with respect to a,, or at a,. a, e a,.a , t,= 0 or t,,+ to + t, = 1,t

and f,= f =f. Thus, the wave form of the fundamental fluctuations becomes generally trapezoidal.t

We have the following relation between m and cr,

"

1 ,f y''',

2 1+2f
* "G + "L . 1-I' 'o + m-i , a, ! ;

'3(1 + f) 2
2 l+2f

1 /J.
2 '<

. i

i 2r ,t i i
7 , ,, ,

2 1+2f ,s 1-f 5+7f!

,M .
't=t ; ,'| '(n.na )( a, . at. ) ) ,| o,

i 2 fi3 1+f ,$ l+2f
i '

i 1 i i i

m.o m 0, (1)

where a denotes the void fraction of gas slug ( = a,) and a denotes the void fraction of liquid slug ( = a_),o t

respectively. The half circle (m. o), expressed by Eq.(1), reduces generally to an arc because of the following
restriction,
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0 < t,,,,t ,< l. (2) |
o

When a, and a are constant, the points of (m, o) lie on a half circle (it f = 1) or an arc (at f < 1)in m -o plane ast

shown in Figs. 2 to 5. The circle of Eq.(1) passes the origin for plug flow, because the void fraction ofliquid plug
-

is zero. 'Iherefore, the points of (m o)in plug flow is located nearer the origin than those in slug flow .
Figures 2 to 5 show the effect of the wave form parameter or duration ratio.f. the base void fraction, a,, and

both the maximum and the minimum void fractions, a, and a , on a half circle or an arc in Eq.(1). The arrows ing

the figures indicnic the moving direction of the point (m o) for increasing t,,, (0er,,,<1) . The numerical results .

show the following characteristics in the m -o plane; i

e The arc is reduced but the center shifts a little toward the right with decreasing f, as shown in Fig.2. This .

suggests that the wave form parameter.f. affects strongly the existence region of (m, o), because the fundamen- |
'

tal wave form depends onf.
* The region of arc changes but the center shifts slightly with increasing a,, as shown in Fig 3. This suggests that

,
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I
Ithe exiswee region of (m. a) depends little on a,.

a The arc becomes big and the center shifts toward the mean increasing direction with increasing ( a -n ,), as .

o i

shown in Fig.4. In the case of a,- a,= constant as shown in Fig.5, the arc do not become big but the center |
shifts toward the mean increasing direction. This suggests that the existence region of (m o) depends on the ;

total amplitude of trapezoidal wave, (a a ) and (up og)/2. ]o t
Fora symmetrical trapezoidal wave form at n -a,ua,-n,, the relation between y, and y, is shownin Fig.6.o

. The arrows in the figure indicate the moving direction of the point (y,, y,) for increasing t,,, (Oct,,,<l). The
numerical results namely curved lines are not a parabola except the case of f = 1. |

On the other hand, at a - a, s a,- a ,, the curved lines become asymmetrical with regard to the y,. axis as j
o i

shown in Figs.7 to 10 corresponding to Figs.2 to 5 respectively. The arrows in the figures indicate the moving
'

direction of the point (y,, y,) forincreasing tus (0 < t,, < 1). The numerical resdts show the following
i

characteristics in they, y, plane;
e The curved lines reduce in the left half plane with decreasingf. but the curved lines extend in the right half planc {

comparing with the symmetrical case of n '"s ="o""t In addition, the minimum value of y, increases with (o
I
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Fig.9 Effect of the total amplitude, (a,-a ) in y,-y, Fig.10 Effect of a,and u in y,-y, plane.g t

plane. (a, = 0.25, f =0.5). (1) a, = 0.3, g= 0.1 (a, = 0.25, f =0.5). (1) a, = 0.4, a, = 0
(2) a, = 0 ',, g = 0.1 (3) a, = 0.7, a, = 0.1. (2) a, = 0.5, a = 0.1 (3) a = 0.7, a, = 03.g a

r'ecreasingf. This suggests that/ changes remarkably the existence region of (y,, y,), as well as in the m-o
lP ane. ;

* The curved lines reduce in the left half plane but extend in the right half plane with increasing ( a,-a ) or
decreasing ( a,-g). This suggests that the existence region of (y,, y,) depends alittle on a,in the meaning of
a distribution around a parabolic line. However, the existence region depends on the total amplitude,(a,-a ),t ,

and (a, + g)/2, as well as in the m-o plane. |

.

i

COMPARISON WITH EXPERIMENT
.

Euperismental L ^ andInstrensentation !
A schematic diagram of the experimental apparatus and its test section is shown in Fig.11. The apparatus was

a single channel closed loop. liquid flowed into a gas-liquid separator (Leugh a flowmeter, a mixer and a hori-
zontal test section from the separator. Gas flowed into the mixer through a gas flowmeter from a gas-cylinder to :
make two-phase flow in the test section. After that the gas flowed into the separator. 'Ibe test section was con- I

structed using a transparent plastic tube of 20 mm i.d.. Ring-type electrodes of width 5.5 mm were fitted in 'he
pipe wall of the test section 1.6 m downstream of the mixer.

,

Nitrogen gas (or air) and water were used as working fluids. The water flowrate was measured by a turbme-
type flowmeter and the gas flow rate was measured by a float-type flowmeter. Void fraction was detected at the
test section by a constant current method.

The void fraction was sampled by a 12-bit A/D converter with the conversion time of 10 ps, and fed into a
personal computer for data processing. The sampling time interval was 10 ms and the number of sampling point
was 20.480 per each void fraction signal.

The experiments were carried out in the range of the liquid and gas superficial velocities, U = 0.26- 0.80g

m/s and U,= 0.02 - 1.6 m/s. The flow pattern was observed by sight, photographs, and video images. Measure- i

ments were carried out in the flow pauern ergion especially from plug flow to slug flow under the conditions of the ;

constant liquid flowrale and several gas flowrates changed. Void fluctuation signals through a low pass filter were
sawipled 20,480 points at 10 ms intervals.

The statistical parameters, m, o,y, and y, were calculated from the signals measured. In addition, based on the
signal wave form or fundamental wave form modified from the real void fraction fluctuations, the relation between
the statistical parameters of modified fluctuations were also calculated.
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| Exposimental Results and Discussies
Figure 12 shows examples of the void fraction fluctuations of plug and slug flows. The dotted lines in the

figures indicate the measured signals and the solid lines in the figures, the modified ones. The measured signals
were modified tc eliminate small anplitude fluctuations ---q=:-j with the difference between the maxunum and

,

the minimum values and to simplify slow fluctuations to a constant value. The signals in each experimental;

example are arranged in order ofincrease of the gas supcificial velocity. The real void fraction fluctuations
measured were modified to treat analytically the statistical parameter characteristics, based on the knowledge of

[ theoretical results obtained by the method above.
The experimental data, namely the statistical parameters obtained from the real void fraction fluctuations, and

the analytical results based on the modified void fraction wave form are plotted in Fig.13 (a) to (c) corresponding
to Fig.12 (a) to (c). Figure 13 show characteristics in the m-o plane and in the y,-y, planc. The solid lines in the
figures represent the (esults calculated based on the all modified signals in each example, the dotted lines in the

j ligures represent the fitted arcs or curved lines obtamed based on a fundamental wave form determined to approxi-

1 mate some experimental data points with an arc, and the dash-dotted lines in the figme represent the results calcu-

i lated hased on the modified signals correspondmg to the data used for the approximation. These lines are drawn
only within the range of the normalized duration time of higher part,t estimated from the measured signals. Theo
number of data point in Fig.13 is corresponding to the signals shown in Fig.12.

; it may be expected that the data on the statistical parameters lie on an are calculated by the modified signal,
when the void fraction does not depend on *.he gas flowrate. However, the arcs (m, c) obtained from the modified ;,

signals don't agree quantitatively with the experimental data, but the curved lines in the y,-y, plane agree well with j

the data. On the other hand, the daued curved lines in the y,-y, plane also agree well with the data even under the j
conditions for the fitted arcs 'Ihis suggests that the parameters,y, and y, may be better than the parameters, m and
o as the indicators of flow pattem, that is, the macroscopic natme or essence of intermittent flow can be grasped by j

;

y, and y,. However, the detailed flow structure may be described by m and o, because of strong dependency on the
'

j wave fann parameter.f. In other words,the microscopic nature of the flow may be obtained,if the real fluctuations
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Fig.12 Examples of void fraction signals.
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were modified to the adequate fundamental mye form. In the small gas flowrate region of Examples (A) and (B),
the 8-d-ey of expenmental deta is different from the arcs in the m .o plane and the curved lines in the y,-y, plane.
This suggest the assumption of f,= f = f may not be valid for these flows, and that e further study for flow patterng

recognition may be necessary if these flows arejudged not to be interminent flow.

CONCLUSION

I
'Ihe detailed behavior of the statistical parameters of the gas-phase fluctuations in the p.i c:;r planes was

investigated for plug and slug flows analytically and experimentally. The analytical results showed that the points
(m, c)lic on a half circle or an arc when the void fractions in both liquid and gas slugs do not depend on the gas
flowrote, and that the center and radius are influenced by both the shape and the total amplitude of the gas-phase

fluctuations. The curved lines (y,,y,) are a:so influenced by those factors.
Expenments were carried out using nitrogen gas-water two-phase flow. 'lhe behavior of statistical parameters

was analyzed based on the void fraction signals measured by the constant current method. Furthermore, the
relation between the measured gas-phase structure and the behavior of the statistical parameters was co-yrscd
with the analytical results for the modified fluctuations. The results show that the arcs (m, c) do not agree
quantitatively with the experimental data but the behavior of parameters, m and a was qualitatively explained by
the analytical results. On the other hand, the curved lines (y,, y,) agree well with the experimental data. This
suggests that the parameters, y, and y, may be better than the parameters, m and o as the indicators of flow pattem.
However, the detailed flow structure may be described by m and o, because of strong dependency on the wave

fann parameter.

NOMENCLATURE

-m mean
f wave form parameter (ratio of duration time of maximum amplitude to that of higher or lower part)

U, gas superficial velocity

U,, liquid superficial velocity

Greek symbols
a void fraction

y, coefficient of skewness

y, coefficient of excess .

|o standard deviation
normaliini time (= tit,). |t

Subscripts
B baseline 1

1

G gas plug or slug 1
;

! 11 maximum void fraction part
llB higher void fraction part;

'

L minimum void fraction part, or liquid plug or slug
; LB lower void fraction part

T period

4
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Abstract

The Computational Fluid Dynamics (CFD) code, CFDS-FLOW 3D, was used to
develop improved fuel designs for PWR cores. It was used primarily to
understand the fluid dynamics of grid spacers, the mass transfer between
subchannels caused by spacers and in the long term to develop two-phase
models which enable prediction of critical heat flux in PWR fuel,

i

A single subchannel of one grid span was modeled. In this model different
spacer designs with mixing devices were analyzed. A special treatment of the
boundary condition was developed making use of flow symmetry to model the
mass transfer between different subchannels and minimize the size of the

|computational model. This reduced the computational model to a fraction of a
subchannel using traditional periodic boundary conditions. The Navier-Stokes
equation was solved for the liquid and the flow turbulence was modeled by k-c;

turbulence model. The spacer and mixing device were treated as infinite thin |
'

surfaces in the model and a zero velocity condition and turbulent wall function
were applied on each side of the thin surfaces. This approach simulated the
swirl from the mixing devices well, but had the drawback of not predicting .

)
pressure drop accurately since the wake behind the plates and the acceleration
effect of the spacers were ignored.

CFDS-FLOW 3D models with mixing devices were applied in the single-phase
flow regime. Velocity profiles from the CFDS-FLOW 3D models were compared

'

to Laser Doppler Velocimeter measurements taken from the flow field
downstream of spacers in a full scale, cold water test loop. The predicted axial
and lateral velocity profiles were in good agreement with the measurements.

,

The evaluation of the performance of different spacer devices was made by
comparing the swirl ratio downstream of the grid spacers. In future efforts it
is planned to evaluate heat transfer coefficient downstream of the spacer, to
implement two-phase flow models, and to model the superheated boundary
layer on the surface of the fuel rod for predicting DNB.
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1. INTRODUCTION

The Computational Fluid Dynamics (CFD) code, CFDS-FLOW 3D1 was used to
develop improved fuel designs by ABB for PWR cores. It was used primarily to !

understand the fluid dynamics of grid spacers, the mass transfer between
subchannels caused by spacers and in the long term to develop two-phase flow
models which enable prediction of Critical Heat Flux in PWR fuel.

L

2. PWR APPLICATIONS FOR NUCLEAR FUEL SUBCHANNELS

2.1 Governing Equations

The primary flow in a PWR is mainly single phase flow. The water is heated by
the fuel rods, and a complex flow pattern can be present due to the mixing
process within the subchannels.

The Reynolds Averaged Navier-Stokes equations with the k c turbulence model
were utilized in the analyses. These equations which include the conservation
of mass, momentum, and energy are expressed as:

B
-(p,) + V . (p,5,) = 0 (1)at

(p,5,) + V . (p,H, O H,,(Vs, + (VE,)*f = - Vp (2)

!

S(p,h,)- V . (A,Vh,) = q (3)Dt

where, p, 5, p and h are the density , velocity, pressure and enthalpy of the
water respectively. The heat flux into the water is given by q. The subscript I
denotes the liquid phase.

In the PWR, the water flow is highly turbulent. It is not possible to resolve all
scales in time and space by the numerical simulation. The common approach
in engineering analyses is to resolve the mean (averaged) flow field, and to
model the fluctuating flow. A widely used model is the k-c turbulence model.
Here, k stands for turbulent kinetic energy, and c stands for the dissipation
rate, Launder, Spalding, (1974)2,

The effective viscosity in the governing equations (1-3) has been redefined as,
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#, = #, a + #,,, (4.a)

Where,

2 r

#,,, = C, k (4b)
e

is laminar viscosity and,,2

C, is a model constant

The partial differential equations are solved by the CFDS-FLOW 3D code, which
uses a finite volume approach with multi-block structure.

2.2 Modeling of Suhnhannals with Mixing Devices
9

A single subchannel of one grid span was modeled in the CFDS-FLOW 3D code
by ABB Corporate Research for PWR applications. In this model, different
spacer designs with mixing devices were analyzed in the single-phase flow
regime. Two different mixing devices shown in Figures 2-1 and 2-2 were
selected for modeling, based on different flow patterns generated by the mixing ,

idevices. The split vane design shown in Figure 21 generates a swirling flow
pattern in the subchannel and the squeezed tube design in Figure 2-2 generates i

a swirling flow pattern around the fuel rod. In Figure 2-1 two vanes are placed !

on top of the spacer and bent in opposite directions to promote a swirling flow
pattern in the subchannel. In Figure 2-2 a circular tube placed in the spacer is
squeezed at the top to swirl flow around the fuel rod. Figures 2-1 and 2-2 also
show a larger array of the spacers to demonstrate flow patterns in adjacent
channels. In the axial geometry of the split vane model, the simulation starts 45
mm upstream of the leading edge of the spacer and the totallength of the model
is 570 mm. For the squeezed tube model the simulation starts at 50 mm
upstream of spacer and the totallength is 600 mm.

To model the diversion of flow between subchannels and minimize the size of
the computational model, a special treatment of the boundary condition was
developed making use of flow symmetry. This reduces the computational model
to a fraction of a subchannel (1/2 for split vane and 1/4 for squeezed tube) using
traditional periodic boundary conditions. Simply described, what is coming out
through one part of the boundary is going in through another part of the
boundary in the computational domain. The boundary conditions are shown in
Figures 2-3a and 2-3b for the split-vane and squeezed tube spacer models.
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The spacer and the mixing device was modeled with the thin surfaces option in
CFDS-FLOW 3D. For example, the mixing vane has no thickness and it is placed ;

between two computational cells. This way of modeling thin details makes the J

grid generation much easier and it allows a more coarse grid since no cells !

must be as thin as the thin detail. To verify this assumption the thickness of the j

squeezed tube was modeled and compared to a model assuming a thin surface. i
A few other variations were modeled with the squeezed tube design. These i

'

variations are summerized below for all spacer designs:
!

-Design A: Split Vane

Design B: Squeezed Tube, continues straight up 9.6 mm above grid
without squeezing |

'

Design C: Squeezed Tube, same as Design B without 9.6 mm straight
section

Design D: Squeezed Tube, Same as Design C but tube is squeezed more to !
increase flow diversion

|
Design D Solid: Squeezed Tube, Same as Design D but thickness of tube is'

modeled (No thin surface, but solid)
,

!

The computational grid for the split vane model was 16x32x262 cells and the
axial length of the cells varied from 0.58 mm at the mixing vane to 2.5 mm near
the end of the model. The computational grid for the squeezed tube grid was

,i16x16x258 cells and the axiallength varied from 0.74 mm at the squeezed tubes
to 2.71 mm at the end. The size of the model was selected to keep the same mesh |
spacing for both cases. One problem with this kind of simulation is the-very

~

long subchannel combined with a small cross section. The fine grid of ;

computational cells in the cross section should have enough detail to resolve the :
flow field, therefore a detailed computational grid was needed. The cross section |
grids for Designs A and B are shown in Figures 2-4 to 2-7 for illustration. |

The inlet profiles used in the simulations were taken from a model without a
spacer. The inlet boundary condition was a top hat profile with mean inlet
velocity 6.79 m/s. Side boundary conditions were symmetric at all four sides
and a usual outlet boundary (Neuman boundary condition) was used.
Velocities, turbulent kinetic energy and turbulent dissipation rate were
transferred from the outlet in the no spacer case to the inlet in the main
simulations with the spacers. A pressure boundary was also used at the outlet
with constant pressure in the cross section for the model with spacers. 1

The standard x-c turbulence model of Launder, Spalding, (1974)2 was used in
the simulations. The x-e model is known to not accurately model high swirling
flow. Fortunately the swirl magnitude was not large and good agreement was
obtained between predictions and measurements as discussed in Section 2.4.
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1 |
;

.

|
'

1;

'

; No problems occurred in obtaining a solution in the CFDS-FLOW 3D
: simulations. Standard relaxation methods were used and each iteration took

approximately 25 CPU seconds on a IBM RS6000. The calculation was '

terminated when the level of residuals for all equations were reduced by a factorL

4 o 10 . No grid refinement was performed due to the limitation oft 5i 10 ,

workstation capacity. The size of the model for the split vane was about 130,000 t

cells. Higher order upwind differencing scheme was used in the calculations.
It is believed that the mesh size was fine enough to be consistent with other |'

assumptions made, such as use of thin surfaces and turbulent wall function, !

etc.. Approximately 3000 to 5000 iterations were needed to obtain a converged i
;

:

solution. [
!

*

2.3 Y mar Doppler Velocimeter Measurements

i Laser Doppler Velocimeter (LDV) measurements were performed by ABB ,

Combustion Engineering in a full scale cold water loop for a 5x5 rod array test !i

: section. These measurements were made at various axial elevations ~ !

downstream of several grid designs with and without mixing devices. Pressure |

drop measurements were also performed. The radial and axial geometry of the ;
.

'

5x5 test section are shown in Figures 2 8 and 2-9, respectively. The test bundles !
t

were placed in a shroud with square cross section made up of two plexiglas;. panels and two metal panels. LDV measurements were taken in two paths
| traversing the full width of the test section in increments of 1.27 mm at the ,

center line between rods. These measurements were made at seven axial
,

distances downstream from the top of the grid:
',

|

Level Distance from top of grid j
! !
! A 12.7 mm j
1 B 25.4 mm
,

; C 50.8 mm
i D 101.6 mm .

| E 190.5 mm
F 317.5 mm

.

|
G 463.5 mm

The tests we performed at the following operating conditions:

Average Test Section Velocity 6.79 m/s j

Water Temperature 26.67 C |

Water Pressure 4.83 bar
;

j

4
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A two dimensional table-mounted 2 watt Argon-Ion laser with opticali

components, a one inch diameter fiber optics probe, signal processor and a1

computer system, were used to make the LDV measurements. The probe was !#

; coupled to the laser by a ten meter long fiber optics cable. The use of the probe j

allowed for ease of positioning at the different axial levels downstream of the |

grid. The focal length of the two incident beams leaving the probe was fixed atq !135 mm in air and the measurement volume size was approximately 0.14 mm
j wide and 2.7 mm in length. The probe was held in a rotatable assembly which ;

; was mounted on to a micrometer driven X-Y position device. The LDV probe ,

! was a backscatter-based device so optical access was needed from only one side i
of the test section. ;

> !

The water in the model was seeded with 12 m metallic coated spherical |
i

j particles in order to achieve a good count rate and high signal to noise ratio.
One to two grams of material were added to approximately 100 gallons of water .:

in the recirculating test loop. Although these particles were not exactly i
3

neutrally buoyant, they were recommended for their high reflectivity, and i

J ability to accurately follow the fluid flow at the measured velocities. !

i

! Axial and lateral velocity measurements were taken at each location in the path !

by measuring the change in frequency of the scattered light leaving the j
!

measurement volume. The measurement volume was created by splitting the '

| original laser beam into two beams ofidentical size and intensity, and crossing ;

i them through the use of focusing lenses. The measurement volume is the i

| region where two beams intersect. When a particle in the flow passes through |
this region, the particle scatters the light. The scattered light contains the''

Doppler frequency, which is different from the frequency of the original laser
.

light.;
i

! Two sets of beams were used to measure the axial and lateral velocities. Axial
! velocity measurements were made across the full width of the model with a set
|

of beams in the vertical orientation and the lateral velocity measurements were

[ made with a set of beams in the horizontal orientation. The lateral velocity j
lmeasurements were limited to a shorter distance (approximately 2/3s of shroud'

width) due to limited penetration of the incident laser beams in the narrow gap
i of the rods. The lateral velocity of the fluid normal to the surface of the probe

also could not be obtained. Therefore flow interchange occurring in the gaps
between rods were not measured. The velocity mean, standard deviation, and
turbulence intensity information were determined from the test data. The
uncertainty in the velocity measurements due to errors in data processing,

i seeding, laser beam geometry and the electronic processor was determined to be
within a range of.1% to .5%.

i

!
4
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2.4 Results and Comparisons

CFDS-FLOW 3D predictions were made for the split-vane mixing device. Figure j

2-10 shows that the split-vane produced a swirl in the subchannel as expected.
Predictions were compared to axial and lateral velocity measurements in
Figures 2-11 and 2-12 respectively. The axial or lateral velocity was normalized
to the axial bulk celocity in the test section and plotted versus dimensionless
distance, where dimensionless distance (x/L) was measured across the width of
two channels as shown in Figure 2-11 and 2-12. The results of the comparison
show qualitatively good agreement however there are some differences worth
noting.
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i

i

Close to the spacer and the mixing vane, the measured axial velocities in !
Figure 2-11 have higher differences between maximum and minimum values
relative to predictions, due to the thickness of the spacer strip and the rod
support features of the grid (arches and springs). In the CFDS-FLOW 3D model
these grid features were not modeled.

Further downstream the predicted axial velocities have a more developed pipe |
flow (parabolic shape) than the measurements show. This may be due to not
modeling the next spacer at the outlet of the FLOW 3D model. Modeling the next
spacer could produce a damping effect on the center line subchannel velocity so ,

!there may be better agreement with measurements. The next spacer was not
simulated to minimize the size and execution of the model.

Lateral velocities produced by the split vanes showed good agreement in paths |
1A to IG in Figure 2-12. Path IB which is 25.4 mm downstream of the spacer

~

showed the biggest difference between measurements and predictions. The
reason for this difference is not clearly understood however it may be due to
inaccurate modeling of mixing between adje. cent subchannels due to the use of |

special side boundary conditions described in Section 2-2 for reducing the size of
the computational model.

A swirl ratio was calculated to compare data from the measuring path to ,

!predictions. The swirl ratio was defined in the following way:

F = 1
' ''"Idx (5.a)i

L Vw,

i L Length ofintegral path
V at Lateral velocity at measurement location, perpendicular to thei

integral path
Voeal Axial velocity at measurement location

The integral was evaluated along the measuring path in the cross section and
evaluated at all measuring heights. This swirl ratio was compared to the
prediction as a function of the dimensionless distance from the top of the
spacer. The dimensionless distance is defined as the axial distance from the top
of the spacer (z) divided by the hydraulic diameter (D ) of the subchannel. Ah

comparison of the measured and predicted swirl factors shown in Figure 2-13
indicate good agreement. It is believed that increasing this swirl ratio and its
persistence downstream of spacer can improve DNB performance.

,

i

I
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The squeezed tube mixing device swirled flow around the rod instead of the
subchannel, as shown in Figure 2-14. Axial velocity comparisons and the
measuring path for the squeeze tube, mixing designs B, C, and D are shown in
Figures 2-16 and 2-17, respectively. Lateral velocity comparisons were not made
because LDV equipment did not have the capability to measure the lateral
velocities in the gaps between rods. The results of the comparisons indicate that
the velocities in the simulations 9.re in general higher, but the shape of the
curves show rather good agreement. The lower measured velocities may be due
to an increased bypass flow on the periphery of the shroud associated with this
spacer device. At x/L=.5.and 1.5 (center of tubes) the predictions in Figure 2-16
show larger axial velocities compared to measured values close to the-spacer.
This increase in velocity may be due to the assumption of using thin surfaces in
the tube of the CFDS-FLOW 3D model. The use of thin surfaces to simulate the
spacer strips reduces the hydraulic resistance in the tube so more flow exits the
tubes. Figure 2-17 shows that the solid modeling of the spacer strips and the
tube instead of using thin surfaces, fits the measu~ :nents better near the
spacer. Further downstream there is no difference beween the solid and thin

- surface models.
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A swirl ratio was also calculated for the squeezed tube designs however this
ratio was based on swirl around the rod instead of the subchannel. The swirl
ratio was defined as: i

.

$ F = 1 - |V .'|dx (5.b)i

g Vu
,

| g Length ofintegration path, i.e. gap between two fuel rods.
Va Lateral velocity at measurement location, perpendicular to the; i

1 integral path
V um Axial bulk velocityj b

!.
:

i The integral was evaluated along a path between two neighboring fuel rods.
| These predicted swirl ratios are summarized in Figure 2-15 for all squeezed
i tube designs and for the split-vane design. The swirl ratio for the split-vane
j design was also evaluated similarly in the gap region. Based on the curves in

Figure 2-15 the swirl ratio for design D was twice as large as designs B and C!

since the squeezing of the tube was increased significantly for design D. The'

swirl ratio for the split-vane showed little swirl around the rod as compared to
the squeezed tube mixing devices since the split-vane mainly generated a swirl
in the subchannel. It was unclear which swirl pattern, around the rod or in the

|
subchannel, would be better for increasing DNB performance.

The predicted pressure drop was also compared for different spacer designs in'

Figures 2-18 and 2-19. Figure 2-18 shows the area weighted mean pressure in !

the cross sections along the subchannel for each design. The axial distance (z) |
,

'

i

is normalized to the hydraulic diameter (Dh) of the subchannel. At the top of the;

J spacer (z/Dh) is zero. Figure 2-19 shows the mean pressure versus distance
closer to the spacer. The predicted pressure drop in the vicinity of the spacer is ;

strongly affected by using solid modeling instead of thin surfaces in the CFDS- !

FLOW 3D model. The wake behind the spacer and acceleration effects are !

ignored by using thin surfaces. To obtain an accurate calculation of pressure
drop of the spacer, solid modeling must be used, however, a relative comparison !

,

'can still be made with the same modeling method.

l

i

|
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3. SUMMARY

The relatively good comparison between CFDS FLOW 3D predictions and LDV
measurements indicate that CFD tools can be helpful in optimizing grid design
relative to T H performance and in performing more detailed subchannel
analysis downstream of spa::ers. The swirl ratio may also be a qualitative
indicator of the spacer design impact on DNB performance. A better
understanding on how swirling flow patterns in subchannels and around fuel
rods improves DNB performance in different flow regimes is needed. The
detailed flow simulation can help provide some physical understanding of these
flow mechanisms however experimental data will be needed to verify them.
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| Abstract

Eubble behaviour and mean bubble diameter in subcooled upward flow boiling.in a vertical;

j annular channel were investigated under low pressure and mass flux conditions. A high speed
i video system was used to visualize the subcooled flow boiling phenomenon. The high speed

photographic results indicated that, contrary to the common understanding, bubbles tend to,

detach from the heating surface upstream of the net vapour generation point. Digital image,

| processing technique was used to measure the mean bubble diameter along the subcooled flow

: boiling region. Data on the axial area-averaged void fraction distributions were also obtained

| using a single beam gamma densitometer. Effects of the liquid subcooling, applied heat flux and
; mass flux on the mean bubble size were investigated. A correlation for the mean bubble

diameter as a function of the local subcooling, heat flux and mass flux was obtained.

| 1. Introduction

One of the most important thermal non-equilibrium two-phase flow phenomena is that of forced
j

convective subcooled boiling. The enormous surface heat flux which can be achieved without
: using high heating surface temperature is the main advantage of the nucleate boiling regime.
i Subcooled flow boiling is encountered in many applications; nuclear reactors, boilers,

refrigeration systems and heat exchangers,
i
! The subcooled flow boiling along a heated channel is commonly divided, as introduced by
e Griffith et al. (1958), into two regions; a highly subcooled region, where the void fraction is
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very low, and a slightly subcooled region, where the void fraction increases significantly. The
transition between these two regions is called the net vapour generation (NVG), or the onset of
significant void (OSV), point. The NVG point was related directly, or indirectly, to bubble
behaviour. The highly subcooled region is also commonly called the wall voidage region,
implying that the vapour bubbles are located at the wall since the liquid bulk is highly subcooled.
Understanding the local flow field at the NVG point is important since it marks the location at ,

which significant increase in void fraction along the boiling channel is encountered. Griffith et
'

al. (1958) speculated that this transition point is reached when the heating surface is fully
covered with attached bubbles. Others, including Bowring (19 2), Levy (1967), Rogers et al. <

(1987), Rogers and Li (1992) and Lee and Bankoff (1992), associated the NVG point with the
first bubble detachment from the heating wall. In another approach, Dix (1970) and Serizawa
(1979) attributed the NVG phenomenon to bubble ejection from a bubbly layer in the vicinity ,

of the heating surface.

Until recently, most research efforts in this area focused on high pressure flow boiling, because
of its relevance to power reactors, and lacked detailed information on local bubble behaviour and :

i
size along the boiling channel. Recently, Bibeau (1993), Shoukri et al. (1991), Stangl and
Mayinger (1990), Dimmick and Selander (1990), Bibeau et al. (1990) reported void fraction
measurements in subcooled flow boiling. They found that the void fraction profile upstream of :

the NVG point tended to be flat and formed a plateau longer than that associated with the high !

pressure case. ,

t

The present work is driven by the need to understand the physical phenomena associated with ;

low pressure subcoaled flow boiling and the need for information on bubble size, velocity and :

interfacial area for numerical modelling of subcooled flow boiling in low pressure pool-type
.

reactors.
<

2. Experimental Arrangements

2.1. Experimental Facility
F

A schematic of the test loop is presented in Figure 1. The low pressure circulating loop
consisted mainly of a holding tank, in which distilled-degassed water temperature was controlled
by an immersed electric heater and a cooling coil, a circulating pump, a preheater and the test
seein. The test section contains a heated section, where vapour bubbles are formed, followed
by an unheated section, where the vapour bubbles are condensed. The water at the test section
outlet was pumped back to the holding tank where its temperature was regulated. Detailed |
description of the facility used in this study was reported in Zeitoun et al. (1994a and 1994b).

The test section was a vertical concentric annular test section. The inner tube, which was a
,

; 12.7 mm outside diameter, consisted of three axial sections. The middle section of the inner
'

tube was a 30.6 cm long, thin-walled stainless-steel tube (0.25 mm thickness) that was
electrically heated. This heated section was preceded and followed by 34 cm long, and 50 cm
long, thick-walled copper tubes, respectively. The entire inner tube was connected to a 55 kW
DC power supply. Accordingly, heat was generated uniformly in the middle section of the inner
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The outer tube was a 25.4 mm inner diameter plexiglass tube that permits visual| tube.
observation. The flow that entered the annulus developed through the first unheated section of

: the annular test section. Voids, which were generated in the heated section, collapsed in the
,

; downstream unheated section. This arrangement was found to _be convenient to separately
examine vapour generation and condensation. The present study was carried out in the heated,

section to investigate bubble behaviour and size in subcooled flow boiling. A square cross4

section plexiglass shield was put around the outer tube and filled with water during photography
to reduce light reflection and refraction. Any minor change in the inlet temperature to the
heating region was compensated for by readjusting the preheater.

2.2 Measumnents and Instnunentation

Experiments were carried out at different levels of mass flux, heat flux and inlet subcooling.
The test conditions are listed in Table 1. A high speed video system was used to collect visual
information to study bubble behaviour upstream, near and downstream of the NVG point. A ,

digital image processing technique was used to analyze the high speed video information and to |
measure bubble size distributions along the subcooled boiling region. The measurements and j

instrumentation used are discussed here briefly. More details were reported by Zeitoun et al. !

(1994a and 1994b). |
|

The high speed video system, Kodak Ektapro EM Motion Analyzer, was used to visualize the
flow at two centimetres intervals along the subcooled flow boiling region. The camera, and the
light sources were mounted on a traversing table to enable the flow along the test section to be
visualized at the same locations where the void fractions were measured. Two procedures were
followed to collect the visual information. Firstly, the camera was focused on the annular gap
where it was found appropriate to investigate bubble detachment, sliding and ejection. In the
second procedure, the camera was focused on the heater surface itself. This procedure was
found convenient to examine bubble population density, bubble interactions and bubble size
along the heating surface. Digital image processing technology was used to measure bubble
size. Measured distances in the field of view were estimated to be accurate within i0.05 mm.

A single beam gamma densitometer was used for void fraction measurements. It consisted of
a 75 mci Cobalt 57 sealed line source and a cubic Nal (TI) scintillator. As shown by Zietoun
et al. (1994a,1994b), the uncertainty of the area-averaged void fraction measurements was in
the range of i 4% of the calibrated range of 0.02 < a < 0.3.

Other measurements included the flow rate, using a bank of rotameters with an estimated error
of i 2%, test section inlet and outlet temperature using calibrated platinum resistance
temperature detectors, as well as the liquid subcooling along the test section using J-type
calibrated thermocouples. The uncertainty in the temperature measurements was estimated by

Zeitoun (1994) to be i 0.2*C.
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3. Bubble Behaviour

3.1 Background

It is well accepted that a bubble is generally initiated from a small gas filled cavity or crack on
a solid surface, when the heating surface is ucated to a sufficiently high temperature. Many
theories have been established to describe the bubble growth process in nucleate pool boiling.

i

Fewer studies focussed on bubble dynamics in flow nucleate boiling. Koumoutses et at M968)
and Zeng et al. (1993b) investigated bubble departure in horizontal flow boiling, while Gunther
(1951), Abdelmessih et al. (1972), Akiyama and Tachibana (1974), Cooper et al. (1983) and
Bibeau (1993) reported experimental investigations of bubble dynamics in vertical upward flow
boiling. Onal (1976) and Meister (1979) carried out theoretical analysis of bubble growth and
collapse in highly subcooled flow boiling. However, they did not include bubble detachment

! in their analysis, i.e. they considered that the bubble grew and collapsed on the heating surface.
In their analysis, the bubble continued to receive heat energy from the heating surface during
the condensation period.

In the case of subcooled flow boiling, there are two types of bubble detachment from the heating
surface. As the bubble grows on a heating surface, it reaches a certain size when it starts to

,

slide along the heating arface (parallel detachment) and the growth continues until it leaves the
surface (normal detachment, ejection or lift off). High speed photographic results reported by

|
Bibeau (1993), for subcooled flow boiling at low pressures, showed that parallel detachment

i occurred very early after nucleation. It also showed that the bubble continued growing while
sliding along the heating surface until it reached a maximum size after which the bubble size
decreased as the condensation rate exceed the evaporation. The normal detachment occurred

;

! during bubble condensation and sliding along the heating surface. The bubble collapsed
completely as it raoved through the subcooled bulk. The normal detachment of a bubble was

| seen as the phenomenon which determines the end of the evaporating process associated with

.

this bubble.
|

Bubbles detach in the two directions due to the forces acting on them. Modelling these forces|

is a very difficult task because of the link between these forces and the thermal bubble growth-
collapse process. Formulation of these forces was investigated for pool boiling by Beer (1973)
and Zeng et al. (1993a) and for forced flow boiling along a horizontal surface by and
Koumoutses (1968) and Zing et al. (1993b). For upward flow boiling, the forces acting in the
axial direction are buoyancy, drag, surface tension and inertia of the surrounding liquid. Forces
acting in the normal direction are surface tension, excess pressure force, capillary pressure
force, lift, drag and the inertia of the surrounding liquid.

3.2 Visual Observations

Some visual observations derived from the high speed photography are presented. Figure 2
shows typical bubble growth-collapse photographs along the subcooled flow boiling region for
run B4, (see Table 1). In this figure, the heater edge appears at the right side of the image and
the wall of the plexiglass tube and a one-millimetre reference tube appear at the left side. The
measured axial void fraction profiles for this run is shown in Figure 6. The location of the
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NVG point was defined, as in the literature, by the point at which the void fraction started to ;
|; increase significantly. The photographs shown in Figure 3 show the change of bubble size and

| population upstream, near, and downstream of the NVG point. Some individual bubbles are
identified to show the bubble cycle as it nucleates, grows and slides along the heating surface, j!

detaches and collapses in the subcooled liquid bulk.
;

|' Upstream of the NVG point, the photographs show that after nucleation, the bubbles grow while

i attached to, or slowly sliding along, the heating surface until they lift off. After detachment,
j the bubbles condense very rapidly in the subcooled bulk. The photographs confirm that bubbles

consistently detach from the heating surface upstream of the NVG point and accordingly, at least!

under the present test conditions, bubble detachment is not the cause of the NVG phenomenon.j

t Moreover, the concept of a bubbly layer from which a bubble ejected to mark the occurrence

! of NVG, Dix (1971) and Serizawa (1979), cannot be supported by the present observations. The

| reason can be attributed to the relatively large bubbles observed under this low pressure flow

| boiling conditions. The bubbles may be contained in a relatively large envelope along the.

heating section, as compared to the high pressure case, and this envelope may become thickeri

due to the decrease in subcooling along the heated section. For high pressure and high massi

flow rate, where the bubbles tend to be very small, the bubbly layer may be encountered. The
'

| present observations are in agreement with recent low pressure results of Bibeau (1993).
:

The effect of the decreasing subcooling along the heated section on the bubble size and period,

| i.e. growth-collapse time, can also be demonstrated by Figure 2, where three bubbles at three
diffemnt elevations, below, near and after the NVG point are identified. The first at z = 3 cm,

[ where the void fraction and the subcooling were 3% and 22.6*C, respectively. The second at
,

| z = 13 cm, where the void fraction and subcooling were 3% and 14.8*C, respectively. The

| third at z = 23 cm, where the void fraction and subcooling were 8% and 7'C, respectively.
Analyzing these photographs showed that the maximum bubble diameter measured was: 1.0 mm

'

! at z = 3 cm,2.25 cm at z = 13 cm and 3.25 mm at z = 23 cm and the bubble total growth-
j collapse time increased; 7,11 and 22 ms, respectively. Of significance here is the trend, mther !

L than the exact values, because of the sensitivity of the nucleation process to nucleation site size
;

! and bubble interaction. The effect of the subcooling will be investigated in detail during the j

j analysis of the mean bubble size.

a

! In the second flow visualization method, the high speed video camera was focused on the heater
'

surface itself. This procedure was found convenient to examine bubble population density,"

i bubble interactions and bubble size along the heating surface. Figure 3 shows typical bubble ,

behaviour along the test section for the same run number B4. The measured void fraction and |-

- the location of the NVG point of these runs are shown in Figure 6. As shown in the i

i photographs, the bubble size increased as the subcooling decreased along the test section. The
main reason for the size increase along the heating section is the decrease in the condensation'

1 - at the subcooled water-bubble interface. In subcooled boiling, the bubble grows on the heating
surface under two opposing mechanisms; evaporation at the heating surface and at thei

superheated liquid-bubble interface and condensation at the subcooled water-vapour interface.
4

The final bubble size and life duration are mainly dependent on the relative importance of these
mechanisms. The bubble population density increases also as the subcooling decreases. The

:
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increase in the bubble population may be caused by longer bubble life and by the increase of the |

!

|. nucleation site density.;

|'

Two distinct regions were observed along the heating section, which can be seen in Figure 3. |
In the region before the NVG point, the bubbles behave as individual bubbles, or discrete i

; bubbles. Bubble interactions or coalescence is not a major mechanism in this region. Bubble j
; coalescence intensifies in the region after the NVG point and is caused by the increase in bubble ,

i size, bubble density and bubble growth-collapse period. This is clearly associated with reduction |'

in the relative importance of condensation at the bubble interface due to the decrease in liquid :

subcooling. It appears that this behaviour is associated with the NVG phenomenon and a !
;

: detailed discussion of this phenomenon will be presented in future papers. As the bubble ;
coalescence intensifies in the downstream of the NVG point, bigger bubbles are formed. The
increase in bubble size decreases the interfacial area concentration, for a given void fraction, .

causing a reduction in the condensation rate per unit volume of the channel. Consequently, the i

relative effect of condensation is reduced and noticeable increase of void fraction is observed ;

along the chimnel. Near the end of the heater, the coalescence intensifies significantly and the ;

flow regime changes from bubbly flow to churn flow. ;

4. Bubble Size in Subcooled Flow Boiling "

,

'

4.1 Background

One of the parameters required to estimate the interfacial transport of mass, momentum and
energy is the bubble size, or interfacial area concentration. Despite the importance of the bubble
size in two-fluid formulation of subcooled flow boiling, no measurement was reported in the
literature for mean bubble diameter in subcooled flow boiling. A few investigators, Gunther
(1951), Abdelmessih et al. (1972) and Bibeau (1993), reported measurements for bubble growth-
collapse history in subcooled flow boiling. Onal (1976) and Meister (1978) theoretically
investigated the bubble growth-collapse in subcooled flow boiling. Onal (1976) analyzed the r

growth and collapse of an attached hemispherical bubble. The bubble grew on the heating
surface under the influence of microlayer evaporation beneath the bubble base and the
condensation at the curved surface. The condensation at the interface was calculated using
levenspiel's model (1959) of bubble condensation. The detachment effects were excluded from
the analysis as it was assumed that the bubble remained attached to the heating surface during
the growth-collapse cycle. This will, in fact, cause a longer collapse time due to the continuous
evaporation during the total bubble life. Based on this analysis, the following relationship was

!

obtained for the maximum bubble diameter, which was considered by the authors to be the i
bubble detachment diameter, |

8P 1 TuD (1)
=

max

2 C,''3 p, hrg (r a)1/2 (b 4,)Wo

where:
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Tu = /k, p, C , /kg pi C
i

p p

hr, p(C,/(0.013 hr, Pr 7)]3 f1

,
"

(a/g Ap)1/2
. ,

b, = (T, - T )/2 (1 - p /pi) (2) )i g
;

4, = (U /0.61)0d7 for U > 0.61 m/si i

or
J

4, = 1 for U :s; 0.61'
i

| where k,, p, and C , are the thermal conductivity, density and specific heat of heater material.p
The effect of pressure on D, appears both explicitly and implicitly, through its effect on the'

thermo-physical properties, in the above equation. The equation correctly predicts a net
decrease in the maximum bubble diameter with increasing pressure. For bubble departure
diameter, Onal (1976) recommended the use of Equation (1) in flow boiling. However, it'

Ishould be noted that the high speed photographic results of Bibeau (1993) showed that bubble
! detachment occurred after reaching the maximum diameter, not at the maximum diameter.

Based on data from literature, Serizawa (1979) introduced the following empirical relationship
2

for bubble detachment diameter D .d

eKP [-k (T,-T ) - k q] (3)Da " Ys i i 2

where kg, k and p, are empirical functions of mass flux, heat flux, test section geometry and |2
fluid properties.

Bibeau (1993) reported that Farajisarir (1993) analyzed his high speed photographic results and
obtained the following correlation for the maximum bubble diameter,

9 - T -T
~

D""* a = 10.02 x 10 Ja*1.65 (4)w i

2 T,-T,
pg a

where Ja,is the Jakob number based on the heating surface sum:rheat. Examination of this
correlation shows that the maximum bubble diameter is propMonal to (T,-T)-1.65 Thisi

parameter, in fact, includes the effect of the wall superheat and bulk subcooling. It implicitly
assumes that the effect of liquid subcooling and wall superheat can simply be added to form a

|single parameter.

In formulating a two-fluid model for subcooled flow boiling, there is a need to estimate the mean j

bubble diameter in subcooied flow boiling. No correlations are available for this purpose. |

Current models use available correlations, which mostly reflects an estimate of the maximum ;

bubble diameter or the bubble diameter at detachment. .|
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4.2 Mean Bubble Diameter Measurements

The high speed video and digital image processing systems were used to obtain data on bubble i
size in subcooled flow boiling at two centimetre intervals along the heated section for the ten

; experimental runs listed in Table 1. The digital image processing tecnnique was used to analyze
,

the high speed photographic images stored on the video tape, to measure the bubble size. Thei

'
volume, and the surface area of each bubble, was calculated by measuring two diameters. The

i measured diameters were the maximum diameter and that perpendicular to the maximum ,

j diameter. The cross sectional area was assumed to be an ellipse and the two measured diameters '

; were considered the maximum and the minimum dimensions of that ellipse. The bubble volume :

| and surface area were calculated by rotating this cross section around the maximum diameter. I

i It was endeavoured to measure the maximum number of bubbles from each frame.
'

At each axial location, a total of about 350 bubbles were analyzed. The bubble volume vb and '
,

| surface area ab were calculated as discussed above. For each bubble, the Sauter bubble ;

diameter, d, = 6 vb a , was calculated. Typical histograms representing the individual Sauter/s;

i bubble diameter, versus its frequency of occurrence, are shown in Figure 4. The average bubble
; surface area and volume at each location were calcuhJed as follows: '

!

t nb *

Ab= { ab (5)4 j
b

j,}

Ub

Vb" EYb (6)j
b

j,} ,

iwhere nb s the number of the measured bubbles. The mean Sauter bubble diameter at any given.

axial location was defined by:
,

6.0 VbD, = (7)A b

Zietoun (1994b) estimated the uncertainty in determining the bubble diameter to be in the range
of i 6%.

4.3 Data Analysis !
;

Since the objective of this work was to obtain the average bubble diameter relevant to the
various interfacial parameters, e.g. area concentration, heat transfer, etc., which are required
for two-fluid modelling, the sample used included all bubbles present in the field of view, i.e.
detached and attached to the wall.

Typical mean Sauter bubble diameter distribution is shown in Figure 5. As shown in the figure,
the bubble diameter gradually increases in the region upstream of the NVG point due to the
decrease in the condensation, caused by the reduction in the subcooling, at the subcooled water-
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bubble interface. The bubble diameter appears to increase ~ at a higher rate in the region :
'

downstream of the NVG point. This was caused by two factors; the decrease in the subcooling,
,

i and consequently the condensation, and bubble coalescence. |

!
It is important to note the similarity between the bubble size and the measured void fraction in I

the region before, and after, the NVG point. D,3 was plotted as well as the void fraction along'

the heated section as shown in Figure 6. The interesting finding, based on these figures, is the
^ strong link between bubble size and void fraction. The parameter D,3 and the void fraction j;

show similar trends before and after the NVG point. The rate of increase of both along the test4

section appears to increase at the point of NVG.

!4

To examine the effect of mass and heat flux on the bubble size, the measured mean bubble
diameter was plotted versus Jakob number (subcooling). The local subcooling was obtained by

*
-

l hh d ti |
, interpolation between the four liquid subcooling measurements taken a ong t e eate sec on.

4
- It was interesting to note that the local subcooling was :a agreement with the values calculated ;

1

by a simple heat balance:
*

'

0;=0'.
qPI

(8)h3

" AGC
; p

In subcooled flow boiling almost all the wall heat flux is used to heat up the liquid either directly#

or indirectly through vapour condensation. The effect of the mass flux is shown in Figure 7 ,

!

while the effect of heat flux is shown in Figure 8. As shown, increasing the mass flux decreasesi

the bubble size, in the high Jakob number region before the NVG point. As the subcooling
decreases, i.e. the Jakob number decreases, the above trend is reversed, i.e. increasing the mass

; flux tends to increase the bubble size. In this low Jakob number region, where the bubble
,

i number density is high, increasing the mass flux increases the bubble absolute velocity which
enhance bubble coalescence. Increasing the heat flux, as shown in Figure 8, tends to increase'

the bubble size. This may be caused by the increase in the driving force of the bubble growth
a

/ process, i.e. the wall superheat.
1

The authors are not aware of existing correlations for the mean bubble diameter in subcooled
' flow boiling. Serizawa (1979) presented a correlation for bubble size at detachment, Onal's
;

(1976) and Farajisarir (1993) (as reported in Bibeau,1993) presented correlations for the
maximum bubble diameter, which represents an upper limit for the bubble diameter. The
predictions of these correlations are superimposed on the present data in Figure 9. As shown

|
in the figures, the prediction of Onal's model (1976) of the maximum bubble diameter is lower
than the measured mean bubble diameter. However, the trend of the predicted maximum bubble

along the heating section is qualitatively similar to the measured mean bubble diameter. The
maximum bubble size predicted by Farajisarir (1993) (as reported in Bibeau,1993) is mostly
higher than the measured mean bubble diameter as one would expect. It should be noted that.

Farajisarir's correlation for the maximum bubble diameter was based on small bubbles less than
2 mm in diameter,

,

i
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4.4 Proposed Correlation

Many methods were tried to correlate the present data of the mean bubble diameter. In these
analyses, a dimensionless form with the correct limits was considered. It was found appropriate
to correlate the present data by the following formula:

D, 0.0683 (p /p )1.326g,

/a /gop 149.2 (p3 p )1.3260 /g
Re .324 Ja +

Bo .487 Re.60 l

The comparison between the present data and the proposed correlation is shown in Figure 10.
This correlation has a correlation coefficient of 90% and is capable of predicting the present data
within i 15%. The mean bubble diameters, calculated from the above equation, are imposed
on Figure 5.

5. Conclusions

An experimental investigation into the bubble behaviour in low pressure stacooled flow boiling
in a vertical annulus was undertaken. Using a high speed video camera bubble behaviour was
examined for different levels of mass flux, heat flux and inlet subcooling. The high speed
photographic results confirmed the fact that the bubble departure was not the reason of the NVG
phenomenon. It was found that the bubble growth-collapse cycle is similar, regarding parallel
and normal detachment, along the subcooled boiling regions, i.e. upstream and downstream of
the NVG point. But, the mean bubble size, and life duration, increased as the subcooling was
decreased. The bubble coalescence was intensified downstream of the NVG point. The increase
in bubble size due to decrease in condensation and bubble coalescence was the main reason for
the significant increase in void fraction along the heated channel. Effects of local subcooling,
mass flux and heat flux on the mean bubble diameter were investigated. A new correlation for
the mean bubble diameter, in terms of the flow Reynolds number, Boiling number, local Jakob
number and fluid properties, was obtained. The proposed correlation has a correlation
coefficient of 90% and can predict the present data within i 15%.
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Nomenclature

-A- Flow area. 2m
Liquid thermal diffusivity m /sa 2
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2
ag Bubble surface area m

2
A Mean bubble surface area m

b ,

Bo Boiling number, q/G hrr I
I

C Liquid specific heat J/kg K
p

D Channel hydraulic diameter m
h '

d, Sauter bubble diameter m

D, Mean Sauter bubble diameter m
2

G Mass flux kg/m s |

h, Latent heat J/kg ;

f '

h,p Single-phase convective heat transfer coefficient w/m

Ja Jakob number based on liquid subcooling, pi C (T,-T)/ps f,hp i
Ja , Jakob number based on the superheat at the heating surface,

'C (T,-T,)/p hr#1 p s
Liquid thermal co,nductivity W/m Kk ,

P Pressure Pa
mP Heater perimeterh

Pr Liquid Prandtl number
W/m2q Applied heat flux

Re Flow Reynolds number, G D /hF
*CT Temperature

3

vb Bubble volume m
3mV Average bubble volumeb

z Axial location in z-direction m
,

Greek Symbols ;

Area-averaged void fraction.a
Pa sLiquid viscosity

3
p Density kg/m

a Surface tension N/m
*CO O = T,-T

kg/m Ibp pi pg
,

Subscripts

1 Liquid
g Vapour
s Saturation
in Inlet
w Wall

'
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Table 1 Test Conditions
Run q G P 6

kg/m's bar *C2No. kW/m
B1 286.68 156.15 1.37 14.9

82 286.5 258.16 1.22 11.6

B3 487.88 252.78 1.17 s 16.6 ,

i

84 478.44 152.5 1.19 24.7
i

B5 508.0 264.34 1.5 16.8

B6 496.5 151.4 1.56 21.7 i

B7 705.5 411.7 1.5 22.5

88 596.0 263.8 1.2 20.1

B9 593.2 152.6 1.22 31.1

B10 603.24 403.0 1.68 19.1
i

I

!

MQ x

@
'

0=- ] '

i

11
{-

.-.- -

- 3 4

Q3b ~

-~
l

Cooling,

6 0 8 i ****'
iS '

1. Test section 10

2. Gamma densitometer
_

3 Temperaturemeasurements 7 l

4 Pressuremeasurements

5 Preheater
I6 Flowmeter 9- Hotding tank

7. Pump 10 Tankcooler
8 Tank heater 11 DC power supply

i
'

Figure 1: Test loop

l. i
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i

i

! |
! |

| !

I '

j Before the NVG point
j z - 3 cm Local subcooling = 22.6 *C

r =_ o r=1ms r = 2 ms I =3 r-4ms4

7,-.,

,
- g e

! I
,

r = 6 ms r=6ms r=7ms
!

'.
'

i
I Near the NVG point

| z = 13 cm Local subcooling = 14.8 *C

I I r=0 - I r = 1 ms ' ( - r=3ma r - 4 msr - 2 ms

_ - . ._ _ _.
.

r = 5 ms j r-6ms P I r = 7 ms I r = 8 ms | r = 9 ms
'

__ u

After the NVG point

| z - 23 cm Local subcooling = 7.0 *C
| 1 r-2m . -

,, . { r e msT4
. r = 8 ms '

-

r = 14 ms I,

!
!
| Figure 2: Bubble growth-collapse cycle befora, near and after the NVG point for run no. B4
! (q =478.4 kW/m , G = 152.5 ecg/m .s, *nlet subcooling = 24.7 *C)2 2

|
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Correlation of Critical Heat Flux Data for Uniform Tubes

T. Jafri, T.J. Dougherty, and B.W. Yang

Heat Transfer Research Facility
Columbia University
New York, NY 10027

ABSTRACT

A data base of more than 10,000 critical heat flux (CHF) data points has been compiled

' and analyzed. Two regimes of CHF are observed which will be referred to as the high CHF
regime and the low CHF regime. In the high CHF regime, for pressures less than 110 bar, CHF
(qc)is a determined by local conditions and is adequately represented by qc = (1.2/DIU)exp[-
y(GXg)la] where the parameter yis an increasing function of pressure only, X the true masst
fraction of steam, and all units are metric but the heat flux is in MWm-2,

A simple kinetic model has been developed to estimate X as a function of G, X, X , andt i
j Xo, where Xj is the inlet quality and Xo represents the quality at the Onset of Significant
j Vaporization (OSV) which is estimated from the Saha-Zuber (S-Z) correlation. This model is

|
based on a rate equation for vaporization suggested by, and consistent with, the S-Z correlation

j and contains no adjustable parameters. When X < Xo (both negative), X is independent of Xii t
and is a function of local variables only. For X > Xo, X depends on X , a nonlocal variable,

|
i t i

;

'

and, in this case, CHF, although determined by local conditions, obeys a nonlocal correlation.
,

This model appears to be satisfactory for pressures less than 110 bar, where the S-Z correlation'

j. is known to be reliable. Above 110 bar the method of calculating Xo, and consequently X >t

appears to fail, so this approach can not be applied to high pressure CHF data.1

!
Above 35 bar, the bulk of the available data lies in the high CHF regime while, at

pressures less than 35 bar, almost all of the available data lie in the low CHF regime and appear
,

j. to be nonlocal. The two-parameter, nonlocal correlation

f qs/ c = d + 0.346[1 - exp[-4.40(Xo - X )]]9 ij

i
: correlates the low pressure data reasonably well. This expression fits the data with a standard

deviation of 5.52% and predicts 4c with a standard deviation of 10.1% (note that Xo depends on {
4

'

gc). The variable qs = AGXjD/4L is the heat flux to produce an exit quality of zero (saturation

| heat flux), and d is a dimensionless variable defined as D/4LS, where S is the value of the
2

. Stanton number at OSV, as predicted by the Saha-Zuber correlation, and is a function of Peclet'

number. Efforts are being made to improve this corrclation and to extend it to higl'er picssures.'

i 1
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l. INTRODUCTION
,

The object of the work presented in this paper was to obtain relatively simple but
meaningfull correlations for critical heat flux (CHF) for water in uniform tubes. For a uniform
tube, CHF data is available as a function of five independent variables, qc = f(P,G,Tj,L,D) where
T is the inlet temperature and P is the exit pressure. A data base of approximately 10,000 datai
points for CHF in uniform tubes was compiled from the available world literature (Jafri [1]).
The range of variables covered was as follows.

2
Mass Velocity (G) 250- 7500 kg/m /s
Pressure (P) 2.0 - 196 bar
Inlet quality (X ) (-1.20) - (-0.00)
Equilibrium exit quality X(L) (-0.80) - (1.00)
Length (L) 0.15 - 5.00 m

Diameter (D) 1.0 - 37.5 mm

Not all possible combinations of these variables occur in this data base, and accurate

| correlations were not obtained for the complete ranges of all of these variables. In a uniform

| tubes, the only case considered here, CHF normally occurs at the end of the tube. The

| thermodynamic equilibrium quality, X, is defined by X = [h - h ]/[h - h ] = (h - h;)/A. A CHF3 g 3

| correlation that depends only upon the local variables D, P, G, and X, is called a h> cal

| correlation. Since only uniform tubes are considered here, P and X refer to the values at the tube

| exit (end of heated length);i.e., at the location of CHF. In the few situations where X does not
I refer to the exit quality, the meaning should be clear from the context.
|

The value of X is obtained by heat balance
G(h - h )D/4L = AG(X - X )D/4L = q3 + AGXD/4L (1)q= i i

where the nonlocal variable,4s, is defined as
qs = G(h - h )D/4L = -AGX D/4L (2)3 i i

and represents the heat flux required to produce an exit quality of zero. Low pressure CHF data
i obtained in this laboratory [2,3], for both vertical upflow and downflow, was found to correlate
'

approximately linearly with qs; i.e.,
qc = mqs + b (3)

Further investigation showed that this simple equation fits a substantial body of data over a wide
range of variables with suprising accuracy. Using equation (1) to eliminate qs from equation
(3), we obtain,

qe = A - BAGX (4)
where the symbols A and B are defined as follows,

A = b/(1 - m) (5)
B = (D/4L)m/(1 - m) (6),

i

For a local correlation the coefficients A and B should be independent of length, which implies a
specific dependence on length for the coefficents b and m. A negative value for the coefficient
B (positive slope in GX plot) would imply upstream burnout unless B decreases in magnit"de
with increasing heated length. Equation (6) shows that for B to be positive and the slope M ge
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versus GX to be negative, the slope m of the qc versus qs curve should be less than one. . Thus if j

B is negative (m > 1) the correlation must be nonlocal (assuming that upstream burnout never ;
'

occurs in uniform tubes) while a positive value of B (m < 1) is compatible with a local
correlation (a necessary, but not sufficient, condition). Much of the CHF data was found to obey |

such a local correlation. The desire to understand the significance of these simple fets was one !

of two factors that motivated this investigation. !
|

Although equations (3) and (4) are mathematically equivalent, equation (4) reveals the ;

local or nonlocal character of the data more directly but equation (3) is, in some ways, more i

suited to quantitative data analysis since it relates qc to independent experimental variables; i.e., |
variables which am independent of heat flux.- On the other hand, since the parameters in

-

equation (4) are independent of length for a local coelation, plotting versus GX gives a better
overview of data for different length tubes. Generally, data for a single tube does not provide a
global picture of CHF. In the present work, emphasis is placed on correlations which provide a ;

!

uniform approximation to the data (global view) and, because of.the very nonuniform
distribution of the data, very racly are correlations sought by methods such as least square |
fitting of the data to a correlation. To employ mechanical methods, such as least squares, it |

would be necessary to assign appropriate weights to the data. The approach utilized here is |
icomplicated by the dimensionality of the problem and it is necessary to reduce the

dimensionality by seeking appropriate combinations of variables. Even if this is successfully
accomplished, a great many data plots must be prepared and examincd, and this undertaking
would have been difficult, if not impossible, without a modern computers and appropriate

software.

The appearance of the product GX suggests that steam mass flux is a fundamental
variable. If so, a more logical variable would be G(X - Xo), where Xo is the quality at the onset
of significant void generation (OSV).

qc = ot - AG(X - Xo) (7)

Saha and Zuber [4] compiled OSV data for water, refrigerants, and ammonia in tubes, channels,
and annuli. For water the pressures ranged up to 100 bar. They found that the data obeyed the

simple correlation
S = q/G(h -ho) = S /p (8)

3 1

where S represents the value of the Stanton number, St, at OSV, and S = 0.0065, and p =i
Pen 0000 for Pe < 70,000, and p = 1 for Pe > 70,000, In the Peclet number, Pe = DGC /k, thep

are the thermal conductivity and heat capacity of the liquid, respectively,
properties k and cp, ion, although it would be more accurate to use the temperature at OSVevaluated at saturat
(calculated by iteration). The S-Z correlation is a local correlation and is not restricted to |
uniform tubes, but can be applied as well to annuli, channels, and nonuniform tubes. Thus, much !
of what follows can be generalized to cover these situations, although CHF in annuli and i

channels presents additional complications related to surface curvature. The desire to understand
the meaning of the Saha-Zuber correlation, which is truly remarkable in its simplicity, generality
and mathematical forra, was the second factor that motivated the work presented here.

The Saha-Zuber (S-Z) correlation can be written as
q = -SAGXo (9)
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| Solving equation (9) for Xo and substituting the result into equation (7) yields

| qc = (a - AGX)/(1 + /S) (10)

|
The parameters A and B are related to at and as follows,

j A = a/(1 + /S) (11)
' B= /(1 + /S) (12)

From equation (12) we observe that for to be a positive number B must be less than S, the
Stanton number at OSV. We might expect that the parameter a, which represents the value of
CHF at OSV where the fluid is essentially a liquid, to be relatively insensitive to pressure. For
almost all of the CHF data that obey a local correlation, the Peclet number is greater than 70000
and S = S = 0.0065. The fact that equations (4) and (10) have the same form reinforced thei,

j belief that these relations have some fundamental significance and suggested that better results
could be obtained if the true mass fraction of steam could be estimated.

2. ESTIMATION OF TRUE MASS FRACTION

A reasonable form for the rate of vapor generation that is consistent with the Saha-Zuber
correlation is

d(AMy) = Y(hg(z) - ho)nDdz (13)
where h (z) is the enthalpy of the liquid at a distance z from the inlet, ho is the enthalpy at OSV,i!

| My is the mass flow rate of vapor, D is the tube diameter, and Y = SG. When h (z) is at thei
saturation value, all of the heat input goes into vaporization and equation (13) becomes the S-Z
correlation for ho. The meaning of equation (13) becomes clearer if we define the vaporization
heat flux as

qv = d(AMy)/d(nDz) = Y(h (z)- ho) (14)1

and the heat flux to raise the enthalpy of the liquid as
qi = q - qv = Y(h - ho)- Y(h (z)- ho) = Y(h - h ) (15)3 1 3 l

where q has been expressed in terms of ho by means of the S-Z relation. Thus we see that the
present formulation is equivalent to a relation for heat transfer to the liquid phase with an
enthalpy driving force of hs - ho. This might be pictured as heat being transferred to the liquid
by the vapor formed at the wall Past the point of incipient boiling, the wall temperature is often
not much higher than the saturation temperature so heat transfer by direct conduction to the
liquid can also be considered as included, at least approximately. Since the S-Z correlation is
reasonably successful in predicting OSV for pressures less than 100 bar, possible modifications,
which might very well be necessary, will not be considered at this time. At high pressure and
high flow rates and inlet subcoolings (high CHF values) CHF often occurs at exit qualities less
than the quality at which OSV is predicted to occur by the S-Z correlation.

The heat transfer coefficient, Y, depends on the Peclet number. In the low Peclet number
region the rate of heat transfer is controlled by thermal conduction and is independent of mass
velocity and depends on the thermal properties of the liquid, while in the higher Peclet number
region, which can be regarded as the region of forced convection heat transfer, the rate of heat
transfer is proportional to the mass velocity and is independent of the properties of the liquid.
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Assuming that the enthalpy of the vapor, hy, is constant at the saturation value at the exit
pressure, and neglecting kinetic energy changes, the overall mass and energy balance yields j

dQ = qxDdz = d[h M + hyMy] = M dh +(hy - hj)dMy (16) ;11 i i
where My and M represent the mass flow rate of vapor and liquid, respectively and their sum is1 ,

the total mass flow rate, M, a constant. The equilibrium quality, X(z), is related to the variable z j
by the energy balance

<

qxDdz = AMdX(z) (17) j

Thus equations (13) and (16) can be written, respectively, in the form
dX /dX = (Y/q)(h - ho) = (h - ho)/(h - ho) (18) it 1 1 3

(1 - X )dhj/dX + (hy - h )dX /dX = A (19) {t l t
where X represents the true mass fraction of steam, Mv/M. Equation (19) can be immediately ;t
integrated once to yield

(1 - X )h + hyX = AX + Ct i t i

' Let X denote the quality at which significant vaporization actually begins. Thus X = Xo if ib b
Xo > X and X = Xj if Xo < X . From the initial conditiorm X = 0 when X = X , the constant of |

i b i t b
integration is found to be hs-

(1 - X )h + hyX = AX + h = h (20) :t i t 3
This result is obvious and could have been obtained directly from the definition of h.

'

Using equation (20) to eliminate hj in equation (18) yields
(1 - X )dX /dX + X (hy - ho)/(h - ho) = 1 + AX/(h - ho) (21)t t t 3 3

Let Z = 1 - X and recall that ho - h = AXo, thent 3

ZdZ/dX - (1 - Z)(hy - h + AXo)/AXo = -1 + X/Xo3

or
ZdZ/dX + Z(1 - 1/Xo) = -(1 - X)/Xo

Letting s = 1 - X and Z = sF yields
sFdF/ds + FF - (1 - 1/Xo)F = 1/Xo

Let t = Ins. .)
'

FdF/dt +FF - (1 - 1/Xo)F = 1/Xo (22)

Separating variables and integrating by partial fractions gives

Xo/(1 + Xo) In(F - 1) + 1/(1 + Xo) In(F + 1/Xo) = - In s + C
where F = (1 - X )/(l - X) and s = 1 - X. For X = X , X = 0, s = 1 - X and F = 1/(1 - X )-t b t b b
Thus, the exact analytical solution found from this model is the transcendental equation

Xoln[(1-X )(F-1)/X ] + In[(XoF+1)/(Xo/(1-X )+1)] = (1+Xo)ln[(1-X )/(1-X)]b b b b
which can be written in the simpler form

Xoln[(X-X )/X ] + In[(1-X+Xo-XoX )/(1-X + Xo)] = 0 (23)t b t b
If X > 0, X is assumed to be simply the equilibrium quality, X.i t

Note that For Xo > Xj, X = Xo and this result simplifies tob

Xo [(X-X )/Xol + In[1 - X + Xo - Xo t)] = 0 (24)Xln t
In this case, X is determined by X and Xo and is independent of inlet conditions, ort
equivalently, the tube length; i.e., it is a function of local v'ariables only. In physical terms, the
portion of the heater tube upstream of the OSV point serves only as a preheater to heat the liquid
to the point of OSV. In the other case, where the inlet quality is above the OSV quality,
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significant vapor generation occurs immediately at the beginning of the heated length and, in
that case, the value of X depends explicitly on X , the quality at the inlet, yielding a nonlocalt i
relation for X . Thus we see that, even if CHF is determined by the local value of X , thet t '

correlation with experimental variables can be nonlocal. In other words, even if CHF is
determined by local conditions the CHF correlation can be nonlocal. ;

A form of equation (24) which is sometimes useful for computation, is !

-(1 + Xo)ln(1 - y) = Xo (1 + V/Xo) + In(1 + Xo ) (25)ln V
where y and V are the normalized variables

y = (X - Xo)/(1- Xo) V = (y - X )/(1 - y) (26)t
This form also exhibits an interesting symmetry property since equation (25) is unchanged by
replacing Xo by 1/Xo.

!

As X approaches one, X approaches X. An approximate result for small values of X (Xt t
-Xo small)is

X = -(X - Xo)2/2X (27)t o
Recall that Xo is nentive. Substitution for Xo from the S-Z correlation gives,

X - Xo = (2qcX /AGS)l/2 (28)t
Multiplying both sides with mass velocity G we obtain,

G(X-Xo) = (2qc/AS)l/2(GX )1/2 (29)t
This shows that G(X-Xo) is a function of GX , the steam mass flux. For small values of X . 9ct t
can be replaced by ot, the value of qc when X quals Xo. Therefore, for small values of X .t
G(X-Xo) is directly proportional to the square root of steam mass flux, and a linear dependence
of CHF on GX (or qs) implies a square root dependence on steam mass flux. Substituting
equation (29) into equation (7), we obtain,

qc = a - AG(X-Xo) = a - (2a/S)l/2(AGX )l/2 (30)t
Analysis of the experimental data suggests that, for a wide range of conditions, the actual
dependence of CHF on steam mass flux is compatible with the simple exponential function

qe = nexp[-y(GX )l/2] (31)t
For small X , this is equivalent to equation (30) which yieldst

y= (2A/Sa)l/2 (32)

The above analysis is based on the assumption that the steam enthalpy is constant at the I

saturation value corresponding to the pressure at the point at which CHF occurs, in this case, the
exit pressure. Thus, the difference in pressure between the OSV point and the CHF point can
not be too great. This limitation might not be very serious since the difference between the
values of X and X is usually small when X is significantly greater than Xo.t

In the following sections, we attempt to analyze a large body of data using the concepts
and formulas presented above. In the process new phenomena, requiring additional concepts,
emerge. The material presented represents only a portion of the data analyzed, which has been
chosen to illocate the main points of this paper. More details are given in the Ph. D. thesis of
T. Jafri [1].
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)- 3. DATA ANALYSIS /
! !

! For various practical reasons, it is convenient to divide the data into three pressure ;

J regimes, which will be denoted as low, medium, and high pressure. Low pressure will refer to ;

pressures below 35 bar (ca. 500 psia), high pressure to pressures above 110 bar (ca.1500 psia),
'

and medium pressure to pressures of 35 to 110 bar (ca. 500 to 1500 psia). This should not be

| taken to imply that there is any fundamental difference in the mechanisms of CHF in these ,

different pressure regimes. The medium pressure regime will be considered first, principally |
,

because of the relatively large and complete body of data available in this regime, but also
*

because the S-Z correlation is known to be valid at these pressures. ,

!
'

j; 3A. Analysis of Medium Praeanre Data

i !
In the medium pressure (35-110 bar) range, many data points are available for a wide a

range of diameters, lengths and flow rates, particularly at 69 bar (1000 psia). Figure I shows a
versus (GX )l/2 or almost all of the data of Table 6 (69 bar) of the Thompson- !! plot of Dl/2 f9c t

j hhebeth compilation [6]. No data has been excluded unless there was some independent reason |

| @.g., poor heat balance, complete lack of consistency with related data, etc.) for suspecting the
,alidity of the data. This data is adequately re resented by the equation! '

3

j Dl/29c =1.2exp[-0.12(GX P/P::) /2] = 1.2exp[-0.067(GX )1/2] (33) it t

| Figure 2 shows the corresponding plot of the Soviet data [7], (see also Collier [5], pp
262-264) for the range of pressures from 29.5 to 98 bar. A problem in the analysis of this Soviet i-

data was the lack ofinformation regarding inlet conditions and tube length. Therefore X was
'

t i

was always greater than X and that X was always negative. Thesej calculated assuming that Xo i i
sets of data exhibit a peculiar "S" shaped curve with an inflection point. These inflection points

| correspond to X = 0, although this latter fact is not evident from this figure,
t

| Figure 3 shows a similar plot for pressures from 34 to 103 bar of data from the -

j Thompson-Macbeth compilation. A portion of this data lies substantially below the exponential
curve and obeys a nonlocal correlation [14]. The points which lie substantially above this curve

,

| pertain to very high mass velocities and very small values of X . In these cases the value of GXtt
is sensitive to small errors in X . In extreme cases, high mass velocity and high inlet subcooling,

| t
i the value of the equilibrium exit quality is below the value calculated for OSV from the S-Z

correlation, so the calculated values of X are not meaningful. This last phenomenom becomesj t
more common at higher pressures. P!ntted in Figure 4 is the Lee-Obertelli data [9] for pressurest

) of 86 to 124 bar. Additional data from these and other [10,11] sources has been analyzed but

can not be presented in this limited space. Again, the simple exponet .al function provides a
reasonable approximation to the data, most of which lies close to the curve.'

f In Figure 5, the Swedish CHF data of Becker et al. [8], from report number KTH NEL-

14, (referred !o hereafter as KTH) for a 10 mm ID,2 m long tube is plotted versus (GX P/Pc) 5t

| for pressures of 50-120 bar. This data exhibits both local and nonlocal behavior, the nonlocal
being in the lower CHF range where the slopes are positive. In Figure 6, data from the same
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source (KTH) is plotted versus 4s for pressures of 30-180 bar. Only portions of the available
data have been plotted to conserve space and avoid excessive clutter in the figures. In this
figure, the nonlocal data increases much more rapidly with qs than the local data. Also note the
linearity oflarge portions of these plots.

How well does the correlation represented by equation (33) represent the data and how
accurately does it predict CHF? Figure 7 shows the values of qe calculated from equation (33)
for the data shown in Figure 1 plotted versus the observed values. Several points should be
made here. The value of the parameter in the exponent was taken as 0.068 instead of 0.067,
since 0.068 actually fits the data at this pressure (69 bar) more accurately and with zero average
error and a standard deviation of 18.4%. More importantly, some of the nonlocal data points
were omitted. In Figure 1, one can see some of these nonlocal CHF points (most evident is the
10.8 mm ID data - small diamonds) where the data have broken away from the main trend and

are forming small positively sloped lines. A total of 29 points out of 792 points have thus been
omitted. Because of the scatter in the points we have tried to be very conservative in omitting

| any data and some of the high points shown in Figure 7 very likely are nonlocal data points. In
these plots, X has been calculated from the experimental data which includes the observed CHFJ t
values. We must now consider the problem of prediction of both X and qc by solution oft
equaticas (23) and (33).

Figures 8 and 9 show the predicted values of X and q,, respectively, versus the observedi

values. In the case of X , by observed value we mean the value calculated from the observedt
data. A minor miracle occurs here since the predicted values of q, are better than the calculated
values (standard deviation 16.0%) Furthermore, another piece of good fortune enables us to
improve even further on this prediction. When X is calculated from the predicted value of qc, it
occasionally happens that X is greater than the predicted value of X , which is physicallyt
unreasonable, and suggests that the predicted value of X be replaced by its upper bound, the
predicted value of X . From this new value of X an improved estimate of ge (standard deviationt
12.2%) can be calculated from the heat balance. Figure 9 shows these " corrected" predictions of

qe plotted versus the observed values.

3B. Analysis of High Pressure Data

A portion of the high pressure data has already been shown in the Figure 6 plotted
versus q,. Figure 10 shows some additional data for a pressure of approximately 140 bar plotted
versus GX. Not all of the USSR data points are shown since the range of that data extends well
beyond the limits of this figure (in both directions) and the omitted portion does not add any new
insights. Again we note that the part of the data which is local lies predominantly in the
subcooled region where the plot is reasonably linear. The transition to a nonlocal correlation is
observed for all data except the USSR data which has some peculiar behavior near zero quality.
This data is a composite of data for many different size tubes, which would obscure the
transition to nonlocal behavior.

At, or above,110 bar (1500 psia), the estimation of X by the method presented in thist
paper encounters a basic difficulty since the exit quality, X, is sometimes less than Xo, as
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calculated by the S-Z correlation. Furthermore, the data no longer collapses to a single universal
function at a given pressure. The S-Z correlation has not been tested at these pressures and
might be invalid in this region. It is also possible that GX is not the principal factort
determining CHF in this pressure range, but this can not be ascertained at this time. The
distinction between liquid and vapor diminishes as the pressure approaches the critical pressure
so we must expect that, at some point, the steam mass flux will cease to be a dominant factor.

Examination of numerous plots of qc versus GX or qs does not reveal any marked
changes as pressure is increased leaOg us to believe that there is no fundamental change in the
mechanisms of CHF in the high pressure region and that the principal problem lies in the
inadequacies of our estimation of X from the S-Z correlation. To resolve this question requirest
OSV data for high pressures and/or measured values of X at CHF.t

3C. Analysis of Low Pressure Data

Figure 11 shows the CHF data obtained in the laboratory [2,3] and some of the low
pressure Swedish data [Becker,12] from Table 1 of the report AE177 plotted versus (GX )IUt -

Only portions of the Swedish data have been plotted to avoid making the figure too cluttered
with points. The range of pressures for the Swedish data was 2 to 35 bar and for the HTRF data
from 2 to 10 bar. There is clearly insuf6cient low pressure local data to obtain a reasonable fit
but the solid curve represents a rough eyeball estimate. The value of the parameter in the
exponent,0.05, corresponds to the value of 0.12(P/Pc)l4 for a pressure of 30 bar. For the low
pressure data, less than 35 bar, the pressure dependence found at medium pressure can not
possibly hold, and it appears that there is very little explicit pressure dependence in this region.
This conclusion is tentative and more data is required to draw firm conclusions.

Figure 12 shows the HTRF data and the Swedish data for a 13.06 mm I.D. plotted vs. qs-
The Swedish and HTRF data complement each other. Initially the slope is greater than one, then
the enrve turns giving a slope less than one. The HTRF data presumably lies principally in the
local regime. Since this data is for only one tube length, this conclusion can not be stated as
established fact. In addition, this data appears to have little explicit pressure dependence, but
this is difficult to determine precisely with so little data and such a small pressure range.

All of the low pressure Swedish data points (AE177) are plotted in Figure 13 versus
GXD/4L. The bulk of this data obeys a nonlocal correlation. From a total of 1218 data points,
898 points, for which 1.2qe was less than the values predicted by the high CHF (local)
correlation, were analyzed and the equation

q3 ge = d + 0.358(1 - exp[-4.40(Xo - X )]) (34)/ i
was found to fit this data with a standard deviation of 5.52% and to predict ge with a standard
deviation of 10.1% Figure 14 shows the low pressure data plotted based on equation (34). The
dimensionless variable d is dened as D/4LS (recall that S is a function of Peclet number).
Efforts are being made to irnprove this correlation and to extend it to higher pressures.
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4. CHF DEPENDENCE ON G, X, AND q3

The simple looking correlation given in equation (33) is actually a very complicated [
function of the normal experimental variables G, X ,D, L and P. Figure 15 illustrates the type of ;I
dependence on these variables implied by this equation for a 10 mm I.D. tube at a pressure of 69 i

bar and for the simple case of local conditions (X, > X,). This figure exhibits many familiar
features of CHF data. Some of the curves cross at an exit quality very close to zero. For water at i

these conditions the Peclet number is less than 70,000 when G is less than 773, which is the i

explanation of the qualitative difference between the curves for G = 500 and G = 1000 and !
which is also the reason that the curves for G = 200 and G = 500 intersect at q, = 12 MW/m' (the !

value at Xg =0; i.e., X = Xo). Note that, for the points at the top of this figure, the exit qualities |

are equal to Xo which is independent of G for Peclet numbers less than 70,000.

A second point of some interest is the linear relation that is often observed between q, i

and q,. Figure 16 shows a plot of q, values calculated from the correlation versus q, for a 10 mm !

I.D. tube and four different lengths at a pressure of 69 bar, for inlet qualities greater than -1.2.
i

The straight lines represent the least squares fit of this " data" and the slopes and intercepts are
shown in the legend. Thus, we see that such (approximately) linear relations are compatible with ,

the correlation presented here and that we should not be surprised to find them. One final point
relates the numerical values of the slopes and intercepts, which we can use to calculate values of ,

a, , and 7. The results are shown in Table 1 below and we see that there is a systematic ;

discrepancy between the values obtained by fitting with q, and with GX,.

L, mm slope, m intercept, b a y
250 0.239 3.907 9.92 0.00606 0.0414

]
500 0.416 2.924 11.09 0.00789 0.0511

1000 0.573 2.091 10.74 0.00695 0.0470

2000 0.686 1.497 8.21 0.00470 0.0335

Table 1. Values of parameters a, , y calculated from slopes and intercepts of q, vs. q,

plot generated the GX, correlation for a 10 mm I.D. tube at 69 bar. (a =12.0, y = 0.068).

5. SUMMARY

After this lengthy analysis of the data, it might prove helpful to summarize the principal
results obtained so far and to indicate the course of current work.

A. A method has been presented to estimate the mass fraction of steam. This method was
inspired by the Saha-Zuber correlation for OSV and has no greater range of validity than that
correlation. Although the present work does not completely establish the validity of this
method, we feel that it does indicate that the basic concept contains a large measure of truth and
warrants more extensive investigation and extension to other problems of two phase flow; e.g.
heat transfer, CHF, and pressure drop calculations and correlations for nonuniform tubes,
channels, and annuli. Some of these investigations have already begun. This method for
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estimating the mass fraction of steam gives numerical results not much different from some
empirical expressions (e.g., Kroger and Zuber [15]) that have been proposed and which agree
reasonably well with void fraction measurements.

B. CHF divides into two major regimes: a high CHF regime; and a low CHF regime. In the
higher range of CHF values much of the data follows the simple exponential function

Dl/29c = 1.2exp[ y(GX )U2)t
where yis approximately proportional to Pt/2 for medium pressure and apparently only weakly
dependent on pressure in the low pressure region. Thus CHF is determined by local conditions
but this correlation is local only if OSV occurs inside the tube (Xo > X ). At high pressures, thei
calculation of Xo by the Saha-Zuber correlation is probably wrong and likewise the calculation
of X which is based upon the S-Z correlation. At some sufficiently high pressure the variablet
GX is not expected to be the dominant variable. Direct measurement of X at CHF is needed.t t

C. In the lower range of CHF values, CHF appears to be nonlocal. Furthermore, in contrast
to the situation in the high CHF regime, the Peclet number for a substantial portion of this data is
less than 70,000. Attempts to correlate this data are in progress and the results will be presented
in a separate paper. Most of the available data for pressures below 35 bar is in the low CHF
regime and is nonlocal. A fairly good (898 data points, standard deviation 10.1%) two-
parameter correlation for this data has been obtained and applied to CHF study in natural
circulation loops at low pressure [16]. Efforts are being made to improve this correlation and to
extend it to higher pressures.

D. Besides distinguishing between the high and low regimes of CHF mentioned above, it
necessary to discriminate between data with Peclet number above 70,000 and data with Peclet
number below 70,000. Of course, other sub regions might, and probably do, exist. It is further
necessary to discriminate among inlet qualities which are less than the quality at OSV, between
OSV and saturation, and above saturation.

E. One ambiguous point remains. Since qc has two branches, a high branch and a low
branch, for the prediction of CHF it is necessary to determine which branch is the appropriate
one. Two computations are necessary since a value for qc is required to calculate the values of
X , and X. The appropriate value of CHF should be the lower of the two values. This pointt
requires more careful investigation once a more accurate correlation for the low CHF regime is
obtained.
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7. NOMENCLATURE

Symbol - Description Metric Units Symbol Description Metric Units

A intercept, qc vs. GX correlation MW/m2 St Stanton number, [q"/GAh] none
B slope, qc vs. GX correlation none
D tube inside diameter m Subscript Description
F = Z/s = (1 - X )/(1 - X) nonet
G mass velocity kg/m2 s b beginning of vaporization/ .

L heated length of tube m c critical condition
M mass flow rate kg/s f fluid
P exit pressure bar g gas
Q heat input MW h heat transfer
S Stanton number at OSV none i inlet
S, = 0.0065, value of S for Pe>70000 none I liquid
T temperature DC o onset of significant vaporization
V = (y - X )/(1 - y) n ne s saturationt
X thermodynamic quality none t true (as in true mass fraction X )t
X true mass fraction of steam none v vaport

2Y S-Z heat transfer coefficient kg/m /s 1 value at p =1
Z 1-Xt none

b intercept, qe vs.qs correlation MW/m2

cp heat capacity, constant pressure kJ/kg/0C
d = D/4LS none
h specific enthalpy kJ/kg
k thermal conductivity kW/m/0C ]
m slope in qc VS 4s correlation none |

l

p minimum (1, Pe/70000) none

q heat flux MW/m2
ge critical heat flux MW/m2
qs heat flux for saturation at exit MW/m2
s =1-X none
t = Ins none

y = (X - Xo)/(1 - Xo) none
z distance along tube from inlet m

ot parameter in CHF correlation MW/m2
parameter, CHF correlation none

2y parameter, CHF correlation (kg/m /3)-1/2
A heat of vaporization kJ/kg

p viscosity kg/m/s

p density kg/m3

Nu Nusselt number, Nu = qD/kAT none

Re Reynolds number,[DG/p]p/k
Pe Peclet number, Pe = DGe none

none
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Abstract

Recently it was found that, when a strong electric field is applied around a heated wire, two
distinct film boiling heat transfer regimes are observed. In this paper, a semi empirical model is
derived to analyze the pool boiling process in the presence of non uniform electric field. The model
takes into account the dielectrophoretic force acting on the bubbles as they grow and the efTect of
the electric field on the most dangerous wavelength. It is shown how the transition between the two
film boiling regimes is possible for high strength electric fields. The threshold voltage for
transition, transition heat fluxes and hysteresis values are compared with experimental outcomes
showing a satisfactory agreement.

1. Introduction

The phenomenon of the boiling transition, leading to a substantial degradation of the heat
transfer performance, is of paramount importance for process boiling heat transfer as well as for
nuclear safety. Models to predict it in various conditions have been developed stanting from 1950.
However, despite the big amount of work on this topic, the fundamental mechanisms leading to the
transition are still subject of discussion within the scientific community, and the entire phenomenon
is not yet well understood. Therefore, the authors deem that any new fact extending the knowledge
on this subject must be very conscientiously considered, since any advancement in the modelling
and the understanding of the boiling transitions is also a considerable progress in nuclear safety.

The present work moves from the study of pool boiling in the presence of an electric field. It has
been widely reported that boiling heat transfer can be strongly improved by imposing an external
electric field [1]. The main observed efets are substantial increase of peak heat flux, enhancement
of film boiling heat transfer and reduction of bubble departure size [2,3]. Several promising

)
techniques, based on EHD effect, are currently under development for active heat transfer i

enhancement [4], although their application to nuclear technology is by no means problematic.
Recent experiments have revealed that, when a strong electric field is applied around a heated

wire, two di; tinct film boiling heat transfer regimes are observed [5]. These film boiling regimes are
separated by a sudden transition, similar to the first boiling crisis, i.e. the one leading to the
departure from nucleate boiling. This outcome will be considered in the paper, since it may lead to
reconsider the entire phenomenon of the boiling transitions in a new perspective. After a description
of the experimental results, a simple model is developed to attempt to explain the phenomenon.
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2. Overview of the Experimental Results

2.1. Experimental Apparatus
The experimental setup (see Fig.1) consisted of a test section placed inside a horizontal

cylindrical vessel of stainless steel,175 mm internal diameter, with appropriate windows for
visualization and instrumentation for control and measurement of pressure and temperature. The

,

working fluid was R-113 (C Cl F ) at atmospheric pressure. Saturation temperature was achieved2 33
using a 300 W electric preheater, and a copper finned condenser, cooled by tap water, condensed
the vapor back to the pool. The pressure was controlled by means of a reflux condenser open to the
atmosphere.

Steady-state experiments were carried out using horizontal platinum wires of 0.2 and 0.3 mm'

diameter and 46 mm length. The electric field was generated imposing 0 to 15 kV DC to a 60 mm
diameter, 8-wire cylindrical cage surrounding the heater, and grounding the negative electrode to;

the heater itself. This configuration yielded a cylindrical field in the surrounding (within 10 mm) of
the heater, as confirmed by computer analysis [5). The length of the cage was 240 mm to avoid ,

'

side-end effects on the heater.
The heat flux was calculated from the power given to the heater and the heater area. The
temperature in the heater was derived using the standard method of detection of the resistance of
the platinum wire.i

2.2. Uncertainty Assessment
Using the standard error propagation procedure, the errors in wire overheating and heat flux
measurements can be evaluated, staning from the ones in current, voltage and reference resistance

i [5]. The resulting maximum random uncenainties in heat flux and overheating are

P 4 5 6

| | |

I 3 8'

_ i
2____________________________ _ _ _ _ _ _ _ _ _

,' \r liquid level
-,

,

I s .

T { iw w,
\ *

,
,

'

I
, ,

'
7 test see onA\/ I

I side view
IW Cu Pt Cu

,

13 T ''

Pt voltage sensing Pt voltage sensing

heater detail
_

Figure 1: Sketch of the experimental apparatus: 1) heater; 2) high voltage cage wires; 3) drain
valve; 4) fill valve; 5) to reflux condenser; 6) to vacuum line; 7) preheater; 8) condenser.
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Figure 2: Complete experimental boiling curves for a 0.2 mm diameter wire with and
without an imposed electric field (after Carrica et al. [5]).

Sg = 2.5 % and S = 0.5 %.q

A fixed error in the heat flux is originated by the uncertainty in the evaluation of the heat transfer
area (mainly due to the one in wire diameter), and is less than 4%. i

| A further fixed error is originated by the heat lesses due to conduction through the clamped ends
of the wire, which leds to overestimate the heat flux and underestimate the temperature in the |
central zone of the wire. An evaluation of this error is reported in [5]. In the present experiments, l
the fixed erroi .a the determination of the temperature due to this effect is estimated to range from

i 10 % to 20 % for 7.5 kV and from 13 % to 22 % for 0 kV. The error in heat flux is from 0.5 to 0.7
| times the one in temperature.

| 2.3. Experimental Results
!

In Fig.2 the complete boiling curves for a 0.2 mm diameter horizontal heater wire immersed in
saturated R-113 are shown, for 0 and 5 kV applied voltages [5]. In the nucleate boiling regime (I)

I the heat transfer curves are slightly different [6], although the peak heat flux increases about 60 %
| for 5 kV. In this region the two-phase flow pattern is the typical bubble plume of nucleate boiling.
| At the peak heat flux, the system without electric field jumps to the film boiling regime (II), while
| the 5 kV cmve jumps to the film boiling regime (III). In both these regimes, the flow pattern is the
; characteristic one of film boiling, with bubbles detaching at regular intervals from a vapour blanket

surrounding the heater. However, in regime (III) the bubbles detach from the film with a much
smaller size than in regime (II). A new transition, from regime (III) to regime (II), can be observed
for the 5 kV curve at abo'ut 0.4 MW/m2. At high overheatings the boiling curves relative to 0 kV
and 5 kV are almost coincident.

.

The measurements carried out with a 0.3 mm wire diameter heater showed the same qualitative
trend observed in the thinner wire [5]. The weak dependence of the second film boiling regime on
the electric field was confirmed.
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3. Theoretical Model

In order to explain the existence of the double transition detected in the experiments, a simple
model of pool film boiling on wires in the presence of a cylindrical electrostatic field will be derived
in the following. For simplicity, the following assumptions are made:

Bubbles detachi'ig from the film are spherical.
Before departure, the bubbles are attached to the film tangentially, as shown in Fig.3a.
The dielectrophoretic force over the bubbles is calculated using the electric field gradient at the
center of the bubbles.
Bubbles are assumed to detach when the growth velocity of the radius, deb t, is equal to the/d
rise velocity of the bubble, u.

Under these assumptions, the model is restricted to determine equations for drb/dt and u.

3.1. Electric Field
Consider a heater wire of radius & and a cylindrical shell of radius R,, as shown in Fig.3b. The

external shell is subject to a potential V, and the wire is grounded. If the fluid can be modelled as an
insulating medium and the side-end effects are negligible, the electric field in cylindrical geometry is
related to the applied voltage V, as

E= y' #-

In(R,/g) r- (1)2

If vapor (with a different electric permittivity from the liquid) surrounds the heater up to a radius
b, the electric field on the liquid side of the vapor-liquid interface can be calculated as

V Vro
R, = 7 g)

b in(4/h)+ 1 n(b/4) l1
E

< s >

and the corresponding potential in b is

1

a)

A |i i
i i !

Ri(0 V)

b
4

Figure 3: Reference schematization for the film boiling model.
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V, #11n(b/4)
#'V= (3)

In(4/b)+ #LIn(b/4)
. e,

The electric field at any point between b and R, can be calculated from

f= fo~E [ (4)6

In(4/h)r2
,

3.2. Bubble Velocity
_

}
To calculate the bubble velocity it is necessary to calculate the forces over the bubbles. The

force balance equation over a spherical bubble can be written as [7]

p, (uv)= (pf - p,)g v + F, - P a- D - pf (uv) (5)

where the inertial, gravitational, dielectrophoretic, surface tension, drag and virtual mass [8] terms
are written from left to right. Assuming that the bubble acceleration and the surface tension terms
are much smaller than the others, we can rewrite Eq.(5) as

(p, -p,)g v + F: = p, Cs sr'u' + p,+p, u (6)

For simplicity, the drag has been modelled as the one for an insulated bubble in an infinite
medium. A value of Cg= 8/3 [9] has been assumed.

The dielectrophoretic force is assumed to be the relevant electrostatic force acting on the
bubbles. This is true when the working liquid is highly insulating [10]. The dielectrophoretic force
can be calculated for a dielectric sphere in an electric field [11]

; F, = 2 nr,' '' -#' c e,f(E2) (7)o

; e,+2cf 1

.

and tends to push the bubbles, oflower dielectric permittivity, towards the zone of weaker electric
fields. Since bubbles detach mainly from the upper part of the wire, it can be assumed that
dielectrophoretic force has the same direction as gravity force (which is not true in the lower part f,

of the heater wire), and both forces can be lumped defining the effective gravity as

1.5
g,f = g + c,- c' c, c 9(E ) (8)

2

fp, - p, e, + 2 cf

The effective gravity is calculated at the center of the bubble, yieldirg:

(V, - V,)'3 c, - cf
g,f = g + cc (9)of In (&/b) (4 +r,),2pf -p, c, + 2 ef

Combining Eqs. (9) and (6), and neglecting the gas density with respect to the liquid density, the ;

bubble velocity can be calculated
'
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6

(10)u=---
Cs dl s

3.3. Bubble Growth Rate
In film boiling, each bubble is assumed to be fed by the vapor generated at a length , the fastest

growing wavelength, which is a function of the electric field. On the other hand, the electric field is
affected by the bubbles near the heater. The fact that electric field is not unifonn causes a variation
of the wavelength as the bubble grows. The value of the electric field which determines the most
dangerous wavelength is assumed to correspond to a certen imiius 'oetween the film thickness and
the bubble top. For the purpose of this analysis, the electric field will be evaluated at b = 8 + kr3, k |

being so me constant less than one. |

To the sake of simplicity, the results related to a plane interface separating two layers ofinfinite
thickness [1], [12), will be adopted in the following. Besides, it will be assumed that there is a
uniform shell of vapor surrounding the heater from 4 to b.

The most dangerous wavelength in film boiling without electric field can be calculated from [13]

#
As = 2 x (11) i

fPr ~Psh8
In presence of an electric field the most dangerous wavelength is modified to take into account

the additional instability mechanism caused by the electric forces [2]

5A=A, (12) |

E,' + /E,** + 3 i
:

The electric influence number E * is given by[12]
]f
i

'
2

e" E (13) !
E,' = hPi -Pa)08

In Eq. (13) c,9 is the equivalent electric permittivity for DC fields, and can be written as [12]

/ \2.

C E \ e, - e,)or
(14)e" = e,(e, + e,)

The bubble growth velocity can be calculated from

= E' A (15)

where I' is the linear volumetric generation rate of vapor, given by

P'= (2 x4 (16)
P, h,,.
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The variation of A (due to the variations in the electric field induced by the growing bubble) can

be modelled as

b
*

"

A = Ao + AA= Ao + T' A di
(17)

o

where Ao is the oscillation wavelength evaluated adopting the value of E in the single-phase fluid

(Eq.1). Hence

-- = r' A + 1 (18)
"

odt A dto

Relating bubble volume with bubble radius, Eq.(18) yields

d r,, _ T'An 2r,' d A dr, 39y2 ,,2
dt 2x 3A dr,dto

The variation of the wavelength with the bubble radius is calculated from

d A _ d A d E,' d E (29y
d r, d E,' d E dr,

where

# (21)=-

d E| Jg,<'43

dE* _2E* (22y1 t
dE E

dE kE e - c,
1+ (23)f=-

d r, b c,In(R,/h)+c in(b/4),
_

f

Combining Eqs.(19) to (23) yields:

< . .v'
2k E ' r,, e - e,d r,, _ C' A fo

di 4 xr,* _ 3hE[' + 3 ,

c,In(R,/h)+c in(b/8)b f

f

4. Model Results

The values of R and R, are 0.1 and 30 mm, respectively. The coeflicient k in Eq.(24) wasf
adjusted to fit the experimental value of the transition between the small bubbles regime (III) to the
large bubbles one (II) in film boiling for 7.5 kV The resulting value is k = 0.24, which means to
consider the value of the electric field (see the beginning of section 3.3) in a reasonable position

very close to the heater
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Figure 4: Transition curves (u from Eq.10 and drb/dt from Eq.24) for an applied voltage of 10 kV.*

Points A and C corres:nnd to the stable solution for q"=0.97 MW/m2 and q"=1.55 MW/m , J2

respectively
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Figure 5: Transition curves (u from Eq.10 and deb /dt from Eq.24) for an applied voltage of 7.5 kV.
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Figure 6: Transition curves (u from Eq.10 and drgdt from Eq.24) for an applied voltage of 0 kV.
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2Figure 7: Transition curves (u from Eq.10 and drgdt from Eq.24) at q"=0.75 MW/m for different

applied voltages. Points A and B correspond to the stable solution in film boiling regime II, for V=0
kV and V-7.5 kV, respectively.
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Figure 10: Maximum and minimum transition heat flux as a function of applied voltage. The curves
correspond to the values of q" for transition from small to large bubbles regime and vice-versa,
respectively.

Eqs.(10) and (24) are shown in Fig.4 as a function of bubble radius for an applied voltage of 10
kV. As stated in the initial hypotheses (section 3), bubbles are assumed to detach when their

2 twogrowth rate, deb /dt (Eq.24) is equal to the rise velocity, u (Eq.10). At 0.97 MW/m
detachment sizes are possible, (points A and B in Fig.4) but the system is stable in the small
detachment size (point A), so no transition occurs. When the heat flux reaches 1.55 MW/m2 het
small detachment size solution disappears, and the system experiences a sudden transition to a
much bigger detachment size (corresponding to point C). Starting from the regime oflarge bubbles

2and decreasing power, a reversal behad >r occurs. When the heat flux is reduced to 0.97 MW/m
the system experiences a transition and the only detachment size is the small one.

Eqs.(10) and (24) for applied voltages of 7.5 and 0 kV are shown in Figs.5 and 6 respectively. In
Fig,6 there is only one stable solution for every value of heat flux, and no transition can occur.

Fig.7 shows the theoretical curves corresponding to Eqs.(10) and (24) for different voltages
with the same heat flux. It can be seen that the bubble departure size is almost constant in the large

bubbles film boiling regime (points A, B), as cbserved experimentally. This in turn causes very little
variation in the heat transfer coeflicient with the applied voltage in this range. On the other hand, in
the small bubbles regime the bubble detachment size is strongly dependent on the applied voltage.

The described trends are evidenced in Figs.8 and 9 which show respectively the departure radius
as a function of the voltage for different heat fluxes and as a function of the heat flux for different
voltages. From Fig.9 it can be seen that, for applied voltages higher than a critical value, the curves
present a multivalued region, which is the origin of the regime transition.
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It is interesting to recognize the similitude of the curves shown in Figs.8 and 9 with the Van der |
!

Waals isotherms of a fluid changing phase. Actually, a correspondence can be established between
both processes, where V and q" play a role similar to that of pressure and temperature in the

j equation of state. The effect of the electric field on the film boiling process can be viewed from this
,

j perspective as a critical phenomenon correspondent to a first order transition. A " pseudo-critical" ;

; point can be determined for the value of V for which the curves cease to be multivalued versus q" !

Below this value of V, no transition can exist. This " pseudo-critical point" for the described (;

{ experiment [5] corresponds to
.

'

j 9",, = 0:2 MW / m'

| V,,,, = 4.9 kV
1

r , = 0.4 mmm
In our case, two transition curves can be drawn in the V-q" plane, indicating the values of q" for |-

which the transition occurs in jumping from small to large bubble regime (labelled as Min. in
;

. Fig.10) and vice versa (labelled as Max.).The curves, as expected, converge at the pseudo-critical |;_
'

point. The transition disappears for applied voltages lower than 4J kV, and the heat flux difference !
;

.i
between both transitions increases with the applied voltage. This trend has been also verified

| experimentally [5]. ,

i

: 5. Conclusions
1

| A recent experimental campaign revealed that in the presence of strong electric field, a further
boiling transition between two different film boiling regimes can be detected. It has the same4

features as the classical one (from nucleate to film boiling, which is anyway present), i.e. is
i

characterized by a sudden jump from a regime to the other and exhibits hysteresis.

j After a description of the main experimental outcomes, a simple semi-empirical model has been
derived in the paper to explain the presence of two film boiling regimes. According to it, this

! feature is essentially produced by the interdependence of the electric force and the film oscillation
wavelength. Although the model is very simple and it still needs an empirical constant, to bej
adjusted on experimental data, it is able to explain the main trends observed experimentally: there is

; a critical voltage threshold above which two film boiling regimes are observed, the bubble |

|
detachment size in the large bubbles regime is almost independent of the applied voltage and the

; heat flux at the transition between the two film boiling regimes increases with applied voltage.
The fact that, in some instances, a double crisis can be detected in boiling systems may lead to-

reconsider the entire item in a new perspective. In particular, the possibility that several different
,

mechanisms may lead to a boiling transition appears more sounded.'
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7. Nomenclature

b mean radius at the vapor-liquid interface [m]
C drag coeflicient [Dimensionless]d
E electric field [V/m]

E[ electric influence number [Dimensionless]

F, dielectrophoretic force [N]
2g gravity acceleration [m/s )

h/g heat of phase change [J/kg)
2q" heat flux [W/m ]

r radius [m]
rb bubble radius [m]
Re radius of the external electrode [m]
Rf radius of the internal electrode (wire radius) [m]
I time [s]
u bubble velocity [m/s]
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I
v bubble volume [m3]
V potential, applied voltage [V ] {
P linear vapor volumetric generation rate (m3/m s] |

6 relative uncertainty in measurements (Dimensionless]
relative permittivity [Dimensionless) ,

absolute vacuum permittivity [F/m] ;

so
Ag most dangerous wavelength (no field) [m]

most dangerous wavelength (with field) [m]
3density [kg/m] !

'

surface tension [N/m]

subscripts

b at radius b t

cr/l critical ,

eff effective
eg equivalent

f liquid j

g gas i

trans transition i

0 at outer electrode
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A SIMPLE DELAY MODEL FOR TWO-PIIASE FLOW DYNAMICS

A. Clausse, D.F. Delmastro and L.E. Juanic6
Centro At6mico Bariloche, 8400 Bariloche, Argentina

*

Abstract
A model based in delay equations for density-wave oscillations is

i

presented. High Froude numbers and moderate ones were considered. The '

equations were numerically analyzed and compared with more sophisticated'
models. The influence of the gravity term was studied. Different kinds of
behavior were found, particularly sub-critical and super-critical Hopf
bifurcations. Moreover the present approach can be used to better
understand the complicated dynamics of boiling flows systems.

1. Introduction !

The phenomenon of density-wave instabilities in boiling channels has
been extensively studied during the last 30 years [1]. These oscillations
may be encountered for certain operating conditions of boiling system, in
which they become unstable due to lags in the phasing of the pressure-drop
feedback mechanisms. Perturbations at the inlet of the channel move with
the fluid, yielding transport delays in the local changes of state
variables. Given the appropriate set of operating conditions, these delays
may lead to self-excitation.
The most common manifestations of density-wave instabilities are self-

sustained oscillations of the flow variables. The amplitudes of these
oscillations can be very large, and can lead to flow reversals (that is,
negative inlet velocities). It may also happen that these oscillations can !

cause the system to reach the point of excursive instability [2].
Density-wave instabilities in boiling system, besides being

scientifically interesting, have serious practical implications for many
industries. Boiling water nuclear reactors (BWRs), steam generators,
phase-change heat exchangers and various chemical-process equipment, are
potential candidates to experience density-wave instability.

The clasnical tool which has been used to study the problem of density-
wave instability in boiling systems is the linear frequency-domain
analysis. Rather accurate and reliable models are now available for the
stability analysis of complicated systems, such as BWRs [3,4).
The study of the non13 near behaviour of density-wave instabilities has

attracted considerable interest recently. Hopf-bifurcation techniques have
been used to study the amplitude and frequency of oscillations [5]. In
addition, numerical time-domain analyses were performed [6), where a
chaotic attractor was found for periodically forced flows.
On the other hand, not much research work has been focused on the

influence of the gravitational term in the stability of two-phase boiling
flows [7). The gravitational effect would be of interest for new reactors
designed to work by natural circulation. j

In this paper a simple modal of density-wave oscillations based in delay |equations is presented. The present aprroach consider gravity neglactable i

system as much as non neglectable ones. Solutione are compared with
results from more sophisticated models, showing good agreement. Different
kinds of behavior were found, particularly sub-critical and super-critical
Hopf bifurcations.

!
|

2. Boiling channel model
Let us consider the boiling channel shown in Fig.1. The liquid enters at j

constant subcooled temperature and is heated up uniformly along the
channel. At certain location the fluid reaches its saturation temperature iand starts to boil, exiting the channel as a two-phase mixture.

|
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Fig. 1. Boiling channel

The following assumptions have been made in the nr.odeling of the two-.
phase flow :

The flow is homogeneous (that is, no phasic slip occurs)..

The system pressure is constant..

The heat flux is constant in space and time..

Both phases are incompressible.e

The phases are in thermodynamic equilibrium..

Viscous dissipation and internal heat generation are neglected in the.

energy equation.
Friction losses are concentred at the inlet and the exit of the.

channel.
In the hypotheses above, the one-dimensional conservation equations of

mass and energy can be written as:

SS + OI#"l =0 (1a)
a a

O (t ) 4 0(phu) 9yyh

a &
.

Moreover, enthalpy and density are related by the following equation of
state:

p = pf for h sh (2a)f

,

# (h -Iv) "*
^'

f (2b)# #
"

f
h4 .

Combining Eqs.(lb) and (2b) for the two-phase region gives:

s" = gha n (3a)
Oz hy

similarly in the single phase region, we have:
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b=0 (3b)
Os

Integrating Eqs.(3) along the channel leads to:

u, = u, + D(L - A) (4)

Where the subcooled length, A(t),is defined by

A(t) = u,(I') dt' (5)
e-o

Here vis the time needed by a fluid particle at the inlet of the channel
'to reach saturation temperature:

"' #'
(6)y =

9

For low frequencies the subcooled lenght can be written as:

A(t) ' = u,(l')dt"= v u(t -1,) (7)
C*U

In Egn.(7),t is a delay time such that 0 < t, < v .
Assuming a quasi-static balance of forces in the momentum equation the

external pressure head is then balanced by the friction, gravity and
acceleration forces, that is

(k, - 1)pf ,' + (k, + 1)p, u,' + - ' & (8)u =

Following the quasi-static approximation it can be assumed that the exit
flow follows the history of the inlet flow [8] that is:

p,(t)I{(t) = p,q(I-1 ) (9)2

!
where (2 is a certain transport delay which will be considered constant.

Assuming an enthalpy linear profile along the two-phase region, the exit
density, p, , the boiling boundary, A , and the channel mass, Mch , are related
(9) by:

.

A, p, A + (L- A) In(pf p,)./
M, (10)

=
/(pf p, - 1)

,

Combining Eqs.(4),(7),(9) and (10).gives:
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"I') * II.'~"'('~'')](L- vu(t-1,)) u(t -1,) In
"(# ~ # )' 2 >Mg, = A,, pf vu(t -1,) + (11)u(t) + D(L- vu(t -1,)) - u(t-t,)

. .

Eqs.(8) and (11) may be combined in a delay equation relating the values
of the inlet velocity, uf , at three dif f erent times: t, t-t, and I-t , according to:2

u'(t) + (k, + 1)pf ,(t-t,) (u,(t) - O v u,(t-t,) + D L) +(k,-1)pf u

"I') * {~""('~'I)](L- vu(t-ts)) u(t-1 ) In2
"(' ~ '2 ) by (12) IAu pf vu(t-tg) + '+ =

u(t) + O(L- vu(t-t ))- u(t-t )i 2
1

~

i
,

Putting Eqn.(12) in a nondinaensional form, using the following reference
values:

L,4 = L ,.a
u,4 = DL,4, t

Prq = Pp ,

M4 = A ,, L p , i

we obtain:

(A,- l)0,'(t) + ( A, + 1) A,(I-1,) { 0,(t)-N 0,(I - I. ) + l } +a

O(t) + N,usf(I- N s 41- tn))'(1-N,,s O(t-tg)) O(t-1 ) In tu
2

"'~'} >Nsub (I-t ) + = Eu (13)S
'+ i O(t) + N,ub(I-N ,b (I-I )) - 0(I-1 )Ose I 2

where the ^ superscript means dimensionless and the Euler, Froude and
subcooling number are defined as:

N '"b IREu = Fr = N,,,= v 0 =
pf u,, gL hfg vf

3. A Two-Dimensional Mapping of Density-Wave Instabilities

An interesting result can be reached consideringtj=1; =

i+ I ^n + -I n-2 n
' ^

-Nsub n-1 + Ic

Osub n-1)( - Nsub n-l) O -2 IM
" '"bO n -

+1 N u -2 'n0 ' Eu (14),ub n-l+ =
-Fr u,, + N,,s ( - N,,s n.g ) - u 2u n

. . !

where:
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Q, = h(t) ,
G,.i = G, (t - r),

G,_, = G, (t - 2 r).

This is reasonable if the two-phase residence time i.e. the time that a
particle needs to travel along the boiling region, is smaller than v.

3.1 High Froude Numbers.
For high Froude numbers the gravity term can be neglected. For this

case, simple solutions :an be obtained in the linear stability analysis.

3.1.1 Fixed Points.
The fixed points of the two-dimensional map given by Egn.(14), can be

obtained by making 0, = G,.i= 0,3 = 0,, that is:

u, -
u, 1 -(k, +1)f)(k, +1J' + 4 Eu(k, -1 + k,(l -N,,,)) (15),

DL ,,, N 2 (k, -l +( k, -lXl-N,, ))p
t

where N is well known in the literature as the " phase change number".
g

This equation gives different kind of solutions depending on the
subcooling number.

If

k, + k' (16)N,,. <
k,+1

there are two real fixed points, one positive and one negative.
If

k, + k* k, + k' + k'4 1 (17)N'', <<
k, + 1 k, + 1 A Eu

there are two positive real solutions.
If

k, + k' + k' + 1 (18)N,,3 >
k, + 1 4 Eu

there are not real solutions.
3.1.2 Linear Stability.

Linearizing Eqn. (14 ) about a fixed point,G, leads to the following, o

characteristic equation ( written in(variable) :

'2k' + k' -l' l' - N, ( + (I + N - N,,, ) = 0 (19)r,;

If the eigenvalues (n,Q are both inside the unit circle in the complex
plane the system is stable. If one of the eigenvalues is real and exceeds
1, the fixed point is a saddle node, repelling along one direction in the
plane (0,, , G,,_i). When one of the eigenvalues is a real negative less than -1
a flip bifurcation occurs. On the other hand, if the eigenvalues are
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cospicx c njug to th;y con crasa tha c:mpigx . unit cycle at an angle c
(diffcrcnt from 0 or x). This is called a secondary Hopf bifurcation or
Niemark instability [10).
Defining the parameter:

2k, + k, - l
A (20)

=
,,

,

We can express the solutions.of Eqn. (19) in terms of k, N,,,, and N , asy

follows :'

I
*

u " g [N,i,6 * MNb -4 (I + N a -N ,,)k (21)r y
,

complex eigenvalues exist if:

N. > +N, -1 (22)y

in that case, a Niemark instability occurs if the module of the eigenvalues exceeds 1, which occurs for:'

N, > N,,, + k - 1 (23)y

On the other hand, if the eigenvalues are real, a saddle point exist
- when the largest eigenvalue exceed 1, that is:

N . < 2 N,,,, - k - 1 (24)y

If the smallest eigenvalue is less than -1 a flip bifurcation occurs.
However, N,,3, k and (N -N,,,3) are always positive in the range of physical3values. Therefore, from Egn. (21) the eigenvalues are always greater than

i
zero, and consequently a flip bifurcation cannot exist. |,

The stability criteria, given by Eqns.(22),(23) and (24), are
illustrated in the two-pararaetric plane (N,,,3, N .-N,,,3) showed in Fig.2. We cany
see in it, stable regions with real (a) or complex (b) eigenvalues, the
Niemark instability region (c) and the saddle excursion region (d).a

N o

| - saddle ene.
]--- comples elg.

O
2; d /

/,,, '

k+1 <a s' C

/ b
?

""Mpoh-Nsub
Fig.2: Linear stability map.

3.1.3 The Ledinegg Excursion.

Let us consider the stability of the fixed point with the minus sing,Go~
, Replacing Eqn. (17) in Eqn. (15) gives that there exist valid solutions

ofGo in the range:

0 < N . < 2 N,,,, - k - 1 (25)y
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Tho upptr limit of Eqn.(25) is cxcctly the sama as the condition for
ocddio excursion, Eqn. (24). Thorofore the point n ~ is always unstableo
and causes an excursive instability, usually known as the Lcdinagg
instability [2].

3.1.4 Density-Wave Instability.
Let us consider the stability of the fixed point of Eqn.(14) with the

plus sign,0+.There are always positive solutions provided that:0

I

k, + k' + k' +1 (26)N''* >
k, + 1 A Eu

Combining Eqn. (26) with Eqn.(15) and (20) leads to :
N . > 2 N,,, - k - 1 (27)
y

By comparing Eqn. (24) and Eqn. (27) we can see that the point s + cano

never be-a saddle point. The range of stable values of N - N,,3 areg
limited by the equation :

k (28)N.-N, =
y

The system goes to a Niemark bifurcation when N - N,,, exceeds k-1y

(remarked as the c region in Fig. 2). This instability has an oscillatory
character, reflected in density waves traveling along the channel, which
gives the name to the phenomena. ,

3.1.5 Stability Comparison.
Comparing the lineal stability map for this simple delay model with the

complete differential model [11] and Ishil's criterion [12) we found good
agreement for a wide range of subcooling numbers. Fig. 3 shows lineal
stability maps obtained with each model.

So r

,

O different!almedel . /
'

#"*'''

''.'.'hm.d.i. Ledinegg r'

e 6g ,, ,
~ 1shil model -

DM v p
3 one phase r'e

* %Z .

p
p

30 f
f

20 # Unstableable p
10

0 25 50 75 100 125

Npch

Fig. 3 Stability comparison

For low subcooling numbers, the delay model is too conservative, but it
should be noted that in this region tg is much less than1.which invalidate2
the model hypothesis.

3.1.6 Non-Linear Behavior.
The iterative Eqn.(14) can be used to study the dynamical system response

under unstable conditions. Two different kind of behavior for density-wave
instability were found depending on the subcooling number. For high
subcooling numbers a supercritical Hopf bifurcation appears. Fig. 4
illustrates a series of limit cycles appearing in the presence of a Niemark
instability in the unstable region of the Fig. 3. The " nose" appearing in

3238

|

- _ _ _ _ _ - - . _ __ _ . - - - - - _-__ ____ _ ___- -_-__-



. _ _ _
-- -

|

| the right oldo of the cycle for largs emplitudas is due to the presence of
tho L dintgg saddle point [8).

0.01:

0.012 - .

<5

0.011 .

|k,

'

0.010
O.s0 0.ss a 0.s0 0.ss'

A
Fig. 4a Limit cyc1e (Nsub = 50, N ch " 891. K = 40, K = 1)p i e

0.016

0.012 <

d
0.00s -

!

0.004 '*

O.20 0.40 A 0 to 0.80

A
Fig. 4b Limit cycle (Nsub = 50, N ch = 91.1, Ki = 40, Ke = 1)p

On the other hand, for low subcooling numbers a subcritical Hopf
bifurcation appears. Figure 5 shows this kind of behavior. As can be seen
for a small perturbation the system is stable but for a big one the I
oscillations diverge. i

0.030 , , , ,

Spiralina .

Spiralout ,0.025 '

*'.,

*
5 '' '

.

' '
O.010 . * '

,

.

0.005 - -

0.1 0.2 0.3 0.4 0.5 0.8

T

Fig. 5 Sub critical Hopf bifurcation, simple model

(Nsub = 20, Npch = 58.8, Ki = 40, Ke = 1)
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A more cophisticated modsl [5] was uscd to chock the present results.
Good cgrosm::nt was found as can ba soon in Fig. 6, where the same
cituation of Fig. 5 was studied.'

"'
o.on

/. . .

0.010
o.40.2 c.3 g

Fig. 6 Subcritical Hopf bifurcation, differential model .

For both kind of bifurcations, the amplitude of the limit cycles was
studied. For the subcritical region the locus of the unstable limit cycles
is shown in Fig 7. While for a perturbation inside of this conical region
the system converges to the fixed point, for another outside that region,
the system diverges.

| /,o

O'| 't /,i

b'i //
,

..

Do t lo L o
, ,

Nsub i y,, u

o 'e' n / . .
x - x,i. . j

C A Se

Fig 7: Stability surf ace of a subcritical bifurcation. (Nsub = 25, Kj = 40, Ke =1).

For the supercritical behavior the locus of stables limit cycles are

shown in Fig 8. Either for a perturbation inside or outside of this
conical surface, the system evolve to a stable limit cycle.

|||' ..A* i, < -

f of/ /

's'f ? ' |
0 *

, ,

{.fo[.**W%, |
*

Nsub ,
*A A

A~A
$ ., p o

.. .
g

F4 80
.

Fig. 8: Stables limit cycles locus. (Nsub = 25, K; = 40, K.e =ll
3240
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3.2 Modarste Prouda Numbers.
) 3.2.1 Linear Stability. !

fixed point, 0,, similarly as the previousLinearizing Eq.(14) about a
subsection, but considering now the mass term, an expression for the
density-waves linear stability boundary for moderate Froude numbers can be
obtained:

1 In(aNg)-1 21n(a Ng)
K,(N - N,,, ) + Npch + (29)2 K, + = g

N,,, Fr a N,,, Fr N,,,, Frp,

'

where:
1

Nj + N,,, (1- N,,, N$ ) and p=a - N;',,a =
1

One of the most important gravity property, is it unstabilizing effect
over the density-waves limit as much as the mass term increases. Fig. 9 1

shows these results for different Fr values. Comparing this particular
behavior with differt,ntial model (11), we founded qualitative agreement
for high subcoolings as can be seen in Fig 9. On the other hand, an
stabilizing effect over the Ledinegg limit was found.

.

' ''
* 1/Fr = 100

hela model l.edinegg-
- - - di!Terential model 'o. .' 50 both models /

/

j... * .- o ,

S 40 - one phase ,'-

' '
: z -

Stable / '

A-
'

; 30 - ,
-

/' Unstable
'

,

''

--
'

. ,
' ' ' ' '

20
20 30 40 50 60 70 80

Npch
.

Fig. 9: Map of density-wave boundary for different gravity influence in
both model.

i 3.2.2 Nonlinear Behavior.
Another interesting result due to gravity effect, is the change of

the limit cycles shape. This change appears as a clockwise rotation of the
limit cycles axes when the gravity term is increased, in good agreement
with complex model. Figs. 10 show this behavior.

4

>:
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0.015 . . . . .

. <

0.013 - -

. .

0.011 - -

i .- -

<3
0.009 - -

0.007 - - - -

0.36 0.46 0.56 0.66 0.75

Fig. 10a Limit cycle f or simple model (Nsub = 50, Npch = 88, Fr = 0.04 Ki = 40, Ke = 1)

0.015 - ' ' ' '

.

0.013 - -

.
'

<D
O.011 - -

.

0.009 - -

0.007 ' ' '

O.35 0.46 0.56 0.65 0.75
3

| A

| Fig. 10b Limit cycle f or simple model (Nsub = 50, Npch = 87.1, Fr = 0.025, Ki = 40, Ke = 1)

| For the subcritical Hopf bifurcations these limit cycles are unstables,
| while for the supercritical ones, these are stables. It was also found
'

that decreasing the Froude number,/.e. increasing the gravity term, the Hopf
bifurcations change from super-critical to sub-critical at higher
subcooling numbers. These results were compared with the ones obtained by
using more sophisticated models, showing qualitative good agreement.

4. Conclusions
A simple delay model based in a two-dimensional mapping was studied. The

approach is useful to contribute to the understanding of density-wave
instabilities. Moreover, significative computational time saving (compared
with complete differential models) is an attractive quality of this simple
model, i

Regarding its performance, the model shows qualitative agreement with
the differential treatment of the equations. For the linear stability (
analysis, simple expressions and good agreement were observed, 'for high I

subcoolings. Sub-critical and super-critical Hopf bifurcations were
observed. This feature is similar to the behavior predicted by more
complicated models.
The gravity term was modeled. Gravity influence for a wide range of

Froude numbers was studied. It was found that increasing the gravity
effect, i.e. decreasing the Froude number, has an unstabilizing effect
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cver tho d:nsity-wayss ' 11mit. On ths ether h nd, otabilizing offset ovsr
tho Ledin gg li. cit w:s found. Also ralctcd with tho grcvity influgnes,
variations on the nonlinear behavior were found.

The assumptions used in this work seem to be reasonable for forced
convection systems. However more studies are necessary in order to ,

represent. natural convection ones. ;

5. Nomenclature

Eu Euler number,

Fr Froude number, ,

h . specific enthalpy,

/% h, - hp
A concentred friction constant, ;

L,. heated channel lenght,
'

Af,. mass channel,

'N phase change number,3IA ,,, subcooling number,
p- pressure, ;

9 volumetric power,
I time,

u velocity,
v specific volume,

V * %fcVis s
: space coordinate.
A boiling boundary position,

p density,

v liquid phase particle time,
r two-phase particle time,

q v /h , .O 3f,

Subscripts

e exit,

f liquid (saturation),'

g vapor,
i inlet,

n number of time step,

o steady state,

ref reference.

Other

^- non-dimensional.
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