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ABSTRACT
,
.

,

Technical papers accepted for presentation at the Seventh International Topical Meeting on
Nuclear Reactor Thermal-Ilydraulics are included in the present Pmceedings. Except for the

,

: invited papers in the plenary session, all other papers are contributed papers. 'Ihe topics of the
' - meeting encompass all major areas of nuclear thennal-hydraulics, including analytical and exper-

imental works on the fundamental mechanisms of fluid flow and heat transfer, the development of
advanced mathematical and numerical methods, and the application of advancements in the field
in the development of novel reactor concepts. Because of the complex nature of nuclear reactors
and power plants, several papers deal with the combined issues of thermal-hydraulics and reactor /
power-plant safety, core neutronics and/or radiation.

The panicipation in the conference by the authors from several countries and four continents i

makes the Proceedings a comprehensive review of the recent progress in the field of nuclear reac-
tor thermal-hydraulics worldwide.
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PREFACE

Welcome to Saratoga Springs, the place of the first of the NURETII meetings, held in 1980.
Since this first meeting, the NURETil series have included: Santa Barbara, Califomia in 1983,
Newport, Rhode Island in 1985, Karbruhe, Gemiany in 1989, Salt Lake City, Utah in 1992 and
Grenoble, France in 1993. Now, after fifteen years, the seventh of the NURETII meetings is
being held again in the binh place of the series.

As you probable know, the NURETil meetings have been initiated and sponsored or co-spon-
sored by the Thermal-llydraulics Division of the American Nuclear Society. The Til Division
has clearly become a leader in establishing and maintaining high technical standards regarding
topical meetings in the field of nuclear themial-hydraulics, paper acceptance criteria for such
meetings, and promoting international cooperation and exchange. In particular, the papers
accepted for presentation at NURETil-7 and published in these volumes have been thomughly
reviewed by leading experts in their respective fields. Their work, as well as the efforts of the ses-
sion organizers, are the cornerstones of the high technical quality of this meeting.

The present conference has been organized by the Northeastern New York Section of the Ameri-
can Nuclear Society. In addition, the following organizations have agreed to join the ANS Ther- ;

mal Ilydraulics Division as co-sponsors of NURETil-7: American Institute of Chemical
Engineers (AIChE), American Society of Mechanical Engineers (ASME), Canadian Nuclear
Society (CNS), European Nuclear Society (ENS), Japanese Nuclear Society (JNS), Japanese
Society of Multiphase Flow (JSMF) and the U.S. Nuclear Regulatory Commission.

Except for the invited papers in the plenary session, all the other papers are contributed. They
have been divided into twenty-four major topics. These topics cover all major areas of nuclear

|thermal-hydraulics.

The theme of the NURETil-7 conference is Thermal-Ilydraulics for the list Century. This
theme has been implemented in the program of the meeting through technical papers covering
areas such as: progress in analytical and experimental work on the fundamentals of nuclear ther-
mal-hydraulics, the development of advanced mathematical and numerical methods, and the
application of advancements in the field in the development of novel reactor concepts. Because
of the complex nature of nuclear reactors and power plants, several papers deal with the combined
issues of thermal-hydraulics and reactor / power-plant safety, core neutronics and/or radiation.

I hope that both the conference participants and other future readers of this multi-volume edition
of NURETil-7 Pro"eedings will find several new and innovative ideas as the results of the work
by the authors representing an outstanding international community of experts from academia and
industry.

On behalf of the organizing committee I invite you to actively participate in the conference and
wish you a pleasant stay in Saratoga Springs.

Michael Z. Podowski
Technical Program Chainnan
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ON HEAT TRANSFER CHARACTERISTICS OF
REAL AND SIMULANT MFsLT POOL EXPERIMENTS

T.N. Dinh, R.R. Nourgaliev and B.R. Sehgal

Royal Institute of Technology, Division of Nuclear Power Safety
Brinellysgen 60,10044 STOCK 110LM, SWEDEN

Fax:(46) (8) 790-16-78, e-mail: namGne.kth.se

Abstract
i

The paper presents results of analytical studies of notural convection heat transfer in
'

scaled and/or simulant melt pool experiments related to the PWR in-vessel melt retention
issue. Specific reactor-scale effects of a large decay-heated core melt' pool in the reactor |

pressure vessel lower plenum are first reviewed, and then the current analytical capability !

of describing physical processes under prototypical situations is examined. Experiments
and experimental approaches are analysed by focusing on their ability to represent proto-
typical situations. Calculations are carried out in order to assess the significance of some
selected effects, including variations in melt properties, pool geometry and heating condi-
tions. Rayleigh numbers in the present analysis are limited to 10", where uncertainties
in turbulence modeling are not overriding other uncertainties. The effects of fluid Prandtl
number on heat transfer to the lowermost part of cooled pool walls are examined for square ;

and semicircular cavities. Calculations are performed also to explore limitations of using [
side-wall heating and direct electrical heating in reproducing the physical picture ofinterest.

'

Needs for further experimental and analytical efforts are discussed as well.

f

1 PHENOMENA AND MODELING

A large melt pool might form in the reactor core,in the lower plenum of the reactor pressure
vessel, or in the containment, during a severe light water reactor accident. Most notably at the i

moment, the feasibility of external vessel flooding as a severe accident management measure,
and the phenomena affecting the success in retaining molten core material inside the vessel,
are under active study. For this case, the assessment of the potential for a vessel-coolant heat
transfer crisis and a subsequent vessel failure requires knowledge of heat transfer from the melt
pool to the vessellower head wall. The local heat fluxes are of specific importance. Despite the
fact that some experimental studies have been performed,it is not possible to experiment with
the real situation involving large scales 1, different three-dimensional geometries cf the reactor
lower head and melt pool and real core melt properties (small Prandtl number, temperature-
dependent properties, non-Newtonian fluid). In order to confirm the reactor applicability of the
experimental results obtained with simulant materials in various lower head models, there is a
clear need for confimmtory crperimental and analytical studies.

The phenomenology cf the issue involves a wide spectrum of physical processes. A com-
prehensive overview of reactor-specific features and related phenomena can be found in Ref.[1].

8The most irnportant scaling criterion are the Rayleigh nurnbers (Ra), which are proportional to length scale
(#)in power of 5, Ra a: H'

.
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Large uncertainties are associated with in-vessel accident progression and phenomena (volume
and composition of core melt pools, stratification of melt, physico-chemistry of core melt-vessel
interaction, late in vessel water supply above the pools). The safety margins available, and
thereby also the acceptable uncertainty level, depend strongly on the reactor design under con-
sideration. A systematic approach to problem resolution by the ROAAM was presented in
Ref.[2], analysing the effects of a metallic top layer, core melt natural convection heat transfer,
thermal and mechanical behavior of vessellower head, and ex-vessel boiling heat transfer.

Numerical studies of natural convection heat transfer in large self-heated liquid pools have
been limited to the two-dimensional formulation [3],[4],[5],[6]. In addition, natural convection
flows in internally heated cavii.c distinguish from external natural convection flows by con-
sisting of unsteady mult! vortex flow fields in the region near the top wall and stably stratified
layers near the bottom wall; see observations by the holographic interferometry in Refs.[3],[4].
Consequently, the fluid flow problems in question require the use of fine computational grids and
mesh organization in such a way that locally significant flow variations are properly modeled.
The physics and modeling aspects of turbulent convection in large volumetrically heated liquid
pools are discussed in detailin Ref.[7]. Only a summary of computational modeang cen be given
here. Fig.1 presents results of calculations performed by using different low-Reynolds-number
(LRN) k - c turbulence models for the upper surface of internally heated liquid pools with
isothermal surfaces: a square slice in experiments of Steinberner and Reineke [4] and torospher-
ical slices in the COPO experiments [8]. It can be seen that the laminar model is able to predict

(with errors less than 25%) heat transfer rates up to the transition-to-turbulence region, i.e.
Ra ~ 1012 in square cavities. In addition, most of the well-known LRN k-( turbulence models
applied are capable of predicting heat fluxes to the pool's side walls due to the convection-
dominated nature of descending flows along cooled vertical surfaces. Ilowever, these models
fail in describing heat fluxes to the top r J, also, to the bottom surface of the liquid pool,
it was shown that the turbulent Prandtl number, Pr , and turbulent viscosity, v , have to bec e

re-formulated to take into account specific effects of turbulence generation in buoyancy-induced,

strongly stably and unstably stratified flows in the lower and upper regions of the liquid pool,
respectively [7]. Although some empirical correlations for Pr, and v, (as functions of the local
Richardson number) have been proposed to describe data of specific experiments, there exist
no reliable methods to predict related reactor-scale processes. The resolution of the in-vessel
melt retention issue, up to now, depends on experimental observations, data and correlations,
and whether those are relevant to prototypical situations.

In the present paper, we consider natural convection heat transfer regimes, whose Rayleigh
numbers are below 10:2 Experimental and analytical works have been indicating that inter-
nally heated liquid pools behave, in integral sense, in a quite similar way both at high Ra
numbers and at low Ra numbers. In fact, the dimensionless heat transfer laws (Nu; = f(Ra))
obtained M ower Rayleigh number were, with success, extended to higher Rayleigh numbers inl

square cavities and hemi- and torospherical pools [4),[8],[9],[10]. The differences are within the
uncertainties. Thus, the trends observed at low Ra numbers may ho!d at higher Ra numbers
also. That is why it is not irrelevant to establish the integral picture for Ra = 10:2, where the
uncertainties of the turbulence model are not overriding other uncertainties. Also, since the
real material tests have been and probably will continue to be performed at small scales with
Rayleigh numbers limited to 10:2, it is crucial to assess their scaling and design effects (e.g.,
Lorentz forca, side-wall heating, melt properties). Similar analyses have to be performed for
higher Rayleigh number conditions (10" - 1018), after a reliable turbulence model has been
developed and validated against the existing data bare. In thix context, one can utilize the
computational approach that has been found suitable for low Rayleigh numbers.
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Figure 1: Calculational results vs. experiments for internally heated water pools.

2 POTENTIAL EFFECTS OF NON-PROTOTYPICAL CONDITIONS

Experimentalinvestigations of heat transfer under conditions ofinterest might be classified into
two main groups: (i) simulant experiments and (ii) small scale tral material tests.

In the past, simulant experiments of the first group were conducted at low Rayleigh numbers,
except for the Steinberner and Reineke experiments in square cavities [4), where Ra numbers
were up to 3 10 Related natural convection heat transfer experiments were carried out13

in internally heated fluid layers, square and semicircular cavities with isothermal walls (see
e.g. Refs.[1],[9],[10), for relevant reviews). Even though several three-dimensional experimental
studies have been performed, uniformity of volumetric heat generation rate and/or conditions >

of isot'.(ermally cooled top, side and bottom surfaces were not achieved in such experiments.
From the heat tmnsfer point of view, most experiments were two-dimensional, with adiabatic
face and back surfaces. Since the previous simulant experiments are not necessarily - in every i

detail - representative of a molten corium in the pressure vessel bottom head, new simulant
experiments have recently been pursued. Heat transfer data were obtair.ed for high Rayleigh
number conditions (103 < Ra < 10M)in the two-dimensional torospherical slices of the COPO
experiments [8] and in the three-dimensional hemispherical pool of the UCLA experiments t 0].
Such sim: lant experiments employ water (Pr = 2.7-7.2)or Freon R-113 (Pr = 5.2-13) as working
fluids. So ne other simulants (salts, glass-type oxidic melts) have also been considered, yet such
experimer ts have not been carried out so far. Also, there exist other uncertainties related to
physical properties of core melts such as multi-component and non-Newtonial fluid behavior,
and temperature dependence of core melt properties. Perhaps in future, when related core melt
data and observations will become available, such effects could be accounted for in experimental
modeling by selection of appropriate simulants. In general, simulant material experiments have
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many advantages as they are inexpensive, easy in performance and can provide quantitative
heat transfer data. In addition, the convection conditions can be made free of several potential
distortions (Rayleigh numbers, geometry, heating methods), compared to reactor situations.

The second group is formed by small-scale experiments, employing various oxidic / metallic
compositions of the prototypical core melt as the working fluid. Such experiments have a
confirmatory character rather than providing data needed for natural convection heat transfer
[1]. Earlier small-scale experiments using joule-heating of molten UO at Argonne National2

Laboratory ( ANL) had found higher downward heat fluxes than what had been predicted on the
basis of correlatione developed using low temperature simulant liquids [11),[12]. Explanations
of such discrepancies were given to radiation properties of pure molten UO , Lorentz forces2

and heat generadon in the lower crust. In contrast, enhanced upward heat flux was observed
in in-cen small-scale experiments with 5 kg molten UO at Cadarache (France) [13]. Several2

mechanisms have been proposed to explain the data [13],[14). Core melt experiments, as a
rule, are small-scale and comprise significant distortions due to pool geometry and heating
methods applied, not to mention the fact that such experiments can suffer from unce-tainties
in measurement and data reduction, definition of the real geometry of crust-surrounded melt
pools, and knowledge of the high-temperature melt properties. Also, there are possibilities
of gas gap formation between the top crust (anchored to the vessel wall) and free surface of
small-scale melt pools. Concerning also other aspects than natural convection flows and heat
transfer, there exist uncertainties in predicting the behavior of multi-component melt under
high Ra number and low Ra number conditions [14]. While changing the physico-chemistry of
core melt.vesselinteraction by possible precipitation of the denser phase near cold boundaries,
the low-Rayleigh-number natural convection would also promote component stratification and
affect strength characteristics of the core melt crust.

Despite the potential problems, one has to acknowledge the importance of experiments with
prototypical core melt, providing more confidence in the current understanding of the general
physical picture. Even though there are no exist straight-forward methods to control impor-
tant phenomena (such as non-Newtonian fluid behavior and temperature dependent properties,
etc.) in experiments with prototypic core melts, their results are crucial to validate the simulant
expWiments. For example, sould the results from the real material experiments verify natu-
ral convection heat transfer correlations obtained in simulant, Newtonian fluid-experiments,
one could conclude insignificance of such specific effects (non-Newtonian fluid, temperature-
dependent properties) in reactor-scale melt pools, where Rayleigh numbers are higher and,
therefore, turbulence dominates the flow behavior. In particular, such real material tests are
to be performed in the RASPLAV program under the OECD/NEA sponsorship [15]. Oxi-
dic/ metallic core melts will be employed as working fluids in the small-scale natural convection
heat transfer experiments (Ra numbers are limited to 10"). The direct electrical heating and
side-wall heating are being considered as methods for simulating decay power generation in core
melts. Both a semicircular slice and a hemispherical pool are included as test sections. Sev-

'eral aspects determining the relevance and usefulness of such natural convection heat transfer
experiments may be foreseen: the uniformity of power gene-aion rate, the absence of gas gap
formation and melt-vessel physico-chemical interaction during flow development and heating
transients, the sufficiency of melt superheat over freezing point (to avoid mushy regime), the
influence of secondary effects on natural convection flows and heat transfer (Lorentz force or
side-wall heating, two-dimensionality of test sections).

It is clear from the above considerations that careful scaling and other design considerations
are crucial for planning and analysis of the core melt tests, and to assess the applicability of
simulant experiments to prototypical situations. In general, one has to consider three classes of

i
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experimental scaling and design effects, caused by (1) physical pmperties of working fluidu, (2)
geometrical peculiarities of liquid pools, and (3) boundam, heating and tmnsient conditions.

|

3 QUANTIFICATION OF SELECTED PHENOMEN A

In this section, we discuss in more detail se:nc selected experimental vs. reactor processes.
Calculations have been performed to examin u effects of using simulant materials and small
scales. However, since no well validated tur lence model for natural convection with high
Rayleigh number is available, numerical studi e limited so far to the range of Ra < 10". The ;

NARAL-2D program has been employed to produce most of the results presented in the paper.
In the NARAL code, the set of mean flow equations in complex domains is solved by using
the technique of two-dimensional algebraic coordinate transformation developed earlier and
described elsewhere [16]. The control volume methodology and the SIMPLE solution procedure
for pressure-linked equations [17] are adopted for numerical treatment. The dependent variables
are the contravariant velocities, pressure and temperature. The NARAL code results have been
compared to natural convection experiments of heat generating fluid (radioactive tritium) in

3 6closed vertical cylinders with Ra numbers ranging from 10 to 10 , as well as experiments of the
volumetrically heated semicircular cavity of Jahn and Reineke with Ra numbers up to 510"
[3]. The NARAL model has successfully predicted the average Nu numbers on all isothermal
walls of an internally heated square cavity for Ra numbers up to 10". Further, the calculated
local heat fluxes are in good agreement with available experimental data [7]. A picture of the
computational errors can be obtained from Figures 2,3 and 4, which present the calculational
results of the average top, side and bottom Nusselt numbers in square cavities (water, aspect
ratio 1:1). One can see that, for Rayleigh numbers up to 10", the discrepancies between the
calculated results (water line, Pr = 7) and the experimental correlations are not larger than
25% for Nu , or 12% for Nu,a and Nuan. The general CFD program CFDS-FLOW 3D [18)o

also has been used to calculate 3D flows when such computations are required. The laminar
model of FLOW 3D in semicircular cavities has been subjected to extended validation efforts [7].
Transient simulations are used in the computational modeling, and aspects of flow development ;

and stabilization are taken into account as well.

3.1 Physical properties of working fluids )
l
i

In a real reactor situation, some aspects of the melt properties might have a unique effect on
natural convection heat transfer in a large melt pool. Firstly, the Prandtl number of the core
melt can be much lower than that of simulant material used in experiments, which will lead,
in the reactor case, to a thicker thermal boundary layer, smaller temperature gradients and
less significant stratification effects. A separate reactor-specific consideration of the thermal ;

and dynamic boundary layers is thus needed. Secondly, in near-wall (crust) regions the melt '

viscosity can change two or three orders of magnitude due to the melt temperature approaching
the solidus point. This phenomenon causes an additional laminarization, makes the effect of
unstable stratification less important and affects the heat flux distribution.
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3.1.1 Fluid Prandt! numb:r

in order to examine the effects of the fluid Prandtl number, we have carried out computations j

for natural convection heat transfer in square cavities. General tendencies were obtained by
systematic examinations for Pr = 0.08,0.8,1.2,2 and 7. The benchmark problem is the trater
(Pr = 7) experiments and experimental correlations (validated up to Ra = 10" and presented

6
in the paper of Steinberner and Iteineke (4}) in the range of the Rayleigh number from 10
to 10 . In the same range of the llayleigh number, computations were carried out for core12

melt pools, employing oxidic core melt (Corium-A, Pr = 0.8) and oxidic / metallic core melt
(Corium-II, Corium C, Pr = 0.08) as the working fluids. From the figures, one can see a good i

agreement of the calculated Nusselt numbers with experimental correlations obtained from water
experiments. Also, for the range of applications, the experimental correlations, Nto., = f(Ra)
and Nua = f(Ra), derived from the above-mentioned water experiments, are suitable for
presenting calculated data for fluids with much lower Prandtl numbers 2 Underpredictions
(see Figs. 2,3) of corium curves compared to trater curve are not more than 25% More
importantly, the curves do not diverge with increasing Rayleigh numbers. In contrast to this,
significant effects of the fluid Prandtl number were observed for the bottom surface, Fig. 4.
Iligher Nusselt numbers to the bottom surface (as much as two times for Ra = 1012) are related
to both the physics of stably stratified layers in the lower region of the melt pool and to the
decrease of heat fluxes to the top and side surfaces, which can affect the heat flux to the bottom
surface through the energy balance. Since heat conduction is the dominant mechanism of heat
transfer from strongly stably stratified layers to the bottom surface, a relative increase in heat
conductivity due to decrease of the Prandtl number is able to intensify heat transfer rates to
the bottom surface. This effect of stable stratification is defined here as the a-phenomenon.
Another significant effect, named as the v-phenomenon, was observed at peripheral regions,
where boundary descending flows penetrate into the stably stratified layers. The lower are the
viscosities u of the fluid layers (i.e. fluid Prandtl numbers), the easier it is for descending flows
to destabilize such layers, and the more heat is transferred to the bottom cooled wall. This
physical picture can be seen in Fig. 5, depicting local Nusselt numbers for different Prandtl
numbers. The higher are the Ilayleigh numbers (due to higher coefficient of thermal expansion,
for example), the stronger is the effect of stable stratification (Ri), and, therefore, the effect of
the fluid Prandtl number. Most notably, the relationship between the Prandtl number and its
effect (for the considered range of Pr 0.08-7) is not linear. A more or less sudden change is
observed between Pr = 0.5-1. ]

Calculations have been performed also for semicircular cavities with Itayleigh numbers up
to 1012. Similarly, o and v-phenomena were observed at the lowermost part of the semicircular
cavity and at regions ofinteraction between descending flows and stably stratified layers (angle
6 < 30 ), respectively (see Figs. 6-7). Areas where a-phenomenon dominates are decreased
wir ncreasing Itayleigh number. For the bottom part of semicircular cavities (6 < 30 ),
thc io between local Nusselt numbers calculated for Pr = 7 and Pr = 0.6 increases with
inc. ig llayleigh number in the examined range of Ra = 10 -1012. Penetration of descending8

flow. :o the stably stratified layers in a melt pool with Fr = 0.6 can be seen from Fig. !

8, depicting temperature field results calculated for Ra = 101 Calculations performed for
the torospherical slice cavity have also confirmed the above observations for square and ;

'

semicircular cavities. As can be foreseen, the a-phenomenon areas in torospherical cavity were
larger than thcse of semicircular cavities. Also, the v-phenomenon effects on the curved surface
of the torospherical cavity are qualitatively similar to those of the semicircular cavity.

|
aFor Corium B and Corium-C, the fluid Prandtl numbers are the same, but corresponding values of kinematic

viscosity, v, and thermal diffusivity, o, of the fluids differ as much as three times. However, the Nusselt numbers
are unchanged, indicating universality of the fluid Prandtl number for problems considered (see Figs. 2,3 and 4).
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It can be concluded for tha examined range of Rayltigh numbers hat the rel tive effects of
'

o-phtnom:non on heat transf:r charact:ristics are less than those of u-phenom:non. B:causeg
| no experim:ntal data are availabla for low-Prandtl-number fluids typical for core mtit, thtre

are clear needs for well-defined core melt experiments and/or simulant experiments employing ;

low-Prandtl-number Auids. |

i

i 3.1.2 - Temperature dependence of melt viscosity
i ;

i

{
In order to estimate the effects of temperature dependence of fluid viscosity, additional compu- i

;

tations have been performed for a core melt, whose viscosity is considered to change drastically!

) in the mushy region, AT ..sy, near the temperature, Tmp,f, of the freezing boundary of melt
; pools. This phenomenon is represented by the second term of correlation (1). Thus, the vis- i

i

: cosity of Corium D is changed to about 100 times higher in the temperature range of about
10K near the solidus point, Tmp,f = 2850K. The first term of correlation (1)is based on similar !

;

j correlations that have been widely used in reactor safety studies; see e.g. [19]. i

i

!
1

) h
:

4.exp (9848
I + 4.23 10-1 exp(T p,f -- T) (1)p(T) = pig,.ga + ..,a, = 1.675 10 T
, ,

t

Table 1 presents the Nusselt numbers, Damk5hler numbers and temperature range, AT .,, |
'

of melt pools for both constant and variant viscosities, . The Damk5hler numbers as well as

!. inverse temperature difference, g/ ,, represent level of mixing in liquid pools. Some decrease j

of the Nusselt numbers (~ 20%) can be seen for the case with lower melt superheats (larger i
12height and lower heat generation rates for the same Ra number, Ra = 10 ). For small scale.

core melt experiments, the calculational results indicate that low power generation rates, q,, in :
icavities of height 0.2-0.4m (low-Rayleigh-number tests) lead to limited melt superheat above

the solidus point, AT .,, creating large uncertainties in defining bulk viscosity and including
significant effects of temperature dependence of melt properties. For prototypical situatiano, we .

feel that the effects of the temperature dependence of melt viscosity on thermal characteristics ;

(Nu, Da) might have to be considered, should the temperature difference between the solidus |
;

and liquidus points (150-200K) be comparable to the temperature range of melt pools, AT .,
(50-250K). Under high Rayleigh number conditions, very good mixing also could occur in the !

central region of internally heated liquid pools. Therefore, the effects of fluid viscosity are !

perhaps suppressed in boundary layers. Furthermore, decrease in heat transfer coefficient could
be compensated by a corresponding increase in the driving pool temperature difference, leading i

to only minor viscosity-induced changes to heat flux distribution. |

Table 1: Effects of temperature dependence of melt viscosity on the cavity walls Nusselt num-
bers, i

;

|| Na | Fluid | Pr H, m p(T) Ra Nu,|Nua Nugo Da A Tm. ,, K | !o

|| 1 | Corium A 0.8 0.2 const 1013 150 | 138 36 330 136 | f
X2 Corium-D 0.9 0.2 Eq.(1) | 1013 | 135 | 128 34 | 322 | 140 || ;

!X3 Corium-A 0.8| 0.4 const | 1013 145 j 140 34 310 17 ||

H4 | Corium-D | 0.9 | 0.4 Eq.(1) |-1013 120 | 117 | 30 275 20 || j

i

!
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Certainly, similar analyses hava to bearried cut for reactor-scala Rayleigh-number regimes,
as soon as a reliable method of comp' mti:nal modeling is r,vailabis. Moreovtr, experim:nts
are necded to examins effects of non-Ntwtcalan fluids and to provid2 valuab!3 data on natural
convection heat transfer of fluids with temperature-dependent viscosity.

3.2 Geornetrical effects

Figs. 2,3 and 4 present results of computations performed for Corium-A melt cavities with !
varying sizes and aspect ratios. For processes in square cavities of the same Rayleigh numbers, |

the Nusselt and Damk6hler numbers remain unchanged for varying heights of cavity (H = 0.2,
0.4,0.8m), implying that the Rayleigh number is the only representative dimensionless group ;

of natural convection heat transfer, at least, for the fluids with constant physical properties.
Small influence (20%) of the aspect ratio were found, when calculating processes in cavities
with aspect (height-to-width) ratios 1:1,2:3 and 1:2. The effects of the lower head geometry
(forms, sizes) in molten corium-vessel interaction were estimated elsewhere by using the 2D
transformation technique of the NARAL code developed for fluid flow and heat transfer in
complex domains [16]. Putting together calculation results, recent experimental data from [8]
and (10), and previous experiments in semicircular and square cavities, e.g. [3] and [4], one could

.

imagine that the physics of natural convection heat transfer in internally heated liquid pools |

is not sensitive to the geometrical factors. In such a case, the relevant data base supporting
modeling efforts is wider. However, experiments in liquid pools with representative geometry
of reactor lower head are preferred to provide data on local heat flux distributions for reactor
applications.

We want to point out that most of the experiments (except for [10]) and analyses performed
so far are two-dimensional. Fig. 9 presents results of computations by the FLOW 3D code
[18] performed both two and three-dimensional formulation to investigate influence of three-
dimensional slice cavities on heat transfer characteristics. The 3D results (Num) are compared
to results of 2D calculations, which assume no flow effects of the adiabatic face and back walls

7of the slice cavity. For the case of Ra = 10 calculated, one can see a significant decrease in
the Nusselt number to the cooled top and side-wall surfaces, when the slice thickness-to-height
ratios of the slice cavities are decreased. It is due to the flow diminishing effects of the face
and back walls. An analysis of calculated 3D flow fields for a number of processes up to Ra

shows that there may exist also other physical mechanisms affecting flow fields of a= 105
multi-vortex structure. When narrowing the slice width, the buoyancy-induced vortexes could ;

start interacting, which eventually intensifies the heat transfer rates. It is worth noting here |

| that most slice experiments (low and high Rayleigh number) belong to the affected range of the
| slice thickness-to-height ratios, Az/H < 0.25). The two-dimensional computational modeling

is the other extra reason for unsatisfactory comparison between calculated results and data
obtained from slice geometry experiments, causing thus additional difficulties in understanding,

the physics of the processes. Ilowever, calculated results, for the range of Rayleigh number.

up to 10", create a feeling that the effect of two-dimensionality is limited to 25%. Further
3D numerical studies are planned to assess the effects of two-dimensionality in higher Rayleigh
number experiments. Also, three-dimensional experiments can be strongly recommended.

1

i

1

'
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3.3 B:und:ry, trcnsinnt cnd h: ting canditions

Up to now, no studies have been performed to provide a firm basis for designing experiments with
prototypical core melts. Uncertainties and possible distortions may be caused by the boundary,
transient and heating conditions of core melt pools. For example, the boundary temperature
of a naturally convecting melt pool with freezing is yet to be quantified. An appearance of
a gas gap due to anchored top crust in small-scale melt pools, and, therefore, reduced heat
transfer rates from the free surface of the melt pool, has to be avoided. It is also known that
the smaller is the Rayleigh number, the longer is the time period required for heating transients
(Fo ~ Ra-02) (20]. In this sense, one has to consider competing thermal-hydraulic and physico-

lchemical processes when planning small-scale core melt experiments. Such considerations are
important to understand, interprete and analyse the experimental heat transfer data. In the
present paper, we focus attention on effects of heating methods, which, in our opinion, are the
dominant factors in designing small-scale core melt experiments.

3.3.1 Flow distortions by heating elements

A number of (electrical, microwave, etc.) methods have been proposed to simulate volumetric
power generation in liquid (melt) pool. For high-temperature core melt experiments, the direct
electrical heating by alternate currents, inductive heating, or using external and internal heaters,
are considered as the most potential technical approaches.

iCalculations have been performed for small-scale core melt experiments in slice geometry
facilities, using side-wall heating elements. The idea is to examine distortions of flow fields (and
heat transfer) due to power supply from the side (face and back) walls by comparing to the
equivalent-in-power, Q = q, V = 2 , . S, process with internal energy sources. Flow fields in9

the central planes of slices are shown in Fig.10 for internalheating and in Fig.11 for side-wall
heating. It can be seen that flows are descending in the lower core region in case of side-wall
heating, and rising in case of internal heating. Temperature fields are also different for two
cases (Fig.12 and Fig.13). It is clear that the side-wall heating involves two-loop structures
with convection-dominated heat transfer to the top and side cooled surfaces. When the slice is
deep enough, the Nusselt number to the cooled bottom and side surfaces are similar to those of
internal heating. For Ra = 10 and a slice thickness-to-height ratio is 1/4, the Nusselt number2

to the top surface of the side-wall heated cavity is as much as two times higher than that of an
internally heated cavity.

Naturally, the use of an internally installed heating plate could also affect flow fields in the
regions near the bottom surface by destroying the stably stratified layers. In this sense, the
method of using heating rods has some advantages. Other effects on crust behavior due to its
internal heating and heat fluxes from side walls were out of the current modeling efforts. In
general, no straight-forward conclusion can be made about the capability of external heating
methods or internal heating elements in physical simulation of natumi coneection heat transfer
in self-heated cort melt pools. The side-wall heating method can be employed in separate effects
studies such as examination of downward heat fluxes. For instance, the v-phenomenon of fluid
Prandtl number effect might also be explored in the melt pool with side-wall heating. Ilowever,
as it can be seen from Figs.12-13, a-phenomenon would not be reproduced preperly in the
sidewall-heated melt pool, which involves less stratification in lower regions of the pool. One
has to keep in mind the above analysed physical picture in two cases with internal heating and
side-wall heating, when interpreting data obtained from the latter one.
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3.3.2 Fl w distortions by clectrsnugnstic forces ;
,

!

Direct electrical heating is a very useful> method to provide internal power generation. At
the same time, the electromagnetic field introduces additional body forces. Most notably, the
ponderomotive force arises from current crossing magnetic field lines as

F=JxB (2)
,

l

where F is the force (N/m ), J is the current density (A/m ), and B is the magnetic field !3 2

density (Tesla). The magnetic flux density, B,is calculated as follows i
l

[ f ,"dV (3)B=
l

In this section, we limit our considerations to a case of a slice-geometry pool with side (face
and back) walls serving as electrodes. An algorithm for calculating the space distribution of
the electromagnetic force including those caused by the secondary currents has been developed.
Effects of three-dimensionality of the magnetic field induced are assumed negligibly small in
this scoping analysis. Then, the program calculates the magnetic flux density in arbitrary 2D ;

domains (Eq.(3)), including square and semicircular cavities. It can be shown that analytical
solutions (4) obtained for infinite cylinder can be used to describe the magnetic flux density in
the infinite square slab with errors less than 12% for the important components.

J J
B = -pm 7 z; B, = pm 7 y (4)A Ay

where Az, Ay are distances from the symmetry point (origin) of the magnetic field, B.
When experimenting with water or its salt solutions, the electromagnetic forces are negligibly

-1 for distilled water and 10-2small due to their electrical conductivities (a ~ 2 10-4 fl-im
g-tm-3 for water salt solutions). Instead, electrical conductivity for representative core melts

m-1 for oxidic (UO2 - ZrO ) core melt and metal-rich (UO2 -can range from 10 to 10 0-33 5
2

ZrO2 - Zr - SS) core melts, respectively. This necessitates an accurate analysis of the effects
of the electromagnetic (Lorentz) force on natural convection flows and heat transfer. We are
not aware of any previous work reporting modeling efforts under these conditions. From present
analysis several notes can be made: (a) the Lorentz force is generated mostly by the externally
applied electrical current; (b) the Lorentz force has maximum values at the boundary layers of
liquid pools; (c) the total Lorentz force is always centrifugal, even though the electrical current
is alternate. Assuming a joule-heating rate determined as q, = J2/a(T), from Eqs.(2,4) we

'

have

a(T)q,Az;
Fm,4 = (5)"

2
1

1%rther, we introduce the coefficient of thermal variation of electrical conductivity, B,, as
follows
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1 da
0" " (6)

aDT

Performing appropriate algebraic operations for pressure (P) and body forces in the Navier-
Stokes equations by including the heat transfer solution-independent pi.rt of the electromagnetic
body force into the static pressure, we have

Fi = Fm,i + pgi ? = "" le - f,c (T - To)] + gi[p, - fpo(T - To)} ?
Ozi 2 Ozio o

#" " ' 0,a (T - To) - gifpo(T - To) - ( - #" "," 'c - pogi] (7)o=- o

i

Thus, real contributions of the electromagnetic forces on natural convection depend on non-
uniformity of temperature field in melt pool and thermal variation of electrical conductivity.
Eqs.(8-9) present the approximate formulas of electromagnetic forces acting on natumi convec-
tion flows in square cavity.

F,,m =
#" " #,a(T - T ) (8)

F,,m = #" p,a(T - To) (9)

As can be seen, the effects of the electromagnetic force depend on both electrical conductivity
and its temperature variation. It is worth noting that there are large uncertainties in assessing
8, for high-temperature core melts. Ilowever, we recognize the fact that B, is negative for
oxidic melts and positive for metallic liquids. Therefore, the electromagnetic forces of interest
are centripetal for oxidic core melt and centrifugal for metal-rich oxidic cort melt. Probably,
there are oxidic / metallic compositions with #, -+ 0, which would, of course, be favourable for
experiments considered. Order-of-magnitude ana'ytical assessments of the electromagnetic force
on natural convection flow fields and heat transfer performed show that (a) the electromagnetic
force could become comparable with the inertia and buoyancy forces for metal-rich core melts;
(b) the ratio between the magnetic Rayleigh number, Ra , and the buoyancy Rayleigh number,m

Ra,is linearly proportional to the power generation rate, go, and, therefore, increases with the
Rayleigh number. For small size (H = 0.4m) core melt pools, the magnetic Rayleigh number can

3even be of the same order as the buoyancy Rayleigh number for q, = 1 MW/m for metal-rich
corium. In order to demonstrate phenomenological tendencies of the electromagnetic influence
on natural convection flows and heat transfer, we have performed computational modeling for
extreme, hypothetical cases with the negative magnetic Rayleigh number (Fig. 15, Ra =m

-10") and the positive magnetic Rayleigh number (Fig.16, Ram = 10"), when the buoyancy
Rayleigh number is 105. Comparing to flow field results for the case without influence of the
electromagnetics (Fig.14, Ra = 10"), the centrifugal force of electromagnetics destroys the
stable stratification in the lower region (Fig. 15), and by doing that intensifies heat fluxes.
Inversely, the centripetal force stabilizes flows in the upper and side-wall regions and, therefore,
significantly reduces heat transfer rates; see Table 2. Also, electromagnetic forces affect mixing
levels in core melt pools. It can be seen by comparing temperature differences, ATmo,, and
Damk5hler numbers for the three cases under consideration.
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Table 2: The electromagnetic influence on heat ' '
. i.-

transfer characteristics _ _ . ;.. _ _ .. __

Ra 0 -10" 10 " h E -

m
~

Ra 101 10 10 '52I. -'1 1 -

N u,,, 60 72 48.8 " ,, ,, ,,

N u.a 53 58 13.6

N ug. 17 44.5 6.1

Da 130 185 26.3 Figure 16: Temperature field in core melt pool
A Tm ,, K 3.2 2.2 17 with the positive magnetic Rayleigh number,

ATm , = 17K.

841



In the above considered case, the ratio between the magnetic Rayleigh number and buoyancy
Rayleigh number was Ram /Ra = 10. Such ratios can be experienced at high (buoyancy)
Rayleigh numbers, when large electrical currents are required and the corium is metal-rich.
Nevertheless, our assessments allow us to conclude that from the electromagnetics point of view,
there exist possibilities of having negligible effects of the electromagnetics for low-Rayleigh.
number experiments in such a case, the ratio Ra /Ra can even be less than 0.1 for oxidicm

core melt. As already mentioned, there exist large uncertaintiee in melt viscosity (v) near the
solidus point. In order to quantify the test regime, i.e. the Rayleigh number (~j), one has
to operate the core melt experiments with sufficient melt superheat (ATm , > 30K), providing
representativity of experimental melt pools (compared to prototypical core melt pool with higher
superheat). The melt superheats, ATm.,, however, depend on the Rayleigh number (AT.., ~
gy.Ra-o.2 ~ Ra 8). Due to such complications, the selection of test conditions and performance0

(based on extensive analysis of the results of 2D-3D computational modeling of convection
in gravitational and electromagnetic fields) as well as improved data on thermo-physical and
electrical properties of core melt, are required. For example, the quality of test facility design
calculations and subsequent experiments would largely depend on whether uncertainties related
to a and B, for high temperature core melts can be reduced. Limiting values of buoyancy-
induced Rayleigh numbers have to be determined by optimising height-to-power ratios.

4 CONCLUSION

As the in-vessel melt retention is becoming an important safety measure for some existing plants
and for some advanced, medium-power light water reactor designs, care has to be taken whu
studying various phenomenological aspects relevant to issue resolution. The basic objective
of the past and current experiments and analyses, related to the large core melt pools in the
reactor vessel lower plenum, is to obtain insight into the physics of the heat transfer process
under prototypical conditions ofinterest. The common approach is to conduct simulant material
experiments and to generalize experimental data in the form of correlations, Nu = f(Ra). In
addition, small-scale core-melt experiments, as a rule, involve problems to demonstrate their
relevance to reactor processes, due to applied heating methods, slice geometry of melt pools,
low values of the Rayleigh number, and other measurement and test performance problems.
Analytical and computational modeling has not, so far, been proved to be the reliable method
to describe turbulent natural convection flows and heat transfer in large volumetrically heated
liquid pools. Moreover, the set ofidentified,important physical phenomena and effects involved
in melt pool thermal hydraulics requires separate effects analyses by experiments and/or mod-
eling. Certainly, the highest priority has to be given to the phenomena, that could have the
largest effect on heat fluxes imposed on melt pool boundaries.

In the paper, an overview was given of the scaling and other design effects of internally
heated natural convection heat transfer experiments. The most reliable calculations performed
have modeled relatively low-Rayleigh-number regimes (Ra up to 10"). These are sufficient to ;

predict thermal hydraulics in small-scale core melt experiments, and to assess censitivity of heat
fluxes to selected separate effects. Ilowever, for Ra > 10" there are several phenomena whose
significance can only be judged. We have performed original computations for liquid pools with |

internal energy sources to quantify the general tendencies of the effects of various parameters.
;

First, calculations performed for Ra < 10" in square and semicircular cavities indicated that ;

descending boundary flows are able to penetrate into the bottom part ofliquid pools with small
fluid Prandtl numbers (Pr = OA1.2), rendering thus conditions for destabilization of the lower
fluid layers and, therefore, enhancing heat transfer to the lowermost part of cooled pool walls.
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; Further experimental and computational studies are needed to quantify this effect. Second, it
.

was shown that effects of temperature dependence of physical properties have to be taken into
''

account only when melt superheat over the melt solidus point is small which could be the case in

! small-scale core melt experiments. Thirdly, slice thickness-to-height ratios, Az/H, more than j
'

0.25 can be recommended for slice experiments in order to eliminate wall effects of face and.

back surfaces. Fourthly, the side-wall heating method would be useful for separate effects studies i

with prototypical core melts, should related design effects be accounted for in data processing i

and interpretation. Finally, it was shown that uncertainties in assessing effects of the Lorentz (
force are related to both electrical conductivities and their temperature variations. In order to

j achieve conditions where electromagnetic influence on natural convection flow and heat transfer (
,

is minor, the height-to-power and oxide-to-metal & Ns have to be chosen by means of design j

calculations. For this purpose, an appropriate analysis method was developed in the paper. |,
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NOMENCLATURE
i

!
'

; Arabic letters '

j A Aspect (heigh-to-width) ratio, A = H/IV ;
,

; Da Damk5hler number, Da = [
'

| Fo Fourier number, Fo = 5}ff
i

2
: g Gravitational acceleration, m/s

! H lleight of pools or cavities, m

i Nu Nusselt number, Nu = J[,
Pr Prandtl number, Pr = v/oi

3j q, Volumetrical heat generation rate,11'/m
r Distance, m; Eq.(3)

Ra Rayleigh number, Ra = ';"'gd
i Ra Magnetic Rayleigh number, Ram =';"'"*'p""m

T Temperature, K
.

I llorizontal and vertical coordinates, my,

j if Width of pools or cavities, m

;

! Greek letters
# Thermal expansion coefficient ,1/K

j x Heat conductivity , W/m K
p Dynamic viscosity, Pa s

,

Magnetic permeability, ~ 4rx10-7 V-s /C-m2'

.
2v Kinematic viscosity, m /3!

3
i p Density, kg/m
:

! Subscripts

! dn Ilottom surface
! i i-direction

o Referred value
sd Side wall surface

i
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up Upper surface

List of abbreviations
CHM Chien model
CHM +PrT,VIST Modined Chien model, using Pr (Ri,y+) and v,(Ri,y+) [7]e

CHM +Y Chien model, including Yap term

COPO Conditions of COPO experiments-

FLOW 3D Calculations by using FLOW 3D program

JkLM+Y Jones and Launder model, including Yap term

JkR Jahn and Reineke
LM Laminar model
LkSM Launder and Sharma model
LkSM+PrT(Ri,Nc) Launder and Sharma model, using modified formula for Pr, [7]
NARAL The present work
S&R Steinberner and Reineke

s
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ABSTRACT ;

!The composite containment proposed by the Research Center Karlsruhe and the Technical
' University Karlsruhe is to cope with severe accidents. It pursues the goal to restrict the :
consequences of core meltdown accidents to the reactor plant. One essential of this new j

containment concept is its potential to remove the decay heat by natural air convection and ,

thermal radiation in a passive way. To investigate the coolability of such a passive cooling
i

!

system and the physical phenomena involved, experimentalinvestigations are carried out at the
PASCO test facility. Additionally, numerical calculations are performed by using different i

codes. A satisfying agreement between experimental data and numerical results is obtained.

i

f

1. INTRODUCTION i

The Research Center Karlsruhe and the Technical University Karlsruhe have proposed a new
'

containment concept for future pressurized water reactors [1]. The so called composite i

containment should ensure that it remains intact in severe core meltdown accidents and the !
*

decay heat can be removed in a passive way by natural air convection and thermal radiation.

The proposed containment shown in fig. I consists of an inner steel shell of approx. 60 m i

diameter and an outer concrete shell of approx. 2 m wall thickness. The annular gap of about 1 !

m width is bridged by longitudinal support ribs fixed in the concrete shell. The ribs are placed
at intervals on the circumference with 50 cm spacings and transfer the load of the expanding
and deflecting steel shell to the reinforced concrete wall (composite containment) in case of
hydrogen detonation. With this concept the two individual containment shells of the present- ]
day design remain essentially unchanged and the capability to withstand higher loads is i

1achieved by the composite structure.

A core catcher is an integral part of this innovative design proposal. In a core meltdown !
accident the decay heat in the core melt converts cooling water into steam. The steam i

produced condenses on the internal structures and on the inner surface of the externally cooled - !
steel shell. Reflux of the steam condensate to the core catcher establishes a passive self- i

circulating steam / water flow. The increase in the temperature of the steel shell results in natural j

convection of air in the individual chimneys formed by support ribs in the annular gap. !
Moreover, radiative heat transfer takes place between the steel shell, the support ribs and the
concrete shell. Decay heat is thus removed by natural air convection and thermal radiation to i
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the ambient atmosphere in a passive way. The presence of the support ribs increases the total
surface area and improves the radiative heat transfer. It was found that the rediative heat
transfer enhances significantly the total heat transfer of the passive cooling system.
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Fig.1: New containment concept - Composite containment

J '

A survey ofliterature emphasizes the need of additional theoretical as well as experimental
works concerning natural air convection under the given conditions: high Rayleigh-number,

,

large channel geometries and strong interaction between convective and radiative heat transfer. |
To determine the coolability of such a passive cooling system and to study the physical
phenomena involved, experimental investigations are performed in the PASCO (acronym for
pgssive containment cooling) test facility at the Institute of Applied Thermo- and
Fluiddynamics of the Research Center Karlsruhe. In these experiments different effects, e.g. the
effect of flow channel geometries and wall emissivity on heat transfer are studied. Moreover,
generic informations and a broad data base will be provided for validation of advanced multi-
dimensional computer codes, mainly in respect to modeling radiative heat transfer and
turbulence.

In addition to experimental work, numerical simulations are carried out with a simplified one-
dimensional code PASCO and an advanced three-dimensional code FLUTAN.

In the present paper the first experimental results are presented and compared with the
numerical results obtained with the two different codes.
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2. PASCO TEST FACILITY

The PASCO test facility shown in fig.2 simulates a cooling channel of the proposed
containment. The test section consists of a one-sided, electrically heated vertical rectangular
channel. The cross section of the test channel is 0.5 m x 1.0 m, it can be varied. The total
heated height is 8 nt with four individually heatable zones. The channel is open to the
atmosphere at its inlet and outlet. In the present experiments the temperature of the heated
plates is controlled to be constant and uniform.

crosswise traversiNure)bes
pro]F7 ey q (velocity, temper

i @@@-

,. ....... 4
.

h 8
- ,

$4 ........

y n-
, =:= g ,

[x]p .......*

traversing probe.;

1 j (velocity, temperature)*

7. . ....... 4

?
- '

_- ,1.

. .g. . .
4.

7- Ig_ _ _. _ | heated height: 8m"

,=:=

channel cross-section:- . ._. .n ._.-
0.5 x 1.0 m (variable), ,

*

4 ....... m.

thermocouples- x
l heated plate*

,i ....... 4.
,

MidshWhMEftdWfO'- ' C5 ;...... cy
9 1 R % |+=

8 a :
.

4 7 g._ .......
,

n -

. sagwgwg ,, M-

m@ |, ........ .

E Insulation. .

N | p
) !j! <-- , alr inlet|/

Fig.2: The PASCO test facility

The test facility is equipped among others with approx.170 thermocouples to meas.ure the
distribution of wall temperatures. Traversing probes for recording the temperature and velocity
of air are installed at five different elevations. Cross-wise traversing probes at the inlet, in the
mid-plane and at the outlet measure the temperature- and velocity distributions over each

848

_
_ _ _ _ _ _ .



.-. .. -- - - --

channel crcss-section. Moreov:r, pressure et chann:1 inlet, air humidity and heating powtr are
recorded.

Experiments are performed at different values of heated wall temperature T6, wall emissivity c,
heated height h and channel depth L. Table I summarizes the test parameters.

Table 1: Test parameters

Heated wall temperature T6, 'C 100 - 175
Wall emissivity e 0.2 - 0.9>

Heated height h, m 2.0-8.0
Channel depth L, m 0.25 - 1.0

3. EXPERIMENTAL RESULTS

Figure 3 shows the measured profiles of the air temperature and the air velocity at the channel
outlet. The channel cross-section is 0.5m x 1.0m. In this experiment the heated wall
temperature T6 is kept constant and equal to 150 'C. The air temperature at the channel inlet
Ti. is 20.3 'C and the average temperature of the ambient surroundings T.. is 22.7 'C. It can

. be seen in which way the profiles are affected by thermal radiation. A total heat power of 6.8
kW was transferred to air and the air mass flow is 0.54 kg/s. If the experimental results are
extrapolated to reactor conditiions, a total decay heat of about 8 MW could be removed by the
passive cooling system with natural air convection.
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Fig.3: Measured temperature- and velocity profiles at the channel outlet
(T6 = 150 'C, Ti, = 20.3 'C, T.. = 22.7 'C, c = 0.9)

Table 2 shows the measured heat power and air mass flow at different experimental conditions.
In all the experiments the wall emissivity is 0.9, the channel cross-section 0.5m x l-.0m and the
heated height 8.0 m.
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Tcble 2: Experiment .I res:lts ,

!

I Test number M014 M018 .M019 M022 i

Heated wall temperature T6, "C 100 125 150 175 |
Inlet temperature of air Tw, "C 23.3 23.6 22.4 23.0.

'

Ambient temperature T., "C 25.4 25.3 24.8 25.0

Transferred heat power, kW 3.33 4.79 6.58 8.23 -

Air mass flow, kg/s 0.34 0.41 0.44 0.54

:
L

4. NUMERICAL SIMULATIONS
;

t
For numenical simulations of the natural air convection in the PASCO test facility two different
codes were used. The simplified one-dimensional code PASCO [2), [3] has been developed to |

predict the global thermal-hydraulics of the containment cooling and to assess the experimental [
'

data of the PASCO test facility. It is based on the heat balances at the individual walls and the

| one-dimensional enthalpy and momentum balances for the air. The heat transfer from the walls
to the air is by natural convection. The following correlation'

Nu= cRa" (1)

is used to calculate the heat transfer coefficient of natural convection, where Nu is the Nusselt
number and Ra the Rayleigh number. The constant c has been determined for each individual i

walls. Between the individual walls of the chimney radiative heat transfer is taken into account..

I
The advanced three-dimensional code FLUTAN is an extended version of the COMMIX code
[4), [5], which was developed at the Argonne National Laboratory. It is a finite-difference ,

code for single-phase steady-state and transient analyses of single and multi-component :
!

systems in Cartesian or in cylindric coordinates. The FLUTAN code has been applied to many
complex thermalhydraulic problems (6]. For the simulation of the turbulent flow in the PASCO

itest channel the standard k-c turbulence model is used with logarithmic wall functions for the
!velocity and the temperature distribution near the wall. To extend the application of the

FLUTAN code to the PASCO test channel, a thermal radiation model has been developed with |

| the following main features [7]: ,

| * Radiatively non-participating fluids, grey and diffuse surfaces.
* Net radiation method for enclosures.
* Analytical methods for view factor computation. j

Macro-element method for improving numerical efliciency. |e
.

Table 3 compares the measured results with the data calculated with two different codes.

Table 3: Comparison of the measured with the calculated results [
(Th = 150 'C, Tw = 20.3 "C, T. = 22.7 'C, c = 0.9) {

Parameter I Measurement PASCO code FLUTAN code i

Heat power, kW 6.8 6.8 8.1

Air mass flow, kg/s 0.54 0.52 0.40 ,

Average temperature of the side wall, "C 47 62 47.6
Average temperature of the back wall, "C 50 64 48.1

:
1
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The heat power and the air mass flow criculated by the PASCO coda agree well with the
measured data. Th3 FLUTAN code reproduces accurately the average ttmperature of the side
wall and the back wall. Nevertheless, large discrepancy is observed between the experimental
and numerical (FLUTAN) results concerning the heat power and the air mass flow.

Figure 4 shows the distribution of air temperature and air velocity along the mid-line at the
outlet cross-section as function of the distance from the heated plate.
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Fig.4: Measured and calculated distribution of air temperature and air velocity
A- temperature, x - velocity

(Th = 150 'C, Ti = 20.3 'C, T. = 22.7 'C, c = 0.9)

The curves are the results calculated with the FLUTAN code and the symbols are the data
obtained in the PASCO experiments. Qualitatively the calculated results agree well with the
measured data. The quantitative discrepancy which is also evident from Table 3 emphasizes the
need ofimproving turbulence-modeling in the FLUTAN code for turbulent natural convection.
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Figure 5. Temperature distribution on the side wall and on the back wall
curve: FLUTAN calculation, symbols: measurement
(Tn = 150 'C, Ti = 20.3 'C, T. = 22.7 'C, c = 0.9)
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Figure 5 shows the temperature distribution on the side wall and on the bIck wall at the
rJevation 4.2 m. The curve presents the results calculated with the FLUTAN code and the
symbols are the experimental data. A good agreement is found between the experimental and
the calculated results. On the side wall the maximum temperature appears close to the heated
wall. It decresces rapidly with increasing distance from the heated wall. Toward the corner
where the side wall connects the back wall the temperature increases again. On the back wall a 1

'

similar distribution of wall temperature in the corner region is also obtained.

5. CONCLUSIONS

Passive containment cooling by natural air convection and thermal radiation offers ane

innovative safety feature for future pressurized water reactors
In the PASCO test facility the physical phenomena involved in natural air convection and i*

thermal radiation under different conditions can be studied and a broad data base will be
provided for funher developing advanced multi-dimensional computer codes.
At high wall emissivities thermal radiation contributes significantly to the total heat transfer*

by natural air convection.
The codes used have achieved satisfying agreement with experiments. However, they i

*
~

showed also the need ofimproving the turbulence-modeling in natural air convection.
Additional larger scale experiments must prove the containment coolability under alle

conceivable conditions.

Further research works are undenvay to develop a correlation of heat transfer coefficient of t

natural air convection in unsymmetrically heated, venical channels.
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Abstract

There am some 40 reactors based on the VVER design in use. Database available for computer
code assessment for VVER reactors is rather limited. Experiments were conducted to study
natural circulation behaviour in the PACTEL facility, a medium-scale integral test loop patterned
after VVER pn:ssurized water reactors. Flow behaviour over a range of coolant inventories was
studied with a small break experiment. In the small-break experiments, flow stagnation and
system repressurization wem observed when the water level in the upper plenum fell below the
entrances to the hot legs. The cause was aitributed to the hot leg loop seals, which are a unique
feature of the VVER geometry. At low primary inventories, core cooling was achieved through
the boiler-condenser mode. The experiment was simulated using French thermalhydraulic system ;

code CATHARE.

1. Introduction

Natural circulation is an important passive core cooling mechanism in nuclear power plants
during both regular operations and transients. The efficiency and general behaviour of natural
circulation cooling depends upon the nature of the fluid flow within the primary system, and this
varies with coolant inventory. This dependence is of particular interest in a small-break loss of
coolant accident (SBLOCA) scenario where con: cooling could be required at substantially
reduced inventories. Natural circulation experiments provide an opportunity to evaluate system
cooling capabilities over a wide range of conditions, most notably the low inventory levels not
typically experienced at a power plant. l

Many test facilities have been constructed to study thermal hydraulic phenomena in )
western reactor geometries. PACTEL is a medium-scale integral test facility designed to simulate j
thermal hydraulic phenomena characteristic of the Soviet-designed VVER reactors, with j
particular attention to the versions used in Finland. The facility was constructed by the Technical 1
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Research Centre of Finland and the Lappeenranta University of Technology as a part of their
continuing reactor safety program.

Natural circulat on is characterized by three distinct modes: single-phase flow for a neari

maximum primary inventory, two-phase circulation at intermediate inventories, and reflux
condensation or a boiler-condenser mode at low inventories. Transitions between these flow
types are usually relatively smooth. Very low mass flow rates are observed for the reflux
condensation and boiler condenser modes, but energy transport is still sufficient to provide core
cooling.

Thermal hydraulics experiments have been conducted with VVER-type test facilities, but
these are limited to small-scale models. One such facility is REWET-III in Finland, a volumetri-
cally scaled (1:2333), full height, single loop model. Natural circulation studies with rewet III
have been discussed by Kervinen & al [1][2]. Another facility patterned after the VVER
is PMK, located in Hungary. It is also a volumetrically scaled, single loop and full height model
similar in size to REWET-III, but designed for full pressure and full scaled power. It has been
used to study natural circulation and the effects of loop seal clearing on the core liquid level.
Experiments showed that the transition between single and two-phase flow is not always smooth, )
with the nature of this transition depending upon the core power and mass inventory [3].

2. PACTEL facility )

I
PACTEL is a volumetrically scaled (1:305),

out of pile model of the two Russian designed g
VVER-440 pressurized water reactors used in Fin-
land. The facility includes a pressurizer, high and pressunzer

low pressure emergency core cooling systems, and /
an accumulator (fig.1). The peak operating pres-
sures on the primary and secondary sides are 8 MPa steam cenerator H

and 4.6 MPa, respectively. The reactor vessel is /simulated with a U-tube construction including g
separate downcomer and core sections. The core
itself consists of 144 hexagonally arranged full b.
height, electrically heated fuel rcxi simulators with a
maximum total power output of 1 MW, or 22% of
scaled full power. The fuel rod pitch (12.2 mm) and M k
diameter (9.1 mm) are identical to those of the fp f

referencc .eactor. ,
'

Component heights and relative elevations
correspond to those of the full scale reactor t core
match the natural circulation pressure heads in the N

oowncomerreference system. The hot and cold leg elevations of #
the reference plant have been reproduced including g',
the loop seals. The hot leg loop seals are a result of g
the steam generator locations, which are at roughly
the same elevat;an as the hot leg connections to the
upper plenum. The hot and cold leg connections to
a steam generator are at the underside of each col- Fig.1. PACTEL facility.
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lector, thus a U-shaped pipe is necessary to complete the connection to the pressure vessel
without sharp bends. The cold leg loop seals are formed by the elevation difference between the
inlets and outlets of the reactor coolant pumps, just as in other PWRs.

Three coolant loops with double capacity steam generators are used to model the six loops
found in the reference power plant. The U-tube lengths and diameters in the older PACTEL
steam generators corresponded to those of the full scale models. The height of the tube bundle
was only about 15 % of the height of the reference steam generator. To study the effect of the
bundle height a new stem generator model have been installed to the facility. The bundle height
is now 1.0 m (in the power plant 3.34 m). Secondary side steam production is vented through
control valves directly to the atmosphere.

The horizontal orientation of the steam generators is one of the distinguishing features of
the VVER design. One consequence of this geometry is a reduced driving head for natural circu-
lation. Another notable feature is the relatively large secondary side water inventory, which tends

to slow the progression of transients.

3. Natural circulation in the VVER geometry

Natural circulation experiments with the PACTEL facility have been analyzed by Lompers-
ki and Kouhia [4]. The experiments demonstrated significant qualitative differences between
natural circulation in VVER and typical PWR geometries.

Peak natural circulation mass flow rates observes in the single rather than two-phase flow

regime. In the VVER geometry there is only a modest increase in the driving head associated
with two-phase flow. Transition between single and two-phase flow was not smooth in most of
the SBLOCA tests. The flow temporarily stagnated when the water level reached the hot leg
ertrances and did not resume until the loop seals cleared, fig 2. The loop seel cleared after the
water level at the upstream side of the loop seal reached the bottom of the loop seal. In the
experiments with three loops highly asymmetric behaviour was observed after two-phase flow
was ;stablished. Two of the loop seals refilled after clearing, reducing flow and shifting the
energy transport to the third loop.
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Fig. 2. Inventory distribution during (a) initial flow stagnation, (b) loop seal clearing, and (c)
flow resumption.
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Flow stagnation occurred near the same inventory regardless of the break size, though the
duration was shonest for the largest break. Tests also showed how the pressurizer altered the
transition between single and two-phase flow. When it remained connected to the rest of the
primary, fluid flow in and out of the pressurizer resulted in large magnitude flow and pressure
oscillations as the system inventory alternated between the regions of stagnant flow and steady
two-phase flow.

Condensate flow from the steam generators to the downcomer was intermittent for the
boiler-condenser mode. The steam generators retained significant amounts of coolant, with the
downcomer flow surges comprising some 5-10% of the total inventory. The amount of water
retained in the steam generators influences the core collapsed level, which in turn has a bearing
on when the top of the core begins to dry out and overheat. It is clear that significant coolant
holdup in the steam generators can shorten the elapsed time to core heatup in the event of a
SBLOCA.

It was demonstrated that loop seal refilling occurs for low steam flow rates because of
countercurrent flow in the upflow side of the hot leg. This behaviour points to the importance
of using a multi-loop facility to investigate SBLOCAs in a VVER geometry. There will certainly
be an interdependence between loop seal filling and the accompanying loss of flow in some
loops, and flow behaviour in other loops. It is e!so conceivable that if the coolant inventory
supporting two-phase flow were maintained for a lang period, flow characteristics may continue
to change as the core decay heat decreases and steam production drops. i

4. Experiment description

The experiment (SBL-22) was performed to study natural circulation and the behaviour of
the new steam generator model over a continuous range of primary side coolant inventories. To
simplify the experiment only one of three primary loops was used in the test. The experiment
has been made as simple as possible to establish a basic understanding of natural circulation
flow behaviour in the PACTEL facility, i

The experiment was started with a steady state period at the full water inventory. The
primary circulation pump was stopped and the break was opened in the cc:d leg at 1000 s. At
the same time the pressurizer was disconnected from the rest of the primary side. The break size
was 0.04% of the PACTEL cold leg cross sectional area. The break size corresponds to 0.12%
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Fig. 3. Primary pressure in the SBLOCA Fig. 4. Downcomer mass flow rate in the
experiment. SBLOCA experiment.
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of the scaled down cold leg area of the refer- Table 1. Heat transfer modes during the
ence reactor. The core power during the entire SBLOCA experiment.
experiment was 70 kW.

No other actions were taken during the time isl inventory [%1 mode

experiment than maintaining the secondary side 1000-3400 100-74 single-phase

level through additions of the feed water. The
test was terminated when the cladding tem. 3900-5300 67 56 two-phase

peratures started to rise at the top of the core. 5300-9500 56-32 boiler-cond.

The measured primary pressure and the
downcomer mass flow rate in the experiment
are showed in Fig. 3 and 4.

After opening the break valve at 1000 s, the primary pressure dropped until the hot leg
saturation pressure was reached. The heat transfer mode from the primary to secondary side was
single-phase natural circulation until the upper plenum collapsed level reached the hot leg pipe
entrance and the loop flow stagnated at 3400 s. The energy transport from the core to the steam
generator was lost and the primary pressure increased. The flow remained stagnant until the hot
leg loop seal cleared at 3900 s. Since the pressurizer was disconnected there was only one flow
stagnation and loop seal clearance controlled by the primary inventory.

After the loop seal opened two-phase mixture flowed to the steam generator and the
system pressure started to decrease. Two-phase natural circulation continued until the boiler-
condenser mode was established at 5300 s. Although the steam generator has been changed since

the previous natural circulation test series, the overall behaviour of the loop has remained
roughly the same. Table I summarises the different heat transfer modes.

After the primary circulation pump was stopped the flow reversed in the lower SG tube
layers, because the density in the cold collector was somewhat higher than that in the hot collec-
tor. Fig. 5 shows the situation in the steam generator before the flow stagnation. The upper part
of the tube bundle handled most of the heat transfer from the primary to secondary side.

During the stagnant flow period the temperature distribution in the primary side of the
steam generator was almost unifomi. When the loop seal cleared and the flow resumed there was
liquid in the cold collector and two-phase mixture in the hot collector (Fig 6). That initiated
again a reverse flow in the lower part of the tube bundle. The uppermost tubes handled most the
of the heat transfer. After the loop seal clearance the manometric balance presented in fig. 2a
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Fig. 5. Flow directions in the steam gener- Fig. 6. Behaviour of the steam generator
ator tubes during the single-phase flow. after the loop seal clearing.
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was lost and the water level in the cold collector decreased as the level in the upper plenum
increased.

Most of the steam went to the uppermost part of the tube bundle. There was clearly a
liquid flow through the lower part of the tube bundle early in the two-phase region. However,*

that changed when the two-phase flow period advanced further. Towards the end of the two-
phase flow stage the differential pressure over the tubes changed so that the pressure was higher
in the hot collector than in the cold collector. There was no evidence of a constant reverse flow j

in any of the tubes, when the elapsed time was 4700 s from the beginning of the experiment.
Temperature oscillations were observed in the lowest tube layer, which indicated that sometimes
the flow direction was reversed, however.

In the boiler-condenser mode the mass flow rate was very low. Thus, the driving force for
the flow from the hot to cold collector was weak. The cold collector was totally filled by steam
when the boiler-condenser mode started. The flow from the heat exchange tubes to the cold leg
was not continuous, but intermittent flow peaks were observed. These peaks were induced by the
secondary side pressure fluctuations and the feed water injection.

Similar tests with the pmvious PACTEL steam generator show clearly that considerable
amount of liquid can accumulate into the tubes during the boiler-condenser mode. The retaining
water decreases the heat transfer befom the tubes are emptied to the cold leg. '; hat behaviour is
not evident in this experiment. The reason is that the length of the tubes of the new steam
generator construction is only third of the tube length of the previous steam generator. Experi-
mental and analytical studies of horizontal steam generators have been presented in seminars
held in Lappeenranta [5].

The cold leg loop seal caused flow peaks at the very end of the transient. When the level
in the cold leg reached the bottom of the loop seal, steam flowed into the inclined part of the
cold leg and rose to the pump. A new liquid level was formed and the coolant flowed from the
cold leg side to the upper plenum to equalize the manometric balance of the loop.

5. CATIIARE code

The CATIIARE 2 code version VI.3E used for these calculations is a French system code

developed by CEA, EDF & Framatome for the analysis of design basis accidents. It is based on
a two-fluid 6 equation model expressing mass, momentum and energy conservation for each
phase (gas and liquid). Additional mass equations are written in order to account for non-con- !

I

densable gases. The numerical scheme is a finite difference method using staggered mesh and
first order upwind differencing. The time discretization i:: fully implicit. Several modules are
available to irpresent the different components of a circuit: 1-D pipe,2-node volume and 1-node
tee. The constitutive relations in the CATIIARE code are either taken from the literature or
original models developed from the analysis of a |arge experimental program associated to the
code.

CATI 1ARE assessments on VVER test facilities have been done calculating some tests

perfomied on PACTEL (ISP33) and on PMK loops (SPE-1, SPE-2, SPE-3). Tests performed on ,

|
IVO test rig have been used by CATHAkE developers to propose a CCFL correlation at the

!upper tie plate. Test data of REWET-Il reflooding experiments have also been used to assess
CATHARE.

,
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6. CATHARE model for PACTEL SBLOCA test

The 1-D pipe module was used for hot leg, cold leg, down omer, lower plenum, core and core
by-pass in the schematization of the PACTEL facility. Nine tubegroups were represented in the
SGs primary side. For the secondary side, a vertical ID element with nine n:eshes was used,
each secondary mesh exchanging with a group of tubes. The 2-node volume module with a
moving mixture level was used for the upper plenum, hot and cold SG collectors and the upper
part of the downcomer. It allows the description of vertical stratification and phase separation
effects at the junctions with pipes. The pressurizer was modelled with a boundary condition
during steady state. The tee module ( I-node module modelling phase separation in a tee
junction) was used to connect the hot leg element to the pressure boundary. Leak flow has been
given as a function of the primary pressure. Figure 7 presents the nodalization of the primary
side,
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Fig. 7. Nodalization of the primary eide.

7. Results of CATHARE calculation

The results of CATHARE simulation as well as the experimental results can be divided to
five different period. The primary pressure and coolant mass flow during CATHARE simulation
have been presented in figures 8 and 9. The same experiment have been calculated using
RELAP5 and APROS codes by Riikonen & al [6]. Primary pressure and mass flow in RELAP
and APROS simulations have been presented in figures 10 and 11. Periodical results of
CATHARE simulation are:

1. Steady state (0-1000 s). The simulation stans with the calculation of a 1000 s steady
state period. Code predicts the initial conditions of the transient reasonably well.
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2. One-phase natural circulation (1000-3400 s in experiment) starts at 1000 s after the
pressurizer is disconnected, the primary circulation pump is stopped and the cold leg break is
opened. The rapid drop from the steady state pressure to the saturation pressure is predicted
correctly. The downcomer mass flow rate is not correctly calculated immediately after the pump
coast down and it takes about 100 s before the calculated mass flow agrees
with the measured one. The pressure starts to increase again after the coast down. The pressure
is controlled by the temperature of the steam at the upper plenum. This is predicted better in
CATHARE calculations than in RELAP5 and APROS calcuhtions.

After the pump has been stopped the flow reverses in the lower tube layers of the steam
generator in calculation like in the experiment. In the uppermost tube layers the flow is tr he
normal direction. Also in the calculations most of the heat transfer from the primary to second-
ary side is handled by the upper pan of the tube bundle.

I
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3. Flow stagnation (3400-3900 s in experiment). A loss of loop flow occurs in the
calculations at 3000 s. The core power was not transported to the secondary side and the
pressure increased as in the experiment. The flow resumes in calculetion at 3700 s. The simula-
tion have relatively good agreement with the experiment.

4. The two-phase natural circulation (3900-5300 s in experiment) period is also shorter
in the calculation (3700-4500 s) than in the experiment. The calculated and measured system
pressures are in a good agreement during this period. In the end of the two phase flow period
the primary pressure decreases near the secondary side pressure. Strong internal circulation in the
primary side of the steam generator is predicted by the code early in the two-phase region. Later
in the simulation there is no significant reverse flow in any of the
steam generator tubes. |

5. The boiler-condenser (after 5500 s in the experiment) mode energy transport begins I

carlier in the calculation than in the experiment (4500 s). During the boiler-condenser mode the
code overestimates the primary pressure. The primary pressure stayed about 5 bar higher than
measured pressure. The same finding have been reported in CATIIARE analyses of the ISP-33
natural circulation experiment [7]. We have not been able to provide reason for the termina-
tion of the CATilARE simulation before the end of the experiment. RELAP5 and APROS gave
better estimations for the boiler-condenser mode.

8. Conclusions

in the experiment natural circulation in the VVER geometry was studied during a small
break LOCA. The experiment was analyzed with the CATilARE code. The code was able to
predict the different natural circulation modes. In the single-phase period the downcomer mass
flow rate and the flow stagnation were predicted well. The steam generator behaviour in single-
phase natural circulation was simulated well. The flow reversing in the lower tube layers was
clearly visible and the heat transfer distribution from the primary to secondary side was
simulated satisfactory.

The time of transition from the two-phase flow mode to the boiler-condenser was too early.
The verification of the calculated steam and water distributions in the two phase and boiler-
condenser mode is not possible, because the measured values are not available. Calculated
primary pressure during boiler-condenser mode was not in good agreement with the measured
one. The Reynolds numbers in the horizontal steam generator tubes are very low during the
boiler-condenser mode and the flow is stratified. The condensation model used in the code was
developed for the vertical pipes. Condensation models used for stratified flow conditions
included to APROS and RELAP5 codes give better prediction.
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PARAMETRIC NUMERICAL INVES11 GALLON OF NATURAL CONVECTION IN A HEAT-GENERATING
FLUID WITH PHASE TRANSITIONS -

A.E. Aksenova, V,V. Chudanov, V.F. Strizhov, P.N. Vabishchevich
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ABSTRACT- Unsteady natural convection of a heat-generating fluid with phase transitions in the enclosures of a ;

square section with isothermal rigid walls is investigated numerically for a wide range of dimensionless parameters. |

The quasisteady state solutions of conjugate heat and mass transfer problem are compared with available experi- !
mental results. Correlation relations for heat flux distributions at the domain boundaries depending on Rayleigh and

<

Ostrogradskii numbers are obtained. It is shown that generally heat transfer is governed both by natural circulation
and crust formation phenomena. Results of this paper may be used for analysis of experiments 'with prototypic ;

core materials. !

1 INTRODUCTION

The need of parametric investigation of a heat-generating fluid with phase transitions results from the necessity to
predict correctly the behaviour of a molten heat-generating corium for various hypothetical accident scenarios in a
pressurized water reactor (PWR). As a result of sucn accident, it is possible accumulation volumes of corium both
in-core and in the reactor vessel lower head.

Presence of the large amounts of corium masses in the reactor vessel lower head may lead to the vessel collapse
'

'

and at the same time under specific cooling conditions the retention of the molten corium in the reactor vessel
is possible. In this connection it is necessary to investigate the mechanisms of the heat transfer in corium on the
basis of a more complete model accounting for both the buoyancy-driven flow and corium melting and solidification
processes.

The process of corium heating in pressure vesselis defined by residual volumetric decay heating, which leads both
to melting of the fuel and to the beginning of strongly vortical (turbulent) flow caused by buoyancy forces in the
molten pool. In this case the main characteristics of the heat and mass transfer are governed by several processes,
namely: processes of natural convection, cooling regimes of the fuel at the external boundaries. presence of solid
phase near cooled surfaces, properties of both solid and liquid phases and the process duration. Thus, complete
solution of the thermal corium/ vessel interaction problem requires consideration of the conjugate heat and mass
transfer problem.

Usually all processes are considered separately. Prediction of natural circulation and calculation of the local heat flux
allows to determine crust thickness and melting through of the reactor vessel (see, for example, references [20,21]).
Most previously published numerical and experimental investigations [1] - [10) were devoted to investigation of
natural convection in a heat-generating fluid. Water used a simulating liquid in these experiments. As a result of
these investigations heat transfer was determined as a function of dimensionless Rayleigh and Prandtl numbers in
a specified geometry. In the framework of severe accident simulation, when a large amount of solidified corium
is being formed, it is important to take into account the dependence of heat transfer (average Nusselt number)
on crust formation phenomenon. To characterire heat transfer accounting for crust it is proposed to use not only
Rayleigh number but also Ostrogradskii number. The latter parameter may be defined as ratio of integral heat
generation in whole volume to average heat flux through solid phase and may be considered like dimensionless
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Table cf N msnclature ;

Asp = l/r -aspect ratio I - dimensionless time [
a = k/(pep) thermal diffusivity (m ,-'] u - temperature |

2

Hi = (h l)/k - Biot number u., = 1/V fy u dV - average temperature i

e - specific heat [Jkg-'K-3] us - temperature of phase changesp

e = (0,1) - vector, characterized of ejected force v. - temperature of wall
direction ,

g - gravitational acceleration [ms-2] y = (va,v2)- vector of velocity |
h - heat transfer coefficient vi - dimensionless horizontal velocity '

k - thermal conductivity [Wm-3 K-1] v2 - dimensioniess vertical velocity

1- cavity height : - cavity width,(r = l) '

Nu = -(gradu)- local modified Nusselt number : - dimensionless horizontal coordinate
'

Nu = 1/l f, Nu/(u..)di- average Nusselt number :: - dimensionless vertical coordinate ;

(or intensity heat transfer)
Os = (g I2)/(k (u, - u.)) - Ostrogradskii number Greek symbols

Pr = v/a - Prandtl number # - coefficient of volume extension f
g - rate of volumetric heat generation 6 - delta-function

,

Q = } f, Nu dl- average heat flux A - enthalpy of phase changes

Ra, = (# g g 15)/(a v k) - modified Rayleigh number u - kinematic viscosity

Ra. = (#g (u, - u.)l8)/(a v) - Rayleigh number p - density

Ste = A/(e (u, - us))- Stefan numberp

Subscript

.. - average ,a - lateral surface

an - lower surface . - wall I

, - liquidus . - temperature |
|, - flux up - upper surface

, - solidus

temperature of phase transition.

Notice that with increasing of the Ostrogradskii number, the volume of the solid pl.ase (crust) decreases, but
with decreasing Ostrogradskii number, growth of the crusts is observed. While considering the results of works [1]
- [10] from the point of view of natural convection in a molter. heat-generating corium, which forms the crust
near the cooling boundaries, it should be noted that main results of these works conesponds to limiting case under
sufficiently large Ostrogradskii numbers (Os > 10 ). On the other hand in the reactor case, namely during rete, tion3

of corium in reactor vessel lower head, the estimations of characteristic Ostrogradskii numbers are given by range
from 100 to 1000. Furthermore, the usage of the previous correlation relations [1]- [10] for studying molten corium
behaviour in the reactor vessel lower head may be correct when the crust presence doesn't influence distribution of
heat fluxes. In real conditions the presence of crusts may significantly influence distribution of heat flux through
boundariss.' All mentioned above indicate necessity of more detailed investigation of natural circulation in a heat
generating fluid for wide range of Rayleigh and Ostrogradskii numbers.

This paper provides numerical investigation of natural convection problem in a heat-generating fluid with regard.

to corium melting and solidification processes. The main goal of these numerical investigations is an obtaining of
,

new correlation relations for heat fluxes distribution at the square cavity boundaries depending on Rayleigh and3

i Ostrogradskii number .

!
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As a result c f pirametric investigation cf natural convection problem in a hrat generating fluid with phase trsnsitions
1:teral and lowernew corr:lation relati:ns for the bisic therm:I chtracteristics (Nusselt number at the uppst,

boundaries of considered domain) w:re devilsped for the range of Ostrogradskii numbtrs (40-1000) end Rayleigh
numbers (10 -10 ). The obtained results were presented both in the form of graphics and in functional form as:8 12

Nu = C2(Ou) , Ita"',Nu = Cl(Ita) . Os", or

10 < Ita < 1012, 40 < Os < 1000, l'r = 1, Asp = 1.8

2 GOVERNING EQUATIONS

Two-dimensional natural convection problem of a heat-generating fluid with phase transitions is considered in a
square cavity with all iscahermal walls. Let O = (r| = (ri,r2),0 < r,, < n,n = 1,2) is the domain in which
the solution of the problem is sear:hed Let S(f) be the phase change interface, for which the temperature u(r,t)
is fixed and equal to a constant terrperature of chase change uc.

S(t) = {r|: E 0, u(r,t) = ui),

where us = Os'8 in this case, the phase change boundary S(f) divides the domain O by two subdomains. The
domain D(t), where D(t) = {r|r E 0,u(r,t) > ue), corresponds to the liquid phase of substance and other part
Do = O\D corresponds to the solid phase.

The above-mentioned processes are described by an energy equation and unsteady Navier-Stokes equations with
Boussinesq approximation for buoyancy. In the temperature-vorticity-stream function formulation for the 2D case
these equations may be written in the following dimensionless form:

=h + 1), r E O (1)
(1+Stex,,) + (vv) u

'

Ow 02w Ita. Os au (2)
g +(vV)w= q+g g, r E D(t)

2
a2 (3)E g +'g = - w,- r E D(t)

8a=1

op at (4)
vi = dra, v2 = bri

where u,w, d, v3 and v2 stand are used for the dimensionless temperature, vorticity, stream function, horizontal and
vertical velocity components, respectively, ri,r2 are dimensionless Cartesian coordinates and i is the dimensionless
time,

1 u E (u,,ur),
* * ' * 0, u ( (u,, ui).

Ste[A/(c(u,-ui)))is the Stefan number. Os[(q12)/(k(u,-u.)))is Ostrogradskii number. Dammk5hler number
is western analog of Ostrogradskii number. Pr[(v/a))is the Prandtl number, Ra [(# g(u - u.)la)/(a v)] is theo r

Rayleigh number, based on the temperature difference. Equation (2) may be written in stancard form as.

*
Sw 62w Ita, Su (5)y + (VV)s = g + h 4,

where Ra,[(Sp g15)/(a v k))is modified Rayleigh number, based on the volumetric heat generation value. Uniformly
distributed internal heat sources are considered in the problem. Normalization is done here using the cavity height
I, the kinematic viscosity v and the value g/2/k, which is proportional to a temperature difference.

The equation system (1),(5),(3),(4)is closed by appropriate initial and boundary conditions:
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no-slip, no-psrmelbility conditions for thi velocity vector: )

((r, t) = 0, op(r,f) = 0, x E OD, (6)--

du

isothermal thermal conditions:
u(x, t) = 0, r E 00. (7)

The quiescent state u = w = $ = 0 was used as the initial conditions for the time integration.
l

3 NUMERICAL METHOD ,

)
Different numerical approaches [11] are used to solve of solidification and melting problem. In this paper the method

'

of fictitious domains with extension by lower coefficients [12] is used t; obtain numerical solution of equations
(1), (5), (3). (4) with boundary conditions (6) and (7) for calculation of flow field in variable domain D(f).
Numerical implementation of the operator-splitting scheme used in calculations is based on the solution of elliptic
grid problems at every time-step. Boundary values of the vorticity are calculated using completely implicit approach.
The scheme is unconditionally stable for linearized equations, i.e. time-step doesn't depend on a spatial grid and is
evaluated only from the bmporal accuracy constraint for the nonlinear phenomena considered. Convective terms
are approximated using special second-order formulae based on the central differences. More details of this method
are available in refs. [13,14]. Reasonable agreement of calculated results with experimental [2. 8] and numerical-
experimental (9.10] work for different boundary conditions and geometries was obtained. Results of validation
for natural convection problem of a heat-generating fluid for cylindrical and hemispherical enclosures are presented
in proceedings 21th Water Reactor Safety Meeting (USA)[16] and 4th International Topical Meeting on Nuclear

,

Thermal Hydraulics, Operations and Safety (Taiwan) [17]. Besides. numerical results concerning simulation of
'

periodical natural convection in rectangular enclosures are published in (15].

4 RESULTS AND DISCUSSION

Numerical calculations for the natural convection problem of a heat-generating fluid with phase transitions in
square cavity were conducted on a Sun 4/80 (Sparc Station 10) workstation. The analysis of influence of the
basic parameters on features of the convective heat exchange in a closed square cavity has been performed for the
following range of dimensionless parameter values: 10 $ Ra $ 10 , 40 < Os < 103. Ste = 0. Pr = 1. Asp = 1.8 12

The range of Rayleigh numbers chosen for numericalinvestigation corresponds to unsteady laminar and transient to
turbulent flow regimes [1)( see table 1), that's why all calculations were conducted without any turbulent models.

Table 1: Heat transfer regimes ([1]).
| Regimes | Ra |

Conductive Regime 10*

Laminar Convection 10*-10"
Periodic Flow 108-108
Transient to Turbulent Regime 10 " -10'3
Turbulent Regime > 1023

Ostrogradskii numbers for numerical predictions were chosen from the fallowing range: 40 $ Os 51000. Os-
trogradskii numbers from this range may correspond to difTerent cases of severe accident and experiments with
prototypic core materials. Let's consider two limiting cases:

2 and ZrO . having the low heate in the first one the molten pool consists of oxidic materials such as UO 2

conductivity = 3 W/(mK). Let the characteristic size of the molten pool equals = 2.5 m. the melting
temperature of the molten pool is equal to = 2800 K and the boundary temperature is equal to 300 K.
Such conditions correspond to large Ostrogradskii numbers = 830.
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o in the other limiting cese, the m:ltin pool c:nsists frem the h:m:g:neous mixture cf oxidic and mstal
miterials hiving the high heat canductivity = 10 W/(mK). Assume that the ch:r:cteristic size of the
molten pool is equal to (= 1 m) and the melting temperature and cooling temperatures are the some like in
the first case. Such conditions correspond to small Ostrogradskii numbers = 40.

i

The rate of volumetric heat generation both in the first and in the second cases was equal to 1 W/(m ). I8

\

Evolution of melting '. .. defined by Stefan number is not goal ofinvestigation for this article, because the quasi i
steady state regime of flow is considered, therefore numerical predictions may be performed for the case Ste = 0.

'

Prandtl number was fixed in all calculations and equals unity. ;

While processing of the calculation results main attention have been given to such dimensionless parameters as:
intensity of heat transfer (local Nusselt number) at the lateral, upper and lower surfaces; volume of liquid phase.
Since in process of achievement of quasisteady state solution indicated parameters were oscillating close to its
average values, averaging of calculated values over sufficiently large time interval was performed.

While calculating the above-mentioned values numerical uncertainty due to oscillating regime of natural convection
doesn't exceed 5% from its average values.

Calculation results presented below were made using grid 81 x 81 with finer meshes near interfaces which correspond
to the mesh of 161 x 161 for Ostrogradskii number from the range 40 $ Os 5 400. For Ostrogradskii number from
the range of 400 < Os 510 were made using grid 81 x 81 with finer meshes near interfaces which correspond to8

the mesh of 321 x 321.

While verifying the program and the numerical method, Steinbrenner correlations [6] were used (see Fig.1).

1000 i i i 4 -

@ Nu ,- calculation resultso

O Nu,4 - calculation results

@ Nua - calculation results g
"

~~

2ssNu , = 0.345Rao

Nu g
l' ONu,4 = 0.6Ha

10 - 'NNuan = 1.389Ra '5 -

i i i i
g

108 10' 10 0 10 1012 10183

Ra

Fig.1: Comparison our predictions with Steinbrenner correlations.
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On the Fig.1 Steinbrenner correl:tions for the case Os = oc are pres:nt:d cs solid lines. Our predictions for the
case Os = 1000 are designat:d by signs and qualitative c:incid:nce with Strinbrenner corrdations. N tice that
Nusselt numbers obtained in our predictions are calculated as ratio of average heat flux to average temperature in
the whole domain, including both the liquid and solid phases. Whereas in Steinbrenner correlations Nusselt number
is defined as ratio of average heat flux to the maximal liquid phase temperature only, this approach corresponds
to investigation of problem under infinite of Ostrogradskii numbers. This fact does explain the difference between
the experimental results and our predictions.

A comprehensive venfication and validation of the program and numerical method on the problem of natural
convection of a heat-generating fluid were performed in setting similar to [9,10). Good agreement (about 5%
discrepancy) our predictions with results above-mentioned numerical-experimental works was obtained. A me full
comparison of the predicted results was published in [16,17). Moreover tests have been performed on the e ugate
heat transfer problem with moving boundary of the phase transition. A good agreement numerical reso.ts with
experiment [18), in which the melting of the pure gallium is investigated, was achieved. Results of the calculations
are presented in proceedings of the Workshop on Large Molten Pool Heat Transfer OECD[19).

4.1 Calculation results

Since of the relation of solid and liquid volumes may influence the intensity of a heat transfer towards vessel
boundaries, investigation of the influence of Rayleigh and Ostrogradskii numbers on the behavior of the liquid phase
fraction have been performed. The heat transfer regimes corresponding to Ostrogradskii numbers 40 < Os 51000,
where the strongly nonlinear change of the volume of solid phase occurs, are investigated. Such regimes have the
mixed conductive-convective character, therefore they are a greatest interest from the point of view of the natural
convection simulation. Fig. 2 presents the variation of liquid phase volume in percent,

100 ,
l

i. ,
80 -

' -

60 -
-

Volume
of the liquid

fraction
%

-

40 -

8Ita = 10 - x
Ita = 10' -*

Ita = 10'0 -o
Ita = 1031 -+

20 - Ita = 10 2 _o -

'
0

10 100 1000

Os

Fig.2: Volume of the liquid phase in percent. i'

|

Results of calculation show that small values of Ostrogradskii number (40 $ Os < 100) correspond to small volume |
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cf liquid ph se. So in chosen range cf Ostragr:dskii number the volume of liquid ph se was vzried from 50 to 70
percent end henca the v: luma cf solid phase was equal to 50,30 percent. Thus the regima of the heat transftr
in the square cavity under the small values of Ostrogradskii number has a heat conduction nature, mainly. At the
same time for Ostrogradskii numbers > 1000 convective processes begins to play dominating role in nature of heat
transfer regime, because under the such values of Ostrogradskii number practically the whole domain is occupied by
liquid phase. So for the case Os = 1000 the volume of liquid phase reached =95-98% and consequently the solid
phase no exceed SE The influence of Rayleigh number on the variation of liquid phase volume is less significantly
than influence of Ostrogradskii number. Nevertheless, it should be noted that with increasing of Rayleigh number
the liquid phase fraction decreases in the range of Ostrogradskii number 40 $ Os 51000.

In the framework of severe accident simulation it is necessary to know the distribution of heat flux on the
corium/ vessel interface boundary. Investigations of the influence of Ostrogradskii number at variation of aver-
age Nusselt number at the boundaries of square cavity were done in connection with above-mentioned problem.
Fig.3 demonstrates the distribution of average Nusselt number for the difTerent values of Rayleigh number on the
upper wall. The intensity of heat transfer at the boundary of square enclosure becomes stronger with increasing
of Ostrogredskii number. Initially this process is almost linear, but later with increasing of Ostrogradskii number
passage to the more sloping region is being observed. The beginning of the sloping region could not be defined
unambiguously, since with increasing of Rayleigh number shift of the left boundary of sloping region in the direction
of the large Ostrogradskii numbers occurs.

1000 i

Ra = 10" +-
8 +Ra = 10

Ra = 10 0 +-
Ra = 10" e-
Ra = 1012 * _ )

,

N u ,.
-

bu _

-

10 -

i

'
1

10 100 1000

Os

Fig 3: Average Nusselt number at the upper wall for the different Rayleigh numbers.

5 CORRELATION RELATIONS

As a result of parametric investigation of natural convection problem of a heat-generating fluid with phase transitions
new correlation relations were developed. These relations connect basic dimensionless parameters of natural con-
vection prob;em, Rayleigh number and Ostrogradskii number, with such characteristics of process of corium/ vessel
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intaraction as intensity of hest transfer (Nu number) on the lateral, upper end lower surfaces of considered do-
main. Absve-mentioned relstions were received with help of linear regressien meth d. Cosfficients of straight line
equation, connecting tog Nu with tog Os or log Ra are defined by means of method of least squares.

While obtaining correlations in the form of Nu = C Os" range of Ostrogradskii numbers was divided on the two
following regions. The first region includes values from 40 to 200, in the second region values of Ostrogradskii
number higher than 200 and interval 10 were included, Values of parameters C and n for the criteria dependencies4

Nuup(Os) Nu.a(Os), Nug (Os) are given below in tables 2 and 3.

Table 2: Criteria dependencies Nu(Os) for the case Os s 200.
Nu = C Os"

logRa up sd dn

C n C n C n

8 2.036 0.475 2.436 0.391 5.568 0.079

9 1.460 0.602 1.754 0.505 4.449 0.162

10 1.013 0.731 1.352 0.593 3.479 0.246

11 0.757 0.836 1.045 0.671 2.769 0.322

12 0.708 0.864 0.860 0.735 2.341 0.373

Table 3. Criteria dependencies Nu(Os) for the case Os > 200. 4

IN u = C Os"
logRa up sd dn

C n C n C n

8 20.590 0.038 16.880 0.041 7.323 0.016

9 28.123 0.059 21 194 0.064 7.684 0.047

10 38.154 0.079 28.271 0.076 13.079 0.009

11 44.709 0.116 28.442 0.127 14.618 0.041

12 36.069 0.194 25.197 0.192 17.048 0.063

12 are shown inThe graphs of Nusselt number, Nu, against Ostrogradskii number, Os, for Rayleigh number 10
Fig.4. Correlations for the range of Ostrogradskii number Os 5 200 are presented as solid lines. The criteria
dependencies for the range of Ostrogradskii number Os > 200 are presented as dotted lines.

Dependencies in the form of Nu = C.Ra" have been obtained for the range of Rayleigh numbers 10 $ Ra $ 10: j
8 2

'

in table 4 the values of parameters C and n for the criteria dependencies in the form of Nuop(Ra), Nu,4(Ra),
Nuao(Ra) are shown. These relations correspond to reactor conditions, i.e, to values of Ostrogradskii number
Os = 1000,400 and 200. I

I

l

Table 4: Criteria dependencies Nu(Ra). |

Nu = C Ita"
Os up sd dn

C n C n C n

1000 0.800 0.193 0.990 0.170 0.587 0.140

400 1.544 0.155 1.920 0.130 0.921 0.117

200 2.665 0.121 3.120 0.090 1.693 0.086
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0.1
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12Fig.4: Correlation dependencies Nu = C Os" for Rayleigh number Ra = 10

The graphs of Nusselt number on the upper boundary, Nuop, against Rayleigh number for Ostrogradskii numbers
of 200,400,1000 are shown in Fig.5.

For comparison our predictions with experimental results the plot Nu , = 0.345 Oso ass, obtained by Steinbren-o

ner [6] only for liquid phase (Os = oo) are shown in Fig.5. This plot are presented as dotted line.

CONCLUSIONS

1. In the framework of parametric numerical investigation of natural convection with phase transitions it is
shown, that the heat and mass transfer is governed both by the natural circulation and crust formation
phenomena;

2. New correlation relations for Nusselt numbers at the upper, lateral and lower boundaries of square cavity
against Ostrogradskii number in the range of 40 $ Os $ 1000 for the different Rayleigh numbers were
cbtained;

3. New correlation relations for Nusselt numbers at the upper, lateral and lower boundaries of square cavity
against Rayleigh number from 10 to 10:2 for the Ostrogradskii numbers 200,400,1000 were obtained.8
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Fig.5: Correlation dependencies in the form of Nu = C . Ra" for Ostrogradskii numbers Os = 200,400,1000.
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ABSTRACT

A concept of natural circulation BWRs such as the SBWR has been proposed and seems
to be promising in that the primary cooling system can be simplified. The authors have been
investigating thermo-hydraulic instabilitics which may appear during the start-up in natural
circulation BWRs. In our previous works, geysering was investigated in parallel boiling
channels for both natural and forced circulations, and its driving mechanism and the effect of
system pressure on geysering occurrence were made clear. In this paper, geysering is
investigated in a vertical column and a U-shaped vertical column heated in the lower pans.
It is clarified from the results that the occurrence mechanism of geysering and the dependence
of system pressure on geysering occurrence coincide between parallel boiling channels in
circulation systems and vertical columns in non-circulation systems.

1. INTRODUCTION

Many concepts have been proposed for the next generation LWRs in which passive and
simplified safety functicas are actively introduced. A concept of natural circulation BWRs,
e.g. the SBWR[1], has been preposed as one such case. It seems to be promising in that the
primary cooling system ctm be simplified but simultaneously it also brings some disad-
vantages. Aritomi et al. provided a discussion conccming advantages and disadvantages on
climinating recirculation pumps [2]. From the consideration, it was clear that establishment
of a rational stan-up procedure is one of the most important problems in achieving natural
circulation BWRs because they have to be heated by fission energy from start-up under low
temperature and pressure conditions. Thermo-hydraulic instability was experienced during
start-up in thermal natural circulation boilers using fossil fuel. Although there were no
published papers about this instability, it was estimated that the instability might be a kind of
geysering. In thermal natural circulation boilers, flow instability during the start-up is not a
significant problem, so long as the dryout phenomenon, which induces heat transfer tube

,
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failure, can be avoided. This countermeasure was worked out: The output from burners was
decreased down to a partial load of about 25% which did not induce the dryout phenomenon
and was then increased up to the rate power after the pressure in the steam header reached up
to about 0.3MPa. On the other hand, if thermo-hydraul!c instabilities were to occur during
start-up in natural circulation BWRs, they would hamper their operation for raising power
output because void fraction fluctuation in the reactor core would oscillate the reactivity.

The authors have also been investigating thermo-hydraulics during start-up in natural
circulation BWRs simulating both normal and abnormal start-up conditions. It was found
from the results that three kinds of thermo-hydraulic instabilities may occur according to
reactor configuration and start-up procedure [2]; (1) out-of-phase geysering induced by
condensation of a large bubble, (2) in-phase natural circulation instability induced by
hydrostatic head fluctuation in steam separators and (3) out-of-phase density wave instability.

Thermo-hydraulic instabilities in boiling two-phase flow have been investigated for a long
time. Bourc, Bergies and Tong [3] and Aritomi[4] have reviewed previous works and
classified instabilities into their driving mechanisms. Lahey and Drew [5] reviewed a number
of reports concerning thermo-hydraulic instabilities in BWRs. Since the density wave
instability has been investigated by many researchers, its driving mechanism has been
understood and analytical methods have been established. In contrast with this, the geysering
and natural circulation oscillation have not been investigated extensively.

Griffith is believed to have been the first to have investigated geysering[6]. lie presented
an aspect of geysering induced in the case where liquid in a vertical column with a closed end
was heated near the bottom. Nakanishi et al. investigated geysering in a single channel under
forced circulation conditions and found that geysering was only generated at velocities lower
than 0.02m/s[7]. However, our study indicated that geysering appeared in velocities up to
about 0.2m/s[2]. Geysering in parallel channels has never been understood well enough to
design a way to prevent it from occurrence. The authors have been investigating geysering
in twin parallel boiling channels under both natural and forced circulation conditions and
proposed its driving mechanism [8]. In order to verify the proposed driving mechanism, the
effect of subcooling in the outlet plenum on its occurrence was also investigated in twin
parallcl boiling channels under forced circulation [9].

Next, by considering our proposed driving mechanisms of geysering and natural circulation
oscillation, it was inferred that an increase in the system pressure would suppress these insta-
bilitics. This inference was experimentally confirmed [10],[11). Based on our proposed
driving mechanism of geysering, it is inferred that geysering occurs most readily in twin
channels and geysering may be not induced in natural circulation BWRs where there are many
fuel assemblies. Geysering was, however, induced in the thermal boilers which had many heat
transfer tubes. Finally, geysering was experimentally investigated in three and four parallel
chancis with the same thermo-hydraulic conditions under both natural and forced circulation
conditions and the results were compared with those in twin channels in order to examine the
effect of the number of channels on its stability map [12]. In addition, the experiments were
also carried out for the heated lengths different in et eh channel to investigate how power
distribution in the core influences the occurrence of geysering[12].

In this paper, geysering is investigated in a venical column with its closed bottom and a U-
shaped vertical column heated in the lower parts which are non-circulation systems with the
aim of verifying the generality of the driving mechanism of geysering proposed for parallel
boiling channels. Although it was clarified from our previous works [10],[11] that an increase
in the system pressure prevents geysering from occurrence, the system pressure, at which
geysering is prevented from occurrence, could not be clarified, because the experiments could
not be performed at a pressure more than 0.2MPa due to the structure of the experimental
apparatus. The U-shaped vertical is designed so as the experiments can be carried out up to
IMPa. The dependence of system pressure on geysering occurrence was investigated in the
U-shaped vertical column and the results are compared with those obtained in parallel boiling
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channels.

2. EXPERIMENTAL APPARATUS

A schematic diagram of an experimental apparatus is shown in Fig.1, which was composed
of an upper tank and a test channel. Water was used as a work fluid. Vapor generated in the >

test section was liquefied by a condenser installed in the upper tank, and water temperature
in the upper tank was monitored with a CA thermocouple and regulated by a subcooler and
cartridge heaters installed therein. Pyrex glass viewing windows were attached on the side
walls of the upper tank to monitor the water level and to observe phenomenon at the exit of
the test channel. The upper tank, except for the observation windows, was covered with
enough therma: insulator to restrain heat loss. The experimental apparatus was designed to
withstand pressures up to IMPa in order to study the dependence of system pressure on the
stability flow map of geysering. A pressure regulation system, which consisted of a
compressor, a pressure regulation valve and a relief valve, was installed in the upper tank.
The system pressure was regulated by feeding pressurized air to the upper tank and by -

releasing it to the atmosphere through the relief valve.
Geysering was investigated experimentally in two kinds of test columns. One was a U-

shaped vertical column composed of two vertical channels whose bottoms were connected.
The circulation rate was measured by an orifice flowmeter installed in the connection. The
other was a vertical column similar to Griffith's work [6). In this case, a vertical column was ,

detached from the U-shaped channel. The vertical part in each test section was an annular
channel, and the inner rod was made of a cartridge heater (10mm O.D.), installed concentri-
cally in the test section made of Pyrex glass (22mm I.D.) and heated by a AC current. The
effectively heated length of the inner rod was 150mm, which was located near the bottom.
The differential pressure between the bottom of each channel and the upper tank was
measured by a differential pressure transducer. The heat loss from the test section was
obtained in advance: llcat input of the heater, at which water temperature in the test channel
was kept constant, was measured.

The experimental conditions are tabulated in Table 1.

3. DRIVING MECIIANISM OF GEYSERING IN A VERTICAL COLUMN
AND A U-SIIAPED VERTICAL COLUMN

3.1 Results in a Vertical Column

At first, geysering was investigated experimentally in a vertical column similar to Griffith's

work. Four kinds of flow pattern were observed with an increase in heat inp@ut; @ naturalconvection, @ geysering with periodicity, @ geysering without periodicity and stable two-
phase flow, as a typical flow pattern map is shown in Fig.2.

In a natural convection region, heated water flows up along the heater wall and lower
temperature water flows down along the outer wall. Hot water coming up is mixed complexly
with cold water in a non-heated riser as secondary flow is induced, and thus the heat added
in the heated section is transferred intc water in the upper tank. With increasing heat flux,
subcooled boiling is induced, water in the non-heated riser is heated and a slug bubble is
formed quickly. Figure 3 illustrates typical measurements and sketches of observation. The
slug bubble grows absorbing small bubbles coming up, and void fraction in the channel
increases. A decrease in the hydrostatic head enhances vaporization in the heated section.
Immediately after the slug bubble arrives at the exit of the channel, it is mixed with subcooled
water and is rapidly condensed and vanishes. If the non-heated riser is long enough,
subcooled water reentering from the upper tank cannot reach the heated section and saturated
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boiling always occurs. Consequently, superheated water does not exist but water temperature
fluctuates as a change in the saturated temperature equivalent to a change in the hydrostatic
head. Since the slug bubble is formed periodically, geysering appears with the periodicity.
Since the vaporization rate increases as the heat flux increases, the feature of slug bubble
formation becomes complex and irregular, that is, twc slug bubbles may exist simultaneously
in the non-heated riser. As a result, condensation frequency of a slug bubble varies and
geysering appears without the periodicity. Typical measurements and sketches of observation
are shown in Fig.4. With further increasing the heat flux, stable chum turbulent or annular
mist flow appears in the riser and the differential pressure between the bottom of the channel
and the upper tank scarcely fluctuates as shown in Fig.5.

Figure 6 shows typical results of amplitudes of differential pressure between the bottom
of the channel and the upper tank. The amplitude is made dimensionless by the hydrostatic
head in the channel filled with water. The amplitude increases with an increase in heat flux
in the region where geysering is periodically induced, but is almost kept constant in the region
where geyscring without the periodicity occurs. For stable two-phase flow, differential
pressure fluctuation becomes smaller.

Next, the effect of the water level on the flow stability map of periodical geysering was
investigated to understand whether slug bubble condensation is indispensable for geysering
to occur or not. The experimental results are demonstrated in Fig.7. If the water level above
the exit of the channel is deep enough to condense a slug bubble rapidly, it does not influence
the flow stability map of periodical geysering. With decreasing the water level, even if water
in the upper tank is subcooled enough for bubble condensation, a slug bubble cannot condense
perfectly but flows out through the free surface to a gas space, because water near the exit of
the channel does not circulate enough and is heated up. The disappearance rate of a slug
bubble in the test channel becomes longer, and thus another slug bubble is formed in the non-
heated riser before a slug bubble disappears. The periodicity of geysering occurrence resultsI

in vanishing. It is seen from the experimental results that geyscring is induced periodically
in a vertical column under the following conditions:

Water in the upper tank is subcooled enough to condense rapidly a slug bubble. In a
vertical column with a long non-heated riser located above the heated section and a narrow
cross section, subcooled water reentering from the upper tank does not arrive at the heated
section and boiling always occurs therein. Superheated water is not observed in the heated
section under the conditions where geysering appears.

The existence of superheated liquid is not, therefore, an indispensable condition for geysering
to occur.

3.2 Results in a U-shaped Vertical Column

In boiling circulation systems, the feature of geysering in parallel channels is different
from that in a single channel because of difference in the freedom of flow rate distribution.
llence, the test section was remodeled from a vertical column to a U-shaped vertical column
which consisted of two vertical columns and had two heated sections.

As heat fluxes increases equally in two columns, five kinds of flow pattern regions were
observed; @ natural convection, @ geysering with periodicity, @ stable boiling natural
circulation, @ density wave instability and @ stable boiling natural circulation, as is shown
on the typical flow pattern map in Fig.8.

In a natural convection region, heated water flows up along each heater wall and lower
temperature water flows down along cach outer wall. This phenomenon is the same feature
as in a vertical column, and circulation between both vertical columns is not observed.

With increasing heat fluxes in both columns, subcooled boiling is induced, water
temperature in the non-heated riser rises and a slug bubble is formed soon in a column
(Column A). Figure 9 shows typical measurements. The slug bubble grows absorbing small
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bubb!cs coming up, and void fraction in the channel increases. A decrease in the hydrostatic
head enhances vaporization in the heated section. Immediately after the slug bubble arrives
at the exit of the channel, it is mixed with subcooled water and is rapidly condensed and
vanishes. Then, subcooled water reenters from the upper tank to the other column (Column
B). If the non-heated riser is long enough, subcooled water in the upper tank cannot reach
the heated section of Channel B. At the next stage, a slug bubble is formed in Column B.
These phenomena repeat periodically and alternatively in both columns. Namely, the flow
direction alternates such as U-shaped manometer oscillation; from Column A to Column B
and from Column B to Column A. This is the feature of geysering induced in a U-shaped
vertical column.

As heat fluxes further increases, the plural slug bubbles appear in the non-heated riser. The
circulation rate is increased intermittently by condensing the plural slug bubbles within a short
period. Consequently, boiling natural circulation is induced at a steady state. In this case, the
flow direction is fixed, that is, one column is a riser, and the other column is a downcomer
whose heated section plays only a role of a preheater. In the present test section, flow
direction is settled at random: Column A is sometimes a riser and Column B is sometimes a
riser.

With a further increase in heat flux of both columns, density wave instability is induced,
which oscillates round a constant natural circulation rate as shown in Fig.10. With further i
increasing heat fluxes, density wave instability is suppressed and stable boiling natural I
circulation appears again.

It is seen from Fig.8 that the subcooling in the upper tank influences the region where
density wave instability occurs, but that the region where geysering is induced is almost
independent of it. In the regions where geysering and density wave instability occur, the
characteristics of flow oscillation were investigated experimentally in reference to subcooling
in the upper tank. Figure 11 shows periods of flow oscillation for both geysering and
density wave instability. In a U-shaped vertical column, since geysering behaves as a U-
shaped manometer oscillation, all heated water does not flow out but the heated water

'

equivalent to the volume, which flows out due to the formation of a large bubble, only
replaces subcooled water reentering from the upper tank. Consequently, the subcooling in the
upper tank does not affect directly the water temperature in the heated section. On the other
hand, since natural circulation always occurs while density wave instability is induced,
subcooled water in the upper tank is always fed to the heated section. Since the time delay
for boiling is dependent on the subcooling, the period is influenced by it.

Figure 12 shows the amplitude of flow oscillation related to geysering. As the subcooling
in the upper tank decreases or the heat flux increases, the amplitude becomes greater. An
increase in the heat flux enlarges vaporization rate, so a larger slug bubb!c is formed in the
non-heated riscr. Since a decrease in the subcooling raises water temperature in the non-
heated riser, a larger slug bubble is formed therein. An increase in the volume of a slug
bubble increases the volumetric condensation rate and results in greater amplitude. An
increase in the amplitude enhances the volume of subcooled water reentering from the upper
tank to the column and the mixing rate of heated water and subcooled water. Consequently,
since water temperature becomes lower with increasing the amplitude, time delay for boiling
is almost constant even for an increase in the heat flux within the experimental conditions in
this work, so the periods scarcely are independent of the heat flux.

If input powers of both heaters are different, the column with higher heat flux is a riser and
the other column is a downcomer. Then, stable boiling natural circulation is induced and
geysering does not appear. Once stable boiling natural circulation is formed, even if the input
powers where geysering appears are regulated equally in both columns, geysering is not
induced. Ilence, geysering in a U-shaped vertical column is induced with a delicate balance.

From the results, the phenomenological mechanism of geysering induced in a U-shaped
vertical column is postulated as follows:
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At a low feat flux, small bubbles generated in saturated or subcooled boiling coalesce,
and a large bubble covering the whole channel is formed in Column A. The formation of
a large bubble increases void fraction in the riser and reduces the hydrostatic head. A
decrease in the saturated temperature enhances vaporization in the heated section. The
large bubble grows absorbing many small bubbles with higher drift velocity. When the
large bubble reaches the upper tank, it is mixed with subcooled water therein, is rapidly
condensed and vanishes. Consequently, the pressure is rapidly decreased, a rising flow rate
is increased in the column and subcooled water reenters from the upper tank to the other
channel (Column B). If the non-heated riser is long enough, reentering subcooled water
cannot reach the heated section and hot water in the non-heated riser flows into the heated
section. Both heated sections are filled with liquid, and a non-boiling condition is restored
for a while. A large bubble is formed in the heated section of Column B where higher
temperature fluid is reentered. it is the feature of geysering in a U-shaped vertical column
that these phenomena appear periodically and alternatively in both columns.
To verify this phenomenological postulate, the effect of non-heated riser length on the flow

stability map of geysering was investigated experimentally and the results are shown in Fig.13.
In the case that the non-heated riser is short enough for subcooled water to reenter from the
upper tank to the heated section, the unstable region where geysering is induced becomes
narrower as for both heat flux and the subcooling in the upper tank. A slug bubble is
condensed in Column A. The subcooled water reenters to Column B while being mixed with
the heated water in the non-heated riser and reaches the heated section if the volumetric
condensation rate is high enough. Water temperature in Column B is lower than that in
Column A, and thus at the next stage, boiling occurs first in Column A and natural circulation
is induced. If the non-heated riser is long enough for the reentering subcooled water not to
arrive at the heated section, the flow stability map of geysering is almost independent of the
non-heated riser length.

4. EFFECT OF SYSTEM PRESSURE ON GEYSERING OCCURRENCE

It was clarified from our previous works that an increase in the system pressure prevents
geysering from occurrence. Since the experiments could not be performed at the pressure
more than 0.2MPa because of the stmeture of the experimental apparatus, the system pressure
preventing geysering from occurrence could not be clarified quantitatively. The effect of the
system pressure on geysering occurrence was, therefore, investigated in a U-shaped vertical
column.

Figure 14 demonstrates the experimental results of the dependence of the system pressure
on the flow stability map of geysering in a U-shaped vertical column. The lower limits of
heat flux where geysering appears are independent of the system pressure. On the other hand,
the upper limits of heat flux decreases with an increase in the system pressure: Geysering
wanting the periodicity is irregularly induced at 0.3MPa and geysering is prevented from
occurrence at a pressure more than 0.3MPa. Typical measurements of geysering wanting the
periodicity are demonstrated in Fig.15. Figure 16 shows the dependence of the system
pressure on amplitudes of flow oscillation for periodical geysering. The amplitude of flow
oscillation increases slightly at the same heat flux with an increase in the system pressure.
The periods are almost independent of the system pressure and heat flux similar to the results
shown in Fig.11. The following insights are seen from our observation:
(1) The volume of a slug bubble generated at low heat flux becomes slightly greater with an

increase in the system pressure, because of lower drift velocity of a slug bubbit.
(2) As the system pressure increases, the upper volume limit of a slug bubble decreases and

the plural slug bubbles are readily generated in the non-heated riser.
(3) When the plural slug bubbles appear in one column, subcooled water reenters continuously

from the upper tank to the other column. Consequently, natural circulation is induced at
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a steady state and geyser ng is suppressed from occurrence.i

. Ixt us compare the flow stability maps of geysering obtained in a U-shaped vertical column
; and in parallel boiling channels for natural circulation. Since the cross sceticas of flow
. channels are different from each test section, the volumetric heat generation rate is introduced
; in this paper. A result comparing the stability maps is illustrated in Fig.17. The following

insights are seen from the figure:
(1) The stability maps agrees between both experimental apparatus even if their configuration

are remarkably different: A U-shaped vertical column is a non-circulation system and the
parallel boiling channels is a circulation system.-

; (2) ne upper limit of the system pressure where geysering is induced is about 0.3MPa.
i From the results mentioned above, the driving mechanism of geysering induced in parallel-

] boiling channels and a U-shaped boiling channels, which have a freedom of flow direction,
j can be explained as follows:

When subcooled boiling is induced, a large bubble covering the whole channel is formed.

in the non-heated riser located in the downstream of the heated section if velocity is low
enough. Then, the growth of a large bubble decreases the hydrostatic brad, d:cr:ases thea

.

saturated temperature and results in enhancement of vaporization in this channel. When the.

large bubble reaches the outlet plenum, if water therein is subcooled, it is rapidly
; condensed and vanishes. The r:ressure is rapidly decreased and high rising flow is induced

in the channel. Consequeatly, in parallel boiling channel systems, if the volumetrici

condensation rate of the large bubble is great enough, flow reversal or an almost stagnant
2 condition is induced in the other channels. In a U-shaped boiling channel system,
i subcooled water reenters in the other channel. At the next stage, a large bubble is formed

in the channel where the highest temperature water exists. In U-shaped boiling channel
,

4 systems, if water temperature in the channel where the large bubble was formed and
,

condensed is higher than that in the other channel, natural circulation is induced at a steady
j state, and if it is lower, geysering occurs since a large bubble is formed in the other

channel.
! Therefore, the following condition is indispensable to induced geysering: (1) Circulation rate

! is low enough to generate a large bubble covering the whole channel, and (2) water in the
outlet plenum is subcooled enough to condense the large bubble rapidly.,

! An increase in the system pressure suppresses a large bubble from formation and results in
preventing geysering from occurrence.

5. CONCLUSIONS
|

Geysering was investigated experimentally in a vertical column and a U-shaped vertic:d,

! column heated in the lower parts. The results were compared with those which had been

| obtained in parallel boiling channels for natural circulation. The following insights were
clarified:

! (1) In a vertical column, geysering is induced periedically under the following condition:
j Water in the upper tank is subcooled enough for condensing rapidly a slug bubble. In a

vertical column with a long non-heated riser located above the heated section and a
narrow cross section, subcooled water reentering from the upper tank does not arrive at

'

the heated section and boiling always occurs therein. Superheated water is not observed
in the heated section under the conditions where geysering appears. Therefore, the i

existence of superheated liquid is not required for geysering to occur.
(2) In a U-shaped vertical column with short heated sections and long non-heated risers, j

geysering is induced periodically and alternatively in both channels like U-shaped
'

manometer oscillation for low heat input, that is, the average circulation rate is almost
zero. With an increase in heat input, natural circulation is steadily induced. The flow
direction is random. The heated section in the downcomer plays a role of a preheater.
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As heat input further increases, the density wave instability appears.
(3) The driving mechanism of geysering in a U-shaped vertical column is the same as that

in parallel boiling channels under circulation conditions.
(4) As for the effect of system pressure on geysering occurrence, rearranging the heat input

in the term of calorific power unit fluid volume, the flow stability map for a U-shaped
vertical column is identical to that in parallel boiling channels under natural circulation
conditions. Geysering is not induced at pressures higher than about 0.3MPa.

This work has been carried out in boiling channels with simple configuration as a
fundamental study. Hence, the flow stability map and boundaries derived experimentally in
this work cannot be applied to full scale BWR prototypes, so that it is recognized that
scaling-cum-dimensional testings would need to be conducted to establish their foundation.

This work was performed in the Tokyo institute of Technology in collaboration with the
Tokyo Electric Power Company and the Japan Atomic Power Company.
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ABSTRACT

The present study reports a numerical analysis of two-phase flow stability structures in a natural circu-1

lation system with two parallel, heated channels. The numerical model is derived, based on the Galerkin
moving nodal method. This analysis is related to some design options applicable to integral heating
reactors with a slightly-boiling operation mode, and is also of general interest to similar facilities. The
options include: (1) Symmetric heating and throttling:(2) Asymmetric heating and symmetric throttling;
(3) Asymmetric heating and throttling. The oscillation modes for these variants are discussed. Compar-
isons with the data from the INET two-phase flow stability experiment have qualitatively validated the

present analysis.

INNIRODUCTION

Two-phase flow density-wave oscillations (DWOs) in natural circulation systems are of particular im-
portance in the design of integral heating reactors (Wang et al. [1], Wu et al. [2]) This type of
reactor is designed for low-pressure operation, and the so-called low-quality DWOs may occur in some
circumstances. Since Russian scientists proposed the conceptual design of the AST-500, an integral,
slightly-boiling heating reactor (Zaval'skii et al. [3]), the development of the relevant technologies in a
number of countries (e.g Wang et al. [1], Burgsmueller et al. [4] and Goetzman et al. [5]) has demanded
the better understanding of these special types of instabilities in real engineering systems.

The studies concerning DWOs before 1980 concentrated mainly on the high-quality DWOs relating
to BWRs and other industrial boiling systems. Many analysis tools and methods were developed and
validated, either by comparing with the experimental data, or by being applied to the design of some
prototype facilities. The achievements of the high-quality DWOs analysis have been reviewed by Bourd
et al. [6], Bergies [7], Yadigaroglu [8] and Lahey and Podowski [9]. From a stability experiment, Fukuda
and Kobori [10] classified DWOs into two types, namely the gravitationalpressure drop dominated and
thefrictionalpressure drop dominated instabilities. These two types exactly correspond to the low-quality
and the high-quality DWOs discussed in the present paper. They also found that the low-quality DWOs
would more easily occur in a natural circulation system. Recent experimental investigations, reported by
Chiang and Aritomi [11](where they named as "naturalcirculation oscillation") and Kyung and Lee [12],
have confirmed the classification of Fukuda and Kobori. In fact, the analysis of the low-quality DWOs

*Prenous address: Institute of Nuclear Energy Technology (INET). Tsinghua University, Beijing 100084. China.
' Paper submitted to NURETil.7, Saratoga Spring, New York, Septernber 10-15, 1995
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did not attain real engineering importance until a few years ago when the research and deselopment of
integral heating reactors, and other passive safety systems, accelerated.

Although the general mechanisms of DWOs have been well understood for sometime, and many tools
and methods have been developed, the complex interactions of different oscillation modes in a natural
circulation system with parallel heated channels still maintain some research interest. Thus, not only is
the validation of some general, thermal-hydraulic codes still necessary, but also fundamental studies are
needed for gaining insight and confidence in low-pressure applications.

The 5-MW prototype heating reactor NHR-5 (Fig. 1, Wang et al. [1]) at the INET of Tsinghua
University in Beijing, has run successfully for several years. Currently, the NHR-5 is licensed to run
in a natural circulation PWR mode. The operational experience gained has proven that the associate
technologies of the NiiR-5 are very safe and reliable.

Ilowever, it appears that a number of thermal-hydraulic problems related to the slightly-boiling op- |

eration mode remain unsolved. Among these, two-phase flow instabilities are still interesting topics, j
1especially during the start-up stage and power reduction transients.

An experiment, namely the INET-PSI stability experiment, from which the reference data for the
NilR-S design were produced was carried out co-operatively by the INET and the Paul Scherrer Institute

(PSI) Switzerland (Fig. 2, Wu et al. [2]). This facility was a natural-circulation system with two
paral;J, heated channels and was used as an out-of-core hydraulic simulation system for the NifR-5. The
oscillations have been detected in the range of .r, < 0.01 and p < 20bar with the periods of seconds.

Some parallel theoretical studies have also been undertaken by Gao et al. [13], Brunet et al. [14], j

Zhou and Yadigaroglu [15] and Zhou and lieusser [16]. Recently, Zhang et al. [17] reported a numerical
simulation using the RETRAN02 code, which showed that the low-quality DWOs may possibly take
place in integral heating reactors working in the PWR mode during a heat-sink-loss accident. The studies
mentioned above indica e that the existing methods and tools, previously developed for analyzing high-
quality DWOs can be e3 ended to the analysis of low-quality DWOs.

The above-mentioned theoretical investigations and numerical simulations concerning low-quality )
DWOs have concentrated on finding stability boundaries, mostly for single-loop systems. The non- I

linear characteristics of this type of DWO, especially in a complex system with parallel, heated channels,
I

have not been thoroughly investigated.

Generally, the low-quality DWOs may be induced either in a single-loop ar in a complex natural |

circulation system, either with or without power feedback, and either at a fixed power level or during a
power transient. The present study is a numerical investigation of the low-quality DWOs applied to the |

'

INET experimental facility with two parallel heated channels. The present work differs from previous
studies in aiming at the stability structures in this natural circulation system.

:

M ATilEMATICAL MODELING

The numerical simulation model of the system is shown i.' Fig. 3. The mathematical system is derised,

from 1-D homogeneous equilibrium conservation equations for mass, momentum and energy as follows.

(a) Single Phase Region-

II = ( Apf n) = C (t) (1)i
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(b) Two-Phase Region

op + & (pu).= 0.0. (4)

#f + " + (pu .- pge e + lie 6(z - Lu)P' (5)- = s s

O! + $ (puh) = q"Pn# (sy
02 Ay

f

the equation of state gives:

pj h<hj(po)
P= 'h>hj(po) (7)1

vi+y.(h-h)!

The basic assumptions embedded in the present mathematical model include:

e the system pressure at which all thermodynamic properties are evaluated is constant;

e the flow in the system is 1-D, and both phases are incompressible fluids and homogeneously flow
with the same cross-sectional velocity;

e the enthalpy distribution is linear, and the two phases are locally in thermal equilibrium;

e the heat flux on the wall is assumed constant and no power feedback is involved.

It is worth while to discuss the considerations of adopting the above assumptions for simplifying the
mathematical system and for processing reliable numerical solutions, but with the main physical features

: remaining intact. It has been known [18] that 1-D inodel is generally inadequate to represent the effect
'

of subcooled boiling for high frequency (> 1 Hz) stability analysis. The characteristic frequency in the
present study is fairly below I Hz, thus 1-D subcoold boiling model should be valid. However, the
RETRAN02 code simulation carried out by Gao et al. [19] has shown that the flow dynamics with
a number of 1-D subcooled boiling models did not produce significantly different results to that with

| only the equilibrium assumption for the same system, under the similar operation conditions, but in the
single-loop mode. We believe that the relatively large ratio of the riser length to the heater length of

j the INET experimental facility has diminished the influence of subcooled boiling. It might have stronger
effect to the flow instabilities if such a ratio were small. Thus, thermodynamic equilibrium assamption is'

a trade-off between simplicity and perfection. It is suitable for the present study based on the confidences
established from the past experiences when NHR 5 heating reactor was developed.

It has been also well-known [8] that DWOs are dominated only by the dynamic feedback mechanism
among the perturbations of mass flow rate, flow enthalpy' two-phase density (or quality) and pressure,
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drops in the two-phase flow system. A dozens of parameters, such as phase shp factor (or drift-ilux
- vek> city), heat transfer coefficient, subcooled boiling, wall thermal capacity etc., may influence the details

of flow stability, such as oscillation frequency, amplitude etc., but not the driving mechanism. The
most adequate assumptions for simplifying physical system should be delineated as those under which
the corresponding mathematical system becomes as simple as possible, the irrelevant and non-significant
effects are eliminated, and the relevant and important effects are kept as much as possible aiming at
the purpose of the analysis. The present study intends to investigate the mechanisms of the low-quality
DWOs in a complicated natural circulation system and to gain insights and experiences of developing
next generation of passively safe nuclear heating reactors. The assumptions listed above are believed to
tv fairly adequate for such purposes.

The system is divided into a number of control volumes as shown in Fig. 3. According to the above
. assumptions, the conservation equations are converted into a set of ordinary differential equations using
I the Galerkin-based moving nodal method and the Leibniz's rule of integration for the heated section, but

with the fixed nodal method for the other components. The details of this model have been described by
Lahey [20] for a single loop natural circulation system, thus only the final form of the converted, ordinary
differential equations, and the boundary conditions relating to the parallel channels, will be described.

The integral of the energy equarbn in the single-phase region in j-th heated channel gives
,

/ q"P ' T

dt
_ dLi_3 3 _dLij I (i = 1, N,;j = L 2) (8)

A Ipj_\h,a , , ( L ,, - L _ i )
g,

di Iy

i

The integral of the mass conservation equation yields ;

dMch'E = A ,,(pf uin,, - pe,ju ,) (i=1,2) (9) ;

II egg

!
| The assumed linear enthalpy profile in the two-phase flow region leads to

i

1

I

Mchs = pd: = pj A, And + A11,,pj( L11,, - hj)pj/pe,j - 1
(j = L 2) (10)e

|; o

which relates the fluid mass in the heated section j with the cxit density.
1

The combination of the mass and energy equations in the two-phase flow region defines a velocity
equation:

Un fq"P tj# hil (j = 1,2) (1l)- I = 0, - |

A hd: \ npf jg, ,

whose integration along the channel is

n (:,I) = uin,j + Hj(: - Aj ) (j = 1,2) (12)j

Moreover, the integral form of the mass conservation for each segment in a riser is

d%
= A "'' "''J (O'-i s - pr., ) (r = 1, Xn:j = 1,2) (13)

dl
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The fine meshes used for the adiabatic risers justify the use of a linear density profile. The analogue
to the heated section by using a linear profile of the enthalpy along the adiabatic riser proposed by Lahey

[20] is not used, so that

3/ra = ,"d ''"d (prg + pr ig ) (r = 1, Nn;j = 1,2) (14)
,

n,js. '

Equations (8), (9) and (13) define 2 x (1 + N, + Nn) system of first-order, differential equations, while
equations (10) and (14) provide 2 x (1 + Sn) supplementary algebraic relations. Meanwhile, the mathe-
matical system has a total of 2 x (3 + N, + 2Nn) unknowns (/,i.j, 31a.,j, 3fe,j, ning, prg, pra ). Hence,
two additional equations are needed to close the system: these are the imposed boundary conditions.

The boundary conditions include the two pressure drop balances for the channels. Another unknown
us, the vek> city in the downcomer is, however, introduced. The integral of the momentum equation along

each loop yields

Apa + Apj = 0 (j = 1,2) (15)

where Apa and Apj are pressure drops along the downcomer and the channen j, respectively. All
acceleration terms are included implicitly in the pressure drop expressions for simplicity. Comparing to
that given by Rizwan-uddin and Dorning [21], in which they separated the acceleration term from the
total pressure drop for each channel, the present expression is equivalent. Their emphasis may be more
aimed at the imposed pressure drop or imposed inlet mass flow rate boundary conditions, however the
present one is more at natural circulation loops.

The splitting of the downflow region into the two heated channels satisfies the condition:

(I6)Ud = Hana
pl ( Al00P)

By eliminating ug between Eqs. (15) and (16), and then substituting for the pressure-drop balances.
llence, a mathematic system with 2 x (3 + N, + 2Nn) equations is generated. and now the unknown
numbers are matched. The final form of ODE system can be symbolically expressed as

dY
- = F( Y, t ) (17)
di

in which Y = (lya, 3lais, 31,g, u,ng, prg, pra ) is the unknown vector to be solved.

Equation (17) is solved numerically using the implicit Gear's algorithm encompassed in the well- )
known, ODE solver package LSODE (Hindmarsh [22]). The relative and absolute tolerances for control-
ling computational errors are set as En = 10-6 and Ea = 10-7, respectively. The numerical tests (16]
have indicated that when E < 10-" and En < 104, LSODE code can reliably solve the mathematicalA

system modelling the limit cycle oscillatory flow in the physical system mentioned above. The time steps
are automatically controlled by the code according to the error tolerances with the maximal time step
Af,no, = 0.05s. Because the period of the expected flow oscillation has been known in the range of I to
20 seconds, the resolution defined by Atn,,, has been proven quite satisfactory.

Numerical tests have demonstrated that the number of nodes used in the Galerkin-based nodal method
does not significantly influence the results. The present node numbering (N = 3 and Nu = 0) is a
suitable compromise between accuracy and efficiency. '

892

l

_



_ __

RESULTS AND DISCUSSIONS

Proper thermal-hydraulic design is essential for optimi/ing the performance of the reactor core. The
present paper analyzes the low-quality DWOs in the system shown in Fig. 3 for the following ihree
cases: (1) Symmetrical heating and throttling; (2) Asymmetrical heating and symmetrical throuling; and
(3) Asymmetrical heating and throttling. These three combinations are somehow related to the optimal
design of the reactor core, once power distributions among the fuel assemblies are taken into account.

The nominal lengths of the heated section and the adiabatic riser of the INET experimental facility
(see Fig. 2), Ln and Ln, are 0.Mm and 3m. respectively. The heating elements in the heated section
of each channel are .I x .1 electric rod bundle with the rod diameter Du = 10mm and the pitch size
Su = 13.3mm. The power distribution of the heated section is axially uniform. The nominal diameter
of the riser Dn is 60mm. Other detail geometric parameters of the facility have been encompassed in'

reference [2]. The numerical simulation system shown in Fig. 3 are designed to represent the INiiT
experimental facility characterized by these main geometric parameters. The system pressure is also set
at the same level as that of the experiment, i.e., p = 1.Wr.

The stability threshold for a given power level is obtained from the transient results, triggered by
imposing a velocity perturbation to the corresponding steady-state solutions, or the fixed points of liq.
(17). The initial perturbation is given by

" * ' " '<'

uin.2(t) = (u"n".2,o + b uin (18)
i I = to

i

Figure 4 depicts three typical results leading to self-sustained oscillation, for the above three cases.
I From these examples, one can distinguish the corresponding dominant modes. In the case of synunctrical

heating and throttling (Fig. 4(a)), the out-of-phase, equal-amplitude, limit-cycle oscillation is the dominant
mode. For the latter two cases, the asymmetries have yielded fundan ental changes in the oscillation modes
of the parallel chtnnel system in which channel I represents the high-power channel. Figure 4(b) indicates

,

that the limit-cycle oscillation is still the dominant mode in the second case, with asymmetrical heating
and symmetrical throttling. Ilowever, the amplitudes in both channels are different and the phase lag
is no longer 180*, but less than W The oscillation in the low-power channel is stronger than that in
the high-power channel. The entire system oscillates more like the in-phase loop oscillation dominated
by the low-power channel. The oscillation in the high-power channel exhibits slight nonlinear behavior.
Figure 4(c) shows that the oscillation mode of the system with asymmetrical heating and throttling, is
also limit-cycle. Unlike the previous cases, the phase lag of the oscillations in the two heated channels in
this last case is quite close to 180'', but the oscillation in the high-power channel is stronger. The entire
system oscillates more like the out-of-phase parallel channel oscillation, controlled by the high-power
channel. The oscillation in the low-power channel displays obvious nonlinear behavior,

Generally, the basic oscillation modes in a natural circulation system with parallel, heated channels can
be classified as the in-phase loop oscillation and the out-of-phase channel oscillation. The actual modes
differs from one another only in the various combinations of these two basic modes. It has been known
(e.g., [2] and [10]) that the low-quality DWOs are controlled by the change of gravitational pressure
drops in the hot legs (including the heated sections and the risers), and balanced mainly by the inlet
pressure drops. The higher the channel power, and the larger the inlet throttling, the more stable. The
parallel-channel oscillation is more easily triggered than the loop oscillation. The mechanisms, and the
key points for the above three modes, are addressed as follows.

In the first case, the two channels are identical so that the parallel-channel oscillation should be the

.
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out-of-phase, equal-amplitude, limit-cycle oscillation. Because mass continuity can be preserved within
the two hot legs in such a mode, the oscillations only involve the two hot legs, but not the common
6wncomer. The crucial point in designing a parallel-channel system, under similar conditions, is to avoid
the out-of phase, parallel-channel, limit-cycle oscillations. The fuel assemblies, with their connected risers
at the same radial positions in a reactor core, may be similar to this case.

In the second case with $M = 1.11, because the inlet pressure-drop coefficients are the same for both
Q3.0

channels, the higher power level corresponds to a more stable flow. Thus, the low-power channel is more
unstable, so that it is more active and dominates the oscillations in the entire system. The key criterion for

designing a similar system, free from the low-quality DWOs, is to prevent the system from the oscillations
referenced to the low-power level channel. The fuel assemblies at different radial positions in the reactor

core may coincide with the situation.

It is interesting to explain the last case in more detail in order to gain insight into the optimal design
of the reactor core. This situation occurs when the flow conditions are optimized by taking into account

the power distribution among the fuel assemblies, with equal exit quality as a constraint. This constraint
can be realised by suitably setting the inlet throttling according to the power of each channel, which leads

to

d Ah,a

. _ he.j - h,oe _ [Mhjg }, _ hjg(j=1,2) (19)
hjg \ , )'

Moreover, the pressure drops in all channels are the same, and can be approximated as

Am a K; u , (j = 1,2) (20)2
P

The combination of the above two equations yields

h K/di
| = - (21)| 2

--

\Qy in

which can be used to select the inlet throttling, according to the power of each channel. The power
ratio is set to 1.5 for the numerical calculation. The inlet throttling, K and K , are set at 15 and 35,i 2

respectively, to obtain the average value 25, which is the nominal value when the system is operated as a
i single loop. In this example, the average levels of the boiling boundaries in the two heated channels are

very close. The significant, unbalanced oscillation amplitudes imply that the oscillation in the downcomer
is close to being in-phase with that in the high-power channel. The stabilizing effect of increasing the
inlet throttling is stronger than that of increasing the power if the equal exit quality condition is enforced.
This explains why the channel with low power is more stable than that with high power in the region
where one would expect low power to be more unstable. The most important point, in optimizing the
design of a low-quality, natural circulation system with parallel heated channels with equal exit quality,
is that the intet thresholds must be well paired with the channel powers Protecting the system from the
low-quality DWOs depends mainly on avoiding the oscillations referenced to the high power channel.

Figure 5 compares the stability thresholds predicted by the present study with data from the INET
stability experiment, for the three above-mentioned set-ups. Fairly good agreement is achieved, although
some slight differences remain. The comparisons validate the present model, relating to the stability
threshold predictions for different set-ups. The comparisons cover a large interest region for the design
of integral heating reactors, operating in the BWR mode.
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Another way ofinvestigating the stability structure of the natural circulation system is to study transient
response of the system following a smooth exponential power transition with

.

Go I < to
d(I)= -

(22)
No (1 T a (1 - exp - (L% h I > to

.

which means that the system is run first at a specified power level do, and then a power transition
is triggered at tu. The parameters n and # are positive constants which serve to the power transition
characteristics. During the resulting transient, all other parameters remain unchanged. The negative
sign in the above equation corresponds to a power reduction and the positive sign to a power increase,
respectively. In the present analysis, the parameters are chosen following ranges

0.15 a 5 0.3 and 1.0 $ $ 50.0 (23)

Figures 6,7 and 8 show results for the three cases mentioned above. In all three examples, the system
is initially run either in the stable region and then with the power decreasing, er.iers the unstable region,
as estimated by the stability threshold found from the analysis of the flow transient triggered by a velocity
perturbation of equation (18), or vice versa. The results show that with slow power reduction (large #),
the system moves to a stable configuration for all three cases, while with fast transitions, the system
becomes unstable for the last two cases but remains stable for the first case. However, the power increase
transients always lead the system to the stable region. Only if the power is well into the unstable region,
does the slow transient induce oscillations in the system (see Fig. 9).

l'hese results suggest the existence of a conditionally-stable region in which small perturbations will be
damped, while large perturbations will trigger instabilities. A possible explanation of this conditionally- !
stable region is that there are only two basic modes for the low-quality DWOs: namely, the in-phase loop )
oscillation and the out-of-phase channel oscillation. The power level at the onset of the former always
differs from that of the latter (at least for the cases discussed here). Real modes for different operational
set-ups are combinations of these two basic modes. The reasoning is based on the fact that the pure ;

loop oscillation can be triggered by a small penurbation, while the combined oscillation requires a finite
perturbation to destroy the equilibrium conditions established when the system is in the absolute stable
region (no matter how these equilibrium conditions are established). The results shown in Figs. 6 to 9 ]
suppon this conjecture. The case of symmetrical heating and throttling is more clear as an example for
detail discussion.

Figure 10 depicts the phase diagram of the system obtained by thoroughly analyzing the numerical
results around the conditionally-stable region for the case of symmetrical heating and throttling. The
conditional stable region is naturally partitioned by the onset point of the out-of-phase oscillation, A, the
onset point of the pure in-phase loop oscillation, A' which may be fully shadowed by the parallel-channel
oscillations and the surface of the unstable limit cycle corresponding to the minimum perturbation intensity
required to trigger oscillations in this region. From Fig.10, one finds that A corresponds to a complicated
bifurcation, and A' to a suberitical bifurcation. The results also reveal that this conditionally-stable region
is very narrow, thus a relatively small velocity perturbation in this region may yield strong oscillations.
The results in Fig. 9 with a large power-level change in a slow-power reduction transition indicate that
an in-phase oscillation has been triggered. The results in Figs. 6(c) and 6(d) present a striking contrast
between a symmetrical transient and an asymmetrical transient. The former yields stable and the latter
leads to unstable. These also lends support to the conjecture made above. The stability structures for
other two cases are similar to the case of symmetrically heating and throttling. They differ from each
other only in the system oscillation mode related to the corresponding set-up.
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The comparisons with the three sets of experimental data from the INET facility strongly support the i

basic oscillation modes classification given in the present study. These data include: (1) the onset points
of DWOs from the 3 ingle loop experiments; (2) the onset points of DWOs from the paral /c/ rharmel

experiments, with the cross-connection valve closed; (3) the onset points of DWOs from the parallel
channel experiments, with the cross-connection valve open. The cross-connection is kicated above the
heated section to connect both upilow risers. This connection actually results in the system being closer
to one with two parallel heated sections, but with only one common riser. Because the heated sections
are relatively short compared to the riurs. one can expect that the system will be more like a sing /c-Inop
system, but its volume is doubled if the cross-connection valve is open. Figure iI shows the comparisons
of these three sets of experimental data. A typical example of the experimental results is depicted in
Fig.12. The data is selected from the set of the experiment with symmetrical heating and throttling, and
with the cross-conn' tion valve closed. The experimental number is B82909. The mode can be identified

as the out-of-phase, equal amplitude channel oscillation. The oscillation period is about 4 to 5 seconds |

which is very close to the transient time for the fluid particles to pass through the up-flow channel where |
the oscillation took place. This oscillation period has provided strong evidence to support the present |

study with the matter of naming this type of two-phase flow instabilities as the low-quality DWOs.

CONCLUSIONS

Two-phase flow instabilities in a low-quality, natural circulation system with two parallel-heated channels
have been numerically studied. Different stability oscillation modes corresponding to different operational
set-ups are distinguished. The present study has verified that the combination of the in-phase, loop oscil-
lations and the out-of-phase, parallel-channel oscillations may lead to a complex flow stability structure
for a complicated natural circulation system operating at low-quality and low-pressure conditions.

A quite narrow conditionally-stable region has been detected by analyzing numerical simulation results.
The mechanism of this stability structure has been explained. The present study has also found that
a smooth, power-reduction transient can lead the system from an unconditionally-stable region to a
conditionally stable region. This conditionally-stable region is quite sensitive to the flow perturbation. Any
real engineering system, whose control safety is the main priority cannot be operated in such conditionally-
stable regions.

The results of the present study emphasize the importance of carefully carrying out numerical analyses,
especially when general codes are used to simulate the system stability characteristics during power
transients. Rohatgi et al. [23] hase also pointed out some new challenges on time-domain codes for
DWOs analysis. Correctly understanding of the stability stmeture in the conditionally-stable region is
essential for designing passive safe Integral District Heating Reactors. The significance of the present
study is to point out that if only one transient mode is analyzed - either a power reduction or perturbation
transient - the complete information concerning the stability structure may not be obtained.
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NOMENCLATURE

2A cross-sectional flow area, m
e unit vector of the flow path or of gravity
( Darcy frictional factor
g gravitational acceleration, ms-2
h specific enthalpy, J/kg
k local pressure drop ceofficient
L node location or the length of the flow section, m
M channel or node mass, kg
N node number
p pressure, bar
P heated or wetted perimeter, m
q" heat flux, li'm-2

4 heating power, IV
t time, s
T temperature, C

-u velocity, m/s
av specific volume, m jpg

z coordinate in hot leg, m

Greek Symbol

p density, kg/m3
A location of boiling boundary, m
6 6- function,6(x) = 0.0, if x / 0.0 and 6(x) = 1.0, if x = 0.0
A difference

Subscript

ch channel
e exit of the heated section I

f liquid phase
g gravitational
loop external loop
R riser
s single phase
sat saturated
sub subcooling
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FIBWR2 Evaluation of Fuel Thermal Limits
During Density Wave Oscillations in BWRs

N. Nik, S. R. Rajan, M. Karasulu,
New York Power Authority, White Plains

ABSTRACT

Analyses were performed to evaluate hydraulic and thermal margin responses of threet

different BWR fuel designs subjected to the same periodic power / flow oscillations, such as
those that might be exhibited during an instability event. The power / flow versus time
information from the oscillations was used as a forcing function to calculate the hydraulic
response and the MCPR performance of the limiting fuel bundles dering the regional
oscillations using the analytical code FIBWR2. The results of the calculations were used to

| determine the thermal margin variation as a function of oscillation magnitude.

1. INTRODUCTION

BWRs may experience instabilities due to the potential density wave oscillations which are
characteristics of all two-phase flow systems. These instabilities, caused by time-lags in void
propagation and characterized by a period related to the transit time of a fluid particle
through the boiling channels, affect density and consequently cause mass flow rate to
oscillate in the shrouded fuel bundles. The boiling channel can become unstable and sustain
an oscillation with a constant pressure drop across the channel. In BWR's the oscillatory

I flow effect causes nuclear power generation to oscillate because of the tight void-reactivity
nuclear feedback coupling of flow to power, especially under gravity driven or natural
circulation. Sustained power oscillations (limit cycle) may violate the NRC's General Design
Criteria 12 (GDC-12). Large oscillations may exceed thermal limits, leading to fuel damage.

In this study a fuel performance analysis was carried out using the transient code FIBWR2
[1], to evaluate the hydraulic behavior and thermal margin response of various fuel bundles
during regional oscillations. The oscillations represented by FIBWR2 were based on
supplied forcing functions [2] of variations in hot channel power and flow lesels.
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2. FIBWR2 CODE GENERAL DESCRIPTION AND QUALIFICATION

FIBWR2 is a transient multi-channel BWR core thermal-hydraulic analysis code that

explicitly models all flow paths in a core and each individual bundle, with the bypass
represented as a one dimensional hydraulic channel. The distinct features of FIBWR2 are:

- Transient multi-channel Critical Power Ratio (CPR) calculation.

- Modeling of axially varying flow geometries, i.e., partial length rods; and

- Detailed modeling of leakage paths, advance water tubes / channel box , and bypass

flow.

FIBWR2 does not have the capability of predicting multi-dimensional BWR stability
performance characteristics.

The thermal hydraulic and fuel heat transfer solution methods, correlations, and constitutive
models used in FIBWR2 are comparable to those in other transient codes such as RETRAN
[3], TRAC [4], RAMONA [5], and TIIERMIT2 [6].

Several aspects of the thermal hydraulic performance of a BWR can be evaluated using
FIBWR2. A single assembly or a full core can be modeled and the thermal hydraulic
response to transient inlet and outlet pressure boundary conditions can be determined. Two
calculational methods are provided in the code. A total core pressure boundary condition can
be imposed with assemblies in the core represented as groups of thermal-hydraulically similar
parallel channels, and flow in each bundle calculated. Alternatively, a total inlet flow can be
specified, with the code calculating channel flow splits and core pressure drop.

The fuel rod models used in FIBWR2 are: transient heat conduction through fuel pellet and
cladding; the fuel-clad gap conductance; the fuel pellet radial power distribution; and the fuel
and clad internal heat generation. In addition to these models, FIBWR2 uses temperature
dependent fuel and clad material properties for transient calculations.

FIBWR2 has been qualified against an analytical flow decay solution; and against
RETRAN02 calculated core transients including a core power spike, flow variation, and
pressure ramp increase events [7].

|
3. CASES CONSIDERED

The fuel assemblies evaluated in this study were the 8x8,9x9, and 10x10 designs. The 8x8
design is a 150-inch active fuel length assembly with seven spacers and one large water rod
replacing four fuel rods. The 9x9 design has 146 inches of active fuel length with seven
spacers, and contains two large water rods in place of seven fuel rods. The 10x10 design

|
with 150-inches active fuel length also uses two large water rods replacing eight fuel rods
and contains eight spacers. The 9x9 and 10x10 designs also use part length rods which are
explicitly modeled with FIBWR2.
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The fuel performance analysis was based on three sets of forcing functions of variations in
hot channel power and flow levels representing three oscillation magnitudes, provided by the
BWROG [2]. The first oscillation represents a "Caorso-type" event [8,9J with 10% of rated
peak-to-peak APRM. The second oscillation (Intermediate) is based on plant data with an
APRM oscillation magnitude of 25% of rated. The third oscillation, an extrapolated case
proportional to the first case, is used to simulate a large magnitude regional instabilities.
The forcing functions are for the limit cycle oscillations (decay ratio = 1). Initial core
conditions, applied to all three oscillations analyzed, are given in Table 1. These oscillation
characteristics were applied to each fuel design identified above in conjunction with the inlet
orificing and rated bundk powers of a representative mid-size BWR-4. The FIBWR2
analyses assumed a single bundle of each design representing a hot channel condition. Fuel
channel nodalization includes 24 heated nodes, inlet orifice, upper and lower tie plates, and
fuel rod spacers. Water rods are simulated as unheated rods.2

i

4. TIIERMAL HYDRAULIC RESPONSE DURING OSCILLATIONS

Results of all oscillation cases for each fuel design are qualitatively similar. Figure 1 shows
the typical nodal power and cladding surface heat flux response of the 8x8 design for the
intermediate oscillation. Figure 2 shows mass flow rate variations at the bottom and top of
the active fuel length for 8x8 fuel for the intermediate oscillation, illustrating the phase shift
in the hydraulic response. The first few cycles were not plotted because they were not
typical of the steady limit cycle response. Results for the "Caorso" and extrapolated
oscillations for this 8x8 design differ from those shown in Figures 1 and 2 primarily in the
magnitude of the flow response.

Figures 3 and 4 show comparisons of cladding surface heat flux response, and channel exit
flows for the 8x8,9x9, and 10x10 fuel designs, respectively, for the intermediate oscillation.
The 10x10 design has the shortest thermal time constant, and exhibits the highest heat flux
and largest flow oscillations compared to the 8x8 and 9x9 designs as shown in Figures 3
and 4.

.

5. THERMAL MARGIN DURING OSCILLATIONS

The thermal margin or critical power ratio was calculated by FIBWR2 for each fuel design
with each input neutron power perturbation. The thermal margin is calculated using the
GEXL correlatica. Figure 5 compares MCPR behavior for the 8x8,9x9, and 10x10 fuel
designs for the same imposed power perturbation. As shown in Figure 5, 8x8 fuel has the
highest MCPP during the limit cycle oscillation followed by 10x10 and 9x9 bundle designs.

These results have been combined to determine the hot channel delta-CPR/ Initial CPR
(ICPR) variation as a function of oscillation magnitude, as shown in Figure 6. Figure 6
shows that the 8x8 and 9x9 designs have more margin to the safety limit than 10x10 fuel.
The calculated delta-CPR/ICPR for the 9x9 fuel is approximately the same as the 8x8 fuel at
the lowest oscillation magnitude; and 0.06 and 0.08 higher at the intermediate and
extrapolated magnitudes, respectively.
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The resulting delta-CPR/ICPR characteristic as shown in Figure 6 can be applied to various
initial conditions to estimate the minimum CPR for a given magnitude of oscillation. The
initial (pre-oscillation) CPR, however, depends on a number of other parameters including
plant operating state, margin to operating limits, and operating limit MCPR. For conditions
following a recirculation pump runback or trip, the initial CPR will also depend on MCPR
change as a function of flow and on the magnitude of the flow change. Hence a wide range
of ICPRs is possible even for a given reactor.

6. SUMMARY AND CONCLUSION

Fuel thermal limits during BWR density wave oscillations for the regional oscillation mode j

(simulated by supplied forcing functions of variations in hot channel power and flow levels) |

were evaluated using the multi-channel thermal hydraulic transient code FIBWR2. For a
given fuel design, i.e., 8x8,9x9, or 10x10, the hydraulic response and the MCPR
perfonnance of the limiting bundles were investigated during limit cycle oscillations. For a
particular fuel design, a representative relationship of delta-CPR/ Initial CPRs (ICPR) and
peak bundle oscillation magnitudes was examined. Tlu is referred to by BWROG as the
DIVOM (Delta CPR divided by the Initial CPR Versa the Oscillation Magnitude) curve.

The 10x10 fuel has less margin to the safety limit than either the 8x8 or 9x9 designs due to a
shorter thermal time constant. A shorter time constant results in higher heat flux and flow
oscillations for the same imposed power oscillation. The 9x9 fuel has a delta-CPR/ICPR
perfonnance that is approximately the same as that for the 8x8 fuel; and 0.06 and 0.08 lower
at the intermediate and extrapolated oscillations, respectively.
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TABLEI

INITIAL / AVERAGE CORE CONDITIONS

PARAMETER VALUE

Core Power 44.5% rated
Core Flow 29% rated
Inlet Temperature 537.8 K
Core Pressure 965.7 Psi
llot Channel Inlet Flow 0.04165 Mlb/hr I

I

HOT CHANNEL AXIAL POWER FACTORS
(Radial Peaking Factor = 1.4819)

Egig APF

Bottom of Active Fuel (BAF) 1 .4841
2 1.3334
3 1.4364
4 1.3877
5 1.3737
6 1.3571
7 1.3200
8 1.2590
9 1.1987

10 1.1505
11 1.0959
12 1.0424
13 1.0060
14 .9782
15 .9649
16 .9557
17 .9454
18 .9564
19 .9228
20 .8370
21 .7259
22 .5753
23 .4688

Top of Active Fuel (TAF) 24 .2246

(1) Average power / flow condition for all cases were 44.5% /
29%.

(2) Peak oscillation magnitudes of 137,274, and 356 percent
rated are for "Caorso type", intermediate, and
extrapolated oscillations given in Tables 2, 3. and 4.

,
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Density Wave Oscillations of a Boiling Natural
Circulation Loop Induced by Flashing

Masahiro FURUYA, Fumio INADA and Akira YASUO

Central Research Institute of Electric Power Industry

I11-1 Iwatokita 2-Chome, Komae-City, Tokyo 201, JAPAN

ABSTRACT

Experiments are conducted to investigate two-phase flow instabilities in a boiling natural
circulation loop with a chimney due to llashing in the chimney at lower pressure. The test
facility used in this experiment is designed to have non-dimensional values which are nearly
equal to those of natural circulation BWR. Stability maps in reference to the heat flux, the
inlet subcooling, the system pressure are presented. This instability is suggested to be density
wave oscillations due to flashing in the chimney, and the differences from other phenomena
such as flow pattern oscillations and geysering phenomena are discussed by investigating the
dynamic characteristics, the oscillation period. and the transient flow pattern.

1 INTRODUCTION

Advanced Light Water Reactors (ALWRs) with simplified passive safety systems such as
AP-600 and SBWRon21 are being developed in the USA and in other countries. In simplified
BWRs, recirculation pumps installed in current BWRs are removed, and a chimney is in-
stalled on the core to increase the natural circulation flow rate. In natural circulation BWR,
thermo hydraulic stability at low pressure start up should be estimated while considering the
flashing induced by the pressure drop in the channel and the chimney due to gravity head''M
in this paper, thermo-hydraulic instability was investigated experimentally with a test loop

in which the height of the test loop was comparable with that of natural circulation BWR, so
that the nondimensional parameters to estimate thermo-hydraulic stability of reactors at low |

|pressure start up were close to natural circulation BWR. |
,

Several studies have addressed stability at low pressure start up of natural circulation BWR. |
l

Aritomi et al?H'l and Chiang et al?lM conducted a basic study on the instabilities under the
low pressure condition in a parallel channel natural circulation loop. They reported that three
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types of instability. viz. geysering, natural circulation oscillations. and density wave oscilla-
tions could occur in their experiment, however, the effect of the flashing on the instabilities
is not paid attention in their work.

Yokobori et al.D"1 and Lin et al.1"I calculated the stability of natural circulation BWR dur-
ing start-up using a TRAC code which is a time domain two-phase flow analysis code with a
two-fluid model. Masuhara et al.n21 calculated the stability using a linear stability analysis
code with a drift-flux model. Both results showed instability could not occur in natural circu-
lation BWR during start-up. Yokobori, et al.D 1 and Masuhara et al.D21 also conducted stabil-
ity experiment using freon. However, the TRAC code analysis and the linear stability code
analysisn21 were not evaluated using experimental data in relation to the stability at low
pressure condition, and the experiment using freon can underestimate flashing induced by the
pressure drop in the channel and the chimney due to gravity head because the change in
saturation enthalpy of freon with pressure is much smaller than that of water. i

The Dodewaard BWR station in the Netherlands, which is a natural circulation BWR with

a chimney, is being operated now 'l. The claim is that instability can not occur during start-D

iup. However, the composition of the Dodewaard reactor is not the same as that of natural
circulation BWR because there are no separators in the Dodewaard reactor. It is not clear
what type of instability is the most critical and whether or not operation condition of the
natural circulation BWR is far from the unstable region.

Inada et al.PlHIinvestigated the flow instabilities of a boiling natural circulation loop with a
chimney with a small scale (1/6 of the representative natural circulation BWR in height) test
apparatus and linear stability analysis using homogeneous two-phase flow model, and
showed ' adiabatic flashing due to decrease in gravity head', hereinafter abbreviated " flashing",
in the chimney tal.es important role on the instability. However, a test loop should be as tall
as the representative natural circulation BWR to simulate the flashing effect in it. Further
detail measurement systems are needed to confinn the characteristics and the mechanism of
the instability.

To solve these issue in this study, the test facility was designed and constructed to have
nondimensional parameters equal to those of natural circulation BWR for the thenno-
hydraulic similarity. Parameters representing the flashing quantity, Froude number, pressure
loss coefficients, etc. were derivedD4 from the nondimensional form of the basic equations
using drif1-flux model for the boiling two phase flow system.

This paper presents the experimental results of the test facility to investigate two-phase
flow instabilities in a boiling natural circulation loop with a chimney at lower pressures
ranging from 0.1 to 0.5MPa and addresses the characteristics and mechanism of the instabil- j
ity as wd: as conditions where oscillations take place due to flashing in the chimney.

!
!

2 TEST FACILITY
!

Figure 1 is a schematic of the test facility. This loop consists of two channels, a chimney '

an upperpienum, a downcommer, a subcooler, and a preheater. The channel length is 1.7m
'

and the chimney length is 5.7m, which are around 70% the values in a typical natural circula-
tion BWR. A heater pin is installed into each channel concentricity. The test fluid is water.

This facility was designed and constructed to have nondimensional parameters equal to
those of natural circulation BWR for the thermo-hydraulic similarity listed in Table 1. The
flow rate which was necessary to calculate some of the nondimensional parameters was
estimated using steady-state two-phase calculation code with a drifl-flux model. We summa-
rized the definitions and descriptions of the nondimensional parameters in a previous pa-
per!"1

I

!
!
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the Test Facility
.

1

Although the value of the Froude number and flashing parameter of the test facility is !

around 70% of those of a typical natural circulation BWR, due to short height of the facility, :
the value of most of the parameters agree well.

The regions fbr differential pressure measurements and the locations for temperature
measurements are shown in Figure 2. The condenser is not addressed in this experiment.
When the system pressure is maintained at 0.l A/Pa, experiments are carried out with the ,

valve attached at the upper separator open. Otherwise, the separator dome is pressurized by !

injecting nitrogen to keep system pressure at a specific level. Results are obtained where the
channel inlet temperature is raised by one or two degree Kelvin, when the system is con- :

firmed to be in the steady-state afler the heat flux at the channel and the system pressure are |

controlled and maintained at specific value under natural circulation. ,

1

3 RESULTS AND DISCUSSION |
!3.1 Representative Flow Oscillations

2
Figure 3 (a)-(d) show representative waves where P,=0.2A/Pa and q'E=53kif'/m . The void

fraction is estimated from the differential pressure. The average and the r.m.s value over
three cycles, when the flow is unstable (corresponding to Figures (b) and (c)), are tabulated
in Table 2 as well as the explanations of the legend used in Figure 3. All values of differen-
tial pressure and temperature remain constant (Figure (a), N,,3= 29.8) when boiling does not
occur in the chimney. The values oscillate intermittently and periodically (Figure (b), Ns.,6=

,

23.6) when the channel inlet temperature, which only remains constant, exceeds a specific
value due to pulsation of recirculation flow. Note that the time scale in Figure (b) is three
times longer than those in the other figures. A further increase in the inlet temperature de-
creases the oscillation period so the wave resembles a sinusoidal curve (Figure (c), N,,6= -
0.080; note that the nondimensional channel inlet subcooling, N,,3, is based on the saturation
temperature in reference to the pressure in the separator dome, which can be a negative
value.) It is clear that vapor developed in the middle of the chimney due to flashing and
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Fig.3 Itepresentatis e Wases in Various with Nondimensional Inlet Temperature (N,.s)
w here P,=0.2MPa and g"=53AII'/m#.

|

| moved upward because the Figures (b) and (c)
show a phase difference in the void fractions be-
tween R7 and R8. Moreover an increase in the intet

Table 1 Legend Explanation of the Fig.3
and Averge and r.m.s. Value

temperature reduces the amplitude of the How rate,
differential pressure, and temperature Ductuations n,, ,,,

(Figure (d), N,a= -2.17), then How is stabilized. <eread eranem '"", Ac mi Ave r-.

Most of the experiments are conducted with the "j,$'""""* .o, n,3 3 ,, , , , ,

inlet temperature increasing as described above, n3.4 0.7s ou Ou o i40

however, the stability boundaries agreed well with : .~_~~ ~y' fj 72s
iui23

, , ,

those obtained by decreasing the inlet temperature. -- - na in i si au o u2
,

Temperature, t'
Channel inlet 105 8 0.5 1208 01

3.2 Effect of System Pressure
----- Ciumnev %ddle 121 6 36 123 4 0t

- - - Channei si u4 iO 2 u6i 06

g ggg), "- --- Ciumney Exit 1 42 63 122.2 02
Heater Surface 113 1 70 112 5 07

Each condition invariance is classined and plot. vmd rracuon. .
. R3.4 0 002 0 007 0 000 0 0(Ki

ted m. I..igure 4 with respect to heat flux and non- _-._._- .. n5.6 00i9 0 026 O cxio O w,

dimensional inlet subcooling, where the system R7 0 020 0 049 0 132 0 019

""
pressure is 0.2MPa. The solid line in the Ogure is a [ L'[ |'$ 7n%io, , v,ioc,,,,, ,

present correlation described later. The symbol ' ' sm= === uw 20i * i '2 2m 02 ,

means stable condition; 'O' intermittent but peri-
odic oscillations as shown in Figure 3(b); and 'O'.
sinusoidal oscillations as shmvn in Figure 3(c).
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' Hie range of the unstable region during in- , , , , ,

let subcooling increase with increasing heat 3,,33 :-

flux. Intermittent oscillations occur in the - o ' a * "" * a ' o "'"* ''* " * :
*

.
. . . . e o Sinuous oscillations

higher subcooh.ng, sinusoidal oscillations j j 4o p ,, ,, ,, c o ,,,,,,io n ; ,-
.

during the lower subcooling. Because the pe-
;}=
j ;.;; ; o.

riod and waveform of the oscillations change * *;;;; g,

continuously with inlet subcooling, these dif- j j j.. g2o -. o-

ferences are not clearly seen but depend on j j j |
_ , ,

. j g_the length of time when the void fraction is j;, /| ,

I 8very small (plateau shown in the Figure 3(b)). z5 '
g

Figure 5 is the stability map at system P,= o .2M P s

pressures of 0.1,0.2,0.35, and 0.5MPa. It is 2o, f 4 4 4 w,
apparent from this figure that increasing the g,,,,,,,,.,,,,,,,
system pressure reduces the range during Fig. 4 comparison of the Stability Boundaries
subcooling where instability occurs. In fact, Between Experiments and Present Correlation
no instability wa.s observed at IMPa under so , , , ,, , ,

the same experimental parameters as that at uno uea .
i

0.5MPa. This tendency was also reported by i
go _ a, _

othersoni21, y o2
j -

|o"
8z siau.

|j"
-

| ]3.3 Interaction between Channels a"

The test facility has two parallel channels | | 20 - os -

" " * ' * " *

to investigate the flow oscillations between i5 l
channels. Those oscillations are not observed i!

~ ~**
in these experimental series. Measured values

.
,,,,,

of each channel are the same at any moment oi i'
and location even where instability is taken g 3o ,gg ,jo--20 - -

200

place because that instability is driven by the Heat Flux q' (kW/m )2

void fluctuations due to the flashing in the Fig. 5 Effect of System Pressure on the Stability

chimney and boiling is not occurred in the Boundaries

channels.

4 MECHANISM OF THE INSTABILITIES

The types of the instabilities which we should considernsiin this configuration of the facil-
ity are the flow pattern transition instability, geysering, natural circulation oscillations, and

|density wave oscillations. Acoustic oscillations are excluded because its mechanism is the
resonance of pressure waves and its period is far smaller than that of oscillations in this
experiment ranging from 13 to 250 seconds. If the flow excursion initiates dynamic interac-
tion between the chimney and the separator dome, which has a compressive volume, pressure,

drop oscillations should be taken into consideration. However, the r.m.s. value of pressure at
the separator dome is relatively small as tabulated in Table 2. Pressure drop oscillations are
excluded in this reason.

4.1 Flow Pattern

Flow pattem trimsition instabilities have been postulated as occurring when the flow con-
dition are close to the point of transition between bubbly flow and annular flow. Although
this facility can simulate flashing phenomena, the chimney diameter of the facility is too
small to simulate high quality flow pattern such as churn and annular flow.
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In this section, the transient flow pattern is y _

examined to make sure that the flow condi- 1', ' ' "'"' c;'''""' ' ' ' ' ' "I
'

tion is not close to churn or annular flow and i : 8"b**** sius m w g

the flow pattern transition instability can be j - to) st.oi. unoer sugnity j-
excluded from the main mechanism of the in- g - sodcooi.o cono,non g-

stability in this experiment. The Mishima- 1 - m
-

f
.Ishii's diagram!"'I was adopted to examine the j

,

jflow pattern. Experimental data were plotted 3 ,
, "

in Figure 6 tbr about three cycles of oscilla- y g- _

!cL8lau't *' * *** * *d
tions at the upper part of the chimney, R8 j
(see :'igure 2), under conditions of i! heunterminent osem.oon." " " " - " " " "

P,=0.2MPa and q "=53kil'/m . The slip veloc- $2

ity was calculated from the modified Bankoff .5 tof 2 ''''j.,''""jo ' ' "'NT"
'

correlation. Labels (b)-(d) are corresponding toe,i voiom,ine rio, or o , pn..., ;, (mi,3

to those in Figure 3 (b)-(d). Experimental Fig. 6 Transient Flow Pattern in R8
data do not appear in the figure due to the (es=0.2ura and qs53Alivm )

2

small void fraction under the highly sub-
cooled condition.

The flow pattern ofintermittent oscillations ranges from liquid single phase flow to slug
flow. That of sinusoidal, in oscillatio,s which boiling always taken place in the chimney, is
slug flow and the locus resembles an ellipse. Decreasing inlet subcooling reduces the area of
the ellipse, then the flow becomes sta' ale.

Flow pattern is checked for all condition in this experiment and found not to fall in or
change to churn or annular flow with its characteristically lower pressure drop initiating flow
pattern transition instability.

4.2 Consideration of the Instability Classification by the Oscillation Period

Geysering has been observed in a variety of closed end (or forced flow at small flow rate)
vertical columns of liquid which are heated at the base. its process breaks down into three
processes, viz. boiling delay, condensation (or expulsion of vapor), and liquid returning "I. It

l

is also reported that the period of f1mv oscillation, tp, is nearly equal to the boiling delay
time, tu, because the boiling delay time is much longer than that for the other two processes
in most cases.

Since geysering has not yet been defined clearly for natural circulation flow in relation to
density wave oscillations, we treat the characteristics of geysering in the natural circulation
system as those in a closed end or forced circulation system (rp -Tu). Boiling delay time is
defined as the time required for the fluid having some degree of subcooling, ar,a.,,, to be
heated up to the saturation temperature based on the pressure at the channel inlet and is
expressed by the following equation.

p,9,a r,,u,A,4 {g)Tu -
4,

,

The relationship between the boiling delay time and the flow oscillation period,13, is de-
picted in Figure 7. The propenies of the density, pi, and the specific heat capacity at the ;

constant pressure, Cp,, of water are based on the temperature at the channel inlet. A, and I, j

are the flow area and length of the heated section, respectively.
The oscillation period is one order of magnitude larger than the boiling delay time, and

increases with increasing boiling delay time. This flow oscillation due to flashing is not
geysering as defined above. The reasons are the flow rate is large enough to form a super-

r
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!

300 , , i, i

* " ' " ' '
heated layer of water and there is not enough g _ g . |

'
subcooled water to condense large bubbles as 3

shown in Figure 4. (2co - *8 -
9

In the boiling system under the condition li ,

of density wave oscillations, the oscillations 5 - T -

*[.' 's'"r.
'

are due to multiple regenerative feedback be- j o

tween the flow rate, vapor generation rate, $100 - o "8"8** -

and pressure drop. It is reported that the pe- I> $ [
riod is approximately one and a half to two 5 - J o o.as -

" O 50times the time required for a fluid to travel p
, ' ''

through the channell"1 o io 2a 30

Figure 8 illustrates the relationship be- Boihno Deiar Time. rno(sec)
,

tween the flow oscillation period and the Fig. 7 Relation Hetween the Flow Oscillation

time required to pass through the chimney Period and the Boiling Delay Tinie

region, which is equal to a value of the vol-
ume divided by the average volumetric flow soo .. . , ,

rate of the liquid. All (199 points of) data 199 Points
. _

under unstable condition are correlated well j
- o -

o

in variance with system pressure, heat flux, y so
200 - g -

and inlet subcooling. The oscillation period is o

nearly one and a half to two times the time $
~

o

required for a fluid to travel through the I
'

system ,

'

chimney region. As described above, tem- |,oo _
O'.'",'*p. .

; perature oscillations at the chimney inlet and j o 0.50

@ .

^
outlet are out of phase (shifted by approxi- j _

3
,

mately 180 degree). Those two facts are prac- o o so'

'' ''''''''''''''''tical characteristics of the density wave oscil- o ,o ,,,

lations. As presented here intermittent (but Tim. a.quir d to Pass through

| periodical) and sinusoidal oscillations in this in. chimney Region. r ,, (see)

experiments, are both in the same category as Fig. 8 Relation lietween the Flow Oscillation

density wave oscillations, because both data Period and the Time Required to Pass through
,

are correlated continuously in the same curve. the Chimney Region
.

4.3 Driving Force for the Natural Circulation and Flow Rate
;

Chiang and Aritomi et al?l observed three different type of oscillations in their experi-
ments; they are geysering, density wave oscillations, and natural circulation oscillations.
They assume the following driving mechanism of natural circulation oscillations:

'

(1) Vapor accumulates in a non-heated pipe (connecting the outlet plenum to the separator
tank, which consists of vertical and horizontal pipes in their apparatus), where the va-
porization rate is insufficient.

(2) While bubbles coalesce with incoming vapor, the hydrostatic head decreases gradually.

(3) Accumulated vapor flows out and water is filled.
(4) The hydrostatic head increases and thus the circulation rate decrease (returning to process

(1)).4
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These phenomena repeat periodically, as ; , g,,, ,

momentum energy is shifted quasi-statically S oe - o interanent 05c'"a'*n5
-

O Sin u soid sI O s cillatio n s
by about 180 degree against the dr. .iving force y _

* ~ *"

of the circulation. There are no bent or hori- ;

zontal pipes in the two phase section of our ; oa - <d, >. -

facility, where vapor tends to accumulate and g
~

the recirculation flow rate is so fast that va- [ 3 - o< (c)

pc can not accumulate because of the long I or - !'''
o

chimney, which is a vertical pipe. Natural i
~

)
circulation oscillations can not take place in [01 -

Averaged Vabe f(b)
2 ithe natural circulation BWR for the same . i i i ,. . .

.

o 5 3 is 20 2s
reason, thenno-hydraulic similarity.

Dynamic characteristics are investigated g( "(']'({'[,,7*,','

for the response of the driving force of the (a) Aserage \,alue
circulation to momentum energy in order to.

clarify the differences with natural circula- ,, , , , ,

' , , ,,

tion oscillations. Figure 9 illustrates the rela-
-

tionship of the driving force of the circulation, {oe -

( p, - p, )gn y, / A, , to the momentum energy, p
_

_

p,uf n, where the system pressure is "s
0.2MPa, the heat flux is 53kW/m ,and the 104 - (c n,,,,cio ry

-2

subscript, r, denotes property at the chimney. g
~

The average values are plotted in Figure i 3 -

--- (c) Averaged
v"

9(a). Those values are on the straight line that jo2 -

A , 1, ,,, c ,,
t

-

passes through the origin so the static charac- 3

teristics are well correlated whether the flow j o1 - 4

condition is stable or unstable. M, (,3 ,,, ,,,, , y , ,,,i i i, , .

0 5 30 is 2 25
The trajectory is shown in Figure 9(b) for

( " r " o* " ' V # ^ ' *"*)the representative intermittent and sinusoidal Drmng Force of the Circulation
oscillations as shown m. h, .gures 3(b) and (c). . ''
The trajectory moves on the straight litye of z,[;,n]{etween prising Force or the

'

g
static characteristics as illustrated in hgure circulation and Momentum energy
9(a). It becomes clear that vapor can not ac- g',=0.ama and qs53A linn')
cumulate in the two phase section so that the
*esponse of driving force of the circulation to o i i. i... .

momentum energy is much fast. Again, the _ , . . . _. . . , o3
- ~ eo + + * ~ 0 25

type of instability in this experiment is den- p
sity wave oscillations rather than natural cir- 1 ..+ 4 o2

culation oscillations in which the trajectory j ; ,,, _ 'oo
_

traces the ellipse in Figure 9(b). 3 :
3;z

'

4.4 Stability Boundary at Higher jj
*

System Pressure*m m.

Subcool.ing : : i . o_ _ 0-. g,. o ., u p,
-- 6 'o og j 20 ,

Authors have presented experimental re- jY
sults on the stability boundary at lower sub- jj '" 3 x d,,,, ni i,

o stabi. o.i.
* " " ' " ' ' ' *. 8'un d.'vcooling and reported that it is predictable us-

ing a homogeneous model in which flashing 30, s, ,jo ,Ei ' co
' '

2
lis taken into account *l, however, it is im- s ,,, , iu,, , 3w,.2)

portant to quantitatively evaluate the stability
n 10 stability noundaries under Ilicher
Subcooling Condition
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boundary at higher subcooling under practical startup condition of the natural circulation
BWRUM.

Figure 10 shows stability boundaries onder higher subcooling condition in degree of sub-
cooling at the chimney inlet with respect to heat flux. Neighboring stable data were plotted as
solid dots 'O' and neighboring unstable data as 'O'. It is clear from the figure that the stabil-
ity demarcation in chimney inlet subcooling is only a function of the system pressure where
void fraction in the chimney is several per cent indicating that the flashing is starting in the
chimney. Thus, the stability demarcation in the void fraction and recirculation flow rate are
also only functions of the system pressure. Channel inlet subcooling at the demarcation is'

calculated by the chimney inlet subcooling and circulation flow rate at the demarcation and
plotted as a solid line in Figure 4 with respect to heat flux. This correlation of stability

,

boundary is in good agreement with the experimental one.

! 5 CONCLUSION
,

The following conclusions are drawn conceming the instability of the boiling natural cir-
culation loop with a chimney induced by adiabatic flashing due to decrease in gravity head in
the chimney under lower system pressure:,

$ (I)The type of the instability that occurred in the experiments is suggested to be density
wave oscillations due to flashing in the chimney and is different from the other instabili- ,

ties such as geysering and flow pattern transient oscillations by investigating the dynamic j;

; characteristics, the oscillation period, and the transient flow pattern.
(2) Stability depends on the chimney inlet temperature. Thus if this temperature exceeds

! some value, instability is initiated where flashing is dominant in the chimney. Correlation
i for the stability demarcation at the higher inlet subcooling is derived using this value and
) is in good agreement with the experimental one.

:i
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Rayleigh Taylor Instability of Cylindrical Jets with Radial Motion

Xiang M. Chen Virgil E. Schrock and Per F. Peterson
GE Nuclear, M/C F21 Department of Nuclear Engineering
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Abstract

Rayleigh-Taylor instability of an interface between fluids with different densities subjected
to accelleration normal to itself has interested researchers for almost a century. The classic
analyses of a flat interface by Rayleigh and Taylor have shown that this type ofinstability depends
on the direction of acceleration and the density differences of the two fluids. Plesset later analyzed
the stability of a spherically symmetric flows (and a spherical interface) and concluded that the
instability also depends on the velocity of the interface as well as the direction and magnitude of
radial acceleration. The instability induced by radial motion in cylindrical systems seems to have
been neglected by previous researchers. This paper analyzes the Rayleigh-Taylor type of
instability for a cylindrical surface with radial motions. The results of the analysis show that, like
the spherical case, the radial velocity also plays an important role. As an application, the example |
of a liquid jet surface in an Inertial Confinement Fusion (ICF) mactor design is analyzed.

;

1
1. Introduction ;

1
Rayleigh [1] and Taylor [2] showed that the stability of a flat interface between two fluids

i

of different density is related to the direction of surface acceleration alone. For curved surfaces the '

criterion is a little more complicated due to the surface curvature. Plesset [3] analyzed the problem
of a spherical surface in 1954. He found that the interfacial stability is related not only to the
direction of acceleration but also to the surface velocity.

| Though there has been interest in the stability of jets for a long time [4,5], our literature
search indicated that the case of radial motion in cylindrical systems was not previously analyzed.
Perhaps the isochoric heating problem arising in fusion reactor designs is the first example of this
type of motion [6]. During the relaxation ofinternal pressure of a liquid jet, caused by absorption
of a pulse of neutron energy, the cylindrical surface expands with very high velocity and
acceleration / deceleration. The surface instability is important for the hydraulic integrity of the jet.
Based on a mathematical approach similar to that used by Plesset, the stability conditions for a
cylindrical interface flowing in the radial din ction is derived in this study. The derivations in this
paper are solely focused on the effects of the radial motion. The unifonn axial velocity of the jets
plays no role in Rayleigh-Taylor instability. The analysis is focused on the mechanism of the
mstability equation and therefore employs a simplified disturbance pattern with dependence only on

j the angular coordinate. A derivation for a more general three-dimensional disturbance is presented
in the Appendix to this paper.*

The stability criterion for cylindrical interfaces is then applied to the liquid jets in HYLIFE-
Il [7] -- an Inertial Confinement Fusion (ICF) reactor. Estimation of characteristic growth time of
an unstable perturbation is also derived in order to provide insight into the possible modes of jet
fragmentation.

2. Derivation of the Differential Equation for the Perturbation

Figure 1 displays the general configuration of the problem. Although the general
perturbation may vary in both angular and axial directions, the derivation here will focus on the
wave behavior in the angular direction only. The derivations in this section will be based on
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!

|

incompressible flow equations. In reality, radial motion in a cylindrical body is usually induced
by some compressibility of the Duid. In the case of the jets in the HYLIFE-II reactor [7], outward
motion is induced by expansion within the rarefaction wave propagating'into the liquid jets,
liowever, it is still reasonable to use incompressible equations to analyze the perturbation at the :

interface of such flow. First of all, the compressibility shown by the fluid (especially liquid) |
concentrates in a very narrow zone which is known as the wave front. Previous calculations [6] ;

'

have indicated that an incompressible model coupled with Joukowsky equation at the wave front to
catch the velocity and pressurejump does a very good job in predicting the surface motion of the
cylindricaljet surface. Once the wave front moves away, the local flow at the interface is basically
"mcompressible". Because of this, the assumption that the pressure follows the Bernoulli equation
at the interface should also be reasonable. That is to say that, although the motion within the ;

expansion wave does not follow incompressible flow theory, the Bernoulli equation should be t

applicable near the surface. For the same reason, the instability equations so derived can be used I

to predict the instability of surfaces of cylindrical bubbles produced by a submerged explosion as ,

suggested by Plesset for a spherical bubble. ,

I

>

P Pi 2..

R
+

|

|

i

I .
'

| |
|

Fig.1 A Perturbed Cylindrical Surface

in a cylindrical coordinate system with its origin at the center of cylinder, the flow potential
for radially symmetric motion is

9 = -Rhin r (1)
,
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The radial velocity at the position r in the fluid is -8 /dr. This potential, of course,9
. implies a line source or sink at the origin according to whether the sign of surface velocity k is

,,

positive or negative.

We need to see now how a small distortion behaves with time. Let us consider then the
radius as the combination of the mean value and the perturbation

r, = R + acosne , (2)

where a is a function of time and represents the half amplitude of the petturbation, which is very
small compared to the radius R. One may notice that in writing the perturbation depending only on
0 we have assumed a two-dimensional wave system (axially uniform).

For the first order analysis, the fluid velocity at the interface in the radial direction is

V = k + dcosne (3)

If we consider a potential which corresponds to a disturbance which decreases away from
' the interface in both inward and outward directions, then we have the perturbed potential function
as

9j = -Rkln r+ b r"cosne , r < R, (4)i

92 = -Rhin r + b r-" cosne , r>R. (5)2

Both potentials still satisfy the Laplace equation. The quantities by and b are determined by the2
requirement of continuity of velocity,

'D9# fdp2 = k + dcosne , (6)
' '

=--

bf bfJ r, \ J r,\

with the result that

r" d + a k'
'

gj = -Rhin r- cosne (7)
nR"~'< R,

|

92 = -Rhin r + R"*''d + a k'cosne (8)nr, < R,

to first order.

For potential flow, the pressures on either side of the interface surface are related to
potentials by the Bernoulli equations

!

.
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. .

d(V9f ),* (9)2I. pi = P;(t)+ p; ,

_g Bt , ,, 2
_

. .

!(V92),*p2 = P (t)+ p22

.

O' ' r, 2 (,9y\
_ .

2Differentiating (7) and (8) and neglecting terms of order a , one has

091 = -In RI(RA)+< SI(Rh) En+"~ dk- +a cosne (11) .g

R,u Bt 3,, dt R dt n n n
.

= -In RI(RA)+< # I(Rk) + -u + " + dk+ +a cosne (12)--

Dt , ,, . ds R dt n n n R
t ,

# # 2 (13)(V9f),, - (V92),, = V = k2 +2dkcosne .

The pressures at a position the interface are connected by the relation

p; = p2 - a|R; (14)

where Rf s the principal radius of curvature of the interface (the other radius is infinity for thei
assumed disturbance) and o is the surface tension. To first order, the curvature for the cylindrical
case (Lamb [5], Sec.173)is

+f(n -1)cosne ,
2 (15)=

so that across the interface

p; = P2 + o +4(n -1)cosne (16)2

rR R

Substituting the expressions of pj and 2 given by (9) and (10) respectively into (16)P

using the known functions of 91 and 92 from (11) to (13), one has the differential equation that
describes the flow. One then can separate the terms which are independent of cosn6 and give the

equation of motion for the unperturbed interface:

3

d*R + ' l + 1n RR =
'*.2 1 Pj - P - 0 (17)Rin R 2 ,-

pj - p2 < . R>2
ds <2 ,

where F and P2 are the time dependent boundary conditions on the Bernoulli equations. The
1
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remaining terms, proportional to cosne, give the differential equation for a:

n+2k +Aa=0.b
R (18)

where ~
_

[pf(n + 1)- p2(n -1)]# + $(n _ j)2

R.A= -(39)
(pi + p2)R \

,

Equation (18) involves a first-order term and its coefficients h/R and A are also time dependent. 1

To simplify the relation, we consider the transformation of a=(R/Ro)a, where the factor is the ratio

of the current radius to initial radius. The disturbance equation for a then becomes

6 - G(t)a = 0 (20),

[p2-pj}nk-$(n -1)
R

where G(t) = (21).

(pj + p2)R

This is an interesting result since, unlike the spherical interface case, this G(t) does not contain the
, surface velocity. The stability of a cylindncal interface obviously depends on the curvature,
velocity and the acceleration of the interface, however, the surface velocity dependence is buried
within the transformation of the dependent variable. In other words, all the effect of velocity is in
the transformation factor (R/Ro). With the expression in (20) one can discuss the stability of the

.

disturbance based on the sign of G(t).

3. The Stability Conditions

The stability of a small disturbance on a cylindrical surface is determined by equation (18).
If the solution a(t) increases with time the surface is unstable, otherwise the surface is stable. At ;

any moment, given data for the coefficients in equation (18), the tendency of the solution a(t) can
b.be evaluated. Equation (18) is satisfied by solutions of the form a = a e . Substitution intoo

equation (18) yields a quadratic algebraic equation for k. This leads immediately to the conclusion
that when the the interfacial velocity is negative the interface is unstable because die equation will
always have a positive root.

For the sake of a better physical picture, two special cases are f ,rther considered in the !

following. One may consider a general situation by integrating equation (20) once over time. It is

easy to see that when G(t) is positive a will have a positive growth rate, otherwise a is;

i- diminishing.

Case l' a=0: Pi >> P2:
' '

.-

' This is a simplification of the case of a liquid cylinder with negligible surface tension. With.

the above assumptions, the function G can be simplified to
,

-
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~"
G(t) = (22) .

R !

Since n and R are always positive, G(t) has the opposite sign of N. If the acceleration is pointing )
toward the heavier fluid pi, the interface is unstable. Of course, the radius plays a role in G(t) and !

we need also to note the effect of the transformation factor from a to a here. Obviously, the
surface velocity, through (Ro/R), plays a role in the growth of the disturbance amplitude. _For
example, when k is positive, the real disturbance half amplitude a = (Rr/R)a could be' diminishing

,

even though a is growing slowly. The curvature of the surface affects the rate of growth but not
the stability criterion in this specific case.

Case 2. o=0: Pi << P2:
,

This corresponds to a cylindrical bubble in an infinite liquid with negligible surface tension.
In this case

G= (23).

R
,

| The interface is stable when # is negative.

Similar to the case of the spherical interface, the stability of the cylindrical interface depends
on its acceleration, velocity and curvature. A positive velocity (expansion) is always a stabilizing :

factor. If the interface only accelerates mildly toward the heavier fluid, the expanding motion could
make the interface stable. On the other hand, a negative velocity (contraction) tends to make the
interface unstable. According to equation (18),if the coefficient A is negligibly small compared
with h / R, an integration over time gives an instability growth rate that increases exponentially
with time. Even when the surface acceleration rate is positive the interface is still unstable due to
the negative interface velocity. ;

In this section we have arbitrarily chosen to derive the instability equation for the surface
disturbances having angular dependence only. This does not imply that the angularly dependent
disturbance is less stable than the axially dependent one. Simplicity of the analysis is the
motivation here. Doing the comparable derivation for a disturbance with both axial and angular
dependence is a little more tedious. In that case the proper perturbation potential function which,

| satisfies the cylindrical form of the Laplace equation is the product of modified Bessel functions of
the first kind In ( r), the cosn6 and the cose . d]. The detailed derivation for such a disturbance
equation is provided in the Appendix t ins paper. *

If the unstable modes have a very short wavelength compared to the radius of the interface
the disturbances should have no orientation preference and should behave like the planar case. In
neither case would the curvature of the surface be important. That is to say, disturbances with
either axial or angular dependence have the same effects. But if the magnitude of the disturbance is
appreciable relative to the interface radius, one must analyze the problem with the equations derived

| in the Appendix.

A summary of the stability conditions for the liquid cylinder and the clindrical bubble is
given in Table 1. ;
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Table 1. Stability Conditions for Cylindrical Interface with Radial Motion

Velocity k Acceleration y Liquid Cylinder Cylindrical Hubble

Positive Positive Stable Conditionally Stable

Positive Nerative Conditionally Stable Stab 5

Negative Positive iJnstahic Iinstable

Negative Negative iInsaible Iinstable
e

n

4. Application to the Relaxing Jets in the IIYLIFE-II Reactor

One may have noticed that in deriving the disturbance equation (18) the effect of viscosity
has been neglected. Scaling shows that the viscous damping is msignificant in the short-term. In
this section the inviscid stability criterion will be applied to a Flibe jet of a HYLIFE-II reactor.

As shown by Chen et al.[6), afterisochone heating the surface of cylindricaljets first gains
a positive velocity because of the large pressure difference across the interface initially and then'

decelerates as the expansion wave moves toward the center of the jet and a declining volume of
liquid is expanding. Table 2 describes the conditions for a typical relaxing jet surface during the
decelerating stage. The following assessments will be based on these parameters.

|
;

Table 2 Surface Parameters of an Example Relaxing Jet

i

Parameters Value

0.2 N/m
su face tension a

1991.6 kg/m3liquid density pf

l&J kg/m3ambient vapor density p24

surface radius R 0.025 m
;

surface velocity p 20 mh

surface acceleration rate # -1(* mh2

i

4.1. The stability criterion under zero viscosity condition

There are seven independent parameters in equation (18). To discuss the effects of every
parameter would be excessive. Let us consider only the parameters that are important in our
application. During the pressure relaxation, the surface velocity of a jet is always positive unless

2 939
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i

the jet does not break internally (in that case, the liquid jet will oscillate). The density inside the jet

is much greater than the surrounding vapor (pg >> p2). During the time that the rarefaction wave
propagates inward, the variation of the radius is only a few percent, i.e., R/Ro = 1.0. Thus we

]may approximate R as constant at the initial size of the Flibe jets. Now we can rewrite equation
i

(21) as

#
i G = -n - n(n # (24)

-1)R p;
.

R

When G is negative, the interface is stable. This will be the case when

" ;t -
2R5 (25)-

.

p; (n -1)

One can see from equation (25) that it is possible to have a stable surface even when the N is
negative. Higher-order modes (greater n) are more likely to be stable. Smaller radius is also a
stabilizing factor. Fig. ire 2 plots the stability boundary based on equation (25) for different
disturbance modes. A specific mode is stable if the combination of surface tension and acceleration
fall above the boundary line for that mode. Figure 2 also marks the condition of the typical Flibe

2jet surface (from Table 2). With Flibe properties, if the deceleration rate is greater than 0.4 m/3
for n = 2 mode, the surface becomes unstable. According to the calculation by Chen et al.[6], the

6 7 6surface deceleration rate is as high as 10 10 m/,2. If we take the deceleration rate as 10 , only
perturbations with n greater 2945 are damped.

!

,

O n = 100

~500- -_r. -2-v

3
~4-

@ *#
w N
8 6-
j Flibe Jet

1500
surface$ -8- stable

8e y .

-10- 30 m
unstable

-12 : |
'

0 1 2 3 4 |

4 3c/p (10 m f3)

Fig. 2 The Stability of Different Disturbance Modes
t

4.2. Estimation . ! Character!stic Growth Time for the Instabilities.
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To accurately determine the growth of the instabilities non-linear analysis is generally
necessary. For cylindrical jets the surface condition varies dynamically. However, from linte
theory one may estimate the growth rate of the instability at the incipience of disturbance provided
that the surface condition does not change too much within a short time. Taking a typical
condition, one may conduct an estimation for the cylindrical Flibe jets as follows. Substituting the
Flibe jets parameters from Table 2 into equation (18), one has

li + 1600b + -4 x 10 (n + 1) + 6.34n(n - 1) a=0 (26)

Seeking an exponential solution such as a = aoekt of the differential equation, one may obtain two
roots from the resulting algebraic equation as

-1600t)1600 --4 x 10 (n + 1) + 6.34n(n + 1)
'

k .2 = (27)l
.

y

When one of the roots is positive, a will grow. Further more, the larger the positive root, the
greater the growth rate of a. The maximum can be found from

dk
-=0,
dn

7 2or -4 x 10 + 6.34(3n - 1) = 0 (28).

Therefore, the fastest growing mode is that when n is approximately 1450. For this mode the

f - 1.95x10 s-1. This gives t - 5.12x10-6 s, which is comparable with the5positive root k
miaxation time scale. Figure 3 displays the variation of the positive root versus n. As n increases,
the root kf increases steadily to a maximum. Then as the third-order term in equation (27)
becomes large the quantity inside the square root symbol decreases and eventually becomes
negative. The modes with very large n will be stable. The most dangerous wavelength of the
disturbance can also be estimated from the fastest growing mode as,

4
W = 2nR|n - 1.08 x 10 m .

.. = 1.09 x 10" m. The size
The corresponding wavelength on a planar surface is 2xk(p;-p2)R
of this wavelength indicates that the unstable surface condition could result in generation of small
droplets about 0.1 mm in diameter. This small characteristic wavelength also confirms that the
instability wave is indeed much smaller than the radius of cylindrical Flibe jets and the instability
can be calculated accurately from the planar formula. Therefore, the growth of the instability
modes will have no orientation preference and instability waves will emerge from the surface like
fingers. On the other hand, since the characteristic growth time of the instability is not much
shorter than the relaxation time span, it is unlikely that the surface instability will cause massive
fragmentation of liquid jets into small droplets before the liquid jet undergoes fracture due to the
internal tension.
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Fig. 3 The Instability Growth Constant for Different Modes
,

5. Reduction of the Cylindrical to Planar Case

it is worthwhile to show that when the radius goes to infinity the analysis here will generate
the same stability criterion as for the plane surface. First of all, the linear term in equation (18)
goes to zero as the denominator R becomes very large. In the quantity A the equivalent
dimensional wave number for planar system is simply n/R (=k). For k to be finite, n will have to
approach infinity as well. Thus, one can rewrite equation (19) as

A = k(A -92]5+ ak' (29)
(Pi + 92)

When (p,-p;)N is nega *ve and k, < }#(p2 -Pi)/ o the interface is unstable. Take the
derivative of A against k, one could also obtain the wave number of the fastest growing mode as

A ~ E2 }

k*=I 30 (30)

which is identical to the result obtained by Taylor [2].

6. Conclusions

Similar to the spherical interface, the stability of the cylindrical interface depends also on
the surface velocity, Unlike the planar interface which is always stable when the interface
acceleration is pointing to the lighter fluid, a curved interface under similar acceleration can be
unstable if the surface velocity is negative. This is because equation (18) will always have a
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positive root if surface velocity is negative. On the other hand, positive surface velocity
(expansion) could also help to stabilize a surface with a small acceleration pointing toward the
heavier fluid. The derived perturbation equation (18) generates the same criterion as for the planar
interface when radius approaches infinity.

For the HYLIFE-Il application, the fastest growing instability has a very small wavelength.
In the particular example listed in Table 1, the planar equation gives almost the identical result for
fastest growing wavelength. The estimated growth time for the instability on the surface of the
liquid jets in HYLIFE-II reactor is similar to the time of pressure relaxation. This means that
massive fragmentation of jets due to this type of instability is unlikely. Tiny fingers may shed
some fine drops but a cylindrical surface is likely to be restored when radial motion has subsided.

7. Nomenclature
Letters
A disturbance wave function
a magnitude of a small disturbance
G time dependent coefficient in disturbance equation
k wave numbers
n wave mode
P, p pressure
R the outer radius of ajet; universal gas constant

coordinate in cylindrical and spherical geometryr

h surface velocity
i

# surface acceleration !

R,R2 principal curvature radiif
t time
V velocity

Symbols :

9 velocity potential of an incompressible flow |
|

0 angle

A wave length ,

:p density; or relative density

a surface tension

t time scale

to wave fn quency

superscription and subscription
o initial state

surface values,
'

first order time derivative

second order time derivative
"

>
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Appendix The Perturbation Equation of Cylindrical Interface with Radial Motion
when Disturbances with both Axial and Angular Dependence Exist

For the nke of simplicity, the derivation below is based on the assumption that the fluid
density inside the jet is much higher than that outside. The general derivation should be very
similar but involves two sets of flow notentials, one for each fluid. This effectively treats the
pressure in the lighter fluid as constant.

Consider a surface perturbation of the fonn

r, = R+ acosm0coskz (I-1)

to allow both angular and axial perturbations. We are seeking a velocity potential with a
perturbation 9 = go + 9', where go = w z - Rhin r, and 9'must also satisfy Laplace's equationo

1 D ' D9'' + I D*m' + d'm' = 0r
y DB* Dz' {g.2)

--

r Dr < Dr > r
,

Using the solution 9' = f(r)cosm0coskt direct substitution into equation (I-2) gives forf[r) :

--1 D ' Of(r)' 'm2 \
|

r,+k, f(r) = 0r
r Dr g Dr > (g.3)g ,

Thereforeffr) is the modified Bessel function of the first kind and of order m .

9 = w z- Rhinr+ 1,n(kr)cosm0coskz (I-4)o

The variable is determined by requiring radial velocity continuity at the jet surface, that is,

39
u,, = i, = k + dcasm0coskz = g|r=R

- - (I-5)

=h+ -a g - pkl|n(kR)cosm0coskz
_

R
_

1

giving
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bR + ak
p= kRIL(kR)

,

so that

9 = w z - R4In r
bR + ak

1 (I-7)kRIL(kR) ,(kr)cosm0coskzo .

The pressure in the inviscid jet is that due to surface tension

'1 1'
p=a -+- (I-8)

R,< R; 2

where R and R2 are the principal curvature radii. This givesf

:

p= -

(1-m -k R )cosm0coskz (I-9)2 2 2

,

;

Since the velocity wo does not effect the stability,it will be omitted for the following derivation.
Using the Bernoulliintegral,

. .

f&m' 1
P = P(t)+ p 2(V ),29 (I-10)

.g dt j ,.
. j

* ,

P(t) is the constant from the spatial integration of the equation of motion which leads to the ,

Bemoulli integral. The terms in the brackets in the above equation can be readily found to be
'

I(R p),, _af(gg)_'g+ja+ -
'"2-In R

dt R dt R R R klL(kR)< 81 > ,, - - (I-ll)
+ bRk + ak* I;(kR)l,(kR),cosm0coskz

2

(V ),2 , p2 + 2bkcosm0coskz (I-12) .9,

Substituting equation (I-l 1) and (I-12) into (I-10) and using (1-9), one can sort out the terms of the
perturbations to obtain the following perturbation equation,
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- . . .- _ _ _



Chen. Schrock and l'eterson NtJKlit11't Sept. !W3

ki' k*'~ ' '

. k kki""' + k * + a< kl|,, d (Rk)+
N

.a+a -y--

-
||,, I,,, - R1,,,dt R R,R y

(I-13)

_ k'ki"(kR) +(m + k R -1) " =0
RI|,, pR Im.

This is the full perturbation equation for an inviscid cylindrical interface with radial motion.

As did equation (18) (obtained from the simplified form of perturbation), equation (1-13)
relates the growth of the disturbance to the radius, radial velocity and acceleration. No simple
transformation can simplify this partial differential equation with time dependent coefficients. The
acceleration effect should still be the major effect as its role in the equation is similar to that in
equation 18. Numerical methods are necessary for solving this equation.

.
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TWO-PHASE FLOW INSTABILITIES IN A VERTICAL ANNULAR CHANNEL
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West Lafayette, Indiana 47907-1290

2

ABSTRACT

An experimental test facility was built to study two-phase flow instabilities in
vertical annular channel with emphasis on downward flow under low pressure-

and low flow conditions. The specific geometry of the test section is similar to
the fuel-target sub-channel of the Savannah River Site (SRS) Mark 22 fuel
assembly.

Critical Heat Flux (CHF) was observed following flow excursion and flow
reversal in the test section. Density wave instability was not recorded in this
series of experimental mns. The results of this experimental study show that

'

flow excursion is the dominant instability mode under low flow, low pressure,
and down flow conditions. The onset of instability data are plotted on the i

subcooling-Zuber (phase change) numbers stability plane.
;

I. INTRODUCTION

Owing to the downward nature of the flow in the Savannah River Site (SRS) Mark
22 fuel assembly, two-phase flow instabilities are possible following a sudden reduction in
the coolant flow rate (e.g. following a loss-of-pumping accident) [2]. Buoyancy force due 1

.
to vapor which was generated by the reactor decay power, acts in the direction of
destabilizing the system, possibly causing flow instabilities.

,

Hydrodynamically induced Critical Heat Flux (CHF) is encountered at powers less
than those required for enthalpy burnout for down flow in parallel channels [2]. The low
flow nature of this set of experiments makes for a complex phenomena of flow instabilities
in the test section. This is due to the buoyancy force which plays a significant role in the
case of downward, low pressure and low flow systems.

9'47

i
\



.

The body of the literature that addresses two-phase flow instabilides in down flow
at low pressure and low flow conditions is very limited. Rush et al. [1] conducted a series
of integral flow excursion experiments with SRS Mark 22 fuel assembly mockup. He
experiments provided data on the onset, progression, and recovery from flow instability
transients for the mockup. The authors,do not present any quantification of the flow
excursion instability as a design criteria. It also does not specify a region of stable
operadon.

i

Guerrero and Hart [2] conducted a series of experiments on an electrically heated
assembly mockup of the SRS fuel assembly. They reported the onset of flow instability as
that of initial flow fluctuations and sub-channel flow redistribution, followed by
progressive sub-channel flow reversals and localized boiling, progressive channel reversal,
and finally dryout in one channel. They observed a large margin between the point of ;

initial flow instability and the point of dryout and thermal excursion. They cormlated the ;

instability data by using the Grashof number, the friction factor and the Reynolds number. ;

The range of subcooling was very limited (two values of inlet subcooling were used) and
'

no study of the effect of inlet and/or exit throttling was carried on.
i.

The need for experimental studies on two-phase flow instabilities in down flow is
evident. This paper presents original experimental data on downward two-phase flow
excursion instability. -

:

II. EXPERIMENTAL FACILITY ,

I
L

|
'

An experimental test facility was constructed to study two-phase flow instabilities
at low flow and low pressure conditions for vertical down flow of Freon-ll3, as the test

Ifluid. He annular geometry of the test section is designed to simulate the SRS (Savannah
River Site) reactor Mark 22 assembly flow conditions, with provision made for down flow :
and up flow in the test section. A scaling study for simulating the heavy water reactor by
Freon-113 was carried out [5]. The model geometry, working fluid, and the operating [
conditions were chosen with consideration to the cost effectiveness and scaling. The :

simulated loop correctly scales the Zuber (phase change), subcooling, and friction !
numbers. These ensure that the dynamic phenomena due to the void propagation, enthalpy ;

waves, and pressure drop are simulated [5]. !

i

Central to the test facility, which consists mainly of delivery and recovery systems i

of the test fluid, Freon-113,in addition to various instrumeatation to monitor and record
the data, is the test section. It consists of a 1829 mm long,19 mm ID beaded glass tube {
(fused with 25.4 mm conical tube at each end for assembliag), and a cartridge type heater !

with 1829 mm heated length,12 mm OD. Use is made of the transparent test section to !
investigate the hydrodynamic aspects of the two-phase flow instabilities. [

l
>
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A detailed description of the test facility, shown schematically in figure 1, is
provided below:

1. Test section

The cartridge heater at the center of the test section is 2170 mm long,12 mm OD
with a maximum power of 6.72 kW. The heated length of the heater is 1829 mm long
which is equal to the length of the beaded glass tube that makes the outer wall of the
annular space of the test section with 19 mm ID. The annular gap throughout the heated
section is 3.5 mm (except at the location of the spacer rings where it is 2.5 mm). The
beaded glass tube is fused at both ends with 25.4 mm conical connectors for assembling
with the rest of the loop.

Sixteen 0.21 mm OD K-type thermocouples are spot welded on the heater surface
to monitor and record the surface temperature of the heater during the experimental runs.
Each thermocouple is spot-welded to the heater surface and the junction is further covered
with high-temperature thermally conductive cement to help fixing the thermocouples to

7

| heater surface. The thermocouples are equally spaced near the center of the heater but are
more closely spaced near the two ends since dryout is expected more frequently near the
outlet. The locations of the sixteen thermocouples are shown in figure 2. The azimuthal
' location of each thermocouple differs from the rest of the thermocouples with respect to
the heater surface, in order to detect the CHF location as closely as possible. The
azimuthal locations of the thermocouples are not shown, however, in figure 2.

Four spacer-rings are used to center the heater in the test section, as shown in
figure 3. Use is made also of the spacer-rings to guide the thermocouple wires away from
the heater surface such that the wires extend along the glass wall. Eight thermocouples are
withdrawn from the top of the test section and the remaining eight are withdrawn from the
bottom.

Two Teflon flanges are attached at both ends of the test section. Each flange has
three side holes; two for thermocouples and one serves as pressure tap connection. The
upper and lower plena are made of 50.8 mm Pyrex crosses. The connections to the test
section and the delivery and recovery lines are made via 50.8 to 25.4 mm Pyrex reducers.

The test section is equipped with two flow resistance devices made of hard Teflon
in the shape of a tapered plug as can be seen in figure 2. The degree pf flow restriction is

( controlled by advancing or retracting the tapered plugs.

~ 2. Freon delivery and recovery system

A 2 HP centrifugal pump, capable of delivering 9.15 x 10'' m'/s maximum flow
rate and 20.4 m of maximum head, is used to supply Freon to the test section. 'Ihe pump
is installed at the lowest point of the test loop and a draining valve is attached to it. A by-
pass line with a ball valve is connected to the inlet and outlet of the pump to regulate the
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flow rate to the test section. Downstream of the pump, a pre-heater is installed to control
the Freon temperature entering the test section. He 2 kW galvanized steel pre-heater can
increase the Freon temperature, flowing at 0.3 m/s in a 25.4 mm diameter tube, by 10 C.

I

Downstream of the pre-heater the system branches into two: up-flow and down-
flow branches. To direct the flow in either direction, a set of two valves (two sets are
available) is closed. which will force the Freon to flow, say, in the downward direction in
the test section. He test section outlet, for both up and down flow cases, is connected to
the inlet of a condenser which consists of double sets of coils submerged in a water bath.
The outer set has 22 coils with 430 mm OD and 324 mm ID, and the inner set has '15 coils

with 310 mm OD and 280 mm ID. He outlet of the condenser is connected to a sub-
cooler which controls the Freon subcooling required for the experimental runs. The sub-
cooler consists of a chest-type freezer with a bath of Ethylene Glycol in which a set of 17
coils with 430 mm OD and 324 mm ID is submerged. If no subcooling is desired, the
Freon emerging from the condenser could be directed to by-pass the sub-cooler to the
pump inlet.

A 25.4 mm ID by-pass tube is connected to the test section. The flow through the
by-pass line is controlled by a ball valve and is measured by a turbine flow meter. Ten
tubular band-type heaters of 495 W power each are mounted on the by-pass line and are
used to match the temperature conditions of the flow inside the by-pass line widt the
temperature conditions inside the test section. He by-pass line isolates the flow
disturbances and/or instabilities generated in the loop from the test section instabilities.

The test loop is supplemented with a 56.8 x 10-' m' galvanized steel degassing
tank located at the highest point of the test section. Two immersion heaters of 600 W
power each are screwed at the bottom of the degassing tank which is equipped with a
level gauge to monitor the Freon level inside the degassing tank. A condenser is attached
to the degassing tank that utilizes water to cool a set of 28 coils with 63.5 mm OD and 50
mm ID. The degassing tank along with the heaters and the condenser could be used to
regulate the pressure in the loop resembling a pmssurizer in a reactor.

The loop has four relief valves that are connected to the test section lower plenum,
the test section upper plenum, positive pressure line of the degassing tank, and to the
negative pressure line of the degassing tank with cracking pressures of 206.8 kPa,206.8
kPa,20.7 kPa, and -6.9 kPa, mspectively. The outlets of the relief lines are connected to a
dump tank. The dump tank is equipped with a 6.9 kPa cracking pressure relief valve.

The Freon circulating through the loop is regularly filtered using a 25 micrometer
pleated paper filter cartridge to trap any impurities or dirt that might exist in the Freon
stream.

- The test section assembly is encased in a box of transparent, anti-shattering Lexan
sheet to provide protection. for personnel and instrumentation against any possible
breakage of the test section.
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3. Instrumentation'

,

ne parameters that are monitored and recorded in this experiment arei
temperature, pressure, flow rate, degree of flow restriction, and heaters' power. Data are

'

measured and recorded via MetraByte's DAS-8PGA/EXP-16 data acquisition system,
,

whereas Lahtech Notebook software is used to manage and analyze the collected data.
,

i The DAS-8PGA/EXP-16 system contains the original eight analog input channels in the
~

DAS-8PGA box, in addition to two EXP-16 multiplexer boxes with sixteen analog input
~

'

, -
charmels in each box, variable gain setup switches, and cold junction sensing and

j compensation circuitry for direct temperature measurement using thermocouples. The
-sampling rate for all channels is 1 Hz and the duration of continuous sampling is 10"

; minutes. Description of the instrumentation is detailed in the subsections below:
n
I

1 1. The test section heater surface temperature is measured using sixteen 0.21 mm OD K-
type thermocouples that are spot welded on the heater surface and are covered with high;

temperature thermally conductive cement. An ice box is installed to serve as a reference !
i

| point for the heater thermocouples. If CHF occurs in a heat flux controlled experiment,
the wall temperature rises sharply and may result in a burnout of the heater if the power is

; not tripped immediately. To avoid such a drastic deterioration in the surface temperature,

) a feedback control circuit is built with a solid state relay that cuts the power off the heater
if the' surface temperature exceeds 120 C at any point on the heater surface. The trip

,

i circuit will also cut the power off the heater if any of the thermocouples fails to function

j properly. The sixteen thermocouples are connected to the EXP-16 multiplexer box
number I which has a set gain of 1000. The power to the heater could also be cut off'

! manually using an on-off switch located on the electronic circuit box. Figure 2 shows the
locations of the heater thermocouples. The power trip circuit was calibrated to trip the

| heater at a temperature of 120 C for each thermocouple using a known temperature ;

- source. j

-
,

2. The temperature of the test fluid is monitored in several locations around the loop in !

i- order to establish the temperature conditions designated for the specific experimental run. |
! ne fluid temperature measurements are made with K-type thermocouples of 1.6 mm ,

diameter, at nine locations in the test loop. The thermocouples are directly connected to !

! -EXP-16 multiplexer box number 0 set to a gain of 50 and taking advantage of the cold

| junction sensing and compensation circuitry. He location of each thermocouple is shown ;

approximately'in figure 1. {
'f

3. A turbine flow meter and a paddle wheel flow meter are installed in the loop to measure j!
'

the flow rate of Freon at two locations.
! .

!

A. Main flow meter: A paddle wheel flow meter which is located near the inlet to thq pre- ,

:

! heater and is used to measure the flow rate in the loop with range of 2.84-283.9 x 10~' |

f m'/s.
<

1

r
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B. By-nass flow meter: A turbine flow meter which is located on the test section by-pass
line and is used to measure the flow rate in the by-pass line with range of 2.84-28.4 x 10-'

m'/s.

The turbine flow meter was calibrated by the manufacturer whereas the paddle
wheel flow meter was calibrated on site. The output signals of the flow meters are directed
to the DAS-8PGA box (with set gain of 1). Independent DC power supply is provided for
each flow meter with an input voltage of 12 VDC.

4. Pressure measurements are made at five locations in the test loop. Three differential

. diaphragm-type pressure transducers are used to measure the pressure drop across the
lower plenum, the test section and the upper plenum with ranges of 13.8 kPa,35.4 kPa,
and 35.4 kPa, respectively. Mating connectors are used to connect the pressure
transducers to the carrier demodulator which is used to condition the pressure signals and
hence to send them to DAS-8PGA data acquisition box (with set gain of 1). The three
pressure transducers were calibrated on site.

He remaining two pressure measurements are made with absolute pressure
gauges. The system pressure is measured at the lower plenum using a pressure gauge with
range of 0-1379 kPa , whereas the degassing tank pressure is measured using a gauge with
a range of 0-207 kPa. Both pressure gauges are fixed at the main control panel of the test
loop.

III. TEST PROCEDURE

i

| The manner in which the experiments were conducted is summarized below:

Repeated filtering and degassing of the Freon-113 is carried on before conducting anyi e
'

test series.
Inlet flow rate, inlet subcooling, and inlet flow restriction, and exit flow restriction are' *

i pre-detennined.
Heater is set at a pre-determined power level at which subcooled boiling is initiated in*

the test section.
,

11 cater power is increased by 100 W, and the coolant flow into the test section ise

maintained for several minutes until the temperature of the heater surface reaches
steady state.4

_ Power is further increased until instability is encountered.i< *

Power, subcooling, inlet flow rate, inlet and exit restdction and system pressure are*

recorded for the specific run.
,

Several runs are randomly repeated for repetition to ensure repeatability of data.*

The raw data recorded by the data acquisition system are compiled to represent the
instability plane in terms of the subcooling number vs. the Zuber (phase change) number.
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IV. RESULTS AND DISCUSSION

1. Physical description of the instability

With increase in heater power, at constant inlet flow rate and temperature,
subcooled boiling starts at the last third of the test section. The heater surface
thermocouple junctions are the locations where nucleation starts. With further increase in
power, the bubbles grow and start to detach from the heater surface and flow down
stream to the exit of the test section. The increase in void generation will cause bubbles to
coalesce into one, or several, small cap bubbles at the exit of the test section where the
flow area is suddenly enlarged at the 25.4 mm conical section. Beyond certain void
fraction in the test section, the flow will start to decelerate in the test section and
accelerate in the bypass line. The increase in pressure drop along with the destabilizing
buoyancy effect due to increase in the void content of the test section will retard the flow
into the test section completely. At this point the, bubbles along the length of the test
section will grow rapidly in size and flow reversal will occur in the test section. The
ensuing flow pattern is of natural circulation between the test section and the bypass line,
superimposed on the forced flow into the bypass from the pump. The bypass flow rate
signal shows a higher flow rate than that of the main pump. This instability, which
Guerrero and Hart [2] tenn as the first instability, is in fact the flow excursion instability.
This experiment is conducted in a transparent test section which allows clear observation
of the manner in which the system undergoes transition from low quality state to a high
quality state, which clearly indicates flow excursion instability. Guerrero and Hart [2]
relied on temperature records to infer the phenomena.

It is important to mention here that the flow excursion instability is not a local
ohenomenon but is system dependent. The effects of thermocouple wires, thermocouple
# junctions, and spacer rings are, therefore, limited to local phenomena. Examples of theses

! phenomena are:

- Thermocouple junctions provide excellent nucleation sites.
- Due to the relatively high thermal capacity of the spacer rings (made of brass), their

locations are the last to be quenched after power trip.

No attempt was made, however, to study the local effects of the thermocouples or

j the spacer rings since thdy do not affect the stability of the system.

2. Output data

The raw data are collected and analyzed to obtain the instability boundaries. Figure
4.a shows the heater surface temperature at the inlet and exit of the test section for Run #
9 (K = 0). Figure 4.b shows the same information for Run # 46 (K = 22). Notice the4 i

temperature increase at both inlet and outlet. The increase of the inlet fluid temperature
due to flow reversal is more pronounced since at the entrance to the test section, the fluid
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is at its coldest condition. Also notice that the heater surface temperature for the case of
higher inlet restriction was much higher indicating a more violent excursion, which was
physically observed. Also notice that the system reached CHF during Run # 46.

Figures 5.a and 5.b show the main and bypass flow rates for Runs # 9 and 46,
respectively. When the bypass flow rate exceeded the main flow rate, in Run # 9, this
indicated that the flow excursion was followed by flow reversal. Flow reversal did not take
place in Run # 46. The violent vaporization of the Freon in the test section prevented the
bypass liquid from entering the test section which remained voided until the control circuit
tripped the heater power following CHF.

Data on the inlet velocity into the test section, the inlet subcooling, the inlet and
.

exit flow restriction, and the heater power are properly collected for each run and the'

subcooling number and phase change number were consequently calculated as can be seen
from Table 1. The third column and the fifth column of Table I show the standard
deviation of the test section inlet velocity and the Met fluid temperature, respectively. The
test section heater power (current x voltag) was digitally recorded,

ne instability boundarv is shown in figure 6. At high subcooling, the instability
boundary lies to the left of the zero exit quality line. At low subcooling, the instability
boundary crosses the zero exit quality line to the region of positive quality.

For a higher inlet flow restriction, Ki = 22, and at the region of high subcooling,
the instability boundary lies further to the left of the zero exit quality line in comparison
with the case of zero inlet flow restriction. At lower subcooling the instability boundary
crosses the zero exit quality line to the region of positive quality similar to the case of zero
inlet restriction.

We see from figure 6 that subcooled boiling plays an important role in two-phase
flow instabilities for the down-flow case. This is evidenced by the experimental
observation that at relatively high subcooling, the system undergoes unstable transition
from low-quality state to high-quality state even though the exit quality is negative. His
trend was reported by Guerrero and Hart [2]. At low inlet subcooling, the unstable
transition occurs at a positive exit quality.

Similar to the results reported in [2], the flow in the test section and bypass

| undergoes re-distribution following the increase in void fraction and increase in pressure
| drop. This phenomena has to be accounted for when making an analytical predictions of

the instability boundaries. Most instability predictions [3,4] assume, for simplicity, that a
constant pressure drop boundary condition is applied to the physical system. De results of
this paper support the results obtained by Guerrero and Hart [2] for the case of variable
pressure drop at the boundaries.
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V. CONCLUSIONS

Experimental data were obtained for flow excursion instability under low flow and
low pressure for down flow conditions in an annular geometry. Flow excursion was the
dominant instability mode for down flow conditions and density wave instability was not
observed, in agreement with the predictions of Nair et al. [4J.

For any single-phase heat transfer loop with parallel channels and downward flow
orientation, the decrease of flow rate into the heated section (increase in Zuber number)
will eventually bring the system closer towards the static instability domain. If the
subsequent decrease in power (decay power as the case would be for nuclear reactor) is
not adequate such that the Zuber number keeps on increasing, the system will become
unstable and CHFis imminent.

The "First instability" reported by Guerrero and Hart [2] is in reality the flow
excursion instability. The same trend of temperature and flow fluctuation was observed, in
addition to the real transient from low quality to high quality state, i.e., flow excursion.

The transient is more violent for higher inlet restriction in down flow, with
accompanying elevated heater surface temperature. CHF was not recorded at all for the
case of zero inlet mstriction, even at very low subcooling, whereas CHF was reached very
quickly following flow excursion in the case of high inlet restriction (Ki = 22), for average
to low subcooling.

Subcooled boiling is important in down flow instabilities, as can be seen from
figure 6. The ins _tability boundaries were shown to lie at the mgion of negative quality for

_

both cases of inlet flow restriction. Inada and Yasuo [6] showed that subcooled boiling is
also important in up flow. In fact, their data show that the unstable excursive transition
from low-quality state to high-quality state occurs in the negative exit quality region.

It is further needed to quantify the instability boundaries with changes in exit
restriction. An accurate modeling of the instabilities in down flow is needed in order to
assess the region of instabilities. Any analytical model that attempts to predict the onset of
flow excursion instability in low flow, low pressure, and down flow system needs to
account for the effect of thermal non-equilibrium. The analytical models of Rohatgi and
Duffey [3] and Nair et al. [4] do not account for the effect of thermal non-equilibrium.
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NOMENCLATURE

A, Test section flow area (m*)

i, Latent heat of vaporization (J/kg)
f

K, = Exit flow restriction'

2

Pvfm

Kg = Inlet flow restriction'
z

P V ,.fi

I Heated length (m)

N,,3= b.S Subcooling number
its Ps

q' 4 I sp
N= Zuber (phase change) number2

A vk ts PsPfic

q Heater power (W)

2
q', Wall heat flux (W/m )

w Inlet velocity into the test section (m/s)

Ai,.3 Inlet subcooling (J/kg)

Apa Inlet plenum pressure drop (Pa)

Ap, Exit plenum pressure drop (Pa)

op = pf - p, Density difference (kg/m')

pf Liquid density (kg/m')

p, Vapor density (kg/m')

4 Heated perimeter (m)
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Table 1 Listing of experimental data

Run Vin a Tin a q Nsub Nz inlet restri

#. m/s m/s C C W Ki |

1 0.40 0.03 19.58 0.21 3549.00 39.91 38.97 0.00

2 0.36 0.03 7.76 0.26 3528.00 53.59 43.31 0.00 i

3 0.39 0.03 7.10 0.18 3570.00 54.34 41.06 0.00

4 0.60 0.04 29.29 0.82 2610.00 25.89 19.70 0.00

5 0.69 0.04 37.13 0.18 1875.00 15.42 12.61 0.00

6 0.62 0.03 23.83 0.26 3200.00 34.23 23.51 0.00

7 0.59 0.04 17.49 0.23 4255.00 39.81 32.64 0.00

8 0.50 0.04 16.87 0.28 3528.00 40.89 31.95 0.00

9 0.43 0.03 29.39 0.32 2346.00 24.98 24.76 0.00

10 0 37 0.03 0.65 0.25 4232.00 62.03 50.47 0.00

11 0.39 0.03 5.38 0.28 3652.00 55.71 41.59 0.00

12 0.40 0.04 26.92 0.47 2048.00 26.82 22.88 0.00

13 0.29 0.04 8 06 0.23 2946.90 53.71 44.43 0.00

14 0.31 0.04 12.80 0.44 2655.00 47.52 38.01 0.00 ,

15 0.26 0.03 14.74 0.20 2453.14 44.66 40.62 0.00

16 0.29 0.03 5.28 0.24 3037.65 55.98 45.70 0.00

17 0.28 0.03 8.30 0.27 2804.60 51.82 44.86 0.00

18 0.27 0.03 11.29 0.29 2649.60 47.69 43.77 0.00

19 0.26 0.03 13.17 0.26 2523.50 45.06 40.46 0.00

20 0.28 0.03 14.34 0.26 2449.50 43.50 38.15 0.00

21 0.39 0.03 9.51 0.30 3764.65 51.12 42.80 0.00

22 0.37 0.04 24.09 0.26 2306.50 33.23 26.96 0.00

23 0.34 0.05 25.98 0.29 2182.40 30.71 28.11 0.00
,

24 0.33 0.03 27.44 0.27 2105.60 28.76 27.83 0.00

25 0.37 0.04 29.90 0.40 1855.50 25.61 22.28 0.00

26 0.44 0.04 30.48 0.49 1855.50 24.83 19.08 0.00

27 0.43 0.03 31.94 0.92 1786.30 23.00 19.11 0.00
*

28 0.57 0.04 34.14 0.42 2244.00 19.95 17.92 0.00

29 0.60 0.03 36.40 0.40 2050.84 16.93 15.42 0.00

30 0.62 0.04 38.50 0.55 1842.00 14.13 13.66 0.00

31 0.63 0.04 '39.70 0.38 1741.45 12.52 12.73 0.00

32 0.61 0.04 40.68 0.32 1667.10 11.21 12.55 0.00 !

33 0.61 0.04 41.01 0.22 1648.30 10.91 12.59 0.00
34 0.30 0.02 11.02 0.26 2804.60 49.49 41.06 0.00

'
35 0.66 0.05 42.17 0.21 1250.73 9.23 10.33 0.00
36 0.69 0.04 43.50 0.25 1177.20 7.68 9.30 0.00
37 0.67 0.05 44.87 0.32 977.90 5.87 7.95 0.00
38 0.59 0.05 38.96 0.39 2108.80 13.90 14.92 22.00
39 0.51 0.02 36.41 0.31 1974.70 17.30 15.88 22.00
40 0.58 0.04 15.29 0.28 3195.72 45.63 30.03 22.00
41 0.57 0.03 11.81 0.28 3582.60 50.41 34.26 22.00 !

42 0.57 0.04 11.57 0.37 3781.85 50.73 36.16 22.00
43 0.62 0.04 9.13 0.42 3960.00 53.99 34.81 22.00
44 0.59 0.03 17.24 0.35 2952.60 43.16 27.28 22.00
45 0.56 0.04 19.78 0.37 2629.80 39.77 25.59 22.00
46 0.55 0.04 23.00 0.79 2267.56 34.95 22.47 22.00
47 0.55 0.05 25.93 0.41 1984.00 31.16 19.66 22.00
48 0.46 0.04 27.84 0.38 1849.50 28.61 21.72 22.00
49 0.48 0.04 29.72 0.24 1684.35 26.23 19.13 22.00 ,

50 0.50 0.04 31.09 0.21 1568.88 24.41 17.10 22.00
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Run #9
Kl=0, Ke=0, Tin =17.49, q=4255 W
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Figure 4.a Heater surface temperature at test section inlet and exit for Run # 9
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Run #46
Ki=22, Ke=0, Tin =17.24, q=2953 W
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Figure 4.b Heater surface temperature at test section inlet and exit for Run # 46
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i

ABSTRACT.'

,
In this paper the thermalhydraulic scheme and peculiarities of the boiling

I water graphite-moderated channel-type reactor RBMK are presented and
!

| discussed shortly. The essential for RBMK tmnsient regimes, accidental
situations and accompanying thermalhydraulic phenomena and processes are
formulated. These data are presented in the form of cross reference matrix
(version 1) for system computer codes verification. The paper includes

,

qualitative analysis of the computer codes and integral facilities which have
been used or can be used for RBMK transients and accidents investigations.
The stability margins for RBMK-1000 and RBMK-1500 are shown.1

;

RBMK FEATURES DESCRIPTION.

Safe operation of RBMK reactors in Russia, Ukraine and Lithuania is
now a big concern of the world scientific community. ;

,
I
'

Water-graphite channel type RBMK nuclear reactors use uranium di-
oxyde (UO,) as a nuclear fuel, light water as a coolant and graphite as a
moderator. The cylindrical core presents 1693 vertical fuel channels passing !4

through the assembly of the square graphite columns. Each channel contains |

two fuel 18-rod bundles in series. The simplified thermalhydraulic scheme of :

power unit with RBMK-1000 reactor is shown in fig.l. The coolant circuit |

| consists of two loops, each of them supplies coolant to half of the parallel
heated channels due to Main Circulation Pumps 6 which rise the pressure
from 7,0 to 8,4 MPa and delivers a total mass flow rate of 5200 Kg/s. The
Pressure Header 11 distributes the coolant to twenty two Distributing Group
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SCHEME OF POWER UNIT WITH RBMK-1000 REACTOR. |
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1-Dmm-Separator (n=4); 2-Downward Pipe (ID=300 mm, n=48); 3-Suction
Header (ID=900 mm, n=2); 4-Gate Valve (n=16); 5-Suction Line of Main
Circulation Pump (ID=750 mm, n=8); 6-Main Circulation Pump (n=8); 7-Head
Line of Main Circulation Pump (ID=750 mm, n=8); 8-Check Valve (n=8);
9-Throttle-Control Valve (n=8); 10-Bypass Line (ID=750 mm,n=2); ll-Pressure
Header (ID=900 mm,n=2); 12-Flow-Rate Limiter (n=44); 13-Check Valve (n=44);
14-Distributing Group Header (ID=295 mm,n=44); 15-Multipurpose Valve
(n=1693); 16-Low Water Communication (iD=50 mm,n=1693); 17-Fuel Channel
(n=1693); 18-Vapour Water Communication (ID=70 mm,n=1693); 19-Water
Equalizing Line (ID=300 mm, n=4); 20-Vapour Equalizing Line (ID=300 mm,
n=4); 21-Turbine Steam Line (ID=600 mm,n=4); 22-Stop-Control Valve (n=4);
23-Turbine Set (n=2); 24-Separator-Superheater (n=4); 25-Turbine Condenser
(n=2); 26-Condensate Pumps of the First and Second Rise (by five in parallel);
27-12)w Pressure Heater (n=2); 28-Condensate Purification System; 29-Deaerator
(n=4); 30-Feed Water Pump (n=5); 31-Feed Water Line (ID=372 mm,n=8);
32-Feed Water Flow Rate Control Unit (n=2); 33-Blowdown Water Purification
and Cooling System; 34-Turbine Condenser Water level Regulator; 35-Hydraulic
Reservoir with Gas Pressurization (n=12),V =150 m'); 36-Gate Valve (n"3);z

37-Quick-Acting Valve (n=2): 38-Flow-Rate Limiter (n=2); 39-Water Storage
Tank; 40-Pumps (n=8); 41-Dump Valve (n=4); 42-Bubbler (n=2); 43-Condenser
(n=2); 44-Condensate Pump (n=2); 45-Emergency Cooling System Header (n=2);
46-Gate Valve (n=4); 47-Quick-acting Reducing Unit (n=4); 48-Main Safety Valve
(n=8); 35.. 40,45 - Reactor Emergency Cooling System.

Fig.1
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Headers 14 and each of them distributes the coolant to about thiny eight fuel
channels through Low Water Communications 16, each one is equipped at
the inlet with Multipurpose Valve 15. The coolant in the fuel channels is
partially vaporized (quality is up to 0,25) and arrives at two Drum Separators
I through Vapour Water Communications 18. In each Drum Separator satu-
rated water (7,0 MPa,284 C) is mixed with the feed water (165'C) and flows
back to the Suction Header 3 through twelve Downward Pipes 2. From the
top of each Drum Separator the saturated steam flows through fourteen Tur-
bine Steam Lines 2.1 to the Turbines 23.

Water-graphite chcnnel type RBMK nuclear reactors possess the features
of working process and design which may be essential and should be taken
into account in conducting the experimental and mathematical modeling of
transient regimes and accidental situations. The main features are the follow-

,

ing:"

1. Branching parallel channels configuration of circulation circuit. Such a
geometry may cause development of oscillatory parallel-channel flow boiling

,

instability.

2. Positive coolant void and temperature reactivity coefficients stimulate
an instability in the neutron field and complicate control of the reactor.

3. High vapor quality at the heated channels exit (up to x = 0,25). This
leads to heat power limitations due to critical heat flux danger.

4. High thermal capacitance of the heated zone structure due to graphite
mass.

5. Limitations on acceptable temperatures of the fuel element zirconium
wall (350*C), graphite (750*C) and (UO ) fuel rods (2800*C).2

6. Positive feed back 6 Q * 6 x -+ SA P, * 6 m -+ 6 x -+ 6 Q due to mo-
notonic " pressure drop - flow rate" heated channel curve and positive feed
back " boiling water void fraction - heat generation" u _+ Q (x * Q).

4

7. Limitations on separation process quality: liquid entrainment to Steam-

Lines limitations because of danger of vapor radioactivity increase by isotopes
dissolved in the water; vapor entrainment to Downward Pipes limitations be-
cause of necessity to maintain positive suction head in the Main Circulation
Pumps.

8. Considerable number of non-standard valves and automatic controllers
requiring adequate mathematical description.
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VERIFICATION MATRIX DESCRIPTION.

In spite of the fact that the construction of new RBMK NPP units is not
projected at the present time, units are already built and in operation in Rus-
sia, Ukraine and Lithuania. Evidently, these will be in operation till the end
of their service life. The main problem during this period is to improve the
RBMK safety to a level comparable with that of WWER's and PWR's. This
safety level is evaluated on the basis of system thermalhydraulic codes calcu-
lations. There is no such code for the RBMK and the problem ofits elabora-
tion should be accepted as a important one. Elaboration and verification of
RBMK code (or codes) should be carried out on the basis of a verification
matrix, which defines the list of essential RBMK transient regimes, emer-
gency situations, accompanying thermalhydraulic phenomena, available ex- j

'

pelimental fasilities and data.

The verification matrix proposed in this paper accounts for the peculiari-
ties of the RBMK reactor and contains three cross reference blocks: I

- phenomenon versus test type. This part of the matrix contains the lists
of the 16 steady, transient and emergency regimes and 31 of the most impor-
tant thermalhydraulic phenomena;

- test type versus test facility. This part of matrix presents information
about existing and projected integral facilities for the experimental modeling i

of the transients and accidents which are outlined in the matrix; ;

- phenomenon versus test facility. This part of matrix identifies the test
facilities which are appropriate for specific phenomenon experimental repro-

'

duction.

At present there are three RBMK type experimental stands in Russia: fa-
cility N9.108 (EREC), facility KS (RRC KI), facility BM (Research and De-
velopment Institute for Power Engineering ENTEK). These stands represent
models of the fuel channels parallel assembly (17, fig.1) made with vertical
scale violation and approximate pressure loss profile reproduction. The vol-

V" i 1

ume-power scale of the stands are S = 0",= - = The stands
Q V, 1700.. 7200

are not exactly similar to RBMK reactor from the stand point of compo-
nents, configuration and scheme. Tliey are able to adequately reproduce a
limited number of the regimes and phenomena essential for RBMK.

Unlike the above-mentioned facilities design work for the integral stands ;

ISB (EREC) and PSB (EREC) [1] was based on criteria proved for PWR,
|

; BWR, WWER concept: full height scale, nominal thermodynamic parameters .

!of the coolant, the same volume-power scale for all components. The ISB
. and PSB stands are similar to RBMK reactor from standpoint of compo-
| nents, configuration and scheme, they are designed for adequate modeling of
,
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CROSS REFERENCE MATRIX FOR TRANSIENTS AND ACCIDENTS OF RBMK

Phenomenon / test type lategral facility / test type
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O partially occuring 0 perfortned, data are
l Integral

O not occuring a t c mP cte Test Type
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,
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O not perforrned e H I I I
,
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, ,

$ k E
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most thermalhydraulic phenomena enumerated in the matrix, and they are
able to reproduce thirteen of a sixteen transient and accident regimes. The
most adequate to the reactor-prototype is the integral stand PSB-RBMK
cquipped with standard Low Water Communications and Vapour Water
Communications, two full-scale Feel Channel models and standard Graphite
Blocks. We suppose that construction and operation of the PSB - RBMK
stand will allow the resolution of most of the local and system problems in
RBMK transient thermalhydraulics.

As for the widely known Western computer codes, most of them are ac-
cessible at present in Russia and Ukraine, some of them are adapted and are
being used in various institutes and laboratories. The mathematical models of
those computer codes have a determined structure: they all are based on i

some form of mass, momentum an'd energy conservation equations. The |

modular structure and basic modules of the codes are similar and include |
'

thermalhydraulics of the coolant, power generation in nuclear fuel rod, heat
transfer between solid structures and the fluid, thermophysical properties of
the coolant, control systems and numerical methods. The major components
models and sets of constitutive correlations are also similar. All the khown
Western codes (TRAC, RETRAN, RELAP, CATHARE, ATHLET etc.) have
been developed for simulation of thermal hydraulic behaviour during acci-
dents and transients in vessel type reactors PWR and BWR. Noticeable dif-
ferences between the mentioned codes can be revealed in flow models (from
0-D in ATHLET to 3-D in the TRAC core model), in the level of inter-
phase nonequilibrium (from homogeneous equilibrium to two-fluid), in some
features of components models and in numerical methods. In application of
the Western codes to RBMK analysis the distinction in results can be ex-
pected the such degree as the mentioned differences in mathematical models
are essential in specific RBMK thermalhydraulic regimes.

The preliminary opinion of the authors of this paper is that code ATH-
LET [2] to a certain degree is able to simulate specific thermalhydraulic phe-
nomena in RBMK reactor. This opinion is based on the first results of com-
prehensive codes verification program directed to RBMK safety improve-
ment, running independently in the various Russian and Ukrainian institutes
and laboratories (these results are to be published by the end of 1995). At the
same time it is obvious that for certification of ATHLET to RBMK NPP
modification of the code is required.

In parallel with work on Western computer codes verification and adap-
tation it is necessary to collect the information and to learn the possibilities
of the specialized (directed to specific phenomenon or group of phenomena)
codes, developed basically in the countries of the former Soviet Union. The
following part of the paper shows the example of application of one of such a
computer program.
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BOILING FLOW INSTABILITY IN RBMK FUEL CHANNELS.

Instability in parallel channels is an important and very specific for
RBMK phenomenon. The authors developed and verified by means of com-
parisons with experiments simplified mathematical model and computer pro-
gram for nonlinear simulation of oscillatory regimes in parallel heated chan-
nels. These results have already been published [3-5]. Here we will give only
brief description of the model and of the results obtained:

- one-dimensional distributed parameters IP2TlW hydrodynamic model
of transient two-phase flow;

- implicit numerical method [D.R.Liles,6];

- thermal submodel based on energy equation for the wall >

[R.Taleyarkhan, 7];

- single heated channel under A P = const boundary conditions typical
for parallel channels;

- such a simple model clucidated the physical nature of oscillations
(density waves) and demonstrated ability to predict adequately flow parame-
ters oscillations and stability margins.

This specialized computer code has been applied to calculation of the
sability boundaries of RBMK-1000 (Chernobyl, Kursk, Smolensk,

St.Peterburgh) and RBMK-1500 '(Ignalina) reactors. The major difference
between those two power units is in thermal core power: 3200 MW for
RBMK-1000 versus 4800 MW for RBMK-1500 (electiral power equals 1000
MW for RBMK-1000 versus 1500 MW for RBMK-1500). Another essential
difference is that RBMK-1500 fuel channels are equipped with flow turbu-
lence stimulators for heat transfer enhancement, which change channel longi-
tudinal pressure drop profile. Fig.2 shows calculated stability boundaries for
RBMK-1000 and RBMK-1500 fuel channels at open Mulipurpose Valves
(15, fig.1). The oscillatory regimes calculations in the vicinity of the stability
boundaries brought the following results (fig.2,3):

- thermalhydraulic stability margin for RBMK-1000 exceeds the one for
RBMK-1500;

- in RBMK 1000 fuel channels boiling coolant oscillatory regimes in
minimum flow rate phase, dryout and corresponding wall temperature growth
may occur;

- in RBMK-1500 fuel channels flow rate oscillations do not lead to heat
transfer rate lowering.
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Consequently, operational parameters limitations for RBMK-1000 and
RBMK-1500 are not identical from the viewpoint of boiling coolant stability
providing and dryout avoiding.

CONCLUSIONS.

The paper first presents cross reference matrix (version 1) for system
computer codes verification which takes into account the essential for RBMK
boiling water graphite-moderated channel-type reactor thermalhydraulic pe-
culiarities. Publishing of the matrix originates the comprehensive computer
codes verification program directed to RBMK safety level improvement. The
matrix proves the necessity of large scale integral stands ISB and PSB con-
struction.

The paper demonstrates and comments stability margins for RBMK-1000
and RBMK-1500 power plants

NOMENCLATURE.

i - enthalpy, J/kg; I - latent heat of vaporization, J/kg; m - mass flow
rate, kg/s; P - pressure, Pa; DP - friction pressure drop, Pa; Q - power of
heat source, W; T - temperature, K; V - volume, m ; W - velocity, m/s; X -
vapor quality; a - void fraction.

Subscripts.

in - inlet; ex - exit; w - wall; m - model; p - plant.
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Abstract
The stability of a BWR was investigated over a limited range of make up flow rates and operating pressures using the

TRAC-BFI computer code. Point kinetics with six delayed neutron groups was used to determine the reactor power response
along with a constant power profile throughout the transient.

The main objective of this study is to determine whether the reactor conditions are stable under natural circulation after
an MSIV closure ATWS. The actual ATWS scenario, therefore, was not followed. Two slightly different TRAC-BFI models
of the Susquehanna Steam Electric Station (SSES) which were developed and benchmarked against a MSIV Closure with Scram
test case were utilized. A methodology to drive the reactor to its final operating condition was developed. In this methodology,
a TRAC-BFI run with the steady state option is made to obtain a thermal-hydraulic steady state. In steady state calculations of
the TRAC-BFI code, the neutmnics feedback is bypassed, while the thermal-hydraulics and neutronics coupling is allowed in
the transient calculations. Because of the non-zero convergence criteria used in the steady state runs, the reactor starts to depart
from the thermal-hydraulic steady state after the transient mode is engaged. During the transient, some fluctuations are observed
in the behavior of various parameters. Deper. ding on the natural circulation conditions, especially the operating pressure, the
observed fluctuations either die out or go into an unstable mode.

The results of the study showed that the higher operating pressures are likely to be more stable and there is a void
reactivity related instability at the lower operating pressures. However, the effects of the axial power profile and the reactivity
feedback coefficients suggest that a higher dimensional kinetics feedback is required to more accurately detennine the transition
region for different system parameters, such as operating pressure, between the stable and unstable final states.

INTRODUCTION

An Anticipated Transient Without Scram (ATWS), while of low probability, has received considerable
attention because of its potentially serious consequences. One of the most serious ATWS events for the Boiling
Water Reactor (BWR) is the postulated complete failure to scram following a transient event that has caused closure
of all main steam isolation valves (MSIVs). The following is a brief description of the reactor behavior following
a MSIV closure.

; The transient begins with the closure of all MSIVs after which the reactor vessel is progressively isolated.
Because the reactor is at power, the reactor vessel pressure rapidly increases. The pressure increase causes the
collapse of some of the voids in the core, inserting positive reactivity which in turn increases the reactor power. The
increase in the reactor power produces more steam which in turn causes further increase in the reactor pressure.
When the reactor vessel pressure reaches the level of the safety relief valve set points, the SRVs open to reduce the
rate of the pressure increase and the recirculation pumps are automatically tripped. With the tripping of the
recirculation pumps, the core flow is reduced to between 20 and 30 percent of its former value as flow changes from
forced circulation to natural circulation. With reduced flow, the temperature of the moderator in the core subcooled
region is increased, producing vo;us, anu muoducing a significant amount of negative reactivity. The rapid increase
of the reactor power is tenninated, and the power, then, rapidly decreases to about 30 perecnt of the rated power.

The response of the reactor to the MSIV closure initiated ATWS has been studied previously; however, the
previous studies have been focused wt reactivity changes in the core and the typical thermal-hydraulic post-transient
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events.* The majority of these studies have used RETRAN or RAMONA-3B codes to analyze the transient
behavior of the reactor. In one study, a typical BWR/4 MSIV closure ATWS has been simulated using RAMONA-
3B and TR AC-BD1 codes.' Another study used the TRAC-BD1 code, but the purpose of that study was to evaluate
the TRAC code, not the transient.' Although these studies emphasize on the ATWS event, the stability of the reactor
following an ATWS event has not previously been studied.

In this study, the stability of a BWR under natural circulation conditions over a range of make up flow rates
and operating pressures, including three high, one intermediate, and three low operating pressures were investigated.
For the lowest pressure of 1.72 MPa (250 psia), the effects of the axial power profile and the reactivity feedback
coefficients on the reactor stability were also investigated. The TRAC-BF1 code with point reactor kinetics is chosen
since it has been shown to be capable of simulating BWR under natural circulation conditions' and use of point
reactor kinetics has been proven adequate to predict the general behavior of the transient, including density wave
instabilities.''

TRAC-BFI is the latest code release stemming from the TRAC-BWR code development program of the
Idaho National Engineering Laboratory (INEL).u The advantage of TRAC-BFI is that it uses a full two-fluid,
nonequilibrium, nonhomogeneous thermal-hydraulic model of two-phase flow in all parts of the BWR system,
including a three-dimensional treatment of the reactor vessel. In the next section, the TRAC-BF1 stability model used
in this study is described, and in the method of analysis section, a brief explanation of the methodology is given.
Finally, a discussion of some of the results while showing the examples of stable and unstable reactor behaviors is
presented. For the readers convenience, the reactor conditions investigated are all summarized in Table 1.

MODEL DESCRIPTION

The TRAC-BF1 model of the Susquehanna Steam Electric Station (SSES) depicted in Fig. I consists of
one two-dimensional and th one-dimensional components along with 31 junctions. The VESSEL, the only multi-
dimensional TRAC-BF1 component, consists of thirteen axial levels, four radial rings, and one azimuthal region
reducing the three-dimensional VESSEL model to two-dimen., ions. The first three radial rings cover the reactor
interior components while the fourth is used to model the downcomer region.

Other than the two-dimensional VESSEL component, several one-dimensional components were used in the l

model, such as:
. PIPE components 31,32, and 33 model the control rod guide tubes.

CHAN components model the reactor core, including CHAN60 representing 4 hot fuel bundles, CHAN61 and
CHAN62 representing 668 average fuel bundles, and CHAN63 representing 92 peripheral bundles.

SEPD components 71 and 72 model the separator / dryer assemblics using TRAC-BFl's simple separator model.
. PUMP 12 and JETP 14 components model the recirculation lines.

VALVE components 52 and 58 model the MSIVs and SRVs, respectively.
FILL 44 component provides the feedwater inlet boundary condition, which is connec'.ed to the VESSEL

component via PIPE 54 component.
. BREAK components 46 and 47 provide the pressure boundary conditions for the steam line. BREAK 46 is
connected to the MSIVs while BREAK 47 is connected to the SRVs.

Along with these TRAC-BFI components, we utilized the following features in constructing the model:
a) He transient was assumed to start at 0.0 seconds.
b) The point kinetics model with six delayed neutron groups along with the various reactivity feedback coefficients
(i.e. void, moderator, Doppler) was used to determine the reactor power response,
c) The MSIV area which was adjusted to give the flow area which was necessary to meet the specified natural
circulation conditions was used to simulate the open SRVs.
d) The pressure at the BREAK 47 component which sets the steam outlet boundary condition was set to atmospheric
pressure to reflect the physical condition and the choked flow calculation option was turned on in the VALVE
component.
e) It is assumed that no boron injection occurred.
f) A new method of analysis was developed and was used rather than following the actual ATWS scenario.
g) A steady state, full power, bottom peaked power profile was used in most of the cases,
h) An estimated power level based on a simple energy balance on the system was used in the steady state runs.
|} The recirculation pump speed was set to 0.0 rad /sec.
j) A constant feed water inlet flow was used throughout the transient.
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Figure 1. TRAC-BF1 model of SSES

Feedwater
Pressure Make up Flow Inlet Temp. Reactor Power

Case # (MPa) (kg/s) ( C) (MW 3)

1 7.24 385.56 197.0 737.92

2 1.72 321.30 197.0 629.00

3 5.86 311.22 37.8 (o1.10

4 4.48 119.70 197.0 315.54

5 7.24 95.76 37.8 249.40

6 3.10 765.06 37.8 436.30

7 1.72 137.34 37.8 362.08

Table 1. Key parameters for investigated cases
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2 MFFHOD OF ANALYSIS
i

| Most of the ATWS analyses require approximately 1500-2006 seconds to simulate the transient." Since
the main objective is to determine whether the reactor is stable under the specified natural circulation conditions after

. an MSIV closure initiated ATWS,it is not necessary to follow the actual ATWS scenano Therefore, a methodology
I was developed to shorten the TRAC-BFI CPU time requirements. First, the thermal-hydraulic steady state conditions
1 of the reactor are determined from a TRAC-BFI steady state calculation for each specified condition given in Table

1, including system pressure, make-up flow rate, and the reactor power level which is calculmed from a simple
2

energy balance on the system. Then, after obtaining steady state conditions, a transient calculat%t with the
j neutronics feedback is performed. De non-zero convergence criteria creates an initial perturbetson when the transient

is started De purpose behind this methodology is to speed up the generation of final operating states by initially,

j decoupling the neutronics from the thermal-hydraulics. In general, converging the thermal-hydraulics does not take
! a long time.

The methodology has an underlying assumption that under the specified natural circulation conditions the4

1 reactor has only one final state regardless of the sequence of events followed during the transient. Derefore,it

| should be verified that the final state of the reactor is independent of path chosen to get there. Case 1 is taken to
1 be the test case for this methodology. Using the specified state parameters, a parallel path and a sequential path were
1 created. In the Parallel Approach, all actions necessary to bring the reactor from normal operating conditions to the
j _ specified natural circulation conditions are taken simultaneously, while in the Sequential Approach, the reactor is
j brought to the final state by performing one action at a time. The results indicate that the final state of the reactor
j is stable and is independent of the sequence of events followed to generate this state.
1 Table 2 shows the final stable state parameters for the Parallel and Sequential Approaches. As seen from

,

4 the tabic, the results of both approaches agree with each other. The slight differences are due to the lower make up
"

! flow rate used in the Sequential Approach.

j Once the methodology was shown valid, steady state reactor parameters were determined for each of the
a specified conditions in Table I using the steady state calculation mode of TRAC-BF1. These steady state parameters
j are summarized in Table 3. Transient calculations were milialized at these conditions, and the computations are
j . completed with neutronic-thermal-hydraulic feedback in place.

'

j TRAC-BFI assumes that the reactor is at steady state, when the changes in the state parameters are smaller
than a user-defined convergence factor. During the transient calculations, the initial perturbation is provided by this i

; non-zero steady state convergepre criteria and the reactor model starts to depart from the steady state. A slight !

increase in the power causes increases in the pressure and the core average void fraction. The increase in the void>
-

! fraction introduces negative reactivity and causes the power to decrease which in tum reduces the pn:ssure. As the '

pressure falls the collapsed water level increases and drives more flow through the core. With the higher core flow
:. the core average void fraction decreases which introduces positive reactivity and the reactor power starts to increase.

| Depending on the natural circulation condition, the oscillations observed in various parameters either die out or go
j into an unstable mode. !

!

Parameters Parallel Approach Sequential Approach
1 -

} Feedwater Flow Rate, kg/s (Mlb/hr) 385.56 (3.06) 378.00 (3.00) ;

1

Steam Flow Rate, kg/s (Mlb/hr) 385.56 (3.06) 376.74 (2.99)
'

Reactor Pressure, MPa (psia) 7.19 (1043.0) 7.15 (1037.1) {,

.

Collapsed Water Level, meters (in) 8.60(338.7) 8.27 (325.7) ;
.

Total Reactor Power, MW. 745.40 727.20
y :

) Table 2. The final state parameters for the Parallel and Sequential Approach

!
'

i
'

! !
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RESULTS AND DISCUSSION

The final states obtained after the transient runs are presented in Table 4. Figures 2 and 4 depict the total

reactor power for a stable and an unstable final state. The steam dome pressure response for an unstable final state
is given in Fig. 3.

After observing an unstable final state for Case 2, additional sensitivity calculations were performed to
identify the effect of some parameters on BWR stability. First, the original case was assigned as Case 2a. Then,
the void reactivity coefficients were artificially lowered to half of their previous values (Case 2b). Later, the
feedwater inlet temperature was lowered from 197 C to 37.8 C (Case 2c). Finally, the bottom peaked axial power
profile in Case 2c was modified to a top peaked profile (Case 2d).

The response of the total reactor power is given in Fig. 2 for Case 2a. Initially (0-600 seconds), it behaves
like an unstable second order oscillator. At approximately 1200 seconds, it has a relatively broad peak of nearly
1000 MW . As the pressure increases decreasing the collapsed water level and core flow, the reactor power fallsm
to a level of approximately 350 MWm . The power hits a level of nearly 5400 MW,3at approximately 1400 seconds.
For the rest of the transient, the reactor undergoes a bounded oscillatory behavior with some relaxation instabilities j

such as chugging which appear as sharp spikes in the channel flows and is also reflected in the behavior of other |

!
parameters. The steam dome pressure, depicted in Fig. 3, follows the same behavior as the power does but with
some time delay. During the tr::nsient, the steam dome pressure ranges from about 1.2 to about 2.4 MPa (180 to 350

psia).
The void reactivity is affected by the reactor pressure. As the operating pressure is reduced, the void

reactivity feedback becomes the dominant feedback mechanism to control the total reactivity, which, in turn, controls
the reactor power. Along with controlling the reactor power, the void reactivity feedback has an important effect
on the stability. As already discussed, Case 2a is unstable. However, with the modified (decreased) void reactivity
feedback coefficients, Case 2b becomes stable.

Figure 4 indicates that the final state of Case 2b is stable. At this final stable state, the steam dome pressure
is 1% higher than the target pressure while the steam flow matches the feed water inlet flow. The estimated pcwcr

m grees with the power level of 606.5 MW n t the final stable state.avalue of 601.1 MW a i

Reactor Reactor Steam Flow Core Avg. Collapsed

Power Pressure Rate Void Frac. Water Level

Case # (MW n) Wa) @g/s) W,) (m)*
i

1* .. .. .. .. ..

2a 629.00 1.69 322.56 57.17 10.71 1

2b 629.00 1.69 322.56 57.17 10.71

2c 847.05 1.69 322.56 62.10 10.94

2d 847.05 1.68 321.55 59.13 10.90

3 601.10 5.86 307.82 46.44 12.40 !

4 315.89 4.44 117.84 32.97 9.80 |

5 249.40 7.24 96.26 11.51 13.07

6 436.30 3.03 165.19 45.55 9.02

7 362.08 1.71 137.14 43.88 10.35

* TAF is 9.07 meters
* reactor is not steady stated before the transient run

Table 3. Key parameters for thermal-hydraulically steady states
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Reactor Power Reactor Pressure Steam Flow Collapsed Water
Case # (MW ) (MPa) (kg/s) Level (mfth

l' 745.40 7.19 385.56 8.604

2a' -- -- -- --

2b 631.90 1.68 321.43 10.62

2c' -- -- -- --

2d* - -- -- --

3 606.50 5.92 311.22 12.45

4 315.43 4.51 119.51 9.99

5 249.90 7.24 96.26 13.06

6 435.20 3.03 165.31 13.04

7* -- -. -- --

* TAF is 9.07 meters
* Parallel Approach results are given

* final state is unstable

Table 4. Reactor parameters at the end of the transient

Total Reactor Power Case 2a
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Figure 2. Total reactor power for an unstable case (Case 2a)
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Figure 3. Steam dome pressure for an unstable case (Case 2a)

Total Reactor Power Case 2b
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I Figure 4. Total reactor power for a stable case (Case 2b)
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Case 2c differs from Case 2a only in the feedwater inlet temperature. The results of these runs are found
to be similar. "Ihe only difference is that the magnitude of oscillations observed in the behavior of different
parameters is relatively smaller in Case 2c.

Case 2c uses a bottom peaked power profile reflecting the steady state operating conditions. However, in
Case 2d, a top peaked power profile reflecting the thermal-hydraulically steady state natural circulation conditions
is used. The results of Case 2d indicates a core failure pointing out the importance of the power profile. During
the transient, fuel temperatures greater than the melting temperature are experienced along with the metal-water
reaction at the outer surface of the fuel elements.

CONCLUSIONS

After obtaining results of all cases, it is concluded that the higher operating pressures are more stable when
compared to the lower ones. In light of this conclusion, it is recommended that reactor operators keep an operating
pressure of 4.48 MPa (650 psia) or above to avoid power oscillations which may endanger the fuel integrity.

TRAC-BF1 predicted an unstable final state for Case 2, and we decided to investigate further to identify
the important parameter on the reactor stability. We investigated three additional cases. The results of Case 2b
indicated that the precise determination of the void reactivity coefficients is very important for an accurate result.
In Case 2d, we experienced temperatures higher than the melting point of the fuel pellets. In light of this result, we
can conclude that the axial power profile can have an important effect on the reactor stability.

For the stable cases, we observed that the steam outlet flows match the feed water inlet flows which is a

necessary condition for a stable system. Otherwise, the mass flow difference between inlet and outlet creates an
unstable system.110 wever, the steam dome pressures are within 12.4% of the target values in these stable cases.
These differences between the target and the final stable state pressures are mainly due to the precision of the MSIV

area held open. On the other hand, the final power levels calculated in each case are consistent with the power level
predicted by using a simple energy balance on the system.
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Abstract

The propagation of ha void waves is analytically investigated from the linear stability
analysis of the two-fluid model. An analytical model on the wave dispersion is established
from the generalized form of the void propagation equation. And the wave propagation
parameters, which are independent of the wave number, are also derived based on the
concept of "most unstable waves". This feature is expected to be very useful for

! analytically investigating the propagation characteristics of naturally generated void waves.
It is clarified that the hyperbolicity condition is a necessary, but not sufficient condition

for stability. The analytical model of the void wave propagations, including the wave speed
and the wave damping factor, is validated by comparing the predicted results with
experimental data. The spatial gain factor is proposed to be used as an Indicator to
quantify the spatial wave damping. The predicted tendency shows qualitatively well the
distinct features revealed in experiments, but they are very sensitive to the closure laws on

; the momentum interactions. Especially, the virtual mass coefficient very much affects the
| byperbolicity condition and the wave damping.

1. INTRODUCTION

It has been expected that the flow instabilities occuring in the two-phase system
might mathematically appear in the form of complex characteristics. Especially, the
instability of void waves has been thought to be closely related to the hyperbolicity
breaking condition of the two-fluid formulation which is applicable to bubble flow. For that
reason, the void waves, that is, the propagations of void disturbances have been

,
analytically investigated in several works [1~4].

! Pauchon & Banerjee [1] investigated the charactersitics of void waves using a
l simplified two-fluid model. They found, through parametric study, that the wave

characteristics are very sensitive to the closure parameters. Park et al. [2] and Lahey [3]
extended the analysis of Pauchon & Banerjee [1] using the newly derived two-fluid model,
and investigated the influence of different types of closure models on the characteristics of
the two-phase flow system. Biesheuvel & Gorissen [4] performed a linear stability analysis
by applying the kinetic theory to the dispersed bubbles and modeled some wave
parameters. These works were mainly aimed at checking the integrity of the formulation
and at assessing the closure laws through the analysis of the system characteristics and
the wave celerities.

In these works, however, they did not establish the relationship between the wave
f.tability condition and the hyperbolicity condition. And the wave propagation properties
derived were, in general, dependent on the wave number. This feature might be one of
the reasons for experimental investigators [e.g., 5~7] to examine the wave dispersion by
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imposing known frcouency of artificial disturbances to the flow. Therefore, it was very
difficult in earlier works, except for the case of long wavelength limit, to validate the
formulation and its closure laws in view of th3 predictability of the void wave propagations,
which are dependent on the wave number, without relying on experimental data. And
previous works did not give much attention to the wave damping in this regard since
experimental information on the wave damping was not available. Since Matuszkiewicz et
al. [5], some attempts [8,9] have been done to measure the wave damping.

The objectives of this study are to analytically investigate the wave damping and to
clarify the relation between the hyperbolicity condition and the stability condition. An
analytical model of the wave dispersion is established from the linear stability analysis of
the two-fluid model. From the generalized form of the void propagation equation, the wave
propagation properties are fully derived. They include the wave speed, the relaxation time
and the wave damping factors. Based upon the concept of the "most unstable waves",
the wave parameters, which are independent of the wave number, are also derived. This
concept can eliminate the inevitability to impose artificial perturbations to the flow, which
were previously required to compare analytical results with experimental data. The
predicted results are compared with experimental data to examine whether the present
model on the wave propagation properties, especially the wave damping factor, could
predict experimentally observed tendency,

2. BASIC FORMULATION

Formulation of the two-fluid model
For a one-dimensional, incompressible flow without phase change, the governing

equations can be formulated, from volume averaging of the instantaneous two-fluid model
[10],as

#"[ + 3, [ a,< u,>)8 (1)=0g

+ APu g"*(a&( u >)+ g (a&< uy2) )p&l = -as gs

8 T
+ 3, [ a,( r . + r u.*)) + Ma + M i+ Mu, (2)iu

where

f,, |k dV,(f) =

r ,k denote the body force density, the wall fnction forceand Ma, Ma, Ma and u

density, the interfacial force density, and the viscous stress, respectively.
The interfacial force density can be described for gas phase as - Mi, = My + M|",

where My and M|" denote the drag force term and the non-drag force term, respec-
tively. [10,11] By neglecting the reaction force due to bubble pulsation and the lift force,
only the virtual mass force is left in the non-drag force term. The Reynolds stress for gas
phase can be neglected and for liquid phase, it can be expressed as[1]

"' + ka,( u,- ui) ], (3)rL.i pi( ui > = -pi [ D7gna

where Dr is called the axial diffusion coefficient [12}. k = 02, valid for dilute mixtures, is
usually used. By neglecting the interfacial pressure difference for gas phase [2] and by
considering the surface tension effect, the pressure difference between phases can be
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expr:ssed as

P,-P 4 wj(1 -a,)(u,-uf)2 + (4)f ,

The coefficient, ri is usually adopted to be 0.25. With neglecting the wall friction by gas
phase, the wall friction by liquid phase can be expressed by a Moody-type model.

The interfacial drag force (Fo) is usually determined by;

' M," = a,Fo = 2fp,&(u,-uf)', (5)

I
where fi is the interfacial friction factor. The virtual mass force is expressed by [13]

|
BAPpFyu = pf Cyu a yu - g, (6)

|,

where the virtual mass coefficient, Cvu, is known to be 1/2 for dilute bubble mixtures.
,

Bataille et al. [14] found that Cvu is an increasing function of bubble diameter, which can |
be best-fitted as: ;

' 0.351 *10 '""' for D3= 2.5 -4 mm,

0.00194 *10 " "' for D = 4 -5.5 mm.8
3

,

Zuber [15] proposed
|

#'Cvu = 4 f r small void fraction. (7b)
2a,

i:

Assuming all reference parameters to be constant and measurable quantities, |'

; equations (1) and (2) can be expressed in dimensionless form as follows: '

l

3 .' + O "'"''
0"

=0 (*=/,s> (8)g,
and

0 0 " '

3 + (a u|)+ 3 + (a u|') = -f g - - y| a,(u;2-uj )s g p

-r/k g,+ [ aj(u;2_y;2)) _ C u ,,7 D,uf _ Dju[ ] , (9a)
d

g

' "'g + (afu$) + gg (api') = s g + + ri(af-a )( u|- ui)-a g g
1 8( u"* - ui)2 a Bu* a *

'

-Nr g,, (af g,' )-k ,+ [ afa,(u, -uf h| + wpa g,+ + g

+No a,( u| - ui)' + Cyu ,[ " , ' - #I] +N, g ' -Njuj2 (96)
" 3- y a , ,

where the dimensionless numbers are defined as !

I
!

i
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" "'N, = A , Fr, = No = 2 ff, (10)
Pf Y gD ,

4# N = 2/w.Nr = N, = -

/2u ,D , ppg,Ds ,n

Here, Nr is called the dispersion number which comes from egn. (3).

Charactersitics analyfiis

The system of the equations, (8) and (9), can be written in matrix form, with
Nr - 0, as follows:'

0 0 (11)A +B 0,=
g

where the matrix d. 4 B, C are defined in the appendix. The characteristics of the system
can be found by setting the characteristic equation to be zero as follows:

,

4 s | B - A*A | = ai A.2 + ,, 3. + a3 = 0, (12)

where the dimensionless characteristics is defined as:

A - "IA' =~ (13)
u - up 'g

and
as a afA n + af 2, i

a2 = 2[ -afAi+ ], (14)

a e aAs - ap,Bs - afb.*

s 2

Here, Ai, A2, Bi, B2 are defined in the appendix. Thus, the characteristics can be found
;- as

A*, = F* k, (15)
Ir

where;

afa! aia3)y* = a2 * 2 (16)p., r e af a .,,

The characteristic equation can have, in general, three types of solutions; two real i

solutions for hyperbolic domain, a single real solution for parabolic domain, and two
complex conjugate solutions for elliptic domain. Physically, the hyperbolic, elliptic and
parabolic domains represent regular flow, instability, and neutrally stable state between
regular flow and unstable flow, respectively. The hyperbolicity condition is given by v* > 0
to yield a! > 4 aja3 And the hyperbolicity breaking condition is obtained, by setting

'

*
v = 0, to be

a! = 4 aia3 (17)
,
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I
!! is noted that the consideration of algebraic terms only as momentum int:raction terms ,

and the assumption of the equal phasic pressure, as a limiting case, lead to the ill posed |
tproblem,

VoldJf0paDa!!OD_QQualigD ;

Consider small fluctuations for void fraction and phasic velocity. Hereunder, the symbol |

"+" to denote a dimensionless quantity is omitted for simplicity. Then, from egns. (8) and ;

(9), the void propagation equation becomes, with neglecting nonlinear terms, as follows:

O" + C,. $ + 0,[ ( h + Ca. g, )(h + C . g, )a4 (18) ;

g

f- v,( h + U, 3, ) O " ]
0 0,=

g

where

y, , j, _ p2,C,. g , g, ,g, y, , _ LoKK2 3 i (39,) ;,g, ,
and ;

Ca.. C . a v (19b)
4 ,

with V= T= K -4K Ks. T= 4K .3 3
2

.

Here, Ki, K2, K3, K4, Ks are defined in the appendix. Equation (18) introduces the
diffusion term proportional to v, and the time lag ( B ) in the response to any changes in |

the flow conditions, when compared to one derived from the drift-flux model [16]. ;
'

The lower-order wave speed, C , can be expressed as

+ g ,(l ;_y,yp,)No(1 E ,)u2 yg 2
(20)

a
2C* = j* + No r + Npaf

*
u u ,

it is influenced only by the algebraic momentum source terms as in case of the kinematic
wave speed defined in the drift-flux model (16). With neglecting the wall friction, it can be ;

simplified to i

C,. - f, = (1 - f a,)u , (21) :
r

and it indicates a, = 0.4 for the condition of C,,-i, = 0. It is noted that
a, = 0.3 - 0.4 was observed at that condition, from the experiments [9], depending ;

on the liquid flow rate. !

Cao and C4. are called the higher-order wave speeds [17). The interaction between
'the higher-order and lower-order waves occurs due to the presence of non-algebraic
'

momentum source terms (e.g., the virtual mass force term). The relaxation time can be
written as

,

N al + ap, + Cru ;

g* _ (22)e

2No + 2Np,u, ;-
.

:
r

:

!,
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The r: laxation time can be int:rpreted as the time lag between any perturbations to the,

' flow cnd its r:sponse. With can. (7a) in mind, it can be said that the relaxation time
becomes larger as bubble size is increased, which is comparable with experimental
observations [9] in terms of a flow time scale.

4

3. WAVE PROPAGATION PROPERTIES

Consider an evolution of spatially periodic, small disturbances to the quasi-fully
developed basic flow. Small disturbances with wave number (K) can be expressed in a'

normal mode by a~ exp[ i(xz-et)] . Then, from egn. (18), the dispersion relation
becomes

(C-D2 + iP(C-D - (Q+iR) = 0, (23)
;

which is exactly the same as one proposed by Biesheuvel & Gorissen [4], where a
phenomenological approach was used by applying the kinetic theory to the bubble flow.
P, Q, R, C are defined in the appendix, and the phase velocity is expressed by

C=2= C, + i C .*

i

The solution of the dispersion relation can be written as

C = C - if i - Q-iR , (24),

and it can be simplified, with v, = 0, to

C w y(Ca,+C ) 2je, * 2je I l-(C -C ) x 0 +i 2x0,(C ,+C ,-2C,)] Y
'

4 d 3 3 4 .

(25)2

~

Here it is noted that v, = 0 eliminates the diffusion term in egn. (18)
The general solution of the dispersion relation can be written as

C [ -y+p+yf((-0)2+g2 ) t (26a)C, =; ,

C,=-j [ y-p+yf((-0)2+p2 ) 1 (26b).

And the stability condition, xC, s 0, gives two constraints: P20 and P 93 p2. The first2

constraint is satisfied, for v, = 0, by B, 2 0 which is valid only if the slip ratio between
phases satisfies

S = "E
> 1 -a,( No ). (27)'

uf
' And the second constraint gives two conditions:

C , s U , s C ,, (28a)3 4

and >

2 2C ,-x v 6,( U,- Ca) s C,, s C ,+x v,6,(C ,- U,). (28b)3 o 4 4
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For v. = O, the flow is stable for disturbances with any wavelength ( A) because egn.
'

(28b) becomes Whitham (17]'s stability condition, which is equivalent to.egn. (17). Since a
limiting case of the stability condition is identical to the hyperbolicity condition, so the
hyperbolicty condition is,.in general, a necessary, but not sufficient, condition for stability.

In case of long wavelength limit (x6, U 1), the wave speed (Cr) can be simplified to

x g2(c4,_ c ja2,'
a

" + 16(2C,,- Ca.- C ) '

4

b x g2(C ,-C )'2
3 4 3

Ca,+ C ,- C,, 16(2C,,- C ,- C )4
3 4,

and the temporal attenuation factor (xCj) becomes for the first mode ,

.

-x g,( c,,_ c,)( c,,_ c,) + .g(c,, c,)4,4ga ;| (xCJi 4 <30)2 _
,

! The temporal attenuation factor is always negative for the second mode so that this mode
is strongly attenuated. It should be noted that the wave speed and the wave damping
factor, defined by egns. (29)~(30), are all dependent on the wave number even in the

4

long wavelength limit.
!

The spatial damping of the void waves can be found by assuming that the wave'

number (x) is complex so that x= xn + ixi . Then a void fluctuation can be*

expressed by a ~ da exp[ -i(xz-et)] , where da is the amplitude of void fluctuations.
;

The imaginary wave number (xi) can be expressed by

xi = ggoga c4, [ C ,, i @ , (30

where 8 is defined in the appendix. Here, we define

:

i Be exp[ xi dz] (32)

i

as the " spatial gain factor". It indicates whether the waves grow or attenuate while flowing;

in the channel along the distance of Az. This parameter is expected to be very useful for
'

'

confirming the closure laws since it is a measurable quantity from experiments [9].

4. MOST UNSTABLE WAVES

The void waves propagate, in general, with a broad range of spectrum, but a major
frequency component exists which is dominantly propagated. And it can be considered the
so-called "most unstable waves" which will be more easily amplified than those with other
frequency components.

The "most unstable waves" satisfy the following condition: '

f, ( x C, ) = 0, (33)

Iand this gives the critical wave number ( x ) for most unstable waves, from egn. (30), asc
>

follows:

.
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8( C, - C )( C ,- C,)3 42 (34)#c "
( C ,- Ca)'8' '

4

Then, the temporal attenuation factor and the wave propagation speed become

(x C), =
4( C,,- C )2( C ,- C,)23 4

(35)(C -C )40, ,

t 3

( C,,- C )( Ca.- C,)3
Cr, C,, + 2(2C,,- C ,- C )

=
'

3 t

respectively. It should be noted that both the propagation speed and the temporal
attenuation factor are independent of the wave number. The wave propagation speed (Cre)
is, in general, larger than the lower-order wave speed, C,,, but it shows the value very

close to C,,. Therefore, the measured wave speed should be the speed of the lower-
order waves since, in actual flow circumstances, the waves with this most unstable
frequency or wave number will be detected [9].

5. RESULTS AND DISCUSSION

Analytical model of the wave propagation properties, irmluding generalized form of the
wave parameters and those derived based on the concept of "most unstable waves",
should be validated by comparing predicted results with experimental data. They include
the data of Song et al. [9] where the naturally generated waves were investigated over a
wide flow conditions, the data of Tournaire [6] in which frequency-dependent characteristics
of void waves were well revealed, and those of Biesheuvel & Gorissen [4] where the
naturally generated waves were observed in stagnant flow conditions.

ChamclerMos
The normalized characteristics, defined by egn. (15), are shown in Fig. I for various

values of the coefficients, Cru. k and n. The hyperbolicity region is decreased as Cru
increases and k decreases, as previously observed [1~3]. But n does not affect the 1

hyperbolicity as much. In Fig. 2, the hyperbolicity region is presented in terms of the
critical void fraction, which satisfies the hyperbolicity-breaking condition. The hyperbolicity
region is denoted by the region under the critical void curve in each case. As can be
seen in Figs.1(a) and 2, the hyperbolic region is strongly dependent on Cvu and it is
decreased as Cru increases.

For fixed value of the coefficients, Cru. k and y, the critical void fraction is not
affected much by the density number, N,, over a wide range which corresponds to gas-
liquid two-phase flow conditions. However, it decreases slowly as the density number is
increased. This tendency is contrary to the experimental observations [18] such that the
void fraction, at which tN flow regime transition from dispersed particulate flow occurs, is
much larger than in ine gas-liquid flow case. This deviation between prediction and
experiments may come from the fact that the momentum interactions between phases are
not suitably taken into account in the physical modelling of the closure laws.

In Fig. 3, the critical void fraction is presented in terms of bubble sizes using Bataille
et al [14]'s Ca model expressed by egn. (7a). The tendency observed from experiments
[9] for Du = 2.7, 3.8, 4.8 mm at jr = 0.18 m/s, such that the bubble size has much
influence on the development of bubble flow structures and its transition, can be
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qualitativ ly well predicted with Cyu expressed in terms of the bubble size. In general, as
the bubble size and Cvu are increased, the stable flow region is decreased.

Wayamonacation_ seed |

In Fig. 4, the wave propagation speed ( C,), defined by egn. (36) based upon the I

concept of "most unstable waves", is compared for the standard case of coefficients ( Cru l

= 0.5, k = 0.2, n = 0.25) with the data of Tournaire [6] at the imposed frequency of f =
0.6 Hz. Also, compared are the wave speed, Ca.w, from the drift-flux model [16], and the
wave speed, C.m from the empirical correlation of Mercadier (19]. ]The calculated values, in general, underpredict the wave speed. The results from the ;

empirical correlation follow the experimental tendency better than the other two analytical
models since the correlation came from the experimental condition, which is similar to
Tournaire (6].

In Fig. 5, the predicted wave speed is compared with the experimental data [9] for
Da = 2.7, 3.8 and 4.8 mm at jr = 0.18 m/s. The present model, denoted by C,,, shows

the same tendency as experimental data for three cases of bubble size. The calculated
values, in general, overpredict the wave speed and the empirical correlation shows more
unfavorable results than the other two models. For low liquid velocity conditions (it < 0.2

l m/s), the predicted values by the present model are slightly larger than the measured
value, but the deviation between the present model and experimental data [9] grows asi

void fraction is increased.;

In Fig. 6, the present model, Cr,, is compared with the experimental data [4] for

| stagnant flow conditions. The analytical results from the present model and the drift-flux
i model slightly overpredict the tendency, but the empirical correlation shows very poor

predictions at low void fraction.
When compared with the expedmental data [4,5,9], the two analytical models can

better predict the experimental observations than the empirical correlation, especially at the
low void region where the closure laws adopted in the analytical model are valid for use.

BelaxatioAJime
The relaxation time, 0,, can be affected by the density number and Cru as well as

algebraic momentum source terms which include the interfacial drag force and wall friction.
The relaxation time itself has some effects on the wave speed as well as the temporal

|

l and spatial damping factors. In Fig. 7, the relaxation time is calculated using the slip
velocity from [9] at jr = 0.12, 0.18, 0.275, 0.49 m/s with Do = 2.7 mm. As the liquid flow

I increases, the relaxation time is decreased as observed by experiments [9] in terms of a
| flow time scale. And it is quite natural in view of its physical meaning.

In Fig. 7, also shown is the relaxation time calculated using the slip velocity from [4] for!

stagnant flow conditions under which the effect of liquid flow rate on the interactions
between phases is eliminated. As void fraction increases, it is gradually increased, contrary
to non-zero liquid flow conditions. By comparing this tendency with the above-mentioned
decreasing tendency with void fraction, the predicted results reveal well the experimental
observation [9] such that liquid flow rate greatly affects the wave propagation properties.

WaVSASTDina faQlQI
In Fig. 8, the temporal attenuation factor, xC,, defined with egn. (26b), is compared

for several imposed frequencies of f = 0.6, 0.8, 1.0, 1.4, 2.0 Hz with the standard caE,e of
coefficients. The present damping model predicts an increasing attenuation with imposed
frequency.
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| In Fig. 9(a), the spatial gain factor, defined by egn. (32), is compared for several
impos:d frequencios of f = 0.6, 0.8, 1.0, 1.4, 2.0 Hz with the standard case of coefficients.

|
As the frequency increases, the degree of spatial damping is increased, as observed in
experimente [6, 7] where the imposed frequency very much affects the wave damping. In
Fig. 9(b), the critical spatial gain factor, defined based on the "most unstable waves", is
snown. It revcals quite well the tendency of wave damping even without using frequency
information.

In Fig.10, the critical spatial gain factor is shown for Dt, = 2.7, 3.2 mm at jr = 0.18
m/s. As the bubble size increases, the degree of spatial damping is shown to decrease,
as observed by experiments [9]. The virtual mass coefficient affects very much the wave
damping and the stability condition, as the bubble size does as observed in experiments
(9). If the bubble size ~ effect on the flow phenomena is suitably included in the physical
modelling of the momentum interaction terms, the analytical model could predict bener the
experimentally observed tendency. The spatial gain factor can predict qualitatively well the
experimental observations on the wave damping, and it will be very useful for assessing
the closure laws since it is a measurable quantity by experiments.

6. CONCLUSIONS

The analytical results on the system characteristics and the wave propagations are
very sensitive to the closure laws on the momentum interactions, as previously observed.
Especially, the virtual mass coefficient affects very much the hyperbolicity condition and the
wave propagation properties.

The higher derivatives in the Governing equation generally introduce a dependency of
the wave propagation properties and the stability condition on the wave number. But the |
wave number dependency of the stability condition can be removed in the long wavelength
limit. The consideration of algebraic terms only as momentum source terms and the
assumption of the equal phasic pressure lead to the ill-posed problem.

The spatial gain factor is proposed to be used as an indicator to analytically quantify
the degree of spatial damping, and it will be very useful for assessing the closure laws.

The relation between the hyperbolicity condition and the stability condition is analytically
clanfied. It is shown that the hyperbolicity condition is a necessary, but not sufficient
condition for stability. Therefore, the analytical models should be, in general, hyperbolic in
the parameter ranges where the void waves are stable. |

'

From the concept of the "most unstable waves", the wave propagation properties
could be evaluated independently of the wave number. This feature is expected to be very
useful for analytically investigating the propagation characteristics for naturally generated ;

void waves.
By compgng the analytical and experimental results on the spatial damping, it is

possible to confirm the previous proposition such that the instability appearing from linear
analysis corresponds to major transitions in the nature of the flow.

,

References

[1} C. Pauchon and S. Banerjee, " Interphase momentum interetion effects in the
averaged multifield model; Part-il. kinematic waves and interfaciai drag in bubbly
flows", Int. J. Multichase Flow 14 (1988)

[2} J.W. Park, D.A. Drew and R.T. Lahey, Jr., " Void wave dispersion in bubdy flows",
Nuc._ Eno. Des. 121. 1-10 (1990) ,

[3] R.T. Lahey, Jr., " Void wave propagation in two-phase flow", AIChE J. 37, 123-135 (1991) i
'

[4] A. Biesheuvel arid W.C. Gorissen, " Void fraction disturbances in a uniform bubbly
fluid", Jat. J. Multichase Flow 16, 211-231 (1990) ;

I
995 )

|
|

_ . _ - _ - _ _



, _ _ _ _ . . . _ _ _ _ ~. ._. . _ _ .. ._ _ _ _ . . _ . _ . _ . _ _ _ . . _

[5] Al Matuszkiewicz, J.C. Flamand and J.A. Boure, "The bubbly-slug flow pattem transi-
tions and instabilities of void fraction waves", IDLJJulliDhase Flow 13, 199-217 (1987)

[6] A. Tournaire, " Detection et etude des ondes de taux de vide en ecoulements
diphasique a- bulles jusqu'a la transition bulles-bouchons", Ph.D. thesis, Univers;te
Scientifique et Medicale et Institute National Polytechnique de Grenoble (1987)

[7] J.M. Salz-Jabardo and J.A. Bour6, " Experiments on void fraction waves", Int. J.
Multiohase Flow _.15, 483-493 (1989)

18] J.W. Park, R.T. Lahey, Jr. and D.A. Drew, "The measurement of void waves in bubbly
two-phase flows", Proc. NURETH-6,1, 655-662 (1993)

[9] C.-H. Song, H.C. No and M.K. Chung, " Investigation of the bubble flow developments
and its transition based on the instability of void fraction waves", Accepted for
publication in int. J. MuJliDhase_ flow (1994)

[10] S. Banerjee and A.M.C. Chan, " Separated flow model, (1); analysis of the averaged
and local instantaneous formulations", Int. J. Multichase Flow 6, 1-24 (1980) ,

[11) D.A. Drew and R.T. Lahey, Jr., " Application of general consitutive principles to the
derivation of multidimensional two-phase flow ecuations", int. J. Multichase Flow 5.
243-264 (1979) ;

[12] O. Levenspiel, Chemical Reaction Engineering, Wiley, New York (1968)
'

[13] C. Pauchon and P. Smereka, " Momentum interactions in dispersed flow: an averaging
and a variational approach", Int. J. Multiphase _E!ow_18, 65-87 (1992)

[14] J. Bataille, M. Lance and J.L. Mar!e, "Some aspects of the modelling of bubbly
flows", /n Phase-interface _Ehenomena in Multichase_Elow, Ed. by G.F. Hewitt et al.,
Hemisphere, pp. 179-194 (1991)

[15] N. Zuber, "On the dispersed two-phase flow in the laminar flow regime", Chem. Eng,
&_SCL19, 897-917 (1964)

[16] G.B. Wallis, One-Dimensional Two-Phase Flow, McGraw-Hill (1969)
[17} G.B. Whitham, Linear and Nonlinear Waves, John Wiley & Sons (1974)
[18} H.K. Kytomaa and C.E. Brennen, "Small amplitude kinematic wave propagation in

two-components media", InLJ. Multichase Flow 17, 13-26 (1991)
[19] Y. Mercadier, " Contribution & l' etude des propagations de perturbations de taux de

vide dans les ecoulements diphasiques eau-air & bulles", Ph.D. thesis, Universite
Scientifique et Medicale et institut National Polytechnique de Grenoble, Grenoble,
France (1981)

NOMENCLATURE

: Acceleration, m/ seda
C : Wave propagation speed, m/sec
D : Flow channel diameter, m
Da : Volume-equivalent bubble diameter, m or mm
/ : Frequency, Hz, or Friction factor, dimensionless
g : Gravitational constant, m/se/
j : Mixture volumetric flux, m/s
jr : Liquid superficial velocity, m/s
jer : Drift flux, m/s
k : Coefficient in the model for Reynolds stress, dimensionless
N : Dimensionless number, dimensionless
P : Pressure, bar
t : Time, sec

: Phasic velyity, m/secu
V- : Volume, m
: : Axial location, m
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Greek Symbols

a : Void fraction, dimensionless or %
0 : Spatial gain factor, dimensionless
n : Coefficient in the model for interfacial pressure difference
l : Imaginary number

Wave number,,1/mr :

p : Density, kg/m'
Shear stress, N/m#T :

s : Angular frequency, radian

Superscriots_and_Subscrints

+ : Dimensionless value c : Critical value
ex : Experimental value f : Liquid phase
G : Gravitational force term g : Gas phase
I : Interfacial force term i : Interface between phases
k : Index to denote a k phase o : Value at reference condition
r : Relative value VM : Virtual mass force term
W : Wall force term

- Appendix : Exoiession for unknowns

0=[ a,, u|,uj]~', ;

1 0 0 u| O Os
A= 10 0 B= uf 0 - af, ,

OA -A 3,u|2 -A uf +B u|An ,* -B u|1 2 u 2 2 2

C=[ 0, 0, F,] ~1
,

1+ 0",i N, + ", AA ==
2

GI /

n+(2k-v)E + B"
+2, 2 2a,(k- n) ,B ==

1
Of O Ur |f

1

A = E(1 + O*) E(N,+ * ), :

Of f Og Of i

B = A ,+(N,+ * )+ E u/(1 + 0* ) + n+ (2k- n)E + b +
#' ~ #' ~#

u ,

O 01 Of / Of Of 0$8 bs

D = (N,+ * )/a, + (1 + a*f )/af,af

E= (N,+ *)+" (1 + Of* )
2I # - 8) !,

O Of Of Of fg

F= - " u|2 + b j*. ;~ ' u
Fr, at at ;

i

;

|
;

i
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3

L , = -NN ,r
L , =

Of
i

2i , 0/ ;

K = 1 ,( ) -( ),,K=( ),, 2i
i

Ks= -D, Ks = A,-j,D,-E,, f

Ks = B,-),E,.
1

;21 + x y,g,
C = 1(C ,+ Cs),- -

P=2 ,

g ,g,

Q - . f(C ,-Cs)8, R= [ (C,,-D + x y,g,( y,_ p) ,2
4

!

!.l

l fe = [ -yd+ f(4'+A')I .

4 = ,2< c,.+ c.;>.2- c ,. -4 ,2c,.c. =. ;2
,

A = -28,C, ( C,.+ Ca)w +4 9,C,.C .w i

t

!

i
.

P

i
'

i

I,

!

i

!

{
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ABSTRACT

This paper is concerned with the analysis of dynamics and stability of boiling channels and
systems. The specific objectives are two-fold. One of them is to present the results of a study
aimed at analyzing the effects of various modeling concepts and numerical approaches on the
transient response and stability of parallel boiling channels. The other objective is to investigate
the effect of closed-loop feedback on stability of a boiling water reactor (BWR). Various model-
ing and computational issues for parallel boiling channels are discussed, such as: the impact of the
numerical discretization scheme for the node containing the moving boiling boundary on the con--

vergence and accuracy of computations, and the effects of subcooled boiling and other two-phase
flow phenomena on the predictions of marginal stability conditions. Furthermore, the effects are
analyzed oflocal loss coefficients around the recirculation loop of a boiling water reactor on sta-
bility of the reactor system. An apparent paradox is explained concerning the impact of changing
single-phase losses on loop stability. The calculations have been performed using the DY.NO-
BOSS computer code. The results of DYNOBOSS validation against other computer codes and'

experimental data are shown.

1. INTRODUCTION

The accuracy of computer simulations of the dynamics of two-phase systems and compo-
nents depends on the combined effects of modeling assumptions and numerical methods used..

Usually, the modeling framework is based on a set of postulated assumptions validated against
selected experimental data. Ilowever, because of the complexity of the mechanisms governing
two-phase flow and heat transfer, several different assumptions can be used to model a particular
phenomenon. Examples include: kinematic nonequilibrium (phasic slip), thermodynamic equi-
librium (subcooled boiling), wall effect (two-phase flow friction), and others. Although experi-
mental evidence can be found for each model to confirm its validity, the issue of how different

models compare to each other has not been fully investigated before; in particular,in regard to
nonsteady-state and transient situations.
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A similar conclusion can be drawn by studying the developments in the computational tech- )
niques for application in two-phase flows. The individual numerical methods are commonly
related to specific (fixed) modeling assumptions and their accuracy is tested for particular geome- !

tries and situations. Needless to say, for some situations the results of simulations are not very
sensitive to the modeling assumptions and numerical method used, whereas for some other condi-
tions the calculations may substantially change as a result of using different assumptions or modi- !
fled numerical schemes. The latter is of particular importance to complex systems, such as
nuclear reactors, where the superposition of several physical phenomena of different nature, com-
bined with possible nonlinear interactions between system components and uncertainties in plant !

data, make the goal of achieving accurate predictions of system dynamics a very challenging task.

The objectives of this paper are two-fold. One of them is to present the results of a study ;

aimed at analyzing the effects of various modeling concepts and numerical approaches on dynam-
ics and stability of parallel boiling channels. The other objective is to investigate the effect of
closed-loop feedback on stability of a boiling water reactor (BWR).

2. FLOW-INDUCED OSCILLATIONS IN HOILING CIIANNELS i

Let us consider a system of parallel boiling channels connected between two large plena, one
at the inlet and the other at the exit, as shown in Fig.1(a). If the pressure drop between the plena -

remains constant even if the flor rates at the inlet to some channels oscillate, each oscillating
channel can be analyzed separately using the (given) constant pressure drop as a boundary condi- i

!tion. A similar effect can be obtained by connecting a heated boiling channe1 in parallel with a
single-phase adiabatic bypass channel (see Fig.1(b)). If the bypass flow rate is much lay;er than
that at the inlet to the boiling channel, the pressure drop between the plena will remain constant

Ieven if the channel inlet flow is subjected to oscillations. Assuming that subcooled liquid fluid
enters the heated channel, the total length of the channel can be divided into two sections, a sin-

gle-phase nonboiling section at the bottom and a two-phase boiling section in the upper part.
Using a one-dimensional model of time-dependent flow and heat transfer phenomena along the
channel, the moving boiling boundary can be evaluated as the location where the liquid enthalpy
reaches the onset-of-boiling enthalpy, h (z ) = h ,s. This characteristic enthalpy is calculated dif-fa f
ferently, depending on the boiling model used in the analysis. For example,if subcooled boiling
is neglected, h ,3 = h , whereas if subcooled boiling is accounted for, h ,a is typically defined asf f f ;

the location of the onset of significant void, h ,3 = h .d. In order to analyze the effects of sub-f l
cooled boiling on the predicted dynamic response of a boiling channel, a drift-flux model has been
used in the present analysis |1 j.

I

The actual fomi of a one-dimensional model of two-phase flow depends on the specific mod-
eling assumptions made and the form of closure relations used [2]. Specifically, the number of
first principle equations may vary from six for a full two-fluid model to three for a homogeneous
equilibrium model(HEM). In any case, the continuity equations for both phases are usually used, ;

eitherin their basic form:
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for liauld nhase.

D [p,(1 - (a)) ] D(G )f+- = -F (1)
dt Dz

for vanor nhase

D [p,(a)J D(G )y
+ =r (2)

di Dz

or by transforming them into the following equations:

void nronavation eauation

D(a) + (u )D(a) v,I, g , M y + U )Dp -~ W (u,)
~ dp Dp D

W= gg 3,g,_ g g, p

vohonetric flow continuity cauation

dpf Dp
g, = v ,F- (u,(a) dp + "/( ~ ("}} W } W~ ("8 dp,+ "I I W } EDQ) dp dpf Dp

f 8 dp

It has been assumed in Eq.(4) that pf = pf. In Eqs.(1)-(4), F is the volumetric phase change
rate. In the case when thennodynamic equilibrium between the liquid and vapor phases is

assumed (e.g. in saturated boiling, when it can be assumed that T = T = T ,), F can be evalu-f y 3y

ated analytically as a function of the wall heat flux, variable system pressure and local void frac-
tion (21. Since a one-dimensional framework does not allow for a rigorous mathematical !

treatment of local lateral phenomena, a phenomenological closure laws is normally used to

express the wall heat flux partitioning between nonboiling and boiling components [4]. In the
analysis of boiling channel dynamics, the major thennodynamic nonequilibrium effect between
the phases is concerned with subcooled boiling. The mathematical formulation used to account
for this phenomenon depends on the modeling assumptions. Two commonly used options are: (a)
a profile-fit model 13] in which the flow quality, x=G /G, is related to the equilibrium quality, x ,g e

using an algebraic relationship of the form, x/x = 1 - 9'(x .de /X ), where x .d is the equilibriume e e

quality at the significant void detachment point, and,(b) a mechanistic model [4] using a first
principle energy conservation equation, typically for either the mixture

B(pT) + D (G(h)) q' Dp
(5)3-+y=

g, g

or for the liquid phase

Dh Dh; Dp dh
lp,(1 - (a)) ] 7 + p;Gf)y + F(h,- h ) = gq. + (1 - p,(a)dh,) 7-Gxp, Dp# (6)f
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i

where <p7i> = pf gl-<a>) + p h <a>, G<h> = G h +G h , and an empirical correlationh ff gggg
[4| is used to partition the wall heat rate into the nonboling heat convection and the boiling heat
flux.

In the case of drift-flux model, the phasic slip is expressed using an algebraic closure law, so
that the mixture momentum equation is sufficient to close the model. This equation can be written

as

2
-

' N dpBG d 'G io + K &g (2- z ) + (p)# = g (7 (6))Sg + y,gg.g +f r f

where G = piugl-<a>) + p u <a>, <p'> = |piuj (1-<a>) + p ug g <a>)/G, <p> = pf f-<a>) +gg
p <a>, and S is the Dirac's delta used here to account for local pressure losses (such as channelg
inlet and exit, or due to spacers and orifices) and the remaining notation is conventional.

Three options are accounted for in the model regarding subcooled boiling: a profile-fit model
of subcooled boiling, a mechanistic model, and a bulk boiling model in which subcooled boiling
is ignored. The channel has been divided into a specified number of nodes of equal length, as
shown in Fig. 2. The numerical methodology used to solve the combined mass, energy and
momentum equations [5] allows for varying the degree of implicitness, both spatial and temporal,
in order to optimize the efficiency of the method (i.e., good accuracy combined with fast conver-
gence). One of the most important modeling/numericalissues turns out to be the approach used to
evaluate the boiling boundary. As can be seen in Fig. 3, for all three models mentioned above, the
onset of boiling results in a sudden increase in the cross-section-averaged void fraction (i.e.
d<a>/dz = 0 at z = zg- and d<a>/dz > 0 at z = za+), although to a different degree for each
model. This is due to the ignoring the presence of small amount of vapor neat the channel wall

upstream from the significant void detachment point, za. During transients, this discontinuity
travels along the channel according to the changing local liquid enthalpy. For any fixed spatial
discretization of the channel, such as that shown in Fig. 2, the boiling boundary may move from
one node to another along the channel, and it is important that a smooth transition across nodal
boundaries be preserved by the model(for details, see Ref 5).

A typical result of calculations for an oscillatory transient using a bulk boiling model is
shown in Fig. 4. As can be seen there, the position of the boiling boundary oscillates between
three nodes. As a result of this. the nodal volumetric flux (superficial velocity) of the mixture at
the interfaces between these nodes undergoes asymmetrical oscillations, where the effect of inter-
mittently occurring phase change is superimposed on the single-phase flow oscillations.

Based on the extensive numerical analysis [5] it has been shown that the modeling of the
node containing the moving interface may have a significant effect on the accuracy and conver-
gence of the overall boiling channel model. As an illustration, Fig. 5 shows the results of calcula-
tions for two models with the only difference between them being a different treatment of the
transition node. In the " basic' case, the nodal parameters in this node were evaluated by length-
weighted averaging over the instantaneous ler.gths of the nonboiling and boiling sections of the
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node. In the ' improved' case, the transition node was sub-divided into the single-phase and two-
phase segments, and the time-derivative of the boiling boundary was explicitly accounted for [5).

'

Whereas if a fine nodalization scheme is used both methods converge to the same result, it is clear

that the improved method is much more efficient. Based on this and other tests, it can be con-
cluded that applying a more rigorous approach to the transition (single) node may reduce by a fac-

tor of two (or even more) the total number of nodes needed to obtain accurate results.

The model discussed above has been numerically implemented as a FORTRAN code, DYNO-
BOSS [6) (DYNAMICS OF NQNUNEAR 80)UNG SYSTEMS). Since the main purpose of this
model has been to provide an accurate tool for the analysis of oscillatory transients and instabili-
ties in boiling systems in general and boiling water nuclear reactors (BWR) in particular, the
model testing included both the numerical methodology and the modeling concepts. Regarding
the latter issue, the parallel channel model in DYNOBOSS has been compared against other mod-
els and experimental data. In particular, the results of a comparison against two frequency-
domain models/ computer codes, NUFREG-NP [7] and UNSTAB [8], are shown in Fig. 6. Both
results present marginal stability lines for a uniformly heated channel using the Npcff-N ug map,S

- where Npcff and N us are, mspectively, the phase-change number and the subcooling number,
'

S

defined as

' 'N -
'" "

NPCil ~-SUB ~ * ujy, gAhng

In both NUFREG-NP and UNSTAB the marginal stability line is obtained by analytically
solving the linearized governing equations and using them to obtain system transfer function (s).
Since predicting the marginal stability conditions is a very demanding test for any time-domain
direct-interaction code using a full nonlinear model of two-phase flow (for example, see Ref. 9],
the agreement shown in Fig. 6 clearly demonstrates the consistency and accuracy of the present
method.

The testing of physical models in DYNOBOSS included a comparison of the results obtained
using different modeling assumptions against each other and against experimental data. Fig. 7
shows the effect of subcooled boiling on the response of a boiling channel near the marginal sta-

bility line for various operating conditions. As can be seen, ignoring subcooled boiling has a
destabilizing effect on the predictions. On the other hand, a comparison between the profile-fit and

|
mechanistic models of subcooled boiling indicates that they yield similar results for low subcool-
ing numbers but larger differences develop when N us increases, it is interesting to notice that'

S

i the mechanistic model always shows more stable oscillations than the other two models.

The impact of different models of subcooled boiling and phasic slip on the predicted onset of

:. instability conditions in parallel channel systems is illustrated in Fig. 8, inclu.iing a comparison
against the experimental data of Saha [10]. As can be seen, whereas subcooled boiling has a'

small effect for high N ug, this phenomenon becomes very important for low subcoolings and itsi S
inclusion significantly improves the predictive capabilities of the present model. The effect of,

phasic slip is accounted for in DYNOBOSS by using the EPRI correlations [l1] for the drift flux*
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parameters, C, and V . Again,it is shown in Fig. 8 that using local space- and time-dependentd
parameters improves agreement between the calculations and the data, as compared to using con-
stant average drift-flux parameters corresponding to the steady-state system operating conditions.

3. LOOP FEEDBACK EFECTS ON BWR STABILITY

In most industrial applications, including boiling water nuclear reactors, parallel boiling
channels are incorporated into closed loop systems. The dynamic behavior of boiling systems
depends on their geometry, hydraulic characteristics (local pressure losses) and operating condi-

,

| tions. In particular, such systems may experience self-sustained oscillations caused by flow-
induced density-wave instabilities. Several instability modes have been identified to date,includ-
ing parallel channel instabilities, channel to-channel instabilities and loop instabilities [2]. The
fonner tu > modes are concerned with oscillations occurring in, or between, multiple channels

with common inlet and exits. It is known that in either case an increase in the channel inlet (sin-
gle-phase) pressure loss coefficient stabilizes the channels, whereas an increase in the exit (two-
phase) loss coefficient destabilizes them. These effects are reflected in shifting the marginal sta-
bility line towards lower-heat-flux / higher-flow-rate regions, as well as in increasing the amplitude
of oscillations of an already unstable channel (or channels)[2].

The stabilizing /destabilizing effects of, respectively, single-phase and two-phase local loss
coefficients are commonly extended to the entire boiling loops. Rigorously speaking, however,
the above conclusions apply only to the situations in which the external portion of the loop
remains stable and, thus, there is no feedback between the conditions downstream of the channels

and the parameters of the fluid entering the channels. Since the identification of appropriate and
effective measures to stabilize boiling systems is an issue of considerable practical importance, an

analysis into this effect has been performed for a boiling water reactor (BWR) loop using the
DYNOBOSS code. A schematic of the BWR loop used Pr this purpose is shown in Fig. 9. The
overall model consists of several interrelated models, including: boiling channels in the reactor
core, transient heat conduction in reac' tor fuel elements, core neutronics (including the void and

Doppler reactivity feedback effects), upper plenum, riser and steam separator, multi-sectional
downtomer, recirculation pumps and lower plenum. The system components external to the reac-i

tor vessel are not modelled, so that the steam line pressure and feedwater parameters are used as

input. Since the time constants for the in-vessel flow and heat transfer phenomena are small com-
pared to those in the ex-vessel portion of the system, ignoring the feedback effect of the latter
does not affect loop stability.

For the purpose of this analysis the reactor was assumed to operate in a natural circulation
mode, producing appmximately 50% rated power and 28% rated flow. At these operating condi-
tions the reactor was marginally stable. In the first series of tests, the effect was investigated of
increasing two-phase pressure loss on reactor stability. Several casec were studied, including an
increase in the two-phase local pressure loss multiplier, higher loss coefficients of the fuel element

| spacers and at the core exit, and a lower steam separator loss coefficient. The results are shown
in Fig.10. They clearly indicate that the same trend occur in all cases. Hence, it can be con-
cluded that any increase in the two-phase pressure losses destabilizes the BWR loop.
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,

The second series of tests was focused on the effect of pressure loss coefficients in the single
-phase portion of the BWR recirculation loop. Since liquid water is nearly incompressible (espe-
cially, since its temperature in different sections of the loop varies only slightly), the trend is inde-
pendent of the location of the changed local loss coefficient. In the present case, the effect of the
downcomer loss coefficient, denote here as Kf 4, on system response was investigated. Two series

,

of runs were performed. In one of them the downcomer loss coefficient was first decreased andi

then increased by 20%. The results are shown in Fig. Il(a). Surprisingly, the observed trend was
opposite to what was expected, i.e. an increase in the loss coefficient destabilized the system
whereas a lower loss coefficient yielded stable results. In order to check the effect of the magni-

~

f4 ecreased andtude of the change on the msults, similar calculations were performed for K d

increased by a factor of two. As shown in Fig.11(b), this time the reactor became stable for a
higherKf 4 and unstable when this coefficient was reduced, both as expected. A possible explana-.

tion of the ' anomaly'shown in Fig.11(a) was related to certain loop feedback effects. In order to
identify the specific reasons, tests were conducted in which the actual calculated water enthalpy
(temperature) at the inlet to the core was disregarded, and a constant steady-state value was used
instead. A comparison between the results of these tests and the corresponding results obtained

,

before for the 20% reduction / increase in the downcomer loss coefficient is shown in Fig.12. As
can be seen,in both cases the results with and without the inlet enthalpy feedback remain the
same for about 30 s. Later, the case with feedback develops a trend opposite to that without feed- !

back. The time at which the results start bifurcating corresponds to the residence time of the cool-

] ant flowing around the loop. IIence, it is clear that as long as the coolant enthalpy feedback is
negligible, the effect of single-phase pressure loss coefficient on loop dynamics is the same as for
parallel boiling channels. The effect of thermal feedback in the closed loop reactor system
depends on the phase of core inlet enthalpy oscillations relative to the inlet flow oscillations. If an-

increase in the single-phase loss coefficient shifts these two variables from the in-phase mode in
the marginally-stable case toward the mode in which the enthalpy oscillations lag behind the flowt

i oscillations (by about 45 if Kj, = 1.2), the system becomes unstable. On the other hand,if the
enthalpy oscillations precede those in core inlet flow rate (again, by about 45 if Kf4 = 0.8), the
BWR loop stabilizes. It is interesting to notice that this thermal feedback, although significant fori

small changes around the marginal stability line, is quickly overcome by the effect of increasing
(or decreasing) flow resistance for large changes in K ,(see Fig. I1(b)).f<

i

4. CONCLUSIONS.
,

The results have been presented of the analysis of dynamics and stability of boiling channels.

and systems. Various modeling and computational issues for parallel boiling channels have been
,
'

discussed. In particular, the impact has been shown of the numerical discretization scheme for
'

the node containing the moving boiling boundary on the convergence and accuracy of computa-
;

tions. Also, the effects of subcooled boiling and other two-phase flow phenomena on the predic-

tions of marginal stability conditions have been investigated using the DYNOBOSS computer
code. The results of DYNOBOSS validation against other computer codes and experimental data |

have been shown.,

Furthermore, the effects have been analyzed of local loss coefficients around the recirculation
k>op of a boiling water reactor on stability of the reactor system. An apparent paradox has been
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explained related to the unexpected impact of changing single-phase losses on loop stability.
,
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THERMAleHYDRAULIC INSTABILITIES

IN PRESSURE TUBE GRAPHITE - MODERATED

BOILING WATER REACIDRS

G. Tsiklauri, B. Schmitt
Battelle Pacific Northwest laboratory, USA

!
l

ABSTRACT

Bermally induced two-phase instabilities in non-uniformly heated boiling channels in RBMK-1000 reactor
have been analyzed using RELAPS/ MOD 3 code. he RELAPS model of a RBMK-1000 reactor was developed
to investigate low flow in a distribution gmup header (DGH) supplying 44 fuel pressure tubes. %e model was
evaluated against expenmental data.

De results of the calculations indicate that the period of oscillation for the high power tube varied from 3.ls
to 2.6s, over the power range of 2.0 MW to 3.0 MW, respectively. De amplitude of the flow oscillation for the
high powered tube varied from +100% to -150% of the tube average flow. Reverse flow did not occur in the
lower power tubes. The amplitude of oscillation in the subcooled region at the inlet to the fuel region is higher
than in the saturated region at the outlet. In the upper fuel regier. and outlet connectors the flow oscillations are
dissipated.;

%e threshold of flow instability for the high powered tubes of a RBMK reactor is compared to Japanese
data and appears to be in good agreement. His work was sponsored by the United States Dyewnt of Energy
under Contract DE-AC06-76RLO 1830.

INIRODUCTION

On March 24,1991, the Unit 3 reactor at leningrad Nuclear Power Plant, a 1000 MW pressure tube graphite
moderated reactor, was automatically shutdown because of a pressure tube rupture in the upper part of the reactor'

; core cavity [1,2]. He rupture occuned due to a failure of the inlet flow control valve to one of the core pressure
tubes. It was estimated from a post-accident review, that this failure resulted in flow reduction of the inlet flow
to less than 10% of the imtial tube flow. He flow reduction initiated a fuel tugueure excursion and also
elevated the pressure tube wall temperature due to radiative heat transfer between the fuel rods and tube wall.
Approximately 40-45 seconds after the inlet valve failure, the pressure tube mptured. The reactor shutdow was
initiated 3.7 seconds after the pressure tube rupture due to the high core cavity pressure.

Sunilar events are also possible for a partial break of the distntution group header, when quasi-stagnation or
.

flow fluctuation at near zero pressure drop aP ocetas. At this condition, the post-dryout heat transfer under low
'

flow is not sufficient to prevent a pressure tube wall temperature excursion. He purpose of this paper is to
validate RELAPS/ MOD 3 [3] for two-phase flow dynamic instability problems in RBMK reactors. He work.

includes two related accident analysis:

Blockage of coolant at the pressure tube inlet.-

Blockage of DGH or partial break of DGH.*

He general characteristics of the RBhE type reactor are as follows:

Rennal core power 3200 MW.*

1661 fuel tubes,7 m active core, ave age linear heat flux 153 W/cm..

Operating pressure 7 MPa.-
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37,600 tonne /hr total loop flow, an average of 6.288 kg/s per tube.*

40 DGH with 42 pressure tubes in each.*

De reactor has four steam drum separators, two hydraulic loops common at the steam header and 8 main
circulation pumps (PCP), (6 operatmg, and 2 reserved).

REIAP5 Models for RBMK.

Two RELAPS models were developed that represent a 1/4 core and 1/2 core of an RBMK reactor. With <

these two models, nunor modifications were made specific to the transient being simulated. For both models, the I

nodalization is setup to perform a detailed calculation of an affected core region (for a single or multiple tube
rupture or blockage), De balance of the core is lumped into a single tube to allow the RELAPS model to
predict needed fluid conditions in the steam drum and inlet distribution headers It was felt that a simple single
tube model, with boundary conditions for these regions, would not allow sufficient degrees of freedom in the
calculation to provide accurate results. De nodalization schemes for both models are shown in Figures 1 and 2.
RBMK design data were provided by [1,2,4).

Le 1/4 core model assumes u 1/4 core symmetry for the RBMK, contains two parallel fuel regions for the
reactor core, and uses boundary conditions for the main ca.; ant pump (Figure 1). A 1/4 core model is the
mirumum site needed to include a steam drum model, and is readily adaptable for assuming conservative core'

power distributions (i.e. assuming higMow power regions). De two fuel region model allows for one or more
'affected' tubes (fuel channels) to be modeled separate fmm the intact core for events such as tube rupture or !

blockage. Le 1/2 core model contains four prallel fuel regions for the core, and a pump model to provide a !
|complete loop simulation. De 1/2 core representation allows a more accurate calculation of the core average

conditions as the RBMK core is split in-two hydraulically.
For both models, the affected tube is modeled hydraulically using 9 inlet connector volumes,16 axial fuel

volumes (14 active fuel regions),6 upper tube volumes, and 5 outlet connector volumes. His nodalization
allows for detailed pressure and temperature monitoring, and ease of defining the tube rupture location for
different events without significant changes to the base model. He intact core is modeled using 5 inlet
connector volumes, 7 axial fuel volumes (5 active fuel regions),5 upper tube volumes, and 5 outlet connector
volumes (these outlet wriseetun are set up to allow for future model expansions as needed). In the three

,

channel model, a third channel is modeled hydraulically with the same detail as the affected core. Overall, the
two channel model (1/4 core) represents 416 fuel channels, typically a single 'affected' channel and 415 lumped
channels. De four channel model (1/2 core) represents 830 fuel channels, typically one or more 'affected'
channels, two sets of parallel channels for the balance of the 44 tubes on one DGH, and the remanung 786
lumped channels.

De steam drum gemor is modeled using 14 volumes. His is shown in Figures 1 and 2. His modelling
detail allows for a more accurate inventory calculation, and in particular, a more accurate prediction of the fluid

'.

conditions for reverse flow into the affected tube (s). Eere are additional volumes for the inlet sparger volume
(for feedwater retum), an cutlet dowucomer for coolant retum to the main coolant pumps (MCPS), and steam
piping volumes leading to the turbines. He turbines and feedwater retum pumps are not modeled explicitly.
%ey are approximated using time dependent volumes to supply the new-y
boundary conditions, with the fluid conditions taken fmm plant operatmg data. De steam dnun is sized to
represent a single drum for the 1/4 core model, and two steam drums for the 1/2 core model.,

De heat structures modeled include the fuel pins and carrier rod, pressure tube and surmunding graphite,
and the inlet and outlet connector piping walls. No heat stmetures are modeled at this time for the steam
%weer. He affected tube for both models contains two fuel pin heat structures that represent an equivalent of
6 and 12 fuel pins lumped together to iepresent the 18 fuel pins per md bundle. Bis allows radial power
peaking to be modeled for the 6 inner and 12 outer fuel rings of the fuel bundle. De unaffected tubes are
modeled with a single heat structure representing an equivalent of 18 fuel pins lumped together.

For the affected core the REIAP5/ MOD 3 radiative heat transfer model is used. Radiative heat transfer
between the inner fuel ring, outer fuel ring, canier rod, and tube wall is modeled. Appropriate view factors were
calculated for each heat structure component. Prelirninary calculations for the tube blockage event were made to

,
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investigate the surface emissivity for the fuel cladding and tube wall. Emissivity values of 0.5,0.6 and 0.7 were
evalmtwi His range was considered to be typical for Zr (the cladding and tube wall material). An average
value of 0.6 was chosen for the calculations presental here, as the prelimmary results did not show a strong
dependence over this range of emissivity.

De 1/2 core model was developed to investigate low flow induced oscillation (Figure 2). He model
contains 4 core regions, three within the affected DGH representing 44 tubes, and one for the balance of the
core. He three affected tube regions were defined as 4 high power tubes (ranging from 2.2 MW to 3.0 MW per
tube),18 medium power tubes (set at 2.2 MW per tube), and 22 low power tubes (set at 1.6 MW per tube).
His distribution was based on previous work done at PNL for post-Chemobyl neutronics analysis (5].

De low flow condition for the affected DGH was simulated by defining a time dependent boundary
condition at the inlet to the DGH to provide the desired flow conditions. Total power for the 4 tube core region
was set at a predetemuned power for each case analyzed (2.2 MW,2.4 MW,2.6 MW, and 3.0 MW). He
model was run to achieve a steady state solution for full power / full flow, and then flow reduced to the affected
DGH slowly until the point of flow instability was seen. The point of flow instability was defined as an
oscillation amplitude of +/-30%. Flow to the DGH was then helJ constant at the point of instability to observe
the " stabilization" of the flow instability.

CODE VERIFICATION

ne first stage of verification includes calculation for steady-state parameters in the RBMK and some
transient calculation agamst known expenmental data. Limited results for code verification were presnted at [6].
Results from the investigation of a tube blockage are presented.

He seconds stage of verification is for low flow instability. He RBMK calculations are compared agamst
Japanese experimental data [7] for Type Il threshold of flow instability. A sensitivity study of the RELAP5
model is included with the comparison.

RESULTS AND ANALYSIS

Tube Blockage

A series of tube blockage cases were evaluated with the 1/4 core model. Briefly, the Leningrad tube rupture
was initiated by a failure of the inlet flow control valve to one of the core pressure tubes. It was estimated from j
a post-accident review, that this failure resulted in a flow reduction of the inlet flow to less than 10% of the !

iinitial tube flow. He flow reduction initiated a fuel temperature excursion and also elevated the pressure tube
wall temperature due to radiative and convective heat transfer between the fuel and the pressure tube wall.
Approximately 40-45 seconds after the inlet valve failure, the pressure tube ruptured in the upper core. A reactor
shutdown was initiated 3.7 seconds after the pressure tube rupture due to the high core cavity pressure. |

To evaluate this event, a parametric study was performed over the potential range of inlet flow blockage. |

Each calculation assumed an instantaneous reduction in the inlet valve flow area to simulate the valve failure of i

the leningrad event. A total of five calculations were made, varying the inlet flow blockage to obtain a range of
flow reduction between 2%10% of the initial tube flow. Initial tube flow was 6.3 kg/s. Fuel cladding and
pressure tube wall temperatures were evaluated every 0.5m with the 1/4 core model. It was assumed that j

pressure tube failure (rupture) would occur at an average tube wall temperature of 923K (650"C). This is the
temperature at which tube softening is estimated to occur that then results in tube rupture [2]. With 0.5m
volume nodalizations for the 7m active fuel region, the tube failure location was calculated to be either at the
6.25m or 6.75m core elevation, depending upon the individual case. A plot of the time to pressure tube failure
was made for the five calculations, and is shown in Figure 3a. A minimum time to tube rupture of
approximately 42 seconds was calculated (compared to the estimated time of 40-45 seconds).

An evaluation was also made of the general tmnsient response, with reactor shutdown, for one of the
calculations. Figures 3b through 3d show the results from an approximate 6% flow blockage calculation. Initial
tube flow for this calculation was reduced from 6.3 kg/s to 0.38 kg/s. In each of these figures, a null transient is
run to ensure steady state conditions have been reached prior to initiation of the blockage (e.g., the blockage
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occurs at 30 seconds). Figurt: 3b is the pressure tube inlet flow response. Figure 3c is the fuel cladding i

temperature response, and Figure 3d the pressure tube inner wall temperature response, for selected nodes. Refer

| to Figure I for the nodalization numbers. For this calculation, the tube was estimated to rupture 42 seconds after !

initiation of the blockage. A reactor shutdown was initiated 3.7 seconds after the mpture, resultmg in the |-

eventual quenching of the fuel cladding and pressure tube wall. Peak cladding temperature was calculated to be ;

1490K (1217*C) for this case, occurring between a core elevation of 6.0m and 6.5m (core node sizes were 0.5m
'

in length). The general responses for this transient appear to be physica!!y consistent.

Blockage of DGH

low flow, high power instabilities were investigated using the 1/2 core model shown in Figure 2. The1

instability is initiated by reducing flow to the affected DGH, using a time dependent junction (simulating a
partial blockage), while maintaining constant power. A nodalization and time step size sensitivity study was also,

performed. The results of the sensitivity study are presented first.

Sensitivity Study

Aree areas of modeling sensitivity were investigated. These were core nodalization, outlet (steam) pipe
nodalization, and time step size. He core nodalization study investigated three cases for fuel region
nodalization; 7,14 and 28 axial fuel nodes. De steam pipe nodalization study investigated three cases for steam
outlet pipe nodalization; 2, 5 and 10 steam pipe nodes. The time step study was performed for three different
time steps sizes; 2.ns,10ms and 12.5ms, for two different core nodalizations,7 and 14 fuel region nodes. For

i the two nodalization studies, the time step size used was 12.5ms. This time step size was the calculated
RELAPS material Courant limit for the model (this time step limit was calculated by the RELAP5 code, [3]).

The nodalization study was performed by initializing the model with a 60 second null (steady state) transient,
then reducing flow to the affected DGH from 276.5kg/s to 50kg/sec between 60 and 560 seconds. He 50kg/s
flow is then maintained constant from 560 to 660 seconds to observe the flow instability. The time step study
was performed by initializing the model with a 60 second null transient, then reducing flow to the affected DGH
from 276.5kg/s to 60kg/see between 60 and 120 seconds. De 60kg/s flow is then maintained constant from 120
to 180 seconds to observe the flow instability (a flow of 60kg/s was chosen as this was closer to the point of

. instability for the DGH than 50kg/s).
The core region nodalization study was perfonned for three noding schemes; 7,14 and 28 fuel region nodes.

The results are shown in Figures 4a and 4b. The 14 and 28 fuel node results behave very sirnilarly. Ley
exhibit initiation of flow instability at very nearly the same flow, and although they differ slightly during the first
10 seconds of instability (Figure 4a, fmm 450 to 460 seconds), once the instability has reached a stable period
they maintain similar frequencies of oscillation (although off-set slightly). De 7 node results, however, show a
significantly lower point of instability initiation (Figure 4a) and frequency of flow oscillation (Figure 4b). De 7
and 14 node results do show similar amplitudes of oscillation, with the 28 node results showing a larger
amplitude.

He steam pipe nodalization study was performed for three noding schemes; 2,5 and 10 steam pipe nodes.
The results are shown in Figure 5. He results for the 5 and 10 steam pipe nodes behave very similarly. They
exhibit similar initiation of flow instability and period of oscillation, differing in amplitude of oscillation only
slightly during the first 10 seconds ofinstability (Figure 5, from 450 to 460 seconds). Once the instability has
reached a stable period, they maintain similar flow oscillation amplitude and frequency. He 7 node results,
however, show a significantly lower point ofinstability initiation, and frequency of flow oscillation. All three
cases show similar amplitudes of oscillation.

%e time step sensitivity study was performed using the 7 and 14 node fuel region models (with 5 steam
pipe nodes), and three different time step sizes for each; 12.5ms,10ms, and 2ms. Figures 6a and 6b compare the
time step study for the 7 and 14 node fuel regions, respectively. The 7 node model shows minor deviations
between the 12.5ms and 10ms, with more significant deviations in the period of oscillation for 2ms. ne 14
node model shows excellent similarity for all three time step sizes.
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Blockage Calculation

The base nodalization for the DGH partial blockage was for a 14 node fuel region, a 5 node steam pipe
region, and a 12.5ms time step size. He instability study was performed by initializing the model with a 60
second null transient, then reducing flow to the affected DGH from 276.5kg/s to just above the point of flow
instability in 20 seconds. This point was determmed with prelimmary calculations for each case evaluated. The
DGH flow was then slowly reduced over 40 seconds to point of instability, and then maintained constant. Four
difTerent high tube powers were evaluated; 2.2MW,2.4MW, 2.6MW, and 3.0MW.

The results of the calculations indicate that the period of oscillation for the high power tube varied from 3.ls
to 2.6s, over the power range of 2.2MW to 3.0MW. His is shown in Figure 7a. He amplitude of the flow
oscillation for the high powered tube varied from +10 kg/s to -2 kg/s (roughly +100% to -150% of the tube
average flow based on the " steady state" flowjust prior to initiation of the flow instability). His is shown in
Figure 7b. Figures 7b,7c and 7d present the results for one of the cases evaluated, a tube power of 2.4MW.
The lower power core regions of the affected DGH experienced the same period of oscillation, but with lower
amplitude. Eey also did not experience reverse flow. In addition, the lowest powered core region experienced
flow oscillations of smaller amplitude than the medium powered core region. The amplitude of oscillation was
reference.1 to the inlet flew of the fuel region, Figure 7b. In the upper fuel regions and outlet connector, the
amplitude of the flow oscillation was dissipated in the upper regions of the core.

De fuel cladding and tube wall temperatures were monitored for three core elevations; the lower core, mid-
core, and upper core (Figures 7c and 7d). The nugnitude amplitude of the cladding tempemture oscillation
varied from +/-40 to +/-70K over the range of tube powers from 2.2 MW to 3.0MW, respectively. In the lower
core region (node 3), temperature oscillations show attemation of wet and post-dry-out zones. In the upper core
regions, where post-dryout has aheady occurred, temperature oscillations are due to flow and heat transfer
coeflicient changes. Le amplitude of the tube wall temperature oscillation varied from +/-10 to +/-20K over the
same range of power. Although the calculations were run long enough to produce a " stable" flow oscillation, the
cladding and tube wall temperatures oscillations had not yet reached an " equilibrium" condition. For the highest
power analyzed, 3.0MW, the tube wall temperature had nearly reached an " equilibrium," averaging approximately
805K, with an oscillation amplitude of +/-20K. He critical temperature for the RBMK pressure tube for tube
rupture has been determined to be approximately 923K (650 C). Additional calculations are needed to evaluate
the potential for tube rupture. Cladding temperature is far below the critical temperature for oxidation (1473K).

He results of the calculation clearly indicate that dryout in the upper regions of the core will occur prior to
oscillation of the cladding temperature. Cladding temperature rises slowly in the upper core after initiation of the
flow instability, then temperature rises sharply at the dryout point (Figure 7c ) and reaches a new " equilibrium"
temperature (the critical heat flux of the second mode) that continues to slowly rise. The cladding temperature
oscillation is induced by the continued flow oscillation and moving of the boundary between the dry region and
liquid.

Le threshold of flow instability was calculated for each of the different powers for the high powered tube.
Rese were compared to the data presented in Figure 8, Mochizuki [7]. The calculated threshold for the RBMK-
1000 model appears to be in good agreement with this data. He data presented in Figure 8 suggest that for a
DGH with high powered tubes, Type II instability is reached if flow is reduced below I to 2 kg/s, over the
power range of 2.2 to 3.0 MW, respectively. Rese calculations were made for a limited power-flow range, and
it is necessary to continue the analysis for flows less than 1 kg/s and powers less than 2.2 MW.

CONCLUSIONS

Results of a single tube blockage show good agreement with the available data for the I.eningrad nibe rupture
event. The model was able to reasonably predict the time of tube wall failure for the expected flow blockage.
Comparison of the threshold of Type 11 flow instability shows reasonable agreement over the range of IGMK
tube power investigated, and can potentially be used for safety analyses of the DGH blockage events. Modeling
sensitivity studies indicate the instability analysis results were not sensitive to the nodalization scheme and time
step sizes used. His was for a 14 node fuel region, 5 node outlet (steam) pipe region, and a time step size of

1030



. _

12.5ms. For this nodalization, there was little sensitivity to time step between 2ms and 12.5ms. 'Ihe results do
indicate that fewer than these number of nodes in these two regions can significantly effect the results.
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ABSTRACT

This paper considers the experimental results and physical effects on the pressure wave dynamics
of a vapour-liquid two-phase medium of bubble and slug structure. The role of destruction and
collapse of bubbles and slugs, phase transition (condensation and evaporation) on pressure wave
dynamics is also studied. The general mechanisms of the wave formation, behaviour and instability of
a vapour-liquid stmeture under pressure waves, basic peculiarities of the interface heat transfer are
obtained. In the experiments it has been shown that for the bubble medium the shock wave can be
transfonned into the powerful pressure pulse with an amplitude greater then the amplitude of the
initial pressure wave. For the slug medium a characteristic structure of the amplificated wave is
" comb"- like wave Is has been shown that the wave amplification caused by generation of secondary
waves in a medium caused by destruction and collapse of bubbles and slugs. The obtained results can
be useful at tmnsient and emergency operational regimes of nuclear reactors, fuel tank, pipelines with
two-phase flows and for development of safety models for chemical industry.

INTRODUCTION

Possibility of amplification or damping of pressure perturbations propagating in a
vapour-liquid bubble flow is principal for the analysis of nonstationary processes in
two-phase media. As is shown in works |1,2| for the case of rather weak waves (
Apo / po=0.2) the effect of thennal dissipation is so strong that a sharp pressure step
is not fonning. As the intensity of initial shock wave increases, the oscillatory shock
waves can fonn in a vapour-liquid mixture as well as in bubble medium without
. phase transition 12]. Regularities of propagation of the weak (Apo / po < 0.5 ) shock
waves in a vapour-liquid bubble medium being analysed in [1], based on assumption
of the insignificant change of void fraction behind the wave front. It is not valid for
the case of rather strong waves where partial or complete condensation is possible
behind the pressure pulse front. This leads to a sharp change of acoustical properties
of the medium in a wave and hence it should afTect on the regularities of wave
propagation.
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' EXPERIMENTAL APPARATUS AND METHOD.

The experiments on the dynamics of shock wave propagation in the vapour-
liquid medium of different structures was made by use the shock tube method. The
diameters of the using shock tube was 8,25,32, 52 mm and a length of test section
was 1.5 - 2.5 m. The typical design of one of our shock tubes used in the
experiments is shown in Fig.l. Its consists from the test section filled by vapour -
liquid medium, a high pressure chamber, a diaphragm - change unit and thennostat.
The vapour - liquid medium was generated by injecting vapour into the liquid
through the bottom of tube. For the creation of bubble stmeture used the continuous

|vapour flow through capillaries, the slugs was generated by periodic supply of vapour
into rest liquid by means open-close of the electromagnetic valve. The initial i

!thennodynamic state of the medium was on the saturation line. The experiments
were carried out in vapour-water and vapour-freon medium. The temperatures of the
vapour, liquid was controlled by a thermocouple located inunediately under the
capillaries and inside the test section. The test section has an optical windows which
served for the control of two-phase medium, detennination of the size of bubbles
and slugs, measurement of void fraction and high speed filminb the behaviour of
bubbles and slugs in pressure wave. The size of bubbles and slugs was detennined by
photography in the middle part of test section, the most probable size and mean
square deviation were calculated by statistical method. The mean void fraction was
detennined by changing the level of liquid after the creation of two-phase medium.
For this purpose used the shadow optical system using the He-Ne laser as a source
oflight. This techniques was used for the registration of the c'nange of void fraction I

in pressure wave. The initial shock wave was generated by rupture of a diaphragm or
a quick open of the electromagnetic valve which separate the test section from a
high pressure chamber. For the measurement of the profile of pressure wave was
used the piezoelectric sensors which were located along the length of the test section
and measured the pressure inside the tute. The operating frequencies of these
sensors with amplifiers was 0.1 Hz to 20 kHz. Calibration of the pressure sensors was
carried out on the shock tube with thennal condition corresponded the thennal
condition of using vapour-liquid medium. For the registration of signals from sensors
used both the oscilloscopes and computer which was connected by interface with
amplifiers. The main error in measurements of pressure wave was connected with the
error of calibration and was not more then 10%, the error of the void fraction
measurement by optical system not exceeds the 5%.

VAPOUR-LIQUID BUBBLE STRUCTURE.
Presrure ware v/sma// amv/inu/e. In the figures below the experimental results

on dynamics of shock waves and vapour bubbles are shown. As is seen from Fig.2
weak pressure perturbations (Apo / po<0.5) are much damped while propagation and
their profile becomes monotonous. Here and on the further plots of p=p(t) the
difTerent curves shown the pressure wave profile on the difTerent distances from the
level of vapour-liquid mixture (position x=0), the vertical length scale between
different pressure profiles corresponds the length scale between different pressure
sensors in the shock tube, the value of Ap on the vertical axis shows the scale of
pressure perturbation. A front of condensation 9 = g(/) looks like (Fig.2b) and can
be easy calculate by using the well known dependence for the thennal regime of a
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vapour bubble behaviour in pressure wave [2|: dR / dt = qi / h ,ip . Here q, is theg g

heat flux on the vapour-liquid boundary which can be written as [2]
1

4 I 6f di
gn =

Jnai ; DT Jt - T
3Taking into consideration that 9 = (4 / 3)nR N / V, where N - number of bubbles

in the unit of volume, one can obtain

3 f 91* dt (1)- -- = 1
90 Ro o p hgig

For the calculation of qi(t) needs to use the transfonnation of the experimental |

profile of pressure wave to the change of temperature on the interface T(t) by using |
the Clapeyron - Clausius equation. As is seen from Fig.2b a calculated change of ,

void fraction (dash line) agrees well with the experimental result. |

In the works [1,2] it is shown that for this case the evolution of pressure wave
is satisfactory described by one relaxation equation [2]:

5 + 5 + Mp5+*DC'=-WMi/2p/Mdt' (2)
oJT-T'DT DC DC o

where t = c t / lo, ( = x / lo, p = Ap / Apo; lo, Apo - is the length and amplitude ofo

initial pressure perturbation, c = (ypo / pigo(1 - 90)]1/2 is a sound velocity in theo

undisturbed two-phase mixture. Similarity criteria M = (y + 1) Apo / 2ypo ,

a = 6 Moo (l'- 90)! / R$ and W = (3 / 2)(K lo / nc R$M)i/2 2
2c pi p,i o / p h ,C T2 2

i o g g

W. = Wa-1/2 define the contribution into distortion of the wave profile of disperse,
nonlinear etrects and interphase heat transfer. The wave profiles depends on the
intensity of the initial pressure step. If the intensity of the initial wave is weak
(Apo / po < 0.3) the wave profile in the medium is always monotonous, at Apo / po
> 0.3 begin to form an oscillating profile of pressure wave. The shock wave existence ;

is, however, limited to certain distances. For case Apo / po =0.5, for example, the j

oscillations degenerate at 0.5 m from the entrance and at the large distances the
'

influence of the nonlinearity is quite small. The wave profile on these distances is |

fonned mainly by the interphase heat transfer.
*

The length of shock profile existence r can be estimate as a distance from
the entrance of wave in medium where the influence of the nonlinear effect on the

*

wave profile more then the thennal dissipation. The value r essentially depends by
the thennal resistance of liquid and can be vary from 0.01 m to 100 m (thus for
boiling water and Apo / po=0.3, c'=12 mm at p =0.1 MPa and r*=14 m at p =8.5
MPa). The analysis of experiments on waterhanuner with a flow of boiling freon-113
[3] is also incorporated in the frame of the above model. All results on the small
amplitude pressure wave profiles can be shown as a map of wave regime which can
build in coordinate M and W.M (see Fig.3).

Amv//// cation v/oresrure wae. Stronger waves acquire an oscillatory structure
on early stages of their evolution. The condensation front here is also
nonmonotonous. The bubbles make mainly 1.5 cycles of oscillations before they
absolutely disappear. An increase of the initial shock wave amplitude up to
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Apo / po>l.5 results in qualitative change in the cvolution of pressure waves.
Experiments have shown that shock waves of such intensity may transfonn into short
shock pulses of 300 - 500 s duration; their amplitude significantly exceeds the
amplitude of the incident wave (Fig.3). Vapour bubbles are collapsing in such pulse
and can eppear again behind the pressure pulse. A distance of the order ofits length
the pulse propagates without a significant change ofits fomi. The condensation front
becomes step - like fonn in a shock pulse (see curve 9 = g(/)) and coincides in time
with the leading front of the pulse. Such step decrease of the condensation front is
result of the collapse of all vapour bubbles. After the collapse the secondary spherical
shock waves are radiated to the liquid. They look like circumferences and arcs in the.

photograph of the bubbles collapse - Fig.4a. This totograph was obtained by high- I
'speed filming with the use of a laser stroboscope designed at the Institute of

Theoretical and Applied Mechanics [4] together with the shadow optical system and
high speed camera. The stroboscope generates the packet of the light impulses with
difTerent total duration and the interval between neighbouring impulses 30 s. The
duration of each impulse was 10 ns, thus the exposure time of each of the frames is
10 ns. On the lig.4b plots the curves R=R(t) for bubbles with difTerent sizes (bubbles

Dma)V3. As can see
2A,B,C), here the radius of bubble determines as R = 0.5(Dmin

the large bubble - B collapse monotonously and generate in the liquid the powerful
secondary shock wave. The time of the full collapse of a large bubble corresponds to
the collapse of more less bubbles (A,C) at their secondary pulsation. This indicate on
the tendency of the simultaneous collapse of the different - sizes vapour bubbles in a
strong shock wave. The solid line on the fig.4b corresponds the decision of Rayleigh
equation for the bubble B with assumption a constant pressure inside the bubble, the
dash lines corresponds the assumption of adiabatic compression of a vapour in the
bubbles A,B,C. The calculation of void fraction in the wave based on the Raleigh
equation within assumption of constant pressure inside a bubble during collapse is
also shown in Fig.3b by dash line. One can see a good agreement of the
experimental result with the calculation by the inertial model of a bubble collapse.

The possible mechanism of the pressure pulse generation can be presented as
follows: the secondary waves have velocities exceeding of the main wave (due to a
decrease of a void fraction) and overtake its front. In this case a solitary wave fonus
as a result of interference. Common relations for the stationary shock wave with
complete condensation provide some important estimations for this pressure pulse.
Continuity and momentum conservation detennine the wave velocity U and liquid
velocity behind the wave front V, which within the assumption of incompressible
liquid take fonn:

2 Apo y2=U2U= 90 (3)pgo(1-90);
A necessary condition of the shock wave stability is inequality U>c oro

Apo / po > y. The experimentally defined threshold of shock pulses formation is
close to this value. The " cell" model |5] of the vapour bubbles collapse can be used
for the calculation of the maximum possible of amplitude pressure pulse. According
to this model

- -l/2
I + ^P" P (4)pmu = Px

_
pm pr 1 - 90_
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where p. = po + Apo For Apo / pic! << 9a << 1 Apmax = [pj Apogo]I/2cj. This value
satisfactory describes the maximum possible amplitude of a pressure wave in our
experiments. However, the use of" cell" model for the wave profile calculation leads
to the results that are different from those obtained in the experiments. Perhaps, this
is connected with a heat transfer law change on the last stage of a vapour bubble
collapse. In this case the destruction of bubbles into smaller ones occurs and, as a
consequence, the great intensification of heat transfer between vapour and liquid |
becomes a very important factor. Meanwhile, if using the fonnal procedure at the ,

calculation of criteria W., that can obtain the values of M and W.M equal 2-5 and
0.05-1 accordingly. Fig. 5 has shown that these values correspond to right upper
zone of map. In opposite, the range of application of equation (2) for the prediction
of pressure wave is the lett down zone. Using this map can make up a prognosis of
the dynamics of shock wave in different vapour-liquid medium. Thus, in medium
with high values W. (water under lower static pressure, liquid metal) both damping
and amplification of initial pressure wave are possible. This will be detennine the
amplitude ofinitial pressure perturbation or criteria M only. In contrast, for water at
high static pressure (low value of W.) the generation of powerful pressure pulse can
be a problem.

i

SLUG STRUCTURE
Co//avse o/ sine /e ravours/uz Let us consider the behaviour of a single vapour ,

slug in a pressure wave with an amplitude Apo / po>l. A change of pressure in the l

channel and a slug volume are given in Fig.6, whereas, Fig.7 shows the photographs
of the slug behaviour in difTerent time. Analysing the slug behaviour one can see a
generation on the slug head the powerful cumulative jet. It breaks down the slug,
and then an intensive growth of small disturbances on the interface takes place.
Further, the slug destruction occurs and it turns into a cloud of small vapour
bubbles. A complex pressure profile emerging in the channel is resulted by nonlinear
pulsation of the formed cloud of bubbles. The maximum amplitude of these
pulsation exceeds the maximum pressure of the first pulsation. If the intensity of the
initial pressure disturbance begin to increase the " shock" regime of condensation
appears (Fig.8). In this case the complete slug condensation happens in the front of
the pressure wave. With this, a powerful pressure pulse is generated in the channel,
its amplitude exceeds the amplitude of the initial loading by the order. The pressure
pulse amplitude may be detennined by using the simple relationships for
waterhammer Ap = pivici, where vi - is the velocity of liquid plug and the equation
of liquid movement as a basis for calculations. Then

-1/2
Apmax = po P1 2 h (5)2

po _ po po 1 1

Here I ,o, li - the length of vapour slug and liquid plug. Using the simultaneousg

measurements of pressure and volume of the slug and taking into consideration the
one can restore a heat releasecorrelation dp / p + dV / V = (y - 1)dQ / pV

t
Q(t)= jg;(t)F(t)dt during the slug condensation and, hence, the heat flux qi(t) on

0
the interphase boundary. Using the assumption that the behaviour of the vapcur is
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adiabatic, vapour-liquid interface is in thennodynamic equilibrium and taking the
vapour heat capacity on the saturation line one can obtain

b+# # E (t) (6)gi=
VDt V Ot p,hg

Fig.6 shows the measured values of p(t), V(t) and restored value gi(t) by using the '

equation (6). As is seen, at the end of the slug collapse the heat flux increases much. |

Let us compare the value of qi(t) restored from the experiment with the calculated
value of heat flux obtained from the equation of heat conductivity for the liquid with ,

the initially condition T = To and boundary condition T = T,(t). For the definition |
of T(t) is used the experimental profile of p(t) and the Clapeyron - Clausius |
equation. The calculated value of V(t) can obtain from the equation (6) with using
the pressure profile p(t), calculated value q(t) and the assumption that the surface
form of slug keeps during the condensation. The calculated value of a slug volume,
heat flux on the interphase boundary and heat release are shown by the dash line on
Fig.6. As is seen the experimental values significantly exceed the calculated ones,
which tells about considerable intensification of exchange processes. The analysis of
all the data showed that the adequate agreement of the experimental data with !

'

calculations is observed only for weak (Apo / po < 0.5) pressure perturbations and
only at the stage of the first compression of the slug. In the case of an increase in
the initial pressure perturbation intensity can observe a more significant discordance
of the experimental and calculated values V(t), q(t), Q(t). This factor should be
taken into consideration in the theoretical models by introducing a coefficient of
efficient turbulent heat conductivity.

Pressure ware of sma// amv///ude. Alongside with general regularities of the
experiments on the pressure wave propagation in a slug and bubble regimes of two-
phase medium have also revealed the essential differences in the evolution of shock |

!wave in slug chain compared to a bubble flow. The pressure wave structure here also
differs much from that reported for a gas-liquid slug flow by |6|. Relatively weak
waves Apo / po<1 as well as in the case of a bubble medium acquire the oscillatory
structure in the front at early fonnation stages (Fig.9), further oscillations attenuate
and the front flattens. Such behaviour of the pressure wave is correspond to the map
of wave regime - Fig.5, where the value of W can be detennined according of the
size of slug |7). An increase in the amplitude of an incident wave up to 1.2 results to
the qualitative changes, the random high-amplitude pulses appear behind the front
of a shock wave.

Smne amv///tu/e pressure ware. The further increase in the amplitude of the
initial pressure wave results in a rapid fonnation of a regular " comb"- like fonn of
shock wave (Fig.10), each pulse of which corresponds to the collapse of the single
slug in a slug chain and moves in the inverse direction (upwards) with the sound
velocity in a pure liquid. In this case the first pulse corresponds to the front of j

complete condensation wave moving downwards. Its velocity agrees well with the |

expression for a stationary wave with complete condensation - U and is shown by
solid line in Fig.11 and the CW-line on the Fig.10. A low-frequency rapidly
attenuating precursor propagating with higher velocity (line SW) can be singled out
in front of clastic wave. Its velocity is close to the value for a shock wave in a gas-

liquid mixture u = c [ Apo / po + 1]y2 |8], - dash line in the Fig.11. The threshold ofo

the " comb"-like pressure wave generation (Apo / po=1.1-1.2) is approximately equal
1041
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to specific heats ratio y, i.e. corresponds to a supersonic regime U > c of theo

propagation of stationary wave with complete condensation, as it was in the case of
,

a solitary shock pulse in a bubble medium. Thus, the splitting of the pressure wave'

propagating in vapour - liquid slug medium can occurs.
As can see from the experiments, the amplitude of the pressure wave in the

medium is greater then the amplitude of initial wave. For the estimation of this
amplitude the experiments with the collapse of a single vapour slug in pressure wave
can be use. Fig.12 plots the amplitude of the pressure for the case of the single slug
collapse, the maximum amplitude of the " comb" - like pressure wave formed in slug
chain and the calculated value. As can see the maximum amplitude of shock wave
corresponds with good accuracy the pressure which obtained during the collapse of
single slug. Thus, in the limited case ofinitially strong pressure wave the correlation
(5) can be use for the estimation of highest amplitude of shock wave which can
appear in pipeline with slug stmeture of vapour-liquid flow.

This work was supported by the Russian foundation of fundamental
investigation grant N 94-02-03971.

Table of mossenclature

p - pressure
op - perturbation of pressure
V - volume
T - temperature
p - density
9 - void fraction
q - heat flux
h ,i - latent heat of evaporationg

y - adiabatic exponent
R - bubble radius
c - velocity of sound
1 - thennal conductivity
a - thennal diffusivity

subsenpts
0 - initial unperturbed state
1 - liquid phase
g - vapour phase

t
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Abstract |
!

This paper presents the approach taken to analyze the radiological consequences of a j
postulated main steam line break event, with one or more induced tube ruptures, for the Palo Verde '

Nuclear Generating Station (PVNGS). The analysis was required to support the restart of PVNGS
Unit 2, following the steam generator tube rupture event on March 14,1993, and tojustify
continued operation of Units I and 3. During the post-event evaluation, the NRC expressed
concern that Unit 2 could have been operating with potentially degraded tubes and that similar
conditions could exist in Units I and 3. The NRC therefore directed that a safety assessment be
performed to evaluate a " worst case" scenario, in which a non-isolable main steam line break
occurs which induces one or more tube failures in the faulted steam generator. This assessment was
to use the generic approach described in NUREG 1477 (Draft, June 1,1993)," Voltage-Based
Interim Plugging Criteria for Steam Generator Tubes - Task Group Report."

An analysis based on the NUREG approach was performed, but produced unacceptable
results for off-site and control room thyroid doses. The NUREG methodology, however, does not
account for plant thermal-hydraulic transient effects, system performance, or operator actions
which could be credited to mitigate dose consequences. To deal with these issues, a more detailed
analysis methodology was developed using a modified version of the Combustion Engineering
Plant Analysis Code (CEPAC), that incorporates plant transient effects, iodine partitioning as a
function of liquid level in the faulted generator, and operator actions consistent with the emergency
procedures. This analysis examines the dose consequences for a main steam line break transient
with induced tube failures (MSLBSGTR) for a spectrum of tube breaks equivalent to I to 4 double
ended guillotine U-tube breaks. By incorporating transient plant system responses and operator
actions, the analysis demonstrates that the off-site and control room dose consequences (thyroid)
for a MSLBSGTR can be reduced to acceptable limits.

The transient based analysis, in combination with other corrective and recovery actions,
provided sufficient justification for continued operation of PVNGS Units I and 3, and for the
subsequent restart of Unit 2.
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PVNGS - M in Ste:m Line Brrk With Kcthleen R. Parrish
Induced, Multiple Tube Ruptures

L Introduction j

This paper presents the approach taken to analyze the radiological consequences of a
postulated main steam line break event with one or more induced tube ruptures (MSLBSGTR) for
the Palo Verde Nuclear Generating Station (PVNGS). The analysis was required to support the
restart of PVNGS Unit 2, following the steam generator tube rupture event on March 14,1993, and
tojustify continued operation of Units 1 and 3. During the post-event evaluation, the NRC
expressed concern that Unit 2 could be operated with potentially degraded tubes, despite the tube
inspections, tube plugging, and other mitigating actions taken to ensure tube integrity, and that
similar conditions could exist in Units 1 and 3. The NRC directed that a safety assessment be

performed to evaluate a " worst case" scenario, in which a non-isolable main steam line break
occurs which induces one or more tube ruptures in the faulted steam generator (MSLBSGTR),
using the generic approach described in Section 4 of NUREG 1477 (Draft, June 1,1993)," Voltage-
Based Interim Plugging Criteria for Steam Generator Tubes - Task Group Report." The NRC
further required that the NUREG 1477 approach be modified to explicitly account for several
PVNGS plant specific features: lack of pressurizer power operated relief valves, low shut-off head
safety injection pumps, plant-specific emergency operating procedures (EOPs), and the probability
of one or more tube failures. The radiological consequences of such an event were not to exceed
the applicable acceptance criteria. The NUREG 1477 methodology assumed a limiting dose of 30
REM thyroid for the 2 and 8 hour thyroid dose limits. In addition, the safety assessment had to
demonstrate that the refueling water tank, the primary source of safety injection water, contained
sufficient inventory to mitigate the event.

A plant specific analysis of thyroid dose consequences was performed based on the
NUREG approach, but produced unacceptable results (see figures I through 4). The NUREG
methodology does not, however, account for plant transient effects, system performance, or
emergency procedures which could be credited to mitigate dose consequences for a MSLBSGTR.
A more detailed analysis methodology was therefore developed, using a modified version of the
Combustion Engineering Plant Analysis Code (CEPAC), that incorporated plant thermal-hydraulic
transient effects, iodine partitioning as a function ofliquid level in the faulted generator, plant
specific system performance, and operator actions consistent with the PVNGS emergency
procedures. This analysis examined the dose consequences for a MSLBSGTR, ranging from 1 to
4 double ended guillotine U-tube breaks and utilizing conservative assumptions for plant system
response and operator actions. The analysis demonstrated that the offsite dose consequences
(thyroid) for a MSLBSGTR, using Standard Review Plan (SRP) assumptions, could be maintained
within 10 CFR Part 100 limits (300 REM), and that the control room dose consequences (thyroid)
could be limited to 30 REM, by administratively limiting primary and peak iodine equilibrium
activities to 0.6 pCi/gm and 12.0pCi/gm, respectively. In addition, a plant specific analysis of .

whole body dose consequences was performed, with acceptable results. These analyses, in |

combination with other corrective and recovery actions, provided sufficient justification for I

continued operation of PVNGS Units I and 3, and the eventual restart of Unit 2.

|
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II. Principle Results - NUREG 1477 (Draft) Methodology

The requested safety assessment was initially perfonned based on the NUREG 1477
approach. This methodology, however, utilizes extremely conservative, simplifying assumptions
that do not account for transient effects in determining offsite doses. In addition, the methodology

specifies that the acceptance criteria for offsite dose consequences be limited to a small fraction of
10CFR Part 1(X) limits (10%, or 30 REM) for selected cases. The initial evaluation, as shown on
figures 1 through 4, resulted in offsite dose consequences far in excess of 10CFR Part 100 limits.
These results were consistent with those originally set forth in NUREG 1477, but were
unacceptable as a basis for continued operation of PVNGS Units I and 3 or restart of Unit 2.

3
NUREG 1477 (Draft) presents a sensitivity study of the 2 and 8 hour dose consequences of a
postulated main steam line break with induced primary to secondary leakage ranging from 0.1 gpm
to 1000 gpm. Dose consequences calculated in the draft NUREG, based on both Standard Review
Plan (SRP) and realistic assumptions for 2 and 8 hour intervals, include:

1) EAB 2-Ilour Thyroid Dose - Pre-existing Iodine Spike (PIS)

2) LPZ 8-Ilour Thyroid Dose - PIS

3) EAB 2-Ilour Whole Body Dose

4) LPZ 8-ilour Whole Body Dose

5) EAB 2-Ilour Thyroid Dose - Event Generated Iodine Spike (GIS)

6) LPZ 8-Ilour Thyroid li o Event GIS

7) Control Room Operator - Thyroid Dose

in addition, doses were calculated using SRP assumptions with realistic activities instead of the
Technical Specification limits. The draft NUREG summarizes the initial conditions, assumptions,
and methodology used to calculate doses, and presents the corresponding dose consequences for
postulated constant leak rates from 0.1 gpm to 1000 gpm, but does not present explicit method-
ology (e.g. dose equivalent Iodinei3, concentrations assumed for the 2 and 8 hour GIS cases are
not given). llence, the dose consequence methodology for the PVNGS specific cases vary
somewhat from that used for the draft NUREG.

1. The 2 hour doses are calculated at the exclusion area boundary (EAB), and the 8 hour doses are calcu-
lated at the perimeter of the Low Population Zone (LPZ).
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11.1. Thyroid Dose Calculations for Postulated Accidents Using SRP Assumptions

Dose calculations similar to thos presented in NUREG 1477 (Draft) were performed using
PVNGS specific assumptions, as summarized in Table 1.

Table 1
Parameters Used For PVNGS OfTsite Doses - SRP Assumptions

Parameter Value Units

3
X/Q for 2 hour, EAB .00031 sec/m

3
%/Q for 8 hour, LPZ .000051 sec/m

3

X /Q for Control Room Doses 0 - 8 hours .00197 sec/m

d 3
Breathing Rate 3.47 x 10 m /sec

6
Dose Conversion Factor 1.48 x 10 REM /Ci (ICRP 2)

Pre-Accident Iodine Spike (PIS), T. S. limit 60 Ci/gm

Event Generated Iodine Spike (GIS), T. S. limit 1.0, pCi/gm,

(initial primary activity, spiking factor) 500 spiking factor

: Coolant Gross Activity, per T. S. 100/E pCi/gm

The MSLB event was reanalyzed for the current PVNGS cycles to establish initial condi-
tions that ensure no fuel failure will occur during a MSLBSGTR event. Hence, the only source

,

terms contributing to off-site doses are those due to the initial primary and secondary activities'

noted above.4

1

The dose calculations were performed for a postulated MSLB, outside containment and
upstream of the main steam isolation valves, with one or more induced tube ruptures. These calcu-'

lations address induced tube leak rates ranging from 0.1 to 1000 gpm. These leak rates are assumed
to be constant over the intervals of interest (2 and 8 hours). Primary to secondary leakage due to

one or more induced tube breaks is assumed to occur at the start of the transient.

Doses for the PIS cases are calculated assuming a constant reactor coolant system (RCS)

activity without accounting for the mitigating effects of diluting primary coolant activity due to
safety injection. Doses for the 2 and 8 hour GIS cases are calculated based on the average RCS
activities which would occur over the intervals of interest if activity additions due to spiking are

applied to a fixed liquid volume (i.e., no mitigation due to safety injection). This data was extracted
from the SGTR analyses presented in the PVNGS Updated FSAR. The average activities are
assumed to be bounding for 1 or more tube failures. Dose consequences based on the NUREG
methodology can be summarized by the following equation,

EI9Dose, = defx br" Activity,x Leakrate x Tx X/G
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where: Dose = Thyroid dose over interval t (REM)

dcf = dose conversion factor (REM /Ci)
3br = breathing rate (m /sec)

Activity = Activity ofleak rate over interval t (Ci/ gal)
(for GIS cases, an average is used)

Leakrate = Average leakrate (gal / min)
T = Interval ofinterest (min)

3
%/G = atmospheric dispersion factor (sec/m )

The results of the PVNGS dose calculations for the GIS and PIS cases based on SRP
assumptions are shown in figures 1 through 4 (designated "S" on rigures).

II.2. Whole Body Dose Calculations Using SRP Assumptions

The Whole Body Dose (WBD) calculations were performed in accordance with the
methodology described in PVNGS Updated FSAR Section ISB, " Dose Models Used to Evaluate
the Environmental Consequences of Accidents," and CE-NSPD-151-P,"CE Safety Analysis
Methods for Calvert Cliffs Units 1 and 2 (June 1981)," as summarized below.

The total whole body source term available in the reactor coolant primary system was
calculated for a postulated 60 Ci/gm dose equivalent Iodinej33, and 100/E pCi/gm for gross
coolant activity. Based on the assumption that no DNBR induced fuel failure occurs for the postu-
lated MSLB with induced tube failure event, this represents the total available whole body dose
source term. The whole body dose is then calculated as:

8 mr <g
WBD, = K x E+ E x R, x X/G Eq.2

y y p
Y) )

Whole Bode Dose, REM, for the isotopes of concern,Where: WBD, =
3.23 REM x m x dis /Mev x sec x Ci),K =y
3

Kp .25 REM x m x dis /Mev x sec x Ci),=

E average y energy (Mev/ dis) for isotopes of concerns,=y
average energy (Mev/ dis) for isotopes of concern,Es =

3%/G atmospheric dispersion coefficient, sechn , and=

R source term, Curies=a

A PVNGS gross activity limit of 100/E corresponds to approximately 83 Ci/gm for non-
8

| iodine WBD contributors. The RCS contains approximately 2.612 x 10 gm of water. The corre-

| sponding WBD source terms are then 15,670 Ci (DEQIi33) and 21,500 Ci (Xe, Kr isotopes). Using

| Equation 2, the corresponding whole body doses for the intervals ofinterest are.
| i
'

WBD(2hr) < 3.0 REM j

WBD(Shr) < l.0 REM
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These values are well within the 10CFR100 specified acceptance criteria of 25 REM.
Hence, no further WBD calculations are deemed necessary.

11.3. Thyroid Dose Calculations for Postulated Accidents Using Realistic Assumptions

Realistic dose calculations were performed using PVNGS specific assumptions, as summa-
rized in Table 2.

Table 2
Parameters Used For PVNGS Offsite Doses - Realistic Assumptions

Parameter Value Units ,

3
X/Q for 2 hour, EAB 000043 sec/m

3
X/Q for 8 hour, LPZ 0000049 sec/m

4 3
Breathing Rate 3.47 x 10 m /sec

6
Dose Conversion Factor 1.07 x 10 REM /Ci (ICRP 30)

Pre-Accident Iodine Spike (PIS), realistic value, 12 pCi/gm I

per NUREG 1477

Event Generated Iodine Spike (GIS), administra- 0.6, pCi/gm,
tive limit (initial primary activity, spiking factor) 500 spiking factor j

The results of the dose calculations for the GIS and PIS cases based on realistic assump-

tions are shown in Figures I through 4. (designated "R" on figures).

11.4. Reductions in Calculated Offsite Dose by Applying Administrative Limits to
TechnicalSpecification Activities

,

In addition to the preceding calculations, dose calculations were also performed using the
SRP assumptions, with primary activities reduced to realistic values (0.6 and 12 pCi/gm for the
GIS and PIS cases, respectively). The results of these dose calculations are also shown in figures
1 through 4 (designated "J" on figures).

11.5. Control Room Doses

Control room dose calculations similar to those presented in the draft NUREG Section
4.1.5 were performed using PVNGS specific assumptions, as summarized in Table 1. The results
are presented in figure 5. I

11.6. Re:.n!ts Based on NUREG 1477 Methodology i

As can be see from figures 1 through 5, a safety assessment of the radiological conse-
quences based solely on the NUREG 1477 Draft methodology produces results far in excess of the |

allowable acceptance criteria.

.
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III. Principle Results - CEPAC Methodology

To support continued operation of Units I and 3, as well as the restart of Unit 2, a more
detailed safety assessment based on thermal-hydraulic transient effects was required. This

,

assessment was performed in three parts:

First, a probabilistic risk assessment was developed to establish appropriate acceptance
criteria for dose consequences as a function of the probability of occurrence. The assessment
concluded that tne probability of a MSLBSGTR event was sufficiently low tojustify using offsite

*

thyroid dose acceptance criteria up to 10 CFR Part 100 limits (300 REM) for both event generated
(GIS) and pre-existing (PIS) iodine spike cases. The NRC concurred with this assessment,
provided the corresponding dose consequences based on realistic assumptions for GIS cases were
also less than 30 REM.

Second, the ABB-CE licensing codes were utilized to establish more stringent controls for
the plant digital protection system that would ensure that a MSLBSGTR event with up to 3 simul-
taneous double-ended guillotine tube ruptures will not result in fuel failure.

Finally, CEPAC was modified as described below and used to simulate a main steam line
break event with induced, multiple tube ruptures in order to calculate offsite and control room
doses, and integrated leakage, across a spectrum of tube ruptures ranging from 1 to 4 double-ended
guillotine breaks. Additional offsite doses were then derived from the values calculated by CEPAC,
using both standard review plan assumptions and realistic assumptions.

.

111.1. CEPAC Code Modifications

For this analysis, the CEPAC source code was modified to incorporate the water quality
defmitions and sub-routines from the EPRI RETR AN-02 MOD 4 code,5 to allow CEPAC to cover

a greater range of thennal hydraulic conditions. In addition, the CEPAC dose calculation
subroutine was modified to redefine the secondary side partition factor (DF) for bulk boiling as a
function of steam generator liquid level, such that the DF equals:

1.0 (i.e., all of the iodine in the boiled off inventory becomes) for intervals in which the.

SG level is less than 4.0 feet above the tube sheet),

0.10 when the SG liquid level is greater than 4.0 feet, but less than the height of the tube
'

*

bundle (10% of the iodine in the boiled off inventory becomes airborne), and

0.01(iodine partitioning per SRP) when the SG liquid level equals or exceeds the height ofa

the tube bundle (1.0% of the iodine in the boiled off inventory becomes airborne).

In addition, major edits and graphs were redefined, as needed, to capture the parameters of interest.

III.2. CEPAC Database

in addition to the source code changes, the CEPAC Palo Verde specific database was
modified to reflect SRP assumptions as noted in Table 1. A sequence of events was then established
to conservatively reflect plant system performance and operator actions due to a postulated;
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MSLBSGTR. Plant response was then examined for four different scenarios: a non-isolable MSLB
with one through four double-ended guillotine tube breaks in the faulted SG. As a practical consid-
eration, and based on data from the actual SGTR event in Unit 2, a DEG tube break is assumed to

4

be equivalent to two induced axial breaks of the type postulated to occur due to a pressure transient
across the tube bundle.

III.3. Initial Conditions and Assumptions

The initial conditions and parameters assumed in the analysis of the system response to ai

| MSLB with induced, multiple tube failures are summarized in Table 3. The values of these inputs
were conservatively selected to maximize the initial and integrated leakrate and the fraction of the'

leakrate that flashes once it enters the faulted generator, and hence the radiological release to4

atmosphere, during the course of the transient.The maximum allowed Technical Specification core
inlet temperature, including instmment uncenainties, is used in the analysis. This results in a corre-
spondingly high initial steam generator pressure and increases the steam releases through the main
steam safety valves (MSSVs) and the atmospheric dump valves (ADVs) during the initial phases

: of the transient. An initial core flow of approximately 95% of design flow is used, corresponding
to the minimum flow required by the Technical Specifications. This results in higher enthalpy fluid
entering the steam generator, a resultant increase in flashing fraction, and higher activity releases
through the main steam safety valves (MSSVs) and atmospheric dump valves (ADVs). A
maximum initial pressurizer pressure was selected to increase the initial tube leak rate.

The assumed safety injection actuation signal (SI AS) setpoint results in the earliest possible
delivery of high pressure safety injection (HPSI) flow. Furthermore, no delay time is applied to the-

signal. In addition, two HPSI pumps are assumed to be available, maximizing the flow delivered
to the RCS following a SIAS. These assumptions result in higher post trip RCS pressures, and
maximize the primary to secondary leakage.1

Table 3
Initial Conditions and Parameters

i Parameter, Units Value

Initial Core Power Level,% Rated 100

Core Inlet Coolant Temperature, F 570'

Initial Flow,% Rated Flow 95

RCS Pressure, psia 2339

Steam Generator Pressure, psia 1108

3Initial Pressurizer Liquid Volume, ft (nominal) 890

Steam Generator Level, ft above tube sheet (~80%WR) 37.1 |
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!

The following assumptions were made to maximize offsite dose:

No loss of offsite power. RCS pump heat increases heat load on the faulted SG and delays-

level recovery, resulting in higher offsite doses. Pumps are not secured unless required by
emergency procedures.

Instrument uncertainties are bounded by assumed subcooling margin requirements duing-

the controlled cooldown.

All tube breaks are assumed to occur in the faulted SG.-

The following operator actions were assumed for these transients, consistent with the PVNGS
Emergency Operating Procedures.

5 minutes after SIAS - Operators trip 2 of 4 reacte raolant pumps (standard post trip-

action). This action was not credited for the 3 DEG A break case. Effects on dose con-
sequences are conservative.

30 minutes - Operators throttle HPSI due to high pressurizer level and subcooling margin-

(delayed to maximize dose consequences). Assumed for all cases.

40 minutes - Operators begin cooling plant with intact generator, as required.-

60 minutes - Operators determine ccmbined event is in progress due to loss of level in-

pressurizer and high subcooling margin and begin feeding the faulted generator. Not cred-
ited for the 4 tube case. No credit is taken for radiation monitoring or chemistry sampling.

Operators are assumed to initiate shutdown cooling 2 hours after entry conditions are-

reached.

Events terminate at 8 hours.-

III.4. Sequence of Events and Systems Operation

Of the four scenarios analyzed, the MSLB with 3 DEG tube ruptures resulted in the highest
offsite dose consequences, and is used as the representative case. Table 4 presents the sequence of
events assumed to occur during a MSLB event which induces 3 DEG tube ruptures a few seconds
after reactor trip. Off-site power is assumed to remain available throughout the event. This is
conservative in terms of dose consequence, since it maximizes heat removal via the faulted
generator throughout the event due to pump heat. To further maximize heat removal by the faulted
generator, main feedwater to the intact generator is assumed to fail on reactor trip. Three DI
ruptures represent approximately 5 times the initial leakage (approx. 250 gpm) that occurred
during the PVNGS Unit 2 event. Figures 6 through 19 present the dynamic behavior ofimportant
NSSS parameters for this case.

At 0.0 seconds, a MSLB occurs on SG#2. The reactor trip and MSIS occur approximately
3 seconds later due to low SG pressure. The main steam isolation valves (MSIVs) close, isolating
3 of the 4 main steam lines. At 10 seconds,3 double ended guillotine tube ruptures are assumed to
occur in SG#2. At ~20 seconds, a SIAS occurs. At ~28 seconds an AFAS occurs on the faulted

generator, but auxiliary feedwater flow is locked out due to low pressure in the faulted generator.
The faulted generator essentially boils dry at ~200 seconds, but the RCS continues to cool down
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Table 4
Sequence of Events for a Main Steam Line Break With 3 Induced

Double Ended Guillotine Tube Breaks

Time (sec)' - Event

0.0 Main steam line break occurs

3 Reactor trip on low SG pressure

3 MSIS occurs

10 3 U-tubes fail (double ended guillotine breaks)

20 SIAS, HPSI injection

27 Pressurizer empties

28 Aux. Feedwater Actuation Signal (AFAS) on SG#2 (locked out)

1810 Operator initiates auxiliary feedwater (one pump) to intact steam generator

1920 Operator throttles HPSI ~50% to reduce pressure - all throttle criteria met

2410 Operator begins a controlled cooldown plant with the intact SG and opens pres-
surizer vent path. Steaming rate, venting and feed rate to the intact SG are peri-
odically adjusted to maintain desired conditions.

3600 Operator confirms primary to secondary leak is in progress and begins feeding
ruptured steam generator (only I aux. feedwater pump credited)

3863 Level recovered in faulted steam generator to 4.0 feet above tube sheet

4162 Shutdown cooling entry conditions reached

5167 Level recovered in faulted steam generator to above U-tubes, ft.

28,800 Transient ends

due to boil off of the leakage. At ~1425 seconds, primary pressure rebounds to a maximum of 1164
psia, at which time HPSI flow essentially matches the leak rate and RCS makeup due to liquid
contraction effects. Subcooling continues to increase due to the ongoing cooldown. At ~30
minutes, operators begin steaming and feeding the intact generator at a nominal rate of 650 gpm
(only one auxiliary feedwater pump is assumed to be available). At 32 minutes, operators are
assumed to throttle safety injection flow due to high pressurizer level and subcooling margin. At
~42 minutes the operators open the pressurizer vent to aid depressurization (both auxiliary and
main spray are assumed to be unavailable) and increase steaming from the intact generator to
establish and maintain a controlled cooldown per the Technical Specification cooldown limits. At
60 minutes, the operators are assumed to have determined that primary to secondary leakage is
occurring in the faulted SG. At ~64 minutes, a steam / water interface is assumed to exist in the
faulted SG, and a DF of 0.10 for bulk boiling is assumed. At approximately 86 minutes, the liquid
level in the faulted SG is at or above the top of the tube bundle, and a DF of 0.01 for bulk boiling
is assumed. The RCS temperature and pressure are now within the shutdown cooling system entry
conditions (350 F,400 psia). Nevertheless, for purposes of conservatively determining offsite
dose, all cooling is assumed to continue via the steam generators for 8 hours. This analysis assumes
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that the shutdown cooling (SDC) system will be placed in service within 2 hours of reaching entry
conditions, and that the RCS will be at cold shutdown conditions 4 hours after the SDC is placed

.

in service. Hence, the actual event would be over within 8 hours.

IH.5. Results of Transients Analyzed

Transients were performed for a MSLBSGTR with I through 4 DEG tube breaks for a two
hour interval to determine the sensitivity of offsite dose to the number of tube breaks. The results-

of the sensitivity study (i.e.,1,2,3 and 4 DEG tube breaks) are summarized in Table 5. The corre-
1

sponding average leak rates are also shown.

Table 5
Comparison of 2 Hour Off-Site Dose Consequences and Average Leak Rates from Transient" j

Results for a Main Steam Line Break With Induced 1,2,3 and 4 DEG %be Breaks

Dose Consequences, REM 1 Abe 2 %bes 3 A bes 4 % bes

2 Hour EAB, SRP Assumptions, GIS 324 391 454 273 j

2 Hour EAB, Realistic Assumptions", GIS 20 24 28 17
.

2 Hour EAB, SRP Assumptions with 200 235 273 164

i realistic initial activities", GIS ,

I

2 Hour EAB, SRP Assumptions, PIS 707 960 1145 949 |

2 Hour EAB, Realistic Assumptions", PIS 15 20 23 20

2 Hour EAB,SRP Assumptions with 142 192 229 190 |

realistic initial activities", PIS |'

|

Average 2 Hour Leak Rates, GPM 352 635 804 1105

0.6 and 12 pCi/gm for GIS and PIS initial activitics. Realistic def and X/Q values.a.

: Based on these results, the MSLBSGTR events with 2 and 3 DEG tube breaks were

analyzed for 8 hour intervals. The summary of offsite dose consequences for these cases is
; presented in Table 6. Of these two cases, the MSLBSGTR event with 3 DEG tube breaks was found
,

to be more limiting.

A closer examination of the transient results reveal that there are several competing effects

affecting the offsite dose consequences. Increasing the number of DEG tube breaks, and hence the
leakrate, increases the offsite dose consequences until the leak itself begins to reestablish a steam /

liquid interface within the faulted generator, and to significantly contribute to raising the liquid
level above the top of the U-tube bundle. This effect is best shown in figure 18, which depicts the
change in partition factor as a function of SG level. For the 3 tube case, step changes in partitioning l

occur at 64 and 86 minutes. In the 4 tube case, these step changes occur sooner, at 40 and 70
,

minutes. In addition, once the primary system has cooled sufficiently to allow the faulted SG to
'

refill, the flashing fraction becomes very small (see figure 17). Hence, the partitioning effects tend
to dominate the offsite dose consequences because the subsequent additions to offsite doses are

strongly driven by bulk boiling, rather than the flashed fraction of the leakrate.
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,

'Ihble 6
Summary of Off-Site Dose Consequences for CEPAC Transients of a

Main Steam Line Break With Induced Leakage for 2 and 3 DEG lbbe Breaks

Dose Consequerices GIS Cases, REM PIS Cases, REM

Applicable Limits,10CFR100 300 300
,

j!Number of DEG Tube Breaks 2 3 2 3

2 Hour EAB, SRP Assumptions 391 454 960 1145 |

2 Hour EAB, Realistic Assumptions" 24 28 20 23
,

2 Hour EAB, SRP Assumptions with 235 273 192 229

realistic initial activities (0.6 and 12
pCi/gm)

; 8 Hour LPZ, SRP Assumptions 86 til 165 200

8 Hour LPZ, Realistic Assumptions" 4 5 3 3

| 8 Hour LPZ, SRP Assumptions with 52 67 33 40

realistic initial activities (0.6 and 12
: pCi/gm)

a.0.6 and 12 pCi/gm for GIS and PIS initial activities. Realistic def and X/Q values.

] III.6. Derivation of Offsite Doses From CEPAC Calculations
i

The CEPAC calculated 2 hour EAB GIS dose based on SRP Assumptions (REMGISs2hr)IS
454 REM. Corresponding realistic doses, and doses based on SRP assumptions with realistic activ-

,

ities, may be derived from these values by applying appropriate ratios of primary activity, dose
'

conversion factors, and atmospheric dispersion factors, as shown below. To calculate the 2 Hour
EAB GIS Dose, Realistic Assumptions (REMGISs2hr)

'

' A CT' D CF' * ' X/Q' ~ %3
'

REAfoisr2hr = REhi ,5,2s, x .
x xc

( srp) ( srp)2hr ( srpj 2hr

.

Such that:<

r 6'
I 0 1.07x10 O N 3'

REAfcisr2hr = 454 x x x = 27.32 = 28REAf
( l .0 6 ( 0.00031 > 2hr(l.48x10 j E4 4

Similar ratios were applied to the CEPAC calculated doses to derive the offsite doses
''

shown in Table 6.

1062

_. . - . _ _ - _ - _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ - _ _ . . _



- . . . _ -- - . . - . _ . .__ -. - . . -. - -. -

| PVNGS - Mrin Ste:m Line Br=k With Kr.thleen R. Parrish
'

Induced, Multiple Tube Ruptures

The control room 8 hour'GIS doses based on transient results were derived as follows:p

aiss8hr*Q*fX/G'
ej> E*5,

REMcRaiss8hr = REM y

where: pf = the protection factor for the control room essential air handing system.
This value is 95 for PVNGS.'

X/Qcr= atmospheric dispersion factor for control room. i

.

Then: !

(
!

9 Eq.6
I REMcRaiss8hr = 111 x x = 45.13 = 46 REM

,

|-

To calculate the Control Room 8 hour GIS dose for SRP assumptions with realistic activ- i6

ities:
,

i ' A CT * Eq' 7r

| REhicRatsjshr = REhicRaiss8hr* gg srps

I such that:
!

cRatsj8hr = 46 x g.6'
f 0

= 27.6 = 28 REM Eq.8REM;

'

,
'

1

i
Similarly, Control Room 8 hour PIS doses based on transient results are as follows:;

iJ

<;, 'X/g"* |s

~ Eq.9
REhfCRPIss8hr = REhfesss8hr* GPS,*gxjgsrp,8hr

,

Then:

'l' ' O.00197 ' = 81.32 = 82 REM Eq.10REMcypf3,33, = 200 x g x g
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To calculate the Control Room 8 hour PIS dose for SRP Assumptions with Realistic Activ-
ities:

' A CT' ~
REMCRPISj8hr = REMCRPISs8hr # Eq.I1<g srp) j

such that:

'12'
16.4 = 17 REMREMcypf3jg3, = 82 x --- =

60s Eq.12

III.7. Integrated RCS Leak

The average leak rate for a MSLBSGTR with 3 DEG tube breaks represent a maximum integrated
leak ofless than 230,000 gallons for an eight hour interval. An additional 28,500 gallons are
needed to account for liquid contraction effects in the RCS, for a total RWST inventory makeup
requirement ofless than 260,000 gallons. The RWST at PVNGS has a minimum required capacity
of 600,000 gallons, hence, inventory make-up is not a concern.

IV. Conclusions

The off-site and control room thyroid dose consequences obtained via transient analyses
are depicted on figures 1 through 5 (see "s,""j" and "r" designators). A comparison of the off-site
doses, determined using both the NUREG 1477 and CEPAC methodologies, makes it clear that
accounting for transient effects significantly reduces dose consequences, when compared to those
obtainable using the NUREG 1477 methodology. Nevertheless, a combination of both transient
methodologies and administrative limits on dose equivalent iodine may be needed to ensure
acceptable results.

With appropriate modeling, transient analysis codes can be utilized to conservatively assess
j the dose consequences of MSLBSGTR events, demonstrate acceptable results, and identify ways

of further reducing dose consequences by incorporating additional guidance into the emergency'

operating procedures.

4

4
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Application of UPTF Data for Modeling Liquid Draindown in the
Downcomer Region of a PWR Using RELAP5/ MOD 2-B&W ;

I

G. Wissinger and J. Klingenfus
'

B&W Nuclear Technologies, Lynchburg, VA 24506

ABSTRACT

,

B&W Nuclear Technologies (BWNT) currently uses an evaluation model that
analyzes large break loss-of-coolant accidents in pressurized water reactors
using several computer codes. These codes separately calculate the system;
performance during the blowdown, refill, and reflooding phases of the
transient. Multiple codes are used, in part, .because a single code has been
unable to effectively model the transition from blowdown to reflood,
particularly in the downcomer region where high steam velocities do not allow
the injected emergency core cooling (ECC) liquid to penetrate and begin to
refill the vessel lower plenum until after the end of blowdown. BWNT is

~

developing'a method using the RELAPS/ MOD 2-B&W computer code that can correctly
,

predict the liquid draindown behavior in the downcomer during the late
blowdown and refill phases. Benchmarks of this method have been performed
against Upper Plenum Test Facility (UPTF) data for ECC liquid penetration and

| draining in the downcomer for models with and without reactor vessel vent
valves using both cold leg and downcomer ECC injection. The use of this new

a
; method in plant applications should result in the calculation of a shorter

refill period, leading to lower peak clad temperature predictions and'

increased core peaking. This paper identifies changes made to the
RELAP5/ MOD 2-B&W code to improve its predictive capabilities with respect to
the data obtained in the UPTF tests.

'

1.0 INTRODUCTION AND BACKCROUND
1

Large break loss-of-coolant accidents (LBLOCAs) have been treated analytically1

in three separate phases: blowdown, refill, and reflood. The blowdown phase

is characterized by the rapid depressurization of the reactor coolant system
to a condition nearly in pressure equilibrium with its immediate surroundings.
Emergency core cooling (ECC) liquid flow is initiated once the reactor coolant
system (RCS) pressure drops below the accumulator or core flood tank (CFT)
pressure. The refill phase begins when the ECC liquid reaches the lower

,

plenum. Once the ECC water level in the lower plenum reaches the bottom of
the core, the reflood phase begins. The core is then cooled by steam and

liquid droplets entrained by the steam generated below the rising quench
' front. The core is eventually covered by a two phase mixture, and long-term

cooling is established.

A key issue with regard to core cooling during an LBLOCA occurring in the cold
leg is the extent to which ECC liquid can be delivered to, and accumulated in,
the lower plenum during the later stages of blowdown. The "2D/3D Program"'#
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was undertaken to study the thermal-hydraulic phenomenon occurring during the !

end-of-blowdown, refill, and reflood phases of an LBLOCA. Transient f
simulations and quasi-steady tests were performed at the Upper Plenum Test
Facility (UPTF) to investigate ECC bypass and lower plenum delivery on a full-
scale facility with prototypical conditions. j

UPTF is a full-scale model of a four-loop, 1300-MWe pressurized water reactor
(PWR) including the reactor vessel, downcomer, lower plenum, core simulation,
upper plenum, and four loops with pump and steam generator simulators. The

thermal-hydraulic feedback of the containment is simulated u-ing a containment
simulator. ECC liquid can be injected either into the cold legs or directly f
into the downcomer. The steam produced in the core region and the water i

entrained by this steam flow are simulated by steam and water injection f
through the core simulator. Figure 1 shows the UPTF primary system and test
vessel.

-The following discussion summarizes the results of the UPTF tests'd. Near the

end of blowdown (EOB), the predominant steam flow direction is up the
downcomer and out the broken cold-leg nozzle. This high upflow steam velocity
entrains some or all of the ECC liquid injected into the cold legs and/or
downcomer directly out the broken cold leg. Loss of this-ECC liquid delays

lower plenum refill and is referred to as "ECC bypass." After the majority of
the residual vessel liquid is flashed and boiled, the downcomer upflow
decreases, and the ECC liquid bypass decreases, allowing some liquid to
accumulate in the downcomer and finally drain into the lower plenum. At the
completion of blowdown, the lower plenum liquid level is near the bottom of
the core barrel.

Moreover, the delivery rate of ECC liquid to the lower plenum during blowdown
was shown to be highly dependent on the ECC injection location. Specifically,

ECC liquid injected from locations opposite the broken cold leg has a greater
tendency to be delivered to the lower plenum with complete delivery occurring
prior to the end of blowdown. ECC liquid injected from locations adjacent to
the break is largely bypassed to the break until the reflood period when the

j downcomer steam upflow velocities are reduced.

The results of the UPTF tests can be used to identify potential changes to
BWNT's current evaluation model to aid in predicting the liquid draindown

| behavicr in the downcomer during the late blowdown and early refill phases.
While these changes are made to help develop an Appendix K-type evaluation
model (i.e. NRC-imposed conservatisms specified in 10CFR50.46 applied), the,

results can also be used in statistical best-estimate-type methods.

2.0 APPLICABLE TESTS AND BOUNDARY CONDITIONS
,

The UPTF Test Program consisted of 30 tests comprising a total of 80 test
runs. Two basic types of tests were performed within this program: (1) '

separate effects tests emphasizing " transparent" boundary conditions to

j quantify controlling phenomena in the primary system during LOCA and (2) ,

| integral tests that focused on system-wide behavior during a simulated
transient to identify controlling phenomena in the primary system during a
LOCA. Four separate effects test runs were selected for benchmark purposes i

,

l with the base RELAP5/ MOD 2 code and the BWNT flow regime adjustments included
| in RELAPS/ MOD 2-B&W. These four runs include two cold-leg injection runs (Test
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6, runs 131 and 133) and two downcomer injection runs with RVVVs (Test 22,

runs 280 and 281). These four test runs provide different flow patterns that
test the model changes under different thermal-hydraulic conditions
representative of the two plant types that may ultinately use the new code
flow regime adjustments. The boundary conditions for each of the tests
modeled are presented in Tables 1 and 2. The results are summarized and
discussed in References 1 and 2.

3.0 MODEL DESCRIPTIONS

The RELAPS/ MOD 2 nodalization of the UPTF test facility for cold-leg injection
is shown in Figure 2. The downcomer injection noding arrangement is shown in
Figure 3. The noding detail is derived from techniques applied to the NRC-
approved evaluation models used by BWNT for plants that consider downcomer or
cold-leg injection, or more importantly, plants with and without RVVVs,
respectively. Plant transient benchmarks, facility benchmarks, and noding

sensitivity studies performed to support the EM noding arrangements have
demonstrated appropriate and converged thermal-hydraulic behavior. Additional
axial detail is included in the upper downcomer region of plants with RVVVs to
better resolve the mixture levels and fluid interactions in the vicinity of

the cold leg nozzle belt. For these test runs, the single region downcomer
,

models used in the EM noding were split into two azimuthal regions with cross |

flow paths connected at each elevation that is not totally blocked by a hot
leg penetration. The uppermost downcomer volume for the non-RVVV test was not
divided, because no sb;nificant azimuthal variations are expected in the {
thermal-hydraulic conditions above the cold leg nozzle elevations.

For the cold-leg injection test runs (Test 6, runs 131 and 133), Control

Volumes 300 through 309 represent the downcomer region. Control Volumes 165

and 170 represent a single intact cold leg attached to one-quarter of the
downcomer. Control Volumes 185 and 190 represent two intact cold legs. The
two intact cold legs and the broken leg are attached to the remaining three-
quarters of the downcomer. This configuration is suggested by the results of
the UPTF test runs for the cold-leg injection plants. The ECC liquid injected
in the single cold leg opposite the break will penetrate the lower plenum
almost entirely with minimal steam upflow to impede its progress. The ECC
liquid injected in the two cold legs adjacent to the broken leg will be
partially bypassed by the steam upflow. This two-channel downcomer split
allows a reasonable simulation of these results. The ECC boundary conditions

are specified in Control Volumes 100, 102, and 104 and Junctions 101, 103, and
105. This noding will be used in cold-leg injection plants.

For the downcomer injection test runs (Test 22, runs 280 and 281), Control j

Volumes 290 through 309 represent the downcomer region. Control Volumes 165

and 170 represent two intact cold legs attached to half of the downcomer.
Control Volumes 185 and 190 represent one intact cold leg. The one intact

cold leg and the broken let are attached to the remaining half of the
downcomer. This configuration ic suggested by the results of the UPTF test
runs for the downcomer injectim plants. The ECC liquid injected opposite the
break will penetrate the lowe plenum with minimal steam upflow to impede its
progress. The ECC liquid injection adjacent to the broken leg will be largely
bypassed by the high steam upflow. This two-channel downcomer split allows a
reasonable simulation of these results. The ECC boundary conditions are
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specified in Control Volumes 100 and 102 and Junctions 101 and 103. This

noding will be used in the downcomer injection plants.

For both models, the steam generator simulators are not modeled. Instead, the ,

|steam flow from the steam generator simulators is added to the steam flow
injected into the core region. The core boundary conditions are specified in
Control Volume 400 and Junction 401. Since the reactor coolant (RC) pumps

were blocked off for the tests that will be considered, only the portions of
the cold legs between the RV and the pumps are modeled. Control Volumes 285

,

and 280 represent the broken cold leg up to the break. Control Volumes 165, |

170, 185, and 190 represent the intact loops up to the pumps. Control Volume
505 represents the containment simulator with appropriate boundary conditions,
and the break is modeled by Junction 504

4.0 RELAP5/ MOD 2-B&W CODE CHANGES

RELAPS/ MOD 2-B&W', an improved version of the INEL code RELAP5/ MOD 2 used by4

BWNT, in its unmodified configuration is unable to adequately predict the end
of ECC bypass and take advantage of the draindown effects demonstrated in the
UPTF results. The coded vertical flow regime map used in the downcomer does
not adequately represent the inverted annular and inverted slug flow
particular to the ECCS bypass phenomena. Additionally, the one-dimensional
downcomer models cannot resolve the multidimensional ECC bypass effects
observed in the UPTF tests. Thus, the ECC liquid bypassed to the break is
exaggerated to the extent that no ECC liquid is delivered to the lower plenum
before blowdown is complete.

During the end-of-blowdown and refill phases, there are small azimuthal
regions in the downcomer that contain plumes of ECC liquid surrounded by large
regions of high steam upflow. The large volume sizes used in the current
model mean that the plumes of ECC liquid are considered with the high steam
upflow regions. RELAP5/ MOD 2 determines the flow regime to be annular-mist or
inverted annular-mist, depending upon the wall temperatures, but it over
predicts the interphasic surface area, because the control volumes are large
and RELAP5 homogenizes the liquid as droplets within each control volume.
Calculations of the interphasic area of the dispersed droplets based on a
critical droplet Weber number in the range of 1.5 to 5 is more than three
orders of magnitude larger than the interphasic area calculated for a pure
annular plume of liquid. Use of the high interphasic area results in a gross
over prediction of the net interphasic drag, leading to excessive carry-out of
the ECC liquid during the end of blowdown.

If the downcomer were modeled with more detail, say eight to sixteen azimuthal
channels, the void fractions in the ECC injection zones would be such that an
inverted slug-type flow would be predicted and the interphasic area would then
be appropriately calculated by the base RELAP5/ MOD 2 drag model. The zones
without ECC injection would provide steam venting paths that are unabated by
the dispersed liquid droplets imposed by a one- or two-channel model. This
detailed modeling approach could possibly negate the need for code changes;
however, this noding imposed on a full-plant LOCA model would either exceed
the control volume capacity of the code or make the analysis so computer
intensive that it would not be economically feasible. Since the interphasic
drag is proportional to the interphasic area, a reduction of the interphasic
drag term for the annular- and inverted annular-mist flow regimes in the
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downcomer and lower plenum by three orders of magnitude will be used to
counteract the over prediction of the interphasic area by RELAP5 and allow the
use of the simplified noding.

The interphase heat transfer coefficients (HTCs) used in the downcomer and
lower plenum also require some adjustments to account for the over prediction
of the interphasic surface area and to match the pressure response observed in
the tests. The interphase heat transfer coefficients in the annular mist and
inverted annular mist flow regimes in the downcomer were reduced by 25
percent. The slug and inverted slug flow regime heat transfer coefficients
were reduced by 50 percent.

Interphase heat transfer adjustments were also made in the lower plenum for
the bubbly, slug, and annular mist flow regimes. As the pool level builds in
this region, the interphasic area is simply the lower plenum area. RELAP5,

however, homogenizes, or disperses, either the droplets in the steam or |
'bubbles into the liquid within large control volumes used in the lower plenum.

The heat tranofer coefficients in the bubbly and slug flow regimes were
multiplied by 0.005 and 0.05, respectively, to counteract the over prediction
of the interphasic area. The annular mist regime interphase heat transfer was

reduced by 50 percent to minimize the effect of large interphase heat transfer
discontinuities as flow regimes are traversed.

The code interphase heat transfer changes were initially derived from thermal-
hydraulic bases, but actually firmed up during the benchmarking process.
Early benchmarks calculated reasonable ECC liquid draindown with the drag
reduction only, but, the vessel pressure predictions were poor. The pressure j

predictions were improved by adjusting the interphase heat transfer
coefficients in the downcomer and lower plenum. Additional work is still
needed on this model to improve the overall predictions. Fortunately, the

heat transfer adjustments have little impact on the calculated liquid
draindown, and therefore, are of a lower priority.

5.0 RELAPS/ MOD 2-B&W PREDICTION OF UPTF TEST RESULTS

The measured * and predicted lower plenum collapsed liquid levels and downcomer
pressures for Test 6 are shown in Figures 4 and 5 for Run 131 and Figures 6
and 7 for Run 133. The base RELAPS/ MOD 2 code with this model arrangement did
not predict characteristic ECC liquid draindown for either case. The over
prediction of the interphasic surface area led to high drag and condensation
that resulted in nearly total ECC liquid carryout from the downcomer.

I
With the BWNT reductions to the interphasic drag and heat transfer terms, the

'

code calculated ECC liquid penetration into the lower plenum. The lower

plenum fill rate matched the data well, as shown in Figures 4 for Run 131.
The pressure comparison was not as good. Some of the deviation in the rate of

pressure change is attributed to the small system volume used in the
RELAP5/ MOD 2-B&W model. The RELAP5/ MOD 2 model included only the reactor vessel
and cold legs. Since the entire facility was not modeled, sudden changes in

pressure were more rapid due to the smaller system volume. The remainder of
the pressure misprediction is attributed to interphase condensation
deficiencies in the coarse RELAPS/ MOD 2 system model. Throughout the
benchmarking process, large deviations from the test system pressure had
little influence on the calculated liquid draindown behavior. Some additional
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work may be needed to improve the code interphase condensation model, but the
overall effect on the improved liquid draindown shown in these benchmarks is
minimal.

The comparison of lower plenum refill rate was not as favorable for Test 6,
Run 133. Figure 6 shows that the refill rate was slightly slower than
indicated. The pressure comparison, shown in Figure 7, was much better for
this test between 30 and 70 seconds. The prediction was less favorable after

70 seconds.

The measured' and predicted lower plenum collapsed liquid levels and downcomer
pressures for Test 22 are presented in Figures 8 and 9 for Run 280. Traces

are included for both the base RELAP5/ MOD 2 code and modified version of
RELAP5/ MOD 2-B&W. The base code results are shown to 50 seconds because the
model failed to execute due to water property failures associated with the
high interphasic condensation on the highly subcooled ECC liquid flow. The
modified code results showed reasonable agreement with the UPTF data. The
refill rate beyond 60 seconds was slightly higher than the data indicated.
The pressure prediction for this case was quite good. The interphasic heat
transfer models are apparently more appropriate for the thermal-hydraulic
conditions encountered in the downcomer with RVVVs and downcomer ECC
injection.

Test 22, Run 281 comparison of the measured' and predicted lower plenum
collapsed liquid levels and downcomer pressures are shown in Figures 10 and
11. In this case with less ECC liquid subcooling, the base RELAP5/ MOD 2 code
executed, but did not calculate significant ECC liquid draindown. The
modified code prediction produced an excellent comparison with the draindown
data. The comparison of the pressures was again much better than observed in
the cold-leg injection tests.

6.0 Conclusions

It has been demonstrated that RELAP5/ MOD 2-B&W can predict characteristic ECC
liquid draindown effects observed in the UPTF test facility with modifications
made to account for the over prediction of the interphasic area in the
downcomer and lower plenum regions of the reactor veesel. The coarse, two-
channel downcomer models were successfully benchmarked against the test data
reported for Test 6, Runs 131 and 133 for cold leg ECC liquid injection and
Test 22, Runs 280 and 261 for downcomer ECC liquid injection with RVVVs.
Additional improvements may still be needed in the interphasic drag model for
the cold-leg injection applications. Nonetheless, these results provide a
solid foundation from which an evaluation model using only the RELAP5/ MOD 2-B&W
code can be developed.
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Table 1: CL Injection Tests Boundary Conditions

ECC

Test / Evaluation ECC Injection Steam Temperature

Run Time Period [kg/s] Injection,

[s] Eo,, + Mz Tcce AT,#

[kg/s] ["C] [K)

i
6/131 33 - 113 ~450 / ICL 310 + -90 ~115 ~15

120 ~450 / ICL ~110 + ~90 ~115 ~156/133 30 -

NOTES: 1) The steam injection maintains this constant value until
approximately 75 seconds when it is linearly ramped to 200 kg/s in
the core and 45 kg/s in the steam generator.

Table 2: DC Injection Tests Boundary Conditions

ECC Injection ECC

Test / Evaluation [kg/s] Steam Temperature

Run Time Period Injection,
[g] Injection Injection !b,, + Mx Tree AT,.

Nozzle Nozzle [kg/s] [ C) [K)
0" 180*

22/280 55 - 72 911 906 295 + 0 32 112

22/281 58 - 73 882 881 198 + 0 121 37

|
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Figure 2: Cold Leg injection Noding
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Figure 4: Test 6, Run 131 RV Lower Plenum Liquid Level
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Figure 6: Test 6, Run 133 - RV Lower Plenum Liquid Level
10 gyngun

' 2.8,, ygm.y,g ,
RELAPS-Sese- -

+ * Test Date
8' 2.4

si y.

h 2.0
' +. j e- + +

. g
+ 1.8

") + g
* Ii 4 1.2

e
n +
3 3
~5 0.s
O +

2

+ 0.4
1'

4

' ~--*~~0 0.0
0 20 40 80 80 100 120

Time (sec)

Figure 7: Test 6. Run 133 - Downcomer Pressure

240
LEGEND 1800

RELAP6-Mod
* RELAP6 Bees--*

200 + * Test Date

1200

160-
E 88
. n.
E M
d d
$120 * * 4 +++ +H+H800 $
3

_

-- - . m g
C
o

= .-.

+-

400

40-

0 0
0 20 40 60 80 100 120

Time (sec)
1080



Figure 8: Test 22, Run 280 - RV Lower Plenum Liquid Level
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Figure 10: Test 22, Run 281 - RV Lower Plenum Liquid Level
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ABSTRACT
A RETRAN-02 MOD 5 model of Comanche Peak Steam Electric Station was developed by TU

Electric for the purpose of performing core reload safety analyses. In order to qualify this model,
~

comparisons against plant transient data from a partial loss of main feedwater flow were performed.
These comparisons demonstrated that good representations of the plant response could be obtained
with RETRAN-02 and the user-developed models of the primary-to-secondary heat transfer and

,

plant control systems.

INTRODUCTION AND BACKGROUND
TU Electric has developed the in-house capability to perform analyses required to support the

reload safety analysis for its two-unit Comanche Peak Steam Electric Station (CPSES). The
RETRAN-02 MOD 5 computer code, described by McFadden, et al., (1992) is used for the non-
LOCA transient and accident analyses. As part of the total effort required to develop the reload
safety analyses methodologies, it is necessary to develop a qualified model of CPSES. Appropriate
conservative assumptions may then be applied to the qualified model in order to perform the-

conservative reload safety analyses.
Through Generic Letter 83-11, the Nuclear Regulatory Commission (NRC) required that utilities

performing their own reload safety analyses demonstrate their proficiency in using the code by
submitting code verification performed by the utility. This submittal also allows the NRC to assess
the technical competence of the utilities with respect to their ability to set up an Nput deck, execute
a code, and properly interpret the results. Code verification acceptable to the NRC includes
comparisons performed by the user of the code to experimental data, plant operational data, or other
benchmarked analyses.

TU Flectric's non-LOCA reload safety analysis methodologies were submitted to the NRC
through several topical repons. The events addressed ir these reports included transient initiated by
increases and decreases in heat removal by the secondary side, loss of Reactor Coolant System flow ,

transients, reactivity anomalies (e.g., uncontrol'ed rod withdrawal) and the steam generator tube |
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rupture accident. The appropriate assumptions required to assure that conservative analyses are ,

performe<l are described in these topical reports. In addition, ihe results of comparisons of
'

demonstration analyses, performed using TU Electric's methodologies, were compared against
approved engineering calculations performed by the original fuel vendor and presented v the CPSES
Final Safety Analysis Report. The comparisons demonstrated the conservatism of the TU Electric
analysis methodologies relative to those analyses performed by the vendor.

Additional information was provided to the NRC which qualiSed the CPSES specific,
RETRAN-02 model as being adequately representative of CPSES. This additional information
included benchmark comparisons with data collected from five plant transients. These plant
transients were selected for the comparison based on the relatively high quality and quantity of
available data and the minimum amount of involvement by the reactor operators. The five transients
selected for the benchmark comparisons consisted of 50% and 100% load rejections, a partial and
complete loss of main feedwater flow event, and a partial loss of forced Reactor Coolant System
flow transient. Through these comparisons, it was possible to qualify the CPSES RETRAN-02
model, particularly the protection and control system modeling, reactivity feedback modeling,
noding selection, and primary-to-secondary heat transfer characteristics. The comparison of the 50%
load rejection event has been described by Boatwright, et al. The results of another of the
benchmarks against plant data are summarized in this paper.

Based on the comparisons against actual plant data, TU Electric obtained the NRC's concurrence
that the RETRAN-02 model adequately represented CPSES. Based on the information contained
in the topical reports, the NRC approved TU Electric's methodologies for performing reload safety
analyses of CPSES.

EVENT DESCRIPTION
CPSES consists of two 4-loop Westinghouse pressurized water reactors. The steam generators

are of the vertical U-tube type with integral preheaters. During the second cycle of operation,
CPSES Unit I was operating at 100% rated thermal power (RTP) when a transient in the Heater
Drain System was experienced which eventually led to the trip of one of the two main feedwater
pumps (MFPs). Over a 170 second period, the Heater Drain System response became increasingly
unstable, causing the feedwater flow rate to gradually decrease until the "B" main feedwater pump
tripped on low suction pressure. The MFP trip was followed by an automatic turbine power
reduction to approximately 60% RTP. The automatic Rod Control System acted to reduce the
reactor power to prevent exceeding any overpower limits. The reactor operators restarted the tripped
MFP and stabilized the plant at 60% RTP.

The Steam Generator Water Level Control, Pressurizer Pressure Control, and Pressurizer Level l

Control Systems were in the automatic mode. The Steam Dump Control System was in the T-avg
control mode. The Rod Control and the Main Feedwater Pump Speed Control Systems were in ;

manual. The Rod Control System was placed in automatic as soon as the control room indications |

of the feedwater pump trip were received. Although there woe several complicating factors during
the recovery process, the tripped feedwater pump was restarted and the plant was stabilized at 60%
power with both main feedwater pumps running.

I
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The plant data for this analysis were derived from plant startup reports, test procedures, and the
Test Data Acquisition System / Plant Data Acquisition System (TDAS/PDAS) computers. The
TDAS/PDAS computers were used to monitor and record preselected plant operational parameters,
using existing plant instrumentation, at I second intervals. The uncertainties associated with the
plant instrumentation is typically on the order of 1% to 2% of the instrument span; although, the
uncertainty associated with some non-safety-related instruments may be as much as 5% of the
instrument span. In addition, the uncertainty associated with the flow indication increases
significantly as the Dow decreases from the nominal, "100%" value.

Ir. general, the pararneters required to perform a thorough benchmark calculation were available.
The exceptions consisted primarily of the steam flow rates to the auxiliary steam loads. Nominal
design values were used for these parameters. Subsequent sensitivity studies were performed to
detemline the sensitivity of the calculated results to these parameters. Other test data, such as sensor

response times, were also gathered in order to simulate the difference between " actual" and
" indicated" values.

ANALYTICAL METHODS AND MODELS
RETRAN-02 is a computer code developed through the Electric Power Research Institute and

is used by TU Electric for the one-dimensional, transient, thermal-hydraulic analyses of water / steam
systems. RETRAN-02 has a three equation thermal-hydraulic formulation with a slip model.
RETRAN-02 is a very flexible code; thus, it is the analyst's responsibility to ensure that each
RETRAN-02 model is adequate for a particular application.

For the CPSES model, each reactor coolant loop is explicitly modeled; however, the loop-
independence is not retained in the reactor vessel and core. The Reactor Protection and Control
System and the various reactivity feedback effects are modeled with 235 discrete trip functions and
1003 input and control blocks to simulate the response of the analog instrumentation. Even with this
complexity, it remains necessary to provide some plant parameters, such as the main feedwater flow
and temperature and the auxiliary steam loads, as forcing functions.

The secondary-side steam generator model
consisted of three nodes. As shown in Figure 1, f .- =m

I
separate control volumes represented the J.

,. _

integral preheater and the steam dome. The ,/ *= = 3

( JrD DX Y'i| -.-. - .
actual preheater region consists of five i

i

crossflow paths across the cold-leg side of the =*== <1 j L
'I /tube bundle. The fluid entering the preheater y

\box is subcooled and is heated to at or near ( /

saturation prior to mixing with the recirculating N Q
I! I i , ====fluid. This region is modeled as a single node .

with the input values of the flow area and flow | : /
length representative of the actual geometry. || | '| " " " "

~ ~ ~ , ~
The remainder of the steam generator secondary

side volume was contained in a third node.
FIGURE 1. SIMPLIFIED SCHEMATIC OF THE CPSES-1

With the use of this large node, typical steam STEAM GENERATOR DESIGN AND NODING SCHEME
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generator design features such as the recirculation path and the primary separators were not explicitly
modeled. The standard bubble rise model available in RFTRAN-02 was used to represent the

primary separators, and the recirculation path was not explicitly modeled. A different modeling
approach should be considered for the prediction of the steam generator water level. Because TU
Electric's safety analysis methods use a conservative calculation of the steam generator water mass
instead of the water level, a more detailed model, which includes an explicit representation of the

recirculation flow path, has not been developed for use in the system model.
A best-estimate representation of the performance characteristics of the various protection and

control systems was employed. Best-estimate point kinetics reactivity and decay heat parameters
were also selected.

Although the event was generally symmetric, the model was initialized to simulate the small
loop-to-loop variations in plant parameters by adjusting steam generator heat removal fractions to
be consistent with plant data. Loop variations in tran.cient response were modeled by using
loop-specific data for steam and feedwater flow, corrected for instrument response and piping purge
delay times.

Forcing function inputs were used for the turbine and steam dump loads (steam flow rate), and
the main feedwater flow rate and temperature. Because the instrumentation response time is slow
and the time response characteristics are not well-established, there is a relatively large uncertainty
associated with the feedwater temperature indication. A forcing function is also used to represent
the auxiliary steam loads. The steam requirements for these loads are not directly measurable;
hence, the time-dependent magnitude of the steam load can only be estimated. The long-tenn system

response is relatively sensitive to this parameter.

COMPARISON OF CALCULATED RESULTS TO DATA
Selected calculation results of the analysis are shown in Figures 2 through 7. Results calculated

with RETRAN-02 are compared to plant data in Figures 3 through 7.
Although comparisons of numerous parameters were made, the overall adequacy of the

integrated models of the reactivity feedback effects and the automatic control system models can be
assessed through a comparison of the core power response. The automatic positioning of the control
rods is a function of the indicated values of core power, coolant temperature, and turbine load. The
coolant temperature is highly dependent on the core power, the steam generator conditions, and the
primary-to-secondary heat transfer characteristics. The steam generator conditions are very sensitive
to the operation of the steam dump system. Thus, the adequacy of virtually all of the control systems
can be assessed through a comparison of the core power.

The following comparisons werejudged to be acceptable if the differences between the actual
and calculated values were within approximately 2% of the instrument span. The results were also
deemed acceptable if the cause of the deviation was attributable to the uncertainty associated with
an input forcing function. For example, the actual values of the auxiliary steam loads could deviate
from the nominal design values by as much as 10%.
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Loop I was the most unique of the four loops ,

Y ,,,

, , , , ,

due to the anomalies that are evident in the main
feedwater control valve behavior in the 500 to g-<

600 second period, as shown in Figure 2. The

| response of Loops 2,3 and 4 were essentially the 3-
'"' -

same.
The core power response, as indicated by the a- i

'

! N-16 Power Monitoring System (proportional to
-

the fast neutron flux), is shown in Figure 3. The 5-;

i core power may be monitored through both the
aa i aj excore neutron flux and the N-16 Power g . ""

Monitoring System; however, due to i
'

; uncertainties in the efTect of changes in
FIGURE 2. M^ FEED ^TER LOWRATES FOR

_ owncomer temperature and rod insertion on L P AD Kd
,

1 NIS response, the N-16 power indication is
! ' ' ' ' ' '

,

typically more accurate. The close agreement
between the calculated and measured responses is

! a demonstration of the adequacy of the integrated !
-

! model in general and, in particular, of the control *

| system models. The " plateaus," which are caused
-

-

:

by control rod overshoot and deadbands in the a===o

; automatic rod control system logic, are all -
- I,

:

predicted with the RETRAN-02 model. Figure 44 *~"
shows the actual control bank position in the core. ,-

The comparison is considered to be very ;
,

j good. The slight differences in the rod position - - - - - - -

* * " * **
are attributed to the cumulative effects of =L "

:

uncertainties in the prediction of the reactivity FIGURE 3. N-16 POWER INDICATION, LOOP 4,
'

balance during this transient. In addition, because NORMALIZED (TYPICAL)

; a point kinetics model is used, such effects as the , , , , , ,

I transient variations in the axial power shape are ,

i not captured. g. - |

!
-

$~ a w.Asunto

! e- .-

4 ,.

sea eso m suo |9 1so as, ano g

FIGURE 4. ROD CONTROL BANK "D" POSITION -
,

STEPS WITHDRAWN

|
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Once the accuracy of the core response has
been evaluated, the adequacy of the primary- E

' '

to-secondary heat transfer calculation can be
assessed. Figure 5 is a plot of the total steam P

flow from the Loop 1 steam generator. The %
Pdeviations late in the transient are attributed to

the estimates of the auxiliary steam loads,
E' '~ '

which have either relatively imprecise or no g

flow instrumentation. Because the predicted ===
I'

i '

response wasjudged to be sufficiently close to
the measured data during the early parts of the

5 * " " '" " " '"transient, no r%rt was made to refine these = %c,

estimates of uw auxiliary steam loads. Given
FIGURE 5. LOOP 1 STEAM GENERATOR

the forcing functions of feedwater flow and OUTLET FLOW RATES, KG/SEC

temperature and the reasonable comparison
with the total steam flow from the steam g , , , , , , ,

generator, the adequacy of the steam generator
model can be assessed through a comparison of g-

the cold leg temperatures (steam generator outlet
temperatures), as shown in Figures 6 and 7. g-

The cold leg temperature prediction follows * *c"

the data well for the initial heatup, turbine g- -

runback, and steam dump flow periods. During
the 500 to 600 second period, the Loop 1 g- *-o

feedwater flow rate decreases significantly and
then recovers. This decrease is the basis for the g ; ; ; ;,, . . .

""*'
spike in the Loop 1 cold leg temperature during
this time period. Note that consistent with the FIGURE 6. COLD LEG TEMPERATURE
observed feedwater flow rates presented in INDICATION - LOOP 1, *C

Figure 2, no such spike is observed in Loop 4.
In summary, the integrated primary-to-secondary E ' '

heat transfer was shown to be adequately
modeled. B-

From the results of subsequent sensitivity
E'studies, it was observed that the comparisons

between the calculated and measured cold leg a-o

temperatures could be slightly improved through
the use of additional noding in the preheater . cme m o

.

region. The design condition of the fluid
entering the preheater is approximately 65 C

"

subcooled and is heated to near saturation at the = Mei
" " " * " * "

preheater outlet. Additional noding in the
FIGURE 7. COLD LEG TEMPERATUREpreheater allows the crossilow paths to be more

INDICATION, LOOP 4, C
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accurately. simulated, thereby allowing for a more representative calculation of the cold leg
temperature. The better agreement between the calculated and measured cold leg temperatures
occurs in the early stages of the transient; when the feedwater fluid conditions are still near their
initial values, there is no significant benefit to the use of additional detail. From these sensitivity
studies, it was also observed that the agreement between the cold leg temperatures was not
significantly improved when the number of nodes in the preheater was increased from two to five.
It was also noted that the improved agreement in the measured and calculated cold leg temperatures
resulted in only slight changes in the response of the core power or control rod position due to the
small, negative value the moderator temperature coeflicient present at the time of this test. In
summary, based on these studies and the intended use of the model for reload licensing analyses, it
was concluded that the use of a single preheater node provides an adequate representation of the
steam generator response. ;

CONCLUSIONS
ne results of tnis analysis demonstrate that the RETRAN-02, with this model of CPSES-1, can

be used to provide good predictions of: i

The primary-to-secondary heat transfer rate; |+

ne core power response, including the reactivity feedback effects due to changes in moderator*

and fuel temperatures and control rod position; and,
The rod control model, which correctly simulates actual plant response in which the control rods-

are inserted and withdrawn in response to temperature and power error signals.
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ABSTRACT

The scientific technical cooperation between Germany and Russia includes the area of adapta-
tion of several German codes for the Russian-designed RBMK-reactor. One point of this coop-
eration is the adaptation of the Thermal-Hydraulic code ATHLET (Analyses of the
Thermal-Hydraulics of Leaks and Transients), for RBMK-specific safety problems.

This paper contains a short description of a RBMK-1000 reactor circuit. Furthermore, the main
features of the thermal-hydraulic code ATHLET are presented. The main assumptions for the
ATHLET-RBMK model are discussed. As an example for the application, the results of test cal-
culations concerning a guillotine type rupture of a distribution group header are presented and
discussed, and the general analysis conditions are described.

A comparison with corresponding RELAP-calcubtions is given.
,

l

|

This paper gives an overview on some problems posed and experiences by application of
Western best-estimate codes for RBMK-calculations.

|

Intrnduc1Lon
|

| In the last years, several actions have been engaged by RBMK specialists in order to increase
; the safety of this reactor type. Some of these actions have been performed in the frame of

|
international cooperation between RBMK specialists and specialists of other countries, who dis-
pose of wide experience in the field of reactor safety.'

In this context, a German-Russian scientific-technical cooperation on the adaptation and appli-
cation of German containment , thermal-hydraulic , and 3D-neutron-kinetics < odes for RBMK-
reactors and the additional verification of the codes on the basis of experiments modelling sepa-
rate effects in various parts of t' aactor circuit has been existing for already some years [3).
The works on the adaptation am application of the thermal-hydraulic code ATHLET have not

| yet been finished. However, as a result of the joint works effected up to now, we dispose of a

| detailed model, representing the main components of the RBMK-circuit and simulating nominal
operating conditions.

To test the integral dynamic behaviour of the model, we began to provide calculations concern-
ing typical transients and loss of coolant accidents of this reactor type. Calculations of some re-
actor transients were performed, which inckaded for example, natural circulation regimes and
obtained a good - orrespondence with measured values (4). Test calculations on channel rup-
ture, partial ruptures of DGH, rupture of pressure header, etc., were performed and showed, as
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a matt:r of principis, tha applicability of the integral thermo-hydraulic code ATHLET for analy-
ses of RBMK-specific problems (5), [6], [7] .

One of the design basis accidents of the RBMK-reactor is a guillotine type rupture of a distribu-
tion group header (DGH) (d=293 mm). Calculations applying the ATHLET-code to test the prek-
ent status of the model were performed.

Simultaneously, t e have been carrying out post-test calculations for RBMK-experiments on the
basis of experimental results, that were obtained at the Russian test facilities KS and KSB [3].

BRMK-1A00_cicult Description

RBMK (fig.1) is the Russian acronym for 'Channetized Large Power Reactor". It is a light water
cooled, graphite moderated boiling channel-type reactor, and uranium dioxide is used as nu-
clear fuel. The main parameters of the RBMK-1000 reactor are shown in table 1 [1]..

Table 1: Main Parameters Fig.1: Generalview of the reactor

F,s%Y 1=1'

Thermal Power 3200 MW n u n a
s 1 m n 3 - f

Electrical Power 1000 MW ?v wii ril 7 irv vi''

I iib i I/II I)Coolant Temperature 270 'C
"O /V1 'I 5 MY' N'

(core inlet) fE N _ _ _ - -

)f)
Coolant Temperature 284 *C nstv x '_

'
.

. '

(; ore outlet) f'" -v m

h H
Coolant Flow Rote through 37500t/h n

'
Cl Ir"3

I g
' " "

E yReactor . M :

hSteom Pressure 6.9 MPa a.

Number of Channels 1661
~

/ 7
-

.-'

8 5 5 A i
ChannelOutside Diameter 88 mm

.- , - -. -. _.. -,.

Thickness of ChannelWall 4mm t,h",'ian=%';;"||:.";;Mt- . J.a|| ,~." "r" i

Maximum Power per 3MW
Channel

Fuel Elements per Channel 2

Fuel Rods per Fuel Element 18

The circuit is divided into two nearly independent loops, cooling the same cylindrical nuclear
core. Each loop has two separator drums, which separate the steam from the steam-water-
mixture. The saturated water is mixed with the feedwater and flows through 24 downcomer
pipes to the suction header. From the top of each drum separator, the saturated steam flows
through the steam lines to the turbines (2 x 500 MW).<

From the suction header, the water flows through four pipes to the four main circulation pumps
(MCP). During normal reactor operation, only three pumps are operating in each loop. The
fourth I ump is at stand-by. From the MCP the water flows through pressure pipes to the pres-
sure header and further on to 22 DGH. Through the water communication lines, each DGH is
connected to about 38 fuel channels. In the fuel channel, the water is partially vaporized (up to
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14.5 % in weight) end the steam-water-mixture flows to the steam-water pipes to the separator
drums. The flow in each pipo, and therefore in each channel, is controlled by isolation- and
control valves.

The RBMK-reactor has a large-sized core (height 7 m, diameter 11.8 m) with an assembly of
square graphite blocks stacked into columns and provided with an axial opening. Most of the
openings contain fuel channels.-

Computer Code ATHMI

The ATHLET (Analysis of the Ibermal-Mydraulics of Leaks and Iransients) (8] is presently de-
veloped at GRS.

The objective of this development is to obtain a thermal-hydraulic code with a wide field of appli-
cation, covering anticipated and abnormal transients, small, intermediate and large break acci-
dents through all relevant phases (blowdown, refill and reflood) in PWR (Pressure Water
Reactor) and BWR (Boiling Water Reactor) systems.

ATHLET has a strictly modular structure. The four main modules in accordance with the most
important processes are

thermofluid dynamics (TFO),-

heat conduction and heat transfer (HECU),-

- neutron kinetics (NEUKIN),

- general control simulation module (GCSM).

On the basis of a general interface (GUSER) it is possible to couple additional " independent"
modules to the main programme. The configuration is defined by the user's input data. The
coolant system is simulated by a network of thermofluid " objects" (TFO).

The thermal-fluid-dynamic network is within the entire code structure an important part. Its es-
sential structure element, the object, represents a unit standing above the single elements (con-
trol volume, junctions). Thus, it is the carrier of the physical models as well as basic element for
the flexible structure of components and of optional pipe networks including multi-channel simu-
lation with and without cross connections.

The ATHLET input and output is also based upon the object structure. By separation of geome-
try and model data from the nodalisation data, a high degree in transparency and flexibility con-
ceming the adaptation of the dataset on each postulated problem can be realized. Beside the
automatic checking of the input data with respect to completeness and consistency carried out
by ATHLET, further auxiliaries are put at the user's disposal, which show in graphics the ge-
ometry and the object linkage as well as the objects' nodalisation and can thus be used for fur-
ther verification and documentation of an input dataset.

For the calculation of the relative velocity between the phases a full range drift-flux model which
is based on counter-current flow conditions is provided. With this drift-flux model the simulation
of co-current as well as counter-current flow is possible. The model includes all flow pattems
from homogenous to separated flow occurring in vertical and horizontal two-phase flow and the
limilation of water penetration through a vertical flow duct against vapour upflow in different
geometrical configurations.
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In single-phase es well as in two-phase flow the irreversibla pressurs loss in a flow chann:| is
considered. In this calculation, the irreversible frictional losses w:ra calculated as function of
Reynolds number and wall roughness. The increase of the losses in two-phase flow was con-
sidered by the two-phase multiplier of Martinelli-Nelson. The form losses were input values for
forward and reverse flow.

Two control volume types are available. Within the ordinary control volume a homogenous
mass and energy distribution is assumed. Within the "non-homogeneous" control volume, a
mixture level is modelled. Above the mixture level, steam with water droplets, below the mixture
level liquid with vapour bubbles may exist. The combination of ordinary and non-homogeneous
control volumes provides the option to simulate the motion of a mixture level through a vertical
component.

The heat transfer packages cover a wide range of single-phase and two-phase flow conditions.
The package is organized in four levels: condensation, nucleate boiling, transition boiling, and
film boiling. It includes the who'e range of mass flows (stagnation, natural convection, forced
convection) and the entire enthalpy range (subcooled water, liquid-steam mixture, superheated
steam). In addition, the heat transfer model was adapted to the drift-flux model (velocity differ-
ences between steam and liquid). For the heat production in nuclear fuel elements, there is the
point-kinetics and a 1D-kinetics model available.

The GCSM-model (General Control Simulation Model) is a block-oriented continuous system
simulation language for the description of Balance of Plant-systems in a thermal-hydraulic com-
puter code and can be used for the simulation of any usual control system, any trip logic system )
and the interactions between them and thermal-hydraulics. |

|

The ATHLET assessment is based on a well balanced set of separate effect tests in full or at
least in large-scale test facilities that permit the quantification of uncertainties in the simulation |
of the physical phenomena expected to occur in the full-scale geometry of a PWR or BWR. As-
sessment also includes validation against LOCA and transient experiments, performed in inte-
gral test facilities. Comparisons to real plant transients are also included.

AILLLMpMLDeck for RB_MK

As a result of the common works completed Fig. 2: Principal scheme of the circuit (one half)
up to the present, a basic ATHLET input deck
for RBMK-1000 is available. Fig. 2 shows the
main components which are described model-
ling the circuit.

For those calculations conceming the DGH
rupture, the input dock was modified for this w a, -

special problem. The ATHLET input graphic of ~

the part from the feedwater-mixer to the top of ME"" sm.u. [T*'"
reactor (one half, one channel) of the current ~

model (fig. 3) gives a simplified overview. (s ._

~R e -.o.
* The whole reactor system is represented by 'j/

/ e~- 3

162 thermofluid objects, which are subdivided f- I ''"'
~3 ;

into 607 control nodes with 647 junctions. =>4 ( { l

..g |
-

The reactor and the main circuit tre divided Z "'h ,m, _,

into two halves (interconnected by a detailed -*

|
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- Fig. 3: ATHLET ' Input Graphic of a pirt of th3 circuit model i-
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model of the steam system). A two loop scheme has to be used because the vapour generated
in the intact half gets into the damaged half and reduces the depressurization rate.

|

The intact loop (half) is simulated by means of a simpilfied model, that means all components
and flow paths are lumped into a single train of components and a single flow path. This part of
the model contains a " single channel" with an average channel power (1.89 MW). The two drum
separators per reactor half are combined by one separator model.

The damaged loop contains two DGHs. The first one is the intact DGH and represents
21 DGHs. The second one is the single damaged DGH. The intact DGH is connected with on
average power channel (1.85 MW). It represents 789 channels.

The damaged DGH is connected with an average power channel which represents 41 cnannels
and with a maximum power single channel (3 MW).

Unlike the previous calculations, where the inlet rate of the reactor emergency cooling system
was only given as boundary condition (the so-called needed flow rate of the emergency cooling
system of the project documents (2) was used), here the single components of the emergency
cooling system (pressure accumulator, pumps, pipelines) were simulated thermo-hydraulically
in detail. There the special ATHLET-models for accumulators (which consider the existence of
nitrogen) and pumps were used.

This permits the' model to consider the incident-specific real flow rate of the ECCS (Emergency
Core Cooling System). Furthermore, this model makes it also possible to analyze incident se-
quences with failures of single components of the ECCS.

The flow restrictors in the pipes of the ECCS and in the inlets of the DGH, as well as the check
valves in the DGHs were simulated in the necessary scope
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For the appliance of ATHLET on the RBMK, a special radiation modct was dev:: loped which al-
lows to take into consideration the possible radiation heat exchange between the rods of tha in-
ner row, the rods of the outer row, the central guide tubs and the channel tube [11). This model
was taken over in the general ATHLET-basic version.

GeneraLAnalyMs_Csnditions

Prior to performing the ATHLET analysis (ATHLET MOD 1.1 A), we calculated a 500 sec null-
transient to reach balanced steady state conditions with nominal plant parameters. After this
time period, the following scenario and the following conditions have been assumed:

At 0 sec, a guillotine rupture of a DGH occurred. As an additional assumption, the loss of power
(in the RBMK reactor design documentation, the rupture of DGH has been considered with this
assumption) was made.

After 0.1 see the fast-acting scram system is activated by signal of pressure increasing in the
water communication compartments. Simultaneously during the period of 0.4 sec, the fast-
acting turbine valves are closed and the turbine generators are switched off. The main coolant
pumps and feedwater pumps tripped and caused by loss of power, a switch-on of steam dis-
charge valves to the condenser is prohibited. The vapour flow for the station own needs is con-
sidered. This steam flow is modelled as a function of the steam pressure in the separator.

As pressure increases in the circuit, the main safety valves open. The ECCS accumulators are
activated by coincidence cf pressure increasing signal in the water communication compart-

.

ments and the signal of decreasing of the pressure driference between drum separator and
pressure header below 0.5 MPa or the signal of separator level decreasing to the level
- 1000 mm (signal of emergency cooling).

0.5 sec after existence of the signals mentioned, the fast-acting accumulator valves are open-
ing. The Emergency Core Cooling Pumps of the damaged half (ECCP-DH) and of the intact half
(ECCP-lH) are fed by diesel generators.

20 sec after the signal of emergency cooling, the valves of the ECCP-DH, and atter 30 see the
valves of the ECCP-lH. are opening. 27 sec after the signal, the valves of the intermediate
throttle installations of the accumulator system are closing.

ADalysisleaults

With the failure of the internal power supply, a raise of the pressure in the circuit occurs, which
results in the actuation of the main safety valves. The valves of the first group open after 10
sec, of the second group - after 11 sec, and of the third group - after 13 sec. After the safety
valves open, the pressure in the circuit decreases.

The leakage rate from the pressure header (fig. 4) is determined by the flow restrictor in the dis-
tribution group header. At ti,e beginning of the accident the temperature of the water at the out-
let of the pressure header reaches appr. 270 *C, e. g. there is large subcooling at the entrance
of the flow restrictor. Under those conditions the critical mass flow through the flow restrictor is
approximately 1150 kg/sec, in the further process the pressure decreases, the subcooling gets
lower and after appr. 40 see the coolant in the pressure header boils up. Under these conditions
a strong decrease of the flow rate from the pressure header follows till 540 kg/sec, and the next
decrease progresses by the pressure drop in the circuit.
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The flow rats from the channels end of the cmergency cooling system (fig. 4) b determined by
th2 critical flows in the flow restrictors of tha ECCS and in the gat) cnd control vilves. It stabi-
lizes by appr. 200 kg/sec.

The mass flow through the channels (fig. 5) of the damaged DGH drops at the beginning almost
at the value 0. This is due to the fact that the water in the lower water communications is re-
placed by the water-steam-mixture possessing essentially lower density. Under those condi-
tions, the temperature in the fuel element claddog and in the channel tube rises. The duration
of this process is limited by two conditions:

water inventory in the system of the lower water communication;-

critical mass flow through the gate and control valves.-

Fig.4 Fig.5
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The temperature of the FE-claddings reaches the maximum at 670 *C after 7 sec. The maxi-
mum channel tube temperature is reached in 5 sec, at 405 *C (fig. 6). Afterwards, the negative
coolant mass flow rises and that leads to the decrease of the temperature.

In the channels of the other DGH there is no notable rise in temperature of the fuel element
(FE)-claddings and the channel tube.

The emergency cooling system begins to supply water after 27 sec by acquiring the according
pressure difference (fig. 7). The accumulator system reaches rnaximum feed rate (1130 kg/sec)
by 35 sec. Finally, the closure of the intermediate throttle valves leads to the lower feed rate by

Fig.6 Fig.7
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90 kg/sec and the further dropping of the circuit pressura results in the increase by 290 kg/sec.
By t=713 see the level in tha cccumulators drops at 0.4 m and the responsible valves close.

The feed rate from the ECCS to the damaged DGH header reaches its maximum by 125 kg/sec
by t=78 sec and decreases continuously.

.

After 440 see the level in the separator of the non-damaged half has risen, such that, water en-
trainment begms into the steam pipes and further into the accidental half. This process lasts

.
appr. till t=750 sec, then only steam streams from the nondamaged into the accidental part.

At the breair of the distribution group header with loss of power supply and normal function of+

the emergency cooling, the level in the separator of the damaged part drops under the meas-
ured level, but the separator is not drained completely and the level stabilizes. After 440 see the
level in the separator begins to rise because the water from the emergency cooling system -
reaches the separator and the mass flow through the downcomer is lower than from the emer-

4

gency cooling ' system. By t=540 see the level is again within the measuring range and stabilizes
by t=720 sec by -460 mm. The surplus water from the emergency coolant system begins to
stream into the channels of the damaged distribution group header. It results in the beginning of
the channel cooling by t=720 sec. It leads to the increase of the mass flows in the channels of -

;
"

the damaged DGH and the leak mass flow from the channels and from the ECCS.

.

Curing the break of the distribution group header with the failure "* *.he intemal power supply the
maximal cladding temperature reaches appr. 700 *C and the maximal channel tube temperature j

-

appr. 450 *C.'

The possibility for the refill of the accidental separator and the cooling of the channels of the'

damaged distribution group header were shown in the case of normal functioning of the reactor-

; emergency cooling system.

I

Comparison with RELAP-5 calculations [10];

f
The accident scenario is identical with that in the ATHLET-calculation. Nevertheless a slightly
different nodalisation was used. For example, the core was simulated by 7 control volumes in.

RELAP5 / MOD 3 [9] and by 20 control volumes in ATHLET.

Both codes show a general coincidence in the simulation of the processes in the circuit (fig 8
;. and 9). The difference in the maximal claddings temperatures is not more than 25 K, and for the

channel tube temperatures . not more than 10 K.
.

Fig.8 Fig. 9
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Some diffuences in the pressurs behaviour in the separitor can be explained by lower le .k
mass flow end lower boiling r:13 in th2 RELAP calculations.

The calculations by both codes showed a general possibility of separator refill and the channel
cooling in the accidental part by water from the ECCS,

Conclualona

The specific constructional characteristics of the RBMK (e. g. the large-volume reactor core with
graphit, the great number of pipelines and instruments instead of reactor pressure vessel, the
large-volume separator) requires a verification of the assumptions and models applied in the,

Westem codes, which were developed for other reactor types.

i in same cases, a specific adaptation and additional verification might be necessary.

By now, a several-year experience in the application of the ATHLET-code for RBMK exists. For
some RBMK-specific phenomena (stop-flow regimes, small LOCA's, stability experiments) veri-
fication calculations have already been carried out.

Also NPP-transients (e. g natural circulation regimes) were taken as a basis for the validation
of the dynamical behaviour of the ATHLET-model.

Presently, test calculations on design-basis-accidents, like e. g. the described rupture of the
DGH, are carried out. The results show that the ATHLET-code is in principle applicable for the
simulation of this incident class.
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.

DGH Distributbn group header
ECCS - Emergency core cooling system
FE - Fuel element
MCP - Main coolant pump
PH Pressure Header
NOAP - ECCS-pumps into the damaged

hall ''

NONP - ECCS-pumps into the intact half
ECCP-DH Emergency Core Cooling Pumps of the damaged half
ECCPlH Emergency Core Cooling Pumps of the intact half
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ABSTRACT

The PIUS advanced reactor is a 640-MWe pressurized water reactor developed by Asea Brown Boveri

(ABB). A unique feature of the PIUS concept is the absence of mechanical control and shutdown rods.

Reactivity is normally controlled by coolant boron concentration and the temperature of the moderator

coolant. ABB submitted the PIUS design to the US Nuclear Regulatory Commission (NRC) for

preapplication revicw, and Los Alamos supported the NRC's review effort. Baseline analyses of small-

break initiators at two locations were performed with the system neutronic and thermal-hydraulic

analysis code TRAC-PFl/ MOD 2. In addition, sensitivity studies were performed to explore the

robustness of the PIUS concept to severe off-normal conditions having a very low probability of

occurrence.

INTRODUCTION
'Ihe PIUS advanced reactor is a four-loop, Asea Brown Boveri (ABB) designed pressurized water reactor with

a nominal core rating of 2000 MWt and 640 MWe [1]. A schematic of the basic PIUS reactor arrangement is shown

in Fig.1. The schematic is generally representative of the design except that the downcomer and riser are integrated

rather than separated as shown in the schematic. Reactivity is normally controlled by coolant boron concentration

and temperature; there are no mechanical control or shutdown rods. The core is submerged in a large pool of highly

borated water and is in continuous communication with the pool water through pipe openings called density locks.

The density locks provide a continuously open flow path between the primary system and the reactor pool. The

reactor cc,olant pumps (RCP) are operated so that there is a hydraulic balance in the density locks between the

primary system and the pool, keeping the pool water and primary coolant separate during nonnal operation. Hot

primary-system water is stably stratified over cold pool water in the density locks.

PIUS has two scram systems. The first, an active-scram system, consists of four valved lines, one for each

primary coolant loop, that connect the upper portion of the reactor pool to the suction side of the RCPs. Although

the active-scram piping and valves are safety-class equipment, operation of the nonsafety-class RCPs is required for

effective delivery of highly borated pool water to the primary system. In addition, the effectiveness of the active-

*This work was funded by the US Nuclear Regulatory Commission's Office of Nuclear Regulatory Research.
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scram system is limhed for loss-of-coolant accidents (LOCAs), which lower the pool level below the scram-linej
.

. De second scram system is a fully safety-class passive-scram system that automatically actuates when
'

inlets.
.

[ motive power to the RCPs is lost or the active-scram system otherwise proves ineffective. Actuation of the passive-

i scram system occurs when the balance between the primary system and the poolis disrupted. Highly borated water

from the pool enters the primary system via natural circulation, and this process both shuts the reactor down andi

- cools the core. De heated coolant returns to the pool, which can be cooled by either an active, nonsafety-class*

I system or a fully passive, safety-class system that circulates pool water to heat exchangers. ;

As part of the preapplication and eventual design certification process, advanced reactor applicants are"

i
;

required to submit neutronic and thermal-hydraulic safety analyses covering a sufficient range of normal operation, l
,

f transient conditions, and specified accident sequences. ABB submitted a Preliminary Safety Information Document

j ~(PSID) [2] to the US Nuclear Regulatory Commission (NRC) for preapplication safety review in 1990. Early in

- 1992 ABB submitted a Supplemental Information Package to the NRC to reflect ecent design modifications [3].
,

An important feature of the PIUS Supplement design was the addition of the previously described active-scram i

: system as the first line shutdown system for most transient and accident conditions. As this system cannot meet all
4

scram requirements, the passive-scram system of the original PSID design was retained. Because PIUS does not j

i have the usual rod-based shutdown systems, the response of PIUS following both planned reactor trips and a variety ,

.

! of accident initiators must be carefully examined and understood.
-

The PIUS safety analyses submitted by ABB are based on results from the RIGEL code (4], a one-
,

dimensional (1D) thermal-hydraulic system analysis code developed at ABB Atom. Review and confirmation of the
I

ABB safety analyses for the PIUS design constituted an important activity in the NRC's preapplication review. Los

Alamos supported the NRC's preapplication review of the PIUS reactor. This paper summarizes the results ofE

; analyses performed to understand the response of the PIUS Supplement design to "small" piping breaks at the

following locations (Fig.1):

i 1. the pressure relief system piping at the top of pressure vessel, and |1

1

1 I

! 2. a single scram-line pipe near its junction with the suction side of the RCP.

Sensitivity studies were performed to explore the robustness of the PIUS concept to severe off-normal [;

combination conditions having a very low probability of occurrence. These studies included failure of the active- {
1
' scram system, reduced boron concentration in the reactor pool, and partial blockage of the lower density lock in

combination with a break in the pressure relief system piping. Analyses of the response of the PIUS reactor to -

;

1

additional accident initiators including a large-break (LB)LOCA, main steam line break (MSLB), loss of offsite .

power, and reactor scrams are presented in Refs. 5-8, respectively.'

:
'

i TRAC ADEQUACY FOR THE PIUS APPLICATION
The TRAC-PFl/ MOD 2 code (TRAC) [9), version 5.3.05, was used for each small-break (SS)LOCA |

'

calculation. 'Ihe TRAC code series was developed at Los Alamos to provide advanced, best-estimate predictions for

l- postulated accidents in pressurized water reactors. The code incorporates four-component (liquid water, water vapor,
i
|
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liquid solute, and noncondensible gas), two-fluid (liquid and gas), and nonequilibrium modeling of thermal-hydraulic

- behavior. TRAC features flow-regime-dependent constitutive equations, component modularity, multidimensional )

fluid dynamics, generalized heat %cture modeling, and a complete control systems modeling capability. The code

also features a three-dimensional (3D), stability-enhancing, two-step method, which removes the Courant time-step

limit within the vessel solution. Many of these features have proved usefulin modeling the PIUS reactor.
'

Code adequacy must be addressed when first applying a computer code to a new reactor type, e.g., PIUS. If

TRAC analyses were supporting a design certification activity, a formal and structured code-adequacy demonstration

would be needed. One such approach would be to (1) identify representative PIUS transient and accidents sequences;

(2) identify the key systems, components, processes, and phenomena associated with the sequences; (3) conduct a

bottom-up review of the individual TRAC models and correlations; (4) conduct a top-down review of the total or

integrated code performance relative to the needs assessed in steps I and 2; and (5) correct significant identified

deficiencies. The bottom-up review determines the technical adequacy of each model by considering its pedigree,

applicability, and fidelity to separate-effects or component data. 'Ihe top-down review determines the technical

adequacy of the integrated code by considering code applicability and fidelity to. integral test facility data.

Because the NRC was engaged in a preapplication review rather than a certification review, the NRC and

Los Alamos concluded that a less extensive demonstration of code adequacy would suffice. Steps I and 2 were

performed and documented [10]. A bottom-up review specific to the PIUS reactor was not conducted. However, the

bottom-up review of TRAC conducted for another reactor type [11] provided some confidence that many of the basic

TRAC models and correlations are adequate, although some necessary code modifications were also identified. A

complete top-down review was not conducted. However, the ability of TRAC to model key PIUS systems,

components, processes, and phenomena was demonstrated in an assessment activity [12] using integral data from the

ATLE facility [4].

ATLE is a 1/308 volume scale integral test facility that simulates the PIUS reactor. Key safety features and

components are simulated in ATLE, including the upper and lower density locks, the reactor pool, pressurizer, core,

riser, downcomer, reactor coolant pumps, and steam generators. Key processes are simulated in ATLE including

natural circulation through the upper and lower density locks, boron transport into the core (simulated with sodium

sulfate), and control of the density lock interface. Core kinetics are indirectly simulated through a point kinetics

computer model that calculates and controls the core power based upon the core solute concentration, coolant

temperature, and heater rod temperature. There are differences in magnitude between the TRAC-calculated and

measured values of key parameters. For example, for a test in which the ATLE RCPs were tripped, the TRAC-

calculated peak tower density lock flow is about 25% less than measured. The TRAC-calculated natural circulation

flow rate at the end of the test is about 12% less than measured. However, the key processes and phenomena of the

ATLE test are simulated by TRAC, and the agreement between the calculated and measured parameters is judged by

the authors to be reasonable.

The ability of TRAC to model key PIUS systems, components, processes, and phenomena was further

demonstrated by benchmarking TRAC to the RIGEL code. The results of one such benchmark comparisons will be
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discussed in the next section of this paper. The results of other TRAC-RIGEL benchmark activities are discussed in

Refs. 5 and 8.

TRAC includes the capability for multidimensional modeling of the PIUS reactor thermal-hydraulic

behavior. A multidimensional thermal-hydraulic model has been prepared and used to calculate the baseline pump-

trip scram and MSLB transients [13] for the original PSID design and LBLOCA [5] for the PSID Supplement

design. The ID model is believed to adequately represent many PIUS transients and accidents, with the following

important reservation. The most important physical processes in PIUS are related to reactor shutdown because the

PlUS reactor does not contain control and shutdown rods. Coupled core neutronic and thermal-hydraulic effects are

possible, including multidimensional interactions arising from nonuniform introduction of boron across the core.

ATLE does not simulate multidimensional effects. The RIGEL thermal-hydraulic model is ID and a point kinetics

model is used. Although both 1D and multidimensional TRAC thermal-hydraulic models have been used for PIUS

analyses, core neutronics are simulated with a point kinetics model in each case. At the present time, it is not

known whether coupled multidimensional core neutronic and thermal-hydraulic effects are important.

TRAC MODEL OF THE PIUS REACTOR

A description of the TRAC fully ID model of the PSID Supplement design is provided in Ref. 5. The

TRAC-calculated and PSID Supplement steady-state values are tabulated below for comparison.

TRAC PSID Sunnlement

Core mass flow (kg/s) 12822 12880

Core bypass flow (kg/s) 200.2 200

Loop flow (kg/s) 3266 -

Cold-leg temperature (K) 531 527.1

Hot-leg temperature (K) 560.7 557.3

Pressurizer pressure (MPa) 9.5 9.5

Steam exit pressure (MPa) 4.0 4.0

Steam exit temperature (K) 540.3 543

Steam flow superheat (*C) 15.3 20

Steam and feedwater mass flow (kg/s) 243 243

Additional initial and boundary conditions for the calculated transients are generally as follows, except where

otherwise noted. He reactor is operating at beginning of cycle with a primary loop boron concentration of 375 parts

per million (ppm) and 100% power. He boron concentration in the reactor pool is initially 2200 ppm. When the

active-scram system is activated, the scram valves open over a period of 2 s tollowing event initiation, remain open

for 180 s, and close over a period of 20 s. The feedwater pumps supplying coolant to the steam-generator

secondaries are tripped at the time of reactor trip and the feedwater flow rate decreases linearly to zero in 20 s. The

steam drum pressure on the steam-generator secondary side is kept constant at 3.88 MPa. If conditions arise in

which the thermal interface in the lower density locks is displaced from its normal position, the movement is
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detected by temperature sensors in the lower density h>ck and the RCPs change speed to restore the interface to its

normal position, e.g., speeding up to lower an elevated thermal interface. However, the RCPs have an overspeed

limit of 115%. If this limit is reached, the control of the density lock thermal interface can no longer be maintained,

the lower density lock activates, and flow from the reactor pool enters the primary.

PRESSURE RELIEF LINE SilLOCA

The initiating event for the baseline transient is a break in the pressure relief system piping at the flange

just outside the steel pressure vessel and upstream of the safety relief valves (Fig.1). Steam flows through the ,

break at a peak rate of 105 kg/s and then decreases in concert with the primary pressure until a two-phase flow

through the break begins at 230 s. At that time the now rate temporarily increases to 110 kg/s and then sesumes its

decrease, reaching 50 kg/s at 1200 s. A scram is initiated at 18 s when the primary system depressurizes to 8.5

MPa. Injection of highly borated water into the primary system through the scram lines causes a rapid decrease in

the core power to decay levels (Fig. 2). During the interval the scram valves are open, inventory is displaced from *

the primary system into the reactor pool, primarily through the upper density lock (Fig. 3). While the scram valves

are open, the RCP inlets are full of liquid. However, closure of the scram valves at 230 s induces a marked change

in primary system behavior. Immediately following termination of the scram line flow, voiding occurs in the pump

inlets, the RCPs increase to their overspeed limit of 115% of nominal (Fig. 4), and subsequently the RCP

discharges become oscillatory (Fig. 5). The oscillatory behavior of the RCP discharges propagates throughout the

primary system. For example, the density lock flows are highly oscillatory (Fig. 3). However, a net circulation

pattern is established with pool water entering the primary system through the lower density lock and exiting the

primary system through the upper density lock (Fig. 6). The net innow through the lower density lock produces a

continuing, albeit oscillatory, increase in the primary boron concentration (Fig. 7). Coolant temperatures decrease,

for the most part, throughout the transient. However, the core inlet temperature increases following closure of the

scram lines and the core outlet periodically saturates as the core flow oscillates in concert with the RCP discharges

for an interval before subcooling is recovered.

A RIGEL calculation of the first 300 s of a SBLOCA in the pressure relief system piping has been reported

[3]. The TRAC and RIGEL results are generally in qualitative agreement until 230 s when the scram valves close.

There are moderate differences in the parameter values, but the same trends are predicted by the two codes. There are

important phenomenological differences between the two calculations after 230 s. However, these differences are

believed to arise from the timing at which events occur and, when considered in the perspective of extended transient

times (e.g.,1200 s), are not significant. The TRAC-calculated results show the RCP controller demands an increase

in speed at 210 s, ab ,ut 10 s after the scram valves begin to close. The RCP overspeed limit is reached by 260 s.

The Dow oscillations predicted by TRAC arise appmximately 40 s after the RCPs have reached their overspeed limit

and are caused by voiding in the RCP inlets subsequent to closure of the scram valves. The RIGEL-calculated

results show that the RCP controller demands an increase in speed at 255 s and the 115% overspeed limit is reached

shortly before 300 s. The authors believe that oscillatory RCP Dows would be calculated by RIGEL for times
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greater than 300 s. A RIGEL calculation was reported for a break in the same location for the original PSID design

[2]. During that transient, the RCP outlet flows were oscillatory after voiding arose in the inlets of the operating

RCPs and after the RCP overspeed limit was reached.

Sensitivity studies were performed to explore the robustness of the PIUS concept. The first sensitivity

study examined the response of the PIUS reactor to the baseline SBLOCA concurrent with a failure of the active-

scram system. Similar end states were reached for the two calculations by 1200 s when the transient calculations

were terminated. He course of the sensitivity study transient differed, however, in several respects. Because it

lacked the rapid injection of baron from the active-scram system, core power decreased more slowly than in the

baseline. Consequently, the buoyancy of the coolant in the rising section above the core increased as core coolant

temperatures increased and voiding occurred in the core. The RCPs rapidly increased speed to the 115% overspeed

limit in an attempt to control the position of the lower density lock thermalinterface. The interface was maintained

for 60 s, and during this interval the lower density lock was inactive and no boron entered the core. Thus, the initial

decline in core power was the result of the negative reactivity insertions from increasing moderator temperatures and

voiding in contrast to the baseline where the only source of negative reactivity insertion was from boron entering the

core. He lower density lock activated shortly after the pump overspeed limit was reached and highly borated water

entered the primary system from the reactor pool to maintain a shutdown core and to cool the core. Oscillatory

primary-system behavior was calculated.

He second sensitivity study examined the response of the PIUS reactor to the baseline SBLOCA initiator

concurrent with a reactor pool boron concentration of 1800 ppm, the level at which a reactor scram is initiated on

lower pool boron concentration [3]. He lowered pool boron concentration was of no consequence; the only impact

was to slightly lengthen the time to reduce primary-system temperatures to a same level as occurred in the baseline.

Oscillatory behavior occurred in this sensitivity calculation.

He third study examined the response of the PIUS reactor to the baseline SBLOCA initiator concurrent

with a 75% blockage of the lower density lock. The baseline and 75% blockage results are similar in all major

trends and average quantities. There is, however, an important phenomenological difference between the two

calculations. The baseline calculation displays a strong oscillatory character when the RCP inlets void following

termination of the scram line flows. He blockage case is markedly different. Oscillations during the few intervals

of existence are much smaller and decay with time. The density lock flows for this case (Fig. 8) are illustrative of

the system behavior and may be compared with the density lock flows for the baseline case presented in Fig. 3.

Partial blockage of the lower density lock appears to " stiffen" the coupled primary-pool system with the result that

pump-induced oscillations do not grow to detectable levels and, when they do become detectable, are damped.
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SCRAM LINE SBLOCA
A small-break initiator in a second location was analyzed-a break in a single scram line at a location near

the RCP inlet. The scram-line diameter is slightly less than twice that of the pressure reliefline, and coolant is lost

from both the pool and pump ends of the break. Coolant is lost through only one end of the pressure relief line

break. Hus, the scram-line SBLOCA is a more severe accident as measured by the amount of coolant lost from the

system. The larger primary inventory loss adversely affects operation of the active-scram system as discussed below. ;
I
'

The pool-side and pump-side break flows are shown in Fig.9. Both break flows rapidly decrease from the

maximum levels reached immediately following break initiation. The decreasing break flows are the result of a

rapidly falling primary-system pressure and voiding at the break inlets. Early in the transient, the primary source of

negative reactivity is from boron injected by the active-scram system following system activation on a low primary

pressure signal. The active-scram system is only effective for the first 40 s of the transient because Cows through

the intact scram lines rapidly decrease when the pool liquid level approaches the elevation of the scram-nozzle

connections. The negative reactivity inserted during the period of active-scram system operation rapidly reduces the

core power to 1250 MWt (Fig.10). The RCPs maintain control of the lower density lock interface until about

55 s. Between 40 and 55 s, a power-to-flow mismatch exists with power near the 1250-MWt plateau and core flow

decreasing. The coolant (moderator) temperature increases to saturation (Fig.11), and partial voiding of the core
.

occurs. Both the increasing moderator temperature and voiding insert negative reactivity to further decrease the power

to 380 MWt by 55 s. At this time, the RCPs reach their overspeed limit of 115%, the lower density lock activates,

highly borated pool water enters the core, and the core power decreases to shutdown levels. For much of the '

transient, the flows through the upper and lower density locks are highly agitated. However, the integrated density

lock flows clearly show a net natural circulation from the pool into the primary through the lower density lock and

that a return flow to the pool via the upper density lock is established (Fig.12). Thus, by 1200 s, the loss of ,

coolant through the ends of the scram-line break is negligible, the core power is at shutdown levels, the loops are

voided, and a natural-circulation flow between the primary and pool through the density locks is fully established.

SUMMARY OBSERVATIONS i

1, Reactor shutdown to decay heat levels is predicted for each of the SBLOCA initiators. The active-scram
I

system effectively reduces core power to decay levels for reactor scram when it is available. The passive- '
.

scram system effectively reduces core power to decay levels for transients in which the scram system is

either unavailable or inoperable (e.g., the scram-line SBLOCA event after the pool water level declines

below the scram line inlet nozzles).

. 2. The PIUS core, as presently conceived, has inherent, compensating neutronic shutdown mechanisms.

Neither operator or active-system actions are needed to accomplish reactor shutdown, even for the various

eveu initiators combined with very low-probability occurrences.
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3. Confidence in the baseline simulations is enhanced by the assessment activity performed using ATLE data.

The ATLE processes and phenomena were correctly predicted by TRAC. However, there are quantitative

discrepancies between key TRAC-calculated parameter values and the ATLE data and the reasons for these

6fferences should be understo<xt if PIUS is submitted to the NRC for design certification.

5. Our confidence in the predicted outcomes of the baseline simulations is enhanced by the code-to-code

benchmark comparisons that have been conducted for the SBLOCA, active-system scram, and the

LBLOCA. RIGEL and TRAC are two independently developed codes, yet the RIGEL- and TRAC-calculated

results display many areas of similarity and agreement. There are also differences in the details of the

transients and accidents calculated by the two codes. It is desirable that the reasons for these differences be

explored if PIUS is submitted to the NRC for design certification.

6. Although the sensitivity calculations performed for each event type explore sequences well tuyond the base

of code assessment and code-to-code benchmark evaluations, the analyses reported herein indicate that PIUS

will successfully accommodate such low-probability sequences. No phenomenological " cliffs" were

encountered in any of the sensitivity studies.

7. At the present time, it is not known whether coupled multidimensional core neutronic and thermal-hydraulic

effects are important. Additional shutdown phenomene need to be investigated, such as the effects of the

boron injection front on the core axial power shape.
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SIMULATION OF A BEYOND DESIGN-BASIS-ACCIDENT
WITH RELAP5/ MOD 3.1

J6zsef Bdndti

Lappeenranta University of Technology
Department of Energy Technology

4

P.O. Box 20
FIN-53851 Lappeenranta ;

Finland

ABSTRACT
This paper summarizes the results of analyses, parametric and sensitivity studies, performed using

the RELAP5/ MOD 3.1 computer code for the 4th IAEA Standard Problem Exercise (SPE-4). The
test, conducted on the PMK-2 facility in Budapest, involved simulation of a Small Break Loss Of
Coolant Accident (SDLOCA) with a 7.4 % break in the cold leg of a VVER-440 type pressurized
water reactor. According to the scenario, the unavailability of the high pressure injection system led
to a beyond design basis accident. For prevention of core damage, secondary side bleed-and-feed
accident management measures were applied. A brief description of the PMK-2 integral type test
facility is presented, together with the profile and some key phenomenological aspects of this
particular experiment. Emphasis is placed on the ability of the code to predict the main trends
observed in the test and thus, an assessment is given for the code capabilities to represent the system
transient.

INTRODUCTION
An essential component of nuclear safety activities is the analysis of potential accidents in nuclear

power plants. Various facilities are operated worldwide to establish a better understanding of the
transient thermo-hydraulic behaviour of pressurized water reactor (PWR) systems. Data obtained
from experiments gives the opportunity for validation of sophisticated computer codes that are used
in simulations. In order to facilitate the development and improvement of thermal hydraulic
simulation codes and identify the margins of applicability, international efforts are being conducted
to verify those computer codes. The assessment process is also important in determining the extent
to which these programs can be used as tools to analyze nuclear reactor safety. Comparison of the
results from various codes must be perfo med with the realization that the modelling technique
chosen significantly influences the calculation with code, and that the results are always user-
dependent. Coordination of the experimental and analytical work can help to minimize the user
effect and increase the experience with different versions of the codes applied to the same
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experiment. With these objectives in mind, the IAEA organized four Standard Problem Exercises
on the PMK in the period between 1985 and 1994, with wide interest from the member states.
Lappeenranta University took part in the SPE series for the first time and the present project has
been sponsored by the Finnish Academy.

The main purpose of the work described herein is to investigate whether RELAPS is capable of
simulating the primary and secondary system responses for a beyond design basis accident scenario
in a special VVER geometry, involving an intensive core dry-out, and loop seal clearing phenomena
in the hot and cold legs. Furthermore, the present analysis attempts, to some extent, to evaluate the
effectiveness of the reactor safety system, applied in the accident management procedure.

DESCRIPTION OF THE PMK-2 FACILITY
Pressurizer

The PMK-2 (Fig.1.) is a one-loop, full-pres-
sure, integral type model of the four VVER-440 Hydro-accumulators

type pressurized water reactors used in the Paks g)
Nuclear Power Plant (NPP) in Hungary. The QT - y h steam
aspect ratio is 1:2070 for the volumes and the T generator-

power, while the component heights and relative N s
elevations are kept the same as in the reference
plant, in order to preserve the driving head for }

~ %q;I
. .

p

natural circulation. VVER-440s have some k o
' '

unique features, which are different from most 'j
western-type plant concepts, such as horizontal *

steam generators, loop seals in both hot and cold I are,ak
,

legs and relatively high pressure in the safety [

[ylinjection tanks. Due to these dissimilarities, !c
$'different system responses can be expected for

Preheatera|most of the usual transients. e

The primary and secondary sides of the PMK-2 | } /

J /correspond to six loops in the NPP. The facility 3

includes a pressurizer, hot and cold legs, a j Pump

-@circulating pump and a steam generator (Fig. 2). m

A flow diagram is presented in Fig. 3. The
reactor vessel is simulated with a U-tube ecn-
struction, consisting of an external downcomer
and the core section. The core itself comprises
19 full length, electrically heated fuel rod simu-
lators with a heated length of 2.5 m. The fuel
rod pitch (12.2 mm) and diameter (9.1 mm) are

FIG.1. AXONOMETRIC VIEW OF THE PMK-2
identical to those of the reference reactor. The

- rods are arranged in a hexagonal bundle, repre-
senting the typical shape of a VVER bundle. The nominal core power output is 664 kW, with
uniform axial and radial distributions. Electrical power to the core simulator is controlled
contin tously during a test according to a prescribed decay heat curve. The safety system includes
the following components: two hydro-accumulators (safety injection tanks, SITS), high and low
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I

pressure injection systems (IIPIS and LPIS). The SIT-1
is connected to the top of the downcomer, while the SIT- .

2 injects water to the upper plenum. The LPIS is attached d~<
to the downcomer head. In the case of the SPE-4 experi- pt

,,

ment, the HPIS was excluded from the system and the _ _ ".J.g. ( ___ ; ..

*

break was located at the top of the downcomer. The
' F" g

steam generator model is a vertically distributed section
of the horizontal VVER-440 SG, having 82 tubes bent in

,
_ ; _ . ._. _ . _ _

,

serpentine shape. The length of each tube is the same as Bypp//4 WMp
the average tube in the reference apparatus. The PV23 "% 4, p'
valve acts as a steam relief valve, which opens at certain -[f3 y

-

-- L ;
'

secondary pressures or by operator intervention. Steam
~

o ,

output from the SG can be controlled by the PV22 valve.
L_eed water
Fi .|The circulating pump is situated in a by-pass line of the

,

cold leg and its role is to establish nominal conditions. w . _g~
,

During steady-state, valve MVi1 is closed and coolant is -g--p--
circulated through the bypass line. In the SPE experi- a
ments, only the pump coast-down process was simulated. - - - - -

gjjj,
-

" "

, _

In fact this means that at pump trip the flow rate is ==

gradually reduced by closing the valve PV11 in a pre- - '

_4_ 4 _,

Iscribed manner. When the flow rate drops below 5 % of y T
the cominal value, the PV11 is fully closed and MV11 is y i -

/

opened simultaneously. Hot collector cold cotiector

FIG. 2. STEAM GENERATOR MODEL

PROFILE OF THE SPE-4 EXPERIMENT-

The transient was initiated from full rated power by opening the break valve MV31. At the same
tinte the rteam generator was isolated by closing the steam line valve PV22 and the control valve
(PV21) in the feed water line. The system started to depressurize and soon reached the saturated
condition. The reactor scram was activated in a few seconds, when the pressure in the primary side
dropped below 11.15 MPa. The core power was reduced according to a prescribed curve, simulating
the decay heat. The pump trip simulation was initiated at 9.21 MPa of the primary pressure and the
duration of pump coast-down was 150 s. At the end of pump coast-down, secondary side bleed was
started by opening the relief valve PV23 on the SG eteam line. Hydro-accumulator injection started
when the system pressure reached the actual setpoints (6.05 and 6.04 MPa) respectively. During this
period, the primary pressure fell slightly below the secondary pressure. Water levels of 0.245 and
1.035 m, respectively in the SITS caused the isolation of these components. The hot leg was cleared
for a very short period at 165 s, and final clearance took place at 350 s. Further depressurization
was governed by the break flow and the cooldown of the facility due to heat losses to the
environment. A gradual decrease of the liquid level eventually led to partial uncovery of the heated
section of the core, characterized by a sharp increase in the heater rod surface temperatures. A
signal indicating a secondary pressure of 0.93 MPa triggered the injection of emergency feed water
into the steam generator, with a flow rate of 0.042 kg/s. Low pressure injection was initiated when
the primary pressure dropped below 1.04 MPa. The experiment was terminated at 1800 s transient
time.
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RELAPS MODEL DEVELOPMENT

Nodalization
An existing RELAPS/ MOD 2 model, developed for the earlier SPEs formed the basis of the present

model, which has been modified for the upgraded facility according to the new input requirements
of the MOD 3.1 version of the code.The model, used in the base case calculation and detailed here, i

.

consists of 111 volumes,127 junctions and 77 heat structures with a total of 342 mesh points. The j

nodalization scheme is illustrated in Fig.4. The core is modeled with two parallel channels: one
heated and one unheated, each of those are horizontally interconnected. Crossflow junctions are used

tojoin the components to the reactor vessel, as suggested in the code user guidelines. The break is
modelled with a trip-valve junction at the downcomer head. The break assembly is connected to a'

time-dependent volume, which simulates the containment. The time-variation of back-pressure is
given as a boundary condition. The tube section of the steam generator is modelled with three
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FIG. 4. RELAP5 NODALIZATION SCHEME OF THE FACILITY

horizontal channels, each divided into three volumes. The uppermost channel represents 30 tubes
and its elevation is the same as the highest tube in the facility to allow steam flow when the liquid
level drops below that level. The lowest channel, representing 22 tubes, is on the elevation of the
lowest tube in order to allow water flow to the tubes as long as the water level exceeds the height
of that level. The steam generator model consists of a separator component on the secondary side.
Void fraction limitation values of 0.35 and 0.55 are used for vapour outlet and liquid fall-back
junctions respectively. This configuration allows relatively high internal circulation.
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TABLE I. MEASURED AND CALCULATED STEADY STATE CONDITIONS

t

"##["#Y measured RELAPSParameter ID unit

. primary circuit

I pressurein upper plenum PR21 MPa 0.05 12.33 12.20 *

loop flow FL54 kg/s 0.02 4.91 4.91 *

core inlet temperature TE63 K 1.0 540.1 545.9

core power PWOI kW 3.0 665.1 665.1*
,

SIT-1 pressure PR91 MPa 0.05 6.05 6.05 *

SIT-2 pressure PR92 MPa 0.05 6.04 6.04 * l

l,

|
SIT-1 level LE91 m 0.02 1.465 1.465 * j

SIT-2 level LE92 m 0.02 1.855 1.855 *

pump Ap DPl6 kPa 1.0 1490 1487 [

l steam generator Ap DP41 kPa 1.0 43.4 41.0

i heat losses to the environment - kW - 23.4 22.6

secondary circuit

S G pressure PR81 MPa 0.02 4.56 4.56 *
,

SG level LE81 m 0.05 2.88 2.515

!

feedwater flow FL81 kg/s 0.02 0.35 0.35 *

* Set or controlled parameter

!

Steady-state
The strategy to achieve an appropriate data set for steady-state conditions requires several

,

successive steps: the primary pressure and the initial level in the pressurizer and the steam generator
were controlled by a time-dependent volume, which enabled in or outflow to or from the respective
components. Primary loop flow was maintained by regulating the speed of the circulating pump.
Heat exchange between the facility and the surroundings was simulated using constant heat transfer<

coefficients. These values were tuned to approximate the distribution of heat losses given in the test

Specification Report [1]. On the secondary side, the feed water was injected at a constant mass flow
rate and the code calculated the appropriate level in the steam generator. During the steady-state
runs, the pressure loss coefficients were adjusted to the measured differential pressures. After a
number of approaches, an initial opening ratio of 0.115 was found to be appropriate for the valve
PV11 in the pump by-pass line, and gave sufficient pressure distribution in the loop. An initial
search run, using the " steady-state" option of RELAP5, took 135.7 s to reach steady-state. With that
condition the flows were negligible from the auxiliary control components and the levels were ;

,

stable. Measured and predicted steady-state results are listed in Table I, and show fair agreement.'
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RESULTS AND DISCUSSION
The transient during an SBLOCA in the cold leg can be illustrated by examining the behaviour of

the most important parameters over time. RELAP5/ MOD 3.1 predictions represent here the results
of the best estimate technique used in the calculations. Recommended options were adopted from
the code users manual. Experimental and calculated data are compared in plots, starting at Fig. 5.
Based on the major occurrences, the whole experiment can be split into 4 periods as follows:
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FIG. 5. PRIMARY SYSTEM PRESSURE FIG. 6. PRESSURE IN THE SECONDARY SIDE

Phase 1 of the transient (between 0 and 160 s) can be characterized by a high mass and energy ,

release through the break. A parametric study of the discharge coefficient gave the best reproduction
of the break mass flow rate using values of 1.0,1.2 and 0.85 in the subcooled, two-phase and

I
superheated regions, respectively. As a result of the rapid depressurization in the primary system,
the reactor was scrammed at 6 s and the break flow turned to two-phase in 45 s. The general profile (
of the primary pressure is well predicted by the code (Fi;5). During this phase, a temporary
increase can be observed in the secondary pressure, up to 5.1 MPa, when it fell back, reaching 4.5
MPa at the end of the pump coast-down (PCD) (Fig. 6). Since an important parameter, the flow rate :

) of the steam ejected through the steam line was not measured, so the two-phase discharge coefficient

; of 0.8 was used for the relief valve BRU-A,in order to achieve the best matching for the secondary

: side pressure.
! Phase 2 of the transient started at the end of PCD with initiation of the bleed, as an operator

! intervention. Depressurization of the SG persisted rapidly. The collapsed level in the core decreased
,

continuously to a minimum level of ca.l.6 m. The general trend is well simulated but the minimum'

,

level is about 1.1 m higher in the calculation (Fig. 7.). This particular period showed high sensitivity,

I to the PCD. The collapsed level in the hot leg loop-seal was temporarily cleared at 162 s. The timing ,

; of this event is perfectly predicted by the code, as can be seen in Fig.8. Subsequently the steam in i

the hot leg .was partially condensed by the subcooled ECC water and the loop-seal was soon refilled. !
According to the measurements by local void probes and gamma densitometers (reported in [2]), !

,

there was clear evidence of a countercurrent flow limitation .(CCFL) during the accumulator i
discharge, preventing the ECC water flowing down towards the core. Therefore, the CCFL option ;

4 - flag was set on in the RELAP model for the components of the core, the upper plenum and the ,

'

downcomer. However, a separate run was performed without the CCFL option and the differences
were negligible. After fast refilling, the pressure decrease was intensified and the SIT injection was

|
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. also accelerated.The code predicted the eve an pressure n ot o t e sa e y n ec on anks veryl l d i bhfh ft ij ti t

accurately, indicating that the calculated hydro-accumulator discharge process is in good overall;

agreement with the measured data. The collapsed level both in the cold collector side and down-i

comer side of the cold leg started to drop sharply and cleared at approx. 250 s and the discrepancy 3

is not significant for this parameter (Fig.10). It is interesting to note that the primary pressure
became lower than the secondary, for a short period between 250 and 350 s.

Phase 3, probably the most complicated period, started when the hydro-accumulators reached
,

t the minimum level and were valved off from the system. With the termination of the injection, the :
'

system pressure slightly increased and loop flow was temporarily discontinued. The cause of this
flow interruption was attributed to the hot leg loop-seal, which is a unique feature of the VVER ,'

geometry. The loop-scal clearing phenomenon, based on the measured collapsed levels, is explained
,

'

in detail in Fig. 9. When coolant entered the hot leg, the shape of the loop-seal prevented flow of
the lower density mixtum directly up into the steam generator. As the 2-phase mixture level reached
the hot leg elevation, the average density in the inclined section decreased such that the manometric ;
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pressure difference across the loop-seal retarded the buoyancy driven flow. Coolant distribution at )
the beginning of the process is depicted on the left side of Fig. 9. The hot leg level dropped rapidly )
towards the bottom of the loop-seal and pushed a certain amount of coolant to the cold leg, while !

the core collapsed level also fell and reached a minimum just before the loop-seal cleared, (right |
hand side of Fig. 9). RELAP5 has calculated the phenomenon basically v ell. Minor discrepancies !
can be found in the timing of the loop-scal clearing (approx. 20 s delay) and the core collapsed

'

level: it reached a temporary minimum at 385 s but did not regain the elevation of about 4 m, as was
measured in the experiment at 400 s. At the same time, the cold collector level (Fig.10) and the level
in the downcomer (Fig.11) could be well reproduced.
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The thermal-hydraulic processes of the transient were slowed down in Phase 4. The break became
uncovered, which caused a continual depletion of the primary system inventory. At approx. 660 s
the core collapsed level decreased below the top of the heated length and a further decrease in the
level down to an elevation of ~2.4 m led to a dryout at ~1100 s simulation time. Due to the poor
heat transfer in the upper core region, the rod surface temperatures (Fig. I1) rose rapidly and this
section of the core was completely voided. Subsequently, the primary pressure reached 1.04 MPa,
the setpoint value of the low pressure injection system. The LPIS injection rewetted the heater rods
and prevented their temperatures from increasing. During the dryout period, emergency feedwater
was injected to the SG secondary side, providing more heat removal to the system. It can be seen
in Fig.12. that the code predicted slightly faster rise for the rod surface temperature, however the
overall behaviour of the dryout was well simulated. It has to be emphasized that the gradients of the
primary and secondary pressure curves were very low at this stage of the transient and so the timing
of the LPIS and the SG feed were sensitive to these parameters. For example, a minor change in the
primary pressure could cause a few hundred seconds delay or prematurity in the initiation of the
LPIS injection. Fig. I1 shows that the code calculated the downcomer level with a reasonable
accuracy. In the case of the core collapsed level, however, an underestimation is observed. The
discrepancy is about 0.9 m, which is almost constant after the hot leg loop-scal clearing, when the
level was not mgained as much as observed in the experiment. The integrated break mass flows are
essentially equal after 500 s. Thus the total inventory calculated and measured are equal. However,
the core collapsed liquid level differs. This suggests that the inventory distribution is not the same.
Fig.13 indicates that the missing inventory is accumulated in the bottom of the steam generator hot
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collector, since the collapsed level is overpredicted with approximately 1 m just after loop seal
clearing. This phenomenon is perhaps the greatest discrepancy between the code predictions and the
experimental data, and may be attributed to a problem in the countercurrent flow limitation model
and it has a strong effect on the correct simulation of the dryout.
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Bun _statistins
The simulation of 1800 s transient consumed 3679 s CPU-time on an HP 9000/710 Workstation,

with an average timestep of 0.117 s. The LPU-time / transient-time ratio = 2.04

CONCLUSIONS
This paper has given a summary of the simulation of a beyond design basis accident with

RELAP5/ MOD 3.1 computer code. The IAEA SPE-4 has been an excellent test for code assessment,
since complex thermo-hydraulic phenomena were observed, such as nonequilibrium effects at cold
accumulator injection, loop-seal clearing, mixture level formation and stratification, countercurrent
flow limitation, dry-out and quenching in the core. The top of the downcomer appeared to be the
most critical region for the one-dimensional RELAP to simulate these sophisticated 3-D effects.
Special attention is therefore needed in modelling this limited area, where the break assembly, the
accumulator and LPIS injection point are located. Finding the reasons for the underprediction of the
core collapsed level, thus improving the CCFL simulation needs a further analysis.

It can be concluded that the code is capable of predicting the main parameters, even the most
crucial rod surfre temperatureat dryout ; ,d essentially the whole system transient. The calculated
results are in good overall agreement with he measured data. However, a more detailed knowledge
of the initial and boundary conditions of the transient (e.g. the distribution of heat and pressure
losses, the surroundings of the " bleed-valve", etc.) would have resulted a more appropriate initial
data set for the calculation.

The results of the present analysis show that the " bleed-and-feed" procedure can be used as an I

I
effective accident management measure, however, findings of the experiment and the calculations
are not directly applicable to the reference plant.
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RAPID DEPRESSURIZATION EVENT ANALYSIS IN BWR/6
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Abstract

Noncondensable gases may become dissolved in Boiling Water Reactor (BWR) water level
instrumentation during twomal operations. Any dissolved noncondensable gases inside these water
columns may come out of solution during rapid depressurization events, and displace waterfrom
the reference leg piping resulting in afalse high level. These water level errors may cause a delay

'

orfailure in actuation, or premature shutdown of the Emergency Core Cooling System. (ECCS).
If a rapid depressurization causes an erroneously high water level, preventing automatic ECCS
actuation, it becomes important to determine nf there would be other adequate indications for
operator response and other signalsfor automatic actuation such as high drywell pressure. It is
also important to d.termine the effect of the level signal on ECCS operation after it is being
actuated.

The objective of this study is to determine the detailed coupled containment /NSSS response
during this rapid depressuri:ation events in BWR/6. The selected scenarios involve: (a) inadvenent
opening of all ADS valves, (b) design basis (DB) large break loss of coolant accident (LOCA), and

(c) main steam line break (MSLB). The transient behaviors are evaluated in terms of: (a) vesses
pressure and collapsed water level response, (b) specific transient boundary conditions (e.g.,
scram, MSIV closure timing, feedwater flow, and break blowdown rates), (c) ECCS initiation
timing, (d) impact of operator actions, (e) whether indications besides low-low water level were
available. The results of the analysis had shown that there would be signals to actuate ECCS
other than low reactor level, such as high drywell pressure, low vessel pressure, high suppression
pool temperature, and that the plant operators would have sigmficant indications to actuate ECCS.

INTRODUCTION

De solubility of noncondensables in liquid changes by a number of factors. %e most important two factors
are changes in pressure or temperature. With increasing pressure or temperature the solubility of gas in the liquid
increases, resulting in a higher amount of noncondensable gas dissolved in the liquid. There would occur a release
of gas from the liquid if the pressure keeping it in dissolved form decreases. De noncondensable gases present in
the system would be dissolved in the coolant of an operating plant. If the pressure of the system drops, these gases
would come'out of solution. For operating conditions of a BWR, most of the noncondensables dissolved in the
coolant would be released of the solution when the pressure is low as 3.1 MPa (-450 psig)[1].

The source of noncondensables in the reactor coolant is primarily radiolytic decomposition of water. De
H and 0 molecules travel with the r am, and some fraction will ente- the condensing chambers. Noncondensables

2 2

may enter the reference leg volume by diffusion, or, with the condensate itself in the case of a slight leak in the
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reference leg. In this later case, the coniensate is nearly saturated with noncondensables. As the water in the
reference leg is lost dirough the break, the condensate is drewn into the reference leg to replace the lost inventory.

During a rapid depressurization esent involving loss of reactor coolant, the actual water level will drop. j

Any dissolved noncondensable gases inside the water level instrumentation water columns may come out of solution,
and displace water from the reference leg piping resulting in a false high level. One of the potential effects of water
level inaccuracies could be a delay or failure in ECCS actuation since or.: of the signals which triggers the low |
pressure and the high pressure cooling systems is reactor vessel water level. There are two items of particular

The first is the indicated level begins to show an increasing trend while the calculated level is stillconcern.
decreasing. The second concern is that during level recovery the indicated level may reach Level 8 early, which ,

'

would close the IIPCS injection valve even if there is a high drywell pressure signal present. This will terminate
HPCS injection prior to restoring level above top of active fuel, which may in turn lead to an increase in peak clad
temperatures. The overall effect of level inaccuracies during a severe accident could be improper actuation and/or ,

!operation of the ECCS.
The objective of this study is to determine the detailed coupled containment /NSSS response during this rapid

depressurization events in BWR/6. The selected scenarios involve:
(a) inadvertent opening of all ADS valves;

(b) design basis (DB) large break loss of coolant accident (LOCA);

(c) main steam line break (MSLB).
The transient behaviors are evaluated in terms of: (a) vessel pressure and collapsed water level response,

(b) specific transient boumlary conditions (e.g., scram, MSIV closure timing, feedwater flow, and break blowdown
rates). (c) ECCS initiation timing, (d) impact of operator actions, (e) whether indications besides low-low water level

were available.
It is important to emphasize that the water level instrumentation was not modeled at these analyses.

Furthermore, there is no credit taken for the availability of an accurate water level. The collapsed liquid level
information represented as a part of the results is conservative since it would be lower than the actual two-phase
water level during the depressuriration transients. Collapsed liquid level is calculated by multiplying the cell length
by the liquid fraction (1-a).

METIIODOLOGY

The analyses were performed usmg a specially linked parallel version of SCDAP/RELAP5 [3] and
CONTAIN [4] codes, developed at the Penn State University [$). The integration of SCDAP/RELAP5, which is a
best-estimate severe accident analysis code, with CONTAIN, that models the containment, allows for coupled
containment /NSSS response, with greater accuracy and modelling ikxibility, when compared to accident analysis
using these two codes independently. The Parallel Virtual Machine (PVM) software [6] drives the RELAPS and
CONTAIN codes concurrently, using parallel / multiple-processing. The application of parallel processing is
approached in a top-down manner, using the existing algorithna present in RELAPS and CONTAIN. Message
passing based data transfer facilitates coupling between the in-vessel and ex-vessel portions of the calculations, which
were performed on IBM RISC/60(X) workstations.

Depressurization in the primary system occurs with a break. His break or leak may result in direct
discharge into the drywell compartment of the containment as in loss of coolant accident or main steam line break
cases, or yield to a discharge into the pressure suppression pool in the wetwell section of the containment as in the
case of inadvertent opening of all automatic depressurization valves. The amount and the thermodynamic state of
the coolant elected from the break is calculated by RELAP5, the program which handles the in-vessel portion of the
analyses. Since this blowdown will be the main source of pressure and temperature changes within the containment,
this data must be transferred to CONTAIN, environment where the ex-vessel calculations are performed. On the
odier hand, the atmospheric conditions in the containment will be renected back to the primary system response by
updating the boundary conditions. The interaction between the coupled codes also needs to be regulated.

De most important data transferred form RELAP5 to CONTAIN is the amount of mass and the enthalpy
of the liquid at the discharge. The CONTAIN computer code requires blowdown into the atmosphere of a ceil or
into the suppression pool to be input as a source table constructed with mass flow rate values along with
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temperatures or the enthalpies for corresponding transient time points. In this specific version of coupled RELAP
and CONTAIN, mass flow rates and the enthalpies of the liquid leaving the system through a time dependent volume
(the pressure boundary condition in RELAP) are passed to CONTAIN.

Another type of data, of secondary importance, passed from RELAP to CONTAIN, is the heat transfer from
selected heat structures. This can contribute to the heating of a cell, or pressurization. The importance of this data
is much more relevant when an analysis depends on the condensation of the blowdown steam in a certain
containment compar, ment, most likely drywell, where other components exist as heat sources.

The influence of CONTAIN calculations on the RELAP calculations is the updating of the containment
boundary conditions. This boundary conditions, formed by time dependent volumes and/or junctions in RELAP,
involves pressure at the exit of the break, driving pressures for LPCI, suppression pool and containment temperatures
and pressures. Without coupling, RELAPS would be run stand-alone, then the results would be fed into the
CONTAIN input deck as a time dependent mass flow rates and enthalpies source table, and then CONTAIN
calculations would be performed. Following the containment calculations, boundary conditions would be updated
in RELAP, and the iteration would be repeated. This method of serial coupling is not only more difficult, but also
less accurate when compared to a truly parallel run.

The model used as input to RELAPS is based on a BWR/6 [5,7]. For the inadvertent opening of all ADS
valves case, and for the main steam line break case, an one-loop model is used. For the LOCA case, a two-loop
model was developed. In the one-loop model, recirculation lines are lumped together. In the two-loop model,
recirculation lines where modelled separately. Single loop model used for the ADS opening and MSLB cases, having
60 components, comprised of 58 volumes and 63 junctions. The two-loop model, shown in Figure 1, has 82
components,77 volumes and 85 junctions.

The CONTAIN model, shown in Figure 2 is composed of five control volumes, corresponding to drywell,
wetwell, pedestal, upper and middle containment cells. The RPV pedestal is connected to the drywell with a regular
flow path. The drywell and wetwell are connected to each other via suppression pool vents. The wetwell is
connected to the middle containment, and the middle containment compartment is connected to the upper containment
control volume with open flow paths. Various heat structures are also included in the model in every cell.

TRANSIENT ANALYSES

Inadvertent Onenine of All ADS Valves:

The inadvertent opening of all 7 ADS valves would be highly unlikely [7]. In order to have such a rapid
depressurization event, several ADS valves must open inadvertently. The ADS uses 7 of 16 safety / relief valves to
reduce reactor pressure following small breaks in the case of HPCS failure, so that the vessel pressure can be reduced
to within the low pressure systems (LPCS and LPCI) design limits [7,8].

The opening of a single ADS valve is a credible event, and is an FSAR design basis event, which does not
lead to a rapid depressurization. When a single ADS valve opens, the reactor system pressure is decreased slightly,
and the feedwater control system keeps the vessel level within operating norms, so that no scram signal is initiated.

In the postulated inadvertent opening of all 7 Automatic Depressurization System (ADS) valves event, the
ECCS signal on high drywell pressure would not immediately be activated because the ADS valves discharge directly
into the suppression pool, A best-estimate analysis of an inadvertent opening of all ADS valves is performed by
thermal-hydraulic coupling between the pool, drywell, reactor building and RPV.

During the 7 ADS opening event, LPCI flow would provide adequate ECCS inventory if LPCI were initiated
. promptly. LPCI is actuated on either low low water level signal or a high drywell pressure signal. Since the ADS
valves would discharge into the suppression pool, the drywell pressure would not be immediately changed.
Noncondensable gases, dissolved in the water level instrumentation piping, would come out of solution and expand
during the rapid depressurization. If noncondensable gases cause the vessel level instrumentation to read inaccurately
high, then LPC1/LPCS actuation might be delayed.

Reactor scram signals based on low or low-low water level were pm actuated under the assumption that the
water level instrumentation would read falsely high with the noncondensables coming out of solution during the rapid
depressurization. No credit was taken for the operator's recognizing that the water level instrumentation was
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inaccurate,

it was assumed, however, that the operator would respond according to normal operating procedures, and
immediate actions required by plant Emergency Operating Procedures [8]. The operator is assumed to take those
immediate actions as required by the reactor scram procedure [8]. For instance, a manual scram will be initiated
when vessel pressure drops suddenly. De operator will trip the turbine, secure one motor-driven feedwater pump,
and verify that the recirculation pumps remain running (n.b., this is true for the non-ATWS transients) [8]. It is also
assumed that when 7 ADS valves inadvertently open, the operator will follow the procedures promptly. Current RPV
control, flooding, and scram procedures [8] can handle this 7 ADS valve opening transient, and instruct the operator
to shut MSIVs and provide condensate and low pressure ECCS injection. Eventually, corn makeup via
feedwater/conden; ate flow would be assured because the operator would draw inventory from the condensate storage
tank once the condenser hotwell is depleted.

Figures 3 and 4 show RPV pressure and collapsed liquid level, respectively for the best-estimate results for
opening of all ADS valves transient. He best-estimate case assumes that: (a) the scram occurs at 60 seconds; (b)
MSIV or TCV closure starts at 70 seconds and ends 90 seconds; (c) feedwater flow is reduced from full to 35% llow
at 80 seconds, and the condenser inventory is depleted at 378 seconds; (d) LPCI is initiated at 2.24 MPa (325 psig)
into the downcomer approximately at 600 seconds; and (e) no condensate is transferred from the storage tank. Figure
4 shows that the minimum collapsed liquid level occurs at ~600 seconds, but still remains above the TAF; however,
the actual RPV two-phase mixture level would be higher than TAF. Some observations can be made as a result of
the cases analyzed [9]. Note, however, that this study had a restricted scope, and as such, may not fully encompass
all the possible parameters and issues associated with rapid ADS depressurization events. Several limited conclusions
are drawn:

1. De reactor must be scrammed in order to have a significant reduction in system pressure down to 3.1
MPa (450 psig). If no scram occurs, the vessel pressure and level remain sufficiently high so that the
noncondensable gases inside the level instrumentation are not released.

2. Condensate /feedwater flow rates and inventory depletion change not only vessel level history, but also
pressure and LPCI timing response. For this BWR/6 model [7], when feedwater flow is maintained at least 35 %
of nominal operating flow, the collapsed liquid level will remain above top of active fuel (TAF).

3. The operator will have sufficient information based on the containment response in terms of drywell,
wetwell, and pool temperatures and pressures to determine that: (a) the ADS valves had inadvertently opened, (b)
the water level instrumentation may be reading falsely high after the depressurization, and (c) LPCI should be
initiated. Moreover, high drywell pressure setpoints should be reached in time to actuate LPCI cooling before the
actual water level dropped to TAF.

It is necessary to emphasize that the case represented does not take any credit for the HPCS cooling, because
it is assumed to be initially failed, or for some unknown reasen never initiated. Therefore, the effect of a potential
level indication error on HPCS, such as an early trip triggered by Level 8 signal, is climinated.

Desien Basis Laree Break LOCA:

In the postulated design basis large-break loss of coolant accident, the ECCS signal on high drywell pressure
would be immediately activated because the break discharges directly into the drywell. A best-estimate analysis
of a DBA LBLOCA is performed by using thermal-hydraulic coupling between the pool, drywell, reactor building
and RPV.

During the DBA LBLOCA event, LPCI and HPCS flow would provide adequate ECCS inventory if LPCI
and HPCS were initiated promptly. LPCI is actuated on either a low-low water level (Level 1) signal or a high
drywell pressure signal. HPCS is activated on low water level (Level 2) or high drywell pressure. If noncondensable
gases become dissolved in the water level instrumentation piping, these gases would come out of solution and expand
during the depressurization. If noncondensable gases cause the vessel level instrumentation to read inaccurately high,
then LPCI actuation may be delayed. Re activation of ECCS signals during this DBA LBLOCA is very quick, so
that operator action is not usually credited in the FSAR analyses; however, operator response issues should be
considered in this analysis to determine if the operator would have sufficient information to detect that the water level
reading is erroneously high after the LOCA.

This DBA LBLOCA event assumes that a complete guillotine break occurs in the recirculation pump suction
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line. For this analysis, a 2.2 sqft break was used, and a total loss of offsite power was assumed, as per the DBA
LBLOCA analysis given for the reference BWR 6. namely, River Bend [7|. In the analysis made for the DBA
LDLOCA transient, the water level drops quickly below Top of Active Fuel (TAF), and below Bottom of Active
Fuel (BAF), as predicted by the vendor's FSAR analysis [7|. He reactor automatically scrams almost immediately
after the LBLOCA event starts. The recirculation pumps trips and the MSIV closure occurs very quickly. The loss
of offsite power causes the feedwater pumps to trip. It should be noted that those BWR 6 plants with turbine driven
feedwater pumps would also have a zero feedwater How once the MSIVs are closed. The reference plant has only
motor-driven feedwater pumps 17] so that the feedwater How is lost after the loss of offsite power. The LPCI and
IIPCS systems are enabled at approximately 40 seconds when the diesel generators are energized, and would provide

emergency cooling to the RPV,
For this DBA LBLOCA event, a double-ended guillotine break is assumed to occur in the recirculation

pump suction line simultaneously with loss of offside power, as per the River Bend FSAR [7]. The reactor is
assumed to scram at 0.5 seconds after the LOCA event occurs. The recirculation pumps are tripped at 2.0 seconds.
The time between the isolation signal and the full closur: of the main steam isolation valves is 4.0 seconds. The
timing of the start of the MSIV closure was studied in the test matrix. %c f' mal best-estimate case has the MSIVs
starting to close at 6 seconds and fully closed at 10 seco ids, as given in FSAR Table 6.3-1 [7]. Feedwater flow is
assumed to drop to zero within 10 seconds. HPCS and LPCI are enabled at approximately 40.0 seconds, when the
diesel generators are ready at full power.

Figures 5 and 6 show RPV Pressure and Collapsed Water Level for this case. The following conclusions

are drawn from the results [9):
1. The reactor will scram automatically on a high drywell pressure signal. Containment isolation will occur

quickly since the drywell pressure limit is reached quickly. No special operator actions are required for this DBA
LBLOCA event.

2. The DB A LBLOCA yields a significant reduction in system pressure down to 3.1 MPa (450 psig) and

even further.
3. The containment response in terms of pressure for the wetwell and drywell is fairly rapid and a large

pressure increase occurs. The suppression pool temperature rises -25 C within a minute. The drywell temperature
rises more sharply since the break discharges directly into it.

4. Since the recirculation line has broken below TAF, the RPV is essentially being drained quickly. The
noncondensables would come out of solution and affect the water level later than the sudden level drop; hence, the

early level readings will be adequate to indicate the rapid inventory loss, and activate ECCS.
During the reflood of the core, the coolant inventory of the vessel is replenished from ex-vesscl sources.

| This coolant inventory was not under pressure comparable to system pressure prior to the accident, and has much
! lower temperature. %erefore, even the most conservative assumptions for the amount of the noncondensable gases

dissolved in the reactor coolant are not applicable to ECCS inventoc. This yields to the conclusion of no
inaccuracy on the level will take place during the reflood, then no early trip of HPCS is expected.

Ma,in Steam I ine Break Acciden.j;

For this MSLB event it is assumed that a complete guillotine break occurs in a single main steam line
unstream of the MSIV, inside the drywell. This event was chosen because it would provide sufficient reactor
pressure vessel (RPV) depressurization, coupled with containment (i.e., drywell, suppression pool, and reactor
building) effects. It should be noted that this MSLB scenario is different from the MSLB case used in standard
FSAR [7] documents. The FSAR MSLB Design Basis Accident (DBA) assumes that the break occurs downstream
of the MSIVs, and outside the containment structures. With the FSAR MSLB DBA, the MSIVs would close quickly,

and the RPV would not depressurize to the extent required by this analysis, namely, below 3.1 MPa (450 psig);
therefore, a MSLB upstream of the MSIV was chosen.

In the postulated MSLB Accident, the ECCS signal on high drywell pressure would be immediately
activated because the break discharges directly into the drywell. A best-estimate analysis of a MSLB event is
performed by thermal-hydraulic coupling between the pool, drywell, reactor building and RPV because the mass now
rate through the steam line break depends on the containment backpressure.

Durmg the MSLB event, LPCI and HPCS Dow would provide adequate ECCS inventory if LPCI and HPCS
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were initiated promptly. LPCI is actuated on either a low-low water level signal or a high drywell pressure signal.
HPCS is activated on low water level or high drywell pressure. If noncondensable gases become dissolved in the
water level instrumentatior, piping in high concentrations, these gases would come out of solution and expand during
the depressurization. If noncondensable gases cause the vessel level instrumentation to read inaccurately high, then
LPCI actuation may be deryed. Tb sctivation of ECCS signals during this MSLB accident is rapid, so that operator
action will not be credited u. tb e analyses; however, operator response issues should be considered in this analysis
to determine if the operator would have sufficient information to detect tL the water level reading is erroneously
high.

His MSLB event assumes that a complete guillotine break occurs in a single main steam line upstream of
the MSIV, inside the drywell. For this analysis, the break size considered is 2.536 sqft. The best-estimate coupled
RELAP/CONTAIN results for the RPV pressures and collapsed liquid level is shown in the Figure 7 and 8. A
30-second RELAPS null transient was used to assure that a true steady-state was obtained. At 30 seconds, the 2.536

sqft MSLB commences. The best-estimate case assumes that: (a) the scram occurs at 31.0 seconds, (b) MSIV or
TCV closure starts at 30.5 seconds and ends at 34.5 seconds. (c) the feedwater flow is reduced from full to 35% flow
from 40 to 60 seconds, (d) LDCI is initiated at 2.24 MPa (325 psig) into the downcomer approximately at 105
seconds, and (e) no condensate es transferred from the storage tank. During this MSLB, the collapsed liquid level
drops quickly below Top of Active Fuel (TAF). The reactor automatically scrams almost immediately after the
MSLB cvent starts. It sheu'd be noted that those BWR/6 plants with turbine driven feedwater pumps would also
have a aro feedwater i ow om the MSIVs are closed, but flow would be available from a single motor driven
feedwater pump. Le reference plant has only motor-driven feedwater pumps [7] so feedwater flow is available after
the MSIVs close.

He following conclusions can he drawn from . results [9]:
1. He reactor will scram automatically on high drywell pressure signal. Containment isolation will occur

quickly since the drywell pressure limit is reached quickly. No special operator actions are requirer for this MSLB
cvent.

2. De MSLB yields a significant reducuan in system pressure down to 3.1 MPa (450 psig) and even further.
3. The containment response in terms of pressure for the wetwell and drywell is fairly rapid and a large

pressure increase occurs. The suppression pool temperature rises 15 *C within a miaute. The drywell temperature
rises more sharply since the break discharges directly into it.

4. Since the MSLB in effect drains the RPV quickly to liquid levels at TAF, prior to pressures reaching 3.1
MPa (450 psig). The noncondensables would come out of solution and affect the water level later than the sudden
level drop; hence, the early level readings will be adequr.te to indicate the rapid inventory loss, and s;tivate ECCS.

5. The opcrator should have sufficient information based on the containment response in tenns of drywell,
m ' vell, and pool temperatures and pressures to determine that: (a) a MSLB has occurred. (b) the water level
o 4;amentation may be reading falsely high after the depressurization, and (c) LPCI should be initiated. Moreover,

high drywell pressure setpoints should be reached in tin.e to actuate LPCI cooling before the actual water level
dropped to TAF. Note that plant specific Technical Specification limits are set lower than the limits used in FSAR
analyses. Plant-specific setpoints and operating procedures would need to be considered to verify this conclusion
for each BWR unit.

It is necessary to note that the best-estimate case, assumes that HPCS is initially failed or for some unknown
reason never activated. Berefore, no credit for the HPCS cooling is taken.

CONCLUSIONS

The rapid depressurization events described demonstrate that there is sufficient RPV depressurization (i.e.,
less than 3.1 MPa) to potentially allow noncondensable gases to come out of solution and yield inaccurate level
indications. Even if an erroneously high level is caused by noncondensables in the water level instrumentation, there
are other system parameters and automatic actuation signals (e.g., Icw RPV pressure, high pool temperature, high
drywell pressure), that provide additional information for the operatu to verify that ECCS LPCI flow has been
initiated, and to determine that the two-phase mixture level indicated by the reference leg piping is incorrect.

In the ADS opening case,35% of nominal feedwater flow was sufficient to provide adequate core cooling

|
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in terms of collapsed liquid level remaining above TAF. The opening of 7 ADS valves is roughly equivalent to
BWR turbine bypass flow rate capability for most BWR/6 plants [7,8,10]. If a minimum of 35% of nominal
feedwater flow can be maintained continuously without any depletion of condensate inventory after the 7 ADS valves
open, then two-phase liquid level in the vessel will remain well above the TAF since the collapsed liquid level stays
above TAF; however, this requires that the operator begin making up the condensate tank inve itory from other
sources very early in the transient. After she LOCA or MSLB, there is a sufficient system depressurization (i.e., less
than 3.1 MPa) to potentially allow concondensable gases to come out of solution and yield inaccurate levcl
indications; however, the rapid inventory loss would cause a sudden level drop gim to reaching low pressures, so
that initially accurate level indications will be available.

This research effort provides some insight into operator response and training needs involved with resolving
current BWR water-level instrumentation issues. However, even if an erroneously high level is caused by
noncondensables dissolved in the water level instrumentation, there are other system parameters (e.g., low RPV

pressure, high pool temperature, high drywell pressure), that provide automatic signals and additional information
for the operator to activate or verify that ECCS LPCI flow has been initiated, and to determine that the two-phase
mixture level indicated by the reference leg piping is erroneous.
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,! -ABSTRACT |
;

} The paper contains the model of transient vapor-liquid flow in a channel with a rod ;
'

bundle of core of a nuclear power plant. The computer code has been developed to;

I predict.dryout and post-dryout heat transfer in rod bundles of nuclear reactor core !
'

: under loss-of-coolant accidents. Economizer, bubble, dispersed-annular and

; -dispersed regimes are taken into account. The computer code provides a three-field ;

i . representation of two-phase flow in the dispersed-annular regime. Continuous vapor, j

; , 'ontinuous liquid film and entrained liquid drops are three fields. For the description j

; of dispersed flow regime two-temperatures and single-velocity model is used. j

| Relative droplet motion is taken into account for the droplet-to-vapor heat transfer. I

j .The conservation equations for each of regimes are solved using an effective i

; numerical technique. This technique makes it possible to determine distribution of ;
:

the parameters of flows along the perimeter of fuel elements. Comparison of thej
calculated results with the experimental data shows that the computer code :

;

j adequately describes complex processes in a channel with a rod bundle during j
i accident.

-

i
!

T

i INTRODUCTION
1

!
q

|
An analysis of hydrodynamics and heat transfer crisis in channels with bundles

'

of fuel rods is usually based on the homogeneous flows. This single-velocity;

| approach makes it impossible to describe some essential features of dispersed annular i

i flows because these features are significantly affected by the velocity difference
between liquid film and the vapor-droplet core flow (this difference depends on the
interphase friction force and on the film-core mass exchange). There are only a few

;
~ studies which take into account the velocity difference between the liquid film and

that of the core flow (Whalley lil, Thwigood, Kelly and Guildotti [2]; Nigmatulin
,

i et.al. [3]; Sakai and Sigawara [4]). ;

:

|- Usun" ,ubcooled fluid is transpoted to the inlet of the channel with a bundle
j of hes' , Therefore, the initial section of the channel is characterized by the

flow e aoled liquid followed by bubbly tiow which changes into a dispersed-
annular huw. The'subcooled hquid flow and the bubbly flow were described using

,

single-velocity approximation (Nigmatulin et.al. [3]). In calculations, it was assumedi.
that the bubbly flow in each cell was transformed into a dispersed-annular flow when

the vapor volume concentration reached a critical value ot[ ~ 0.6-0.8. Moreover, the
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velocity difference between liquid film and the vapor droplet core was taken into
account in the dispersed-annular flow. We also assumed that the heat transfer crisis -

kbegins when the film thickness in one of the cells becomes less than S = 60 micron
(Mikielewicz and Jerzy [5]). The following section of the channel is characterized by
the vapor-droplet flow (dispersed regime). Based on this model, four basic flow
regimes mentioned above were considered.

MATHEMATICAL MODEL OF THE DISPERSED-ANNULAR
FLOW REGIME

We will consider a nonstationary dispersed-annular flow in a vertical channel1

with rods. Because the flow parameters are not uniform over the channel cross;
section, we subdivide the cross section into N cells (Fig.1). A liquid film flows over

- the rod surface in each cell, whereas a gaseous phase with droplets of the liquid
moves in the interspace between the surface of the liquid film and the cell boundary.

,

! In peripheral cells the liquid film also moves over the unheated jacket surface. We
assume that the mixture is at thermodynamic equilibrium and that the velocity of the

; vapor is equal to that of droplets. In this case, the basic equations of dispersed-
annular flow regime are constmeted with 8 equations, i.e., 3 - continuity, 3 - energy, ,

,
~

and 2 - momentum. For example, the continuity equations for the three mixture
components

I
,

, - - y -

.

Nm.

-

1:ig.1 Cross section of rod bundle
,

in each cell can be written as: '

.

8(p[af) 8(p[afvf)! '

1 N a I + a{k1 oE J ,k pi ++ =k| St a.: S l=1 2( j
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Sl=1ipy(ajI - a}k ) + j$[+ j$i , - (1)K'k+
.

t

6(pja$) a(pja$vI) 1 N a'+a*k \' *

T J,'g - pj++ =k8t az S l=1- 2
, j

i

K ,k g l_y*k) , g _ g _I+ tp

O(pja$) 6(pju$v$) k f.k A.

+ =J23 - J31 - J32' |g
,

;

a'=G/(a"+a")and a " = a"[(a" + a") are the volumetric* *

where 2 i i

concentrations of droplets and vapor in the vapor-droplet flow core, respectively.
The left-hand side of the first equation in set (1) accounts for the unifonn

convective vapor flow between adjacent cells, and the second term on the right-hand ;

side of the equations takes into account the turbulent mixing between these cells. ;

Similar terms appear in the second equation. In the third equation, the interchange j

ofliquid between adjacent cells along the rod perimeter is neglected. i

The inh: rent time of the process delelopment t. =0.1 -1 second. The
distributions of volumetric concentrations of the mixture species are transferred along

the channel length L =l m with velocities v -10 m/s and v ,(v > v ). Thei 3 i 3.

disturbances of both velocity and pressure introduced into flow propagate with the

I speed of sound C > C , where C, is an equilibrium speed of sound in vapor-drope

f core of the flow. If vi << C , t. >> L / vj, the distributions of both velocity ande

! pressure are of a quasi-stationary nature
t

Ovj J avj 6p Ap 6pV

-~- < < v j Sz- << vj ,

at t.8t t. bz'

1

4

Supposition of a quasi-stationary distribution of velocities and pressure of the
mixture speciese means that the time-dependent variation of these parameters is

I determined by nonstationarity of boundary conditions for both flow rates and
~

concentrations of the mixture species. With a smoother variation or pressure, flow
rates, and heat fluxes with an inherent time of 0.ls and more, the outlined

| assumption holds good (Nigmatutin et.al.131).

Equations (1) include unknown convective flow rates J''k of the vapor-droplet
mixture between adjacent cells. These flows are determined in such a way that the'
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pressure over the channel cross section is constant, and the sum of convective rates
of the vapor-droplet mixture through any closed contour is equal to zero
(Nigmatutin eta al 13]).

The film and droplet evaporation rates JIi, J$i are determined by the equations
of heat fluxes to the surface of the film and droplets.

In order to estimate the rate of interphase interactions inside the cells (the

entrainment intensity j|2, drop deposition intensity jI3, the turbulent transfer of the

I
vapor-droplet mixture between adjacent cells K ' , and the interphase friction forcet
in momentum equetions) the relationships in Nigmatulin et al. |31 were used.

The described model was successfully applied in [3] but.the authors used a very
coarse calculated grid; for each fuel rod, there was only one cell.

!

MATHEMATICAL MODEL OF THE DISPERSED FLOW REGIME

A liquid film may. vaporize, and dispersed-annular regime transfomis into a
nurely dispersed regime - flow of a mixture of vapor and drops. The heat exchange
in this regime is characterized by significantly lower heat transfer coeflicients than in
the pre-crisis area, which may result in significant overheating of the heating surfaces
compared to saturation temperatures.

Equations for a dispersed flow are derived from a similar ~ stem written for a
dispersed-annular flow, if the liquid-film equations are a pped, and the
appropriated tenns are omitted in equations for vapor and drops. In addition must
be taken into consideration: the relative velocity of vapor and drops is small, i.e., it

is much smaller than the velocity of vapor (drops) (vI - v$ << vh; therefore, slip
|

| is taken into account only when determining the heat flux from vapor to the drop
surface, where even n slight slip may be significant (Nigmatulin R.I. [6]). Slip isI

detennined without any account of drops inertia which is small compared to friction

force. The vapor-drop flow may be thermodynamically nonequilibrium (Tf * Td to

a significant extent-vapor is overheated relative to the saturation temperature, and
lliquid in drops is on the saturation line (T = T,(p0 and also pI * pi.j 2

The following govering equations and corelations are used in the dispersed flow
regime.

1. The continuity equations for the vapor and droplet components.

2. Momentum equations for the vapor-droplet mixture and for the droplets phase.

3. The internal energy equations for the vapor and droplets.

4. The equation of droplet size.

5. The equation of heat balance on interfacial surface.

6. The thennal conduction equations for the wall temperature.

7. Shear stress between wall and vapor.

|
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8. Vapor-droplet interfacial drag.
9. Convective heat transfer between wall and vapor and between wall and droplets.

10. Vapor-droplet interfacial heat transfer.
It is assumed that the velocity and pressure distributions can be considered as

quasi-stationary.
The above model of vapor-droplet flow with constitutive laws was successfully

- applied for vapor-droplet mixture in tube (Kroshilin and Khodjaev [7D. Here under
conditions of a vapor-drop flow in the heated channel was shown that drople:s
taking heat when colliding with a heated surface make an essential contribution to
heat removal from heated surface to the flow.

BOUNDARY AND INITIAL CONDITIONS
f

in order to solve the system of equations both boundary and initial conditions
must be predetermined. The initial conditions define the liquid temperature
distribution over a segment of flow of subcooled liquid, the volumetric concentration
of vapor over the segment of bubbly regime of flow, and also, the volumes ofliquid j
film and drops over the segment of a dispersed-annular regime of flow and the
volumes of vepor over the segment of a dispersed regime of flow. These initial
distributions are detemlined from a solution of a related stationary problem.

.The boundary conditions required for both stationary and nonstationary

|problems define the velocity v$, temperature TI of a subcooled, and pressure po at

the channel inlet. The liquid velocity at the inlet to the segment with a bubbly

regime of flow (z = zb) equals its velocity at the channel inlet. The volumetric
concentration of vapor at the inlet to the segmcut of bubbly regime of boiling is said
to equal zero. Boundary conditions at the inlet to the segment with a dispersed-
annular regime of flow follow from the conservation flow rate of vapor and liquid '

using parameters at a fixed exit of the bubbly regime of flow. The boundary^

conditions for the equations of dispersed regime of flow are prescribed in the
section, which is taken as the beginning of a post-crisis area due to film drying-out . ;

RESULTS
,

Using described above dispersed - annular model, an analysis was made of ;

experiments on the distribution of liquid film thickness along the rod perimeter
under adiabatic conditions 181. In 18| presented are results of liquid flowrate ;

iexperimental study in the films along wetted perimeter of rods and channel body
with a bundle of seven rods in conditions of hydrodinamic equlibrium of water-air

'

dispersed-annular flow under pressure 0.3 MPa as well as in the vicinity of two type
spacer grids. The study was conducted in a vertical channel with a bundle of seven
rods - central rod of 15 mm inside diameter, and peripheral rods of 13.5 mm inside -

diameter installed with a pich of 16 mm. Channel diameter was 48 mm. The mixture
samplings were carried out through completely or partially perforated walls of ihe
body or of the rod. Water was fed to the working area by spraying to the flow core
through 250 holes of I nun diameter, uniformly installed along channel flow area.
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,

By this way ofliquid feeding the flow hydrodynamic equilibrium was formed at least, :

at the distance of 0.85 nun from the chanel inlet. The main measurements were i

made at distanse of 1.5 m from the channel inlet. In Ref [8] give more detailed !

description of the construction of the working area , water air test facility and
measure technique.

Test were conducted under pressure p=0.3 MPa , in change ranges of G=55+
s

22000 kg/(m s) and vapor quality x=0.03 - 0.8. Water temperature was 20i2 C, air

| temperature was 20i3 C.
Figure 2 demonstrates satisfactory agreement between the experimental data and

,

the calculated results. Figure 2 also shows that the relative liquid film flowrate along
'

,

i the rod perimeter has three local minim which correspond to narrow gates.
!
-

_

! r;/r
|! m

[0 0 ;

; 2 _ _ . . __ /o o . . :
!
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Fig. 2. Experimental (dotted lines) and predicted (solid lines) distributions of
I

: _

| r; / r (the ratio of the relative liquid fum flowrate r; (r;=m /Py) to the averagen

: relative liquid film flowrate r) along the perimeter of anouter rod under the
following stationary conditions: p=0.3 bar, the mass flow rate of the liquid G=500

2kg/(m s), quality x=0.5
,

i

Using the above dispersed-annular model, also, all experimental data on critical
; heat fluxes and pressure drops obtained in a full-scale model of the chcnnel with a

fuel rod bundle for an RBMK-1000 reactor for different profiles of heat release
'

along the assembly length were analyzed (Osmachkin 19]). The predicted mean- i

square error for the critical heat flux Q is 9 %, whereas the error in using the ;

correlations recommended in (Osmachkin 19]) is 28 %. Numerical calculations using
the proposed method make it possible to locate the initiation of the heat transfer
crisis along the rod perimeter. Notice that, according to the data for most of our

,

experiments, the heat transfer crisis begins in the fuel element region close to the ,,

unheated jacked, which is in accordance with experimental data (Osmachkin [9],
1144
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Stolyarov et al.1101) obtained at a full-scale model of the channel with a fuel rod
'

j bundle for an RBMK-1000 reactor. This result did not obtain by other investigators
since available techniques and computer cods make it impossible to locate the

,

'

initiation of the heat transfer crisis along the rod perimeter as these numerical
procedures used a very coarse' mesh of cells.

Unfonunately we have no complete experimental data of cladding temperature
behavior of the channel with a fuel rod bundle for Boiling Water Reactor. In work
by Stolyarov et al. [101) the results of an experimental post dryout heat transfer with
reference to fuel assemblies of boiling water cooled reactors are presented. The data
were obtained at electrical heated 18-rod bundle (central rod is unheated, fig. 3)
models with different types of grid spacers within the range of following parameters

2 2
p=7.5 MPa, G=600-2000 kg/(m s), q=0.2-1.1 MW/m , and x=0.2-0.9. The cross
section of this rod bundle represent RBMK-1000 reactor nature cross section with
length 1100 imn. For the measuring cladding temperaure are using chrome's
thennocouples. Staning conditions of the experiment are realizing at the constant of
pessure at outlet and at the given flowrate and enthalpy at the inlet of the channnel.
In test electrical power is gave to the bundle and increase slowly. In this work the
cladding temperature in local section, where the beginning of a post-crisis was ;

measured. Figure 4 demonstrates experimental and predicted distributions of |
'

cladding temperature along the penmeter of an outer rod at the outlet of assembly
under the following stationary conditions: P=7.5 MPa, G=1500 kg/(m2 s), q=1.1
MW/m2, x=0.3. Figure 4 .shows that the heat transfer crisis begins in the fuel
element region near the' unheated jacket, where the cladding temperature is
increased.
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Fig.4 Experimental (*) and predicted (solid lines) distributions of cladding
temperature along the perimeter of rods at the section of a standart

assembly, where begins the heat transfer crisis

The peculiarities of the vapor-liquid flow in a channel with a fuel rod bundle
for an RBMK-1000 under stationary and nonstationary accident conditions, when
simultaneously available all above discussed regimes of flow were studied using the
numerical simulation.
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Distribution of the film thickness (Fig. 4) and vapor, film
concentrations (Fig. 5) along the perimeter of rods and

.

outerjacket at the section of a standart assembly, where '

begins the heattransfer crisis.
1146

!



. . - .- . - . - . _ - -.

k
,

Figures 5,6 and 7 shows distribution of film thickness S , the volume concentration

of vapor af and film a$, velocity of vapor vf and film v$ along the perimeter of
rods and the outer jacket at the section,were the heat transfer crisis begins under
following stationary conditions, p=67 bar, inlet under heating AT=293 K, the mass4

flow rate of the liquid G=1500 kg/(m2 s), extemal heat released Q=3.5 MW
(Dollezhal |111). Figure 5 shows that in the region near the unheated jacket heat
transfer crisis begins due to film drying out. The local minim of the film thickness
correspond to the local minimum of the gap width (In RBMK-1000 reactor the
minimum distanse between outer rod and the unheated outer wall is 2 nun), it is

shown that minim volume concentrations a[ and a$ and minimum velocities vf

and v$ correspond to narrow gaps. The local maximum of the liquid film and vapor
!velocitics correspond to those of the gap width. It is interesting that in cells, which

correspond to narrow gaps of region near the unheated jacket, where heat transfer
!

crisis begins there are more amount of drops than in other cells. This phenomenon is
due to an additional removal of droplets from the outer jacket. Figure 8

1

demonstrates distributions cxI, a$, vI and v$ along the length of a rod at the
location of the heat transfer crisis under the above conditions (Fig. 7). All regimes of
flow are presented here. Bends in the curve showing variations of vapor volume
concentration and velocity correspond to the transition from bubble flow to a
dispersed-annular flow and from a

|
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Fig. 7 Distribution of the vapor and film velocities along
along the perimeter of rods and the outerjacked at
the section of a standart assembly, where begins the

heat transfer crisis
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r

dispersed-annular flow to dispersed flow, and are in accordance with the hypothesis j
of an instantaneous transition from the bubble flow regime to a dispersed annular i

flow and from a dispersed-annular flow regime to a dispersed flow regime. Figure 9 '

shows distributions of cladding temperature Th.and vapor-droplet mixture

temperature T along the length of a rod at the location of the heat transfer crisisy

under above conditions (Fig. 8).
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| -According to Figures 8 and 9 a conclusion may be made that distributions of,

flow parameters along the length of rod bundle are analogously to distributions of-

flow parameters along the length of a round tube. Figure 10 shows a distribution of
vapor-droplet mixture velocity along the perimeter of rods and outer jacket at the
outlet of a standard assembly under the above conditions (Fig. 9). Figure 10 showsi

that the largest velocity achieved in the maximum gap width, and smallest velocity
'

; in the minimum gap width. The calculations also shows that at the outlet of a
rod bundle under above conditions- (Fig. 5 - Fig.10) are 90 % vaporand 10 %

i- droplets. Figure 11 shows distributions of cladding temperature Th and dispersed
.

| flow temperature T along the perimeter of rods at the outlet of a rod bundle.k
y

! The calculations showed that in the nonstationary case, the heat transfer crists '

occurred not on a rod of the outer row (as it does under stationary conditions), but
! on a rod of the second row in a region where the gap width was small. This is

because of a decrease in the mixture flow rate over time, resulting in a sharp
i reduction in the intensity of dynamic entrainment. In this case, the crisis occurs

primarily in regions where the intensity of evaporation is higher, i.e., in regions with
a smaller gap width. Figures 12 and 13 shows distribution of flow parameters

Tk (Fig.13) over timenear a rod of thek
af, a), vf, v$ (Fig.12) and S', T y

second row (at the small gap width, where begins crisis) at the outlet of a standardt
'

! assembly under the following nonstationary conditions: p=70 bar, AT=293 K ,
G=2800 kg/(m2 s) and Q=2 MW (the heat flux along the channel is constant);'

i > 0, the liquid flow rate at the channel inlet is reduced to zero over a period of

? ky z
'/ 4 k

N Tg y

'
5aI'/ / w

h. V" . f'f 9
6'' /// w

.Yv

kVi
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j: 'i D). '
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Fig.10 Fig.I1

Distribution of vapor-droplet mixture velocity (Fig.10) and cladding temperature

Th, flow temperature Tk (Fig. I1) along the perimeter of rods at the outlet of a rody

bundle
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0.1 s. Rise in liquid film thickness at early period of time (Fig.13) is because of a
^

decrease in the droplet extrainment rate resulting from the reduction of the liquid
flow rate at the channel inlet.This mechanism was previously described in
(Nigmatulin et (121) for the flow in a circular tube.
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CONCLUSIONS

Model of transient vapor-liquid flow in a channel with a rod bundle taking into
account distributions of flow parameters along rod perimeters has been developed.

A comparison between the experimental data and the calculated results for
vapor-liquid flows in a channel with rod bundles of different geometries shows that
the proposed model is quite realistic for evaluating hydrodynamic parameters of such
flows.

NOMENCLATURE

m the flowrate, kg/s
p the pressure in the mixture, Pa
P the wetted perimeter, m

2
q the heat flux, MW/m

2
S area, m
t the time, cek
v the velocity, m/s
z the coordinate along the channel axis, m
a the volume concentration
Ap the pressure gradient, Pa
S the film thickn:ss, mkm

3
p the density, kg/m

Subscripts

f film
i cell
j number of pha.ce (j=1, 2, 3)
s saturation
y vapor
w wall
x unheated jacket
I vapor
2 droplet
3 liquid film

Superscripts

k, I cells
o microscopic
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ANALYSIS OF AN AP600 INTEP NIEDIATE-SIZE LOSS-OF COOLANT
ACCIDENT *

B. E. Boyack and J. F. Lime
Los Alamos National Laboratory
Los Alamos, New Mexico 87545

ABSTRACT

A postulated de,uble-ended guillotine break of an AP600 direct-vessel-injection
line has been analyzed. This event is characterized as an intermediate-breaka

loss-of-coolant accident. Most of the insights regarding the response of the
AP600 safety systems to the postulated accident are derived from calculations

. performed with the TRAC-PF1/ MOD 2 code. However, complementary
insights derived from a scaled experiment conducted in the ROSA facility, as
well as insights based upon calculations by other codes, are also presented.
Based upon the calculated and experimental results, the AP600 will not
experience a core heat up and will reach a safe shutdown state using only,

safety-class equipment. Only the early part of the long-term cooling period
initiated by In-containment Refueling Water Storage Tank injection was

.

evaluated. Thus, the observation that the core is continuously cooled should be
verified for the later phase of the long-term cooling period when sump injection'

and containment cooling processes are important.

INTRODUCTION
,

The AP600 is an advanced passive 600 MWe reactor design being developed by
Westinghouse in conjunction with the US Department of Energy's Advanced Light Water
Reactor Technology Program. The AP600 has been submitted to the United States Nuclear
Regulatory Commission (NRC) for design certification. In accordance with the design
certification requirements of 10CFR52.47, advanced reactor applicants are required to
submit neutronic and thermal-hydraulic safety analyses over a sufficient range of normal
operation, transient conditions, and specified accident sequences. Review and
confirmation of these analyses constitute an important activity in the NRC's AP600 design
certification effort. In support of its design certification activities, the NRC performs audit
calculations using best-estimate thermal-hydraulic codes. The NRC uses the TRAC code
for analyzing AP600 large-break loss-of-coolant accidents (LBLOCAs). In addition,
TRAC is being used to evaluate the AP600's response to an intermediate-break LOCA
(IBLOCA). In this paper, the response of the AP600 to an IBLOCA event, a double-ended
guillotine break (DEGB) of a direct-vessel-injection (DVl)line, is analyzed. The TRAC
DVI-line IBLOCA is a direct counterpart to the Westinghouse calculation of an AP600
DVI-line IBLOCA.1

*This work was funded by the US Nuclear Regulatory Commission's Office of Nuclear Regulatory Research.
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The AP600 is a two-loop design with one hot leg, one steam generator, two reactor coolant
pumps (RCP), and two cold legs in each loop (Fig.1). A pressurizer is attached to one of
the hot legs. The reactor coolant pumps, a canned motor design, are integrated into the
outlet plena of the steam generatore. The loop seal is eliminated with this design. The core
is designed for a low power density. The design incorporates passive safety systems
(Fig. 2) that rely only on redundant / fail safe valving, gravity, natural circulation, and
compressed gas. Two Passive Safety Injection System (PSIS) trains connect directly to the
reactor-vessel downcomer through DVI lines. Attached to each DVI line are an
accumulator (ACC), a Core Makeup Tank (CMT), and lines to large, safety-class water
pools residing in the In-containment Refueling Water Storage Tank (IRWSD and sump.

Depressurization of the primary system is an essential process that is required to ensure
long-term cooling of the AP600. The accumulators inject coolant into the reactor coolant
system (RCS) only after the primary pressure has decreased to 4.83 MPa (700 psia).
Coolant injection from the IRWST and sump can occur only after the reactor coolant
system pressure decreases enough that the gravitational head of each pool is sufficient to
force coolant into the DVI line. An Automatic Depressurization System (ADS) ensures the
needed RCS pressure reductior. The ADS has four redundant stages. The first thre-
stages connect the top of the pressurizer and the IRWST. The fourth stage connects the top
of each hot leg and the containment. A direct discharge path to the containment is needed to
ensure that the RCS presst're will equilibrate with the containment pressure so that the
head driven IRWST and sump injection can proceed.

The AP600 containment plays an essential role in the long-term cooling of the primary.
Steam entering the containment, through either a break in the RCS or CDS operation,
condenses on the inside of the steel containment shell. The condensate .ains downward
and a large fraction is delivered via gutters to either the IRWST or the s op. Heat transfer
on the outside of the containment steel shell is by evaporation ofliquid sprayed near the top
of the steel reactor containment dome, and by convection to an air secam induced by
buoyancy-driven flow.

For non-LOCA accidents,long-term heat removal is provided as the Passive Residual Heat
Removal System (PRHRS), which removes core heat through buoyancy-induced
circulation. Isolation valves on the PRHRS lines open upon receipt of the safeguards (S)
signal and a buoyancy-induced flow transports primary coolant through the PRHRS. The
PRilRS is ineffective for LBLOCAs, has a limited interval of effectiveness for IBLOCAs,
and has an extended period of effectiveness for SBLOCAs.

TRAC CODE DESCRIPTION

The TRAC-PF1/ MOD 2 code,2 Version 5.4, was used for this calculation. The TRAC code
series was developed at Los Alamos to provide advanced, best-estimate predictions for
postulated accidents in pressurized-water reactors. The code incorporates four-component
(liquid water, water vapor, liquid salute, and noncondensible gas), two-fluid (liquid and
gas), and nonequilibrium modeling of thermal-hydraulic behavior. TRAC features flow-
regime-dependent constitutive equations, component modularity, multidimensional fluid
dynamics, generalized heat structur; modeling, and a complete control systems modeling
capability. The code also features e three-dimensional (3D), stability-enhancing, two-step
method, which removes the Courar.t time-step limit within the vessel solution. Throughout
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the years of its development, the TRAC code has been assessed using data from a variety
of experimental facilities and applied to a number of pressurized light reactor systems.

Code adequacy must be addressed when first applying a computer code to a new reactor
type, e.g., AP600. One such approach is to (1) identify representative AP600 transient and
accidents sequences; (2) identify the key systems, components, processes, and phenomena
associated with the sequences; (3) conduct a bottom-up review of the individual code
models and correlations; (4) conduct a top-down review of the total or integrated code
performance relative to the needs assessed in steps 1 and 2; and (5) correct significant
identified deficiencies. The bottom-up review determines the technical adequacy of each
model by considering its pedigree, applicability, and fidelity to separate-effects or
component data. The top-down review determines the technical adequacy of 'he integrated
code by considering code applicability and fidelity to integral test facility data. A review of
the TRAC-PF1/ MOD 2 code, such as tu just described, is planned to assess code
adequacy for the AP600 LBLOCA application. For the IBLOCA application, using TRAC
to support confirmatory analyses will depend, in part, upon the significance of multi-
dimensional phenomena during the transient. At present, the role of TRAC is comple-
mentary to other NRC analysis tools. Thus, the determination of adequacy for the
IBLOCA application will largely rest on the similarity of processes and phenomena
occurring in the AP600 during LBLOCA and IBLOCA events.

TRAC MODEL DESCRIPTION

The TRAC model of the AP600 is a finely-noded, multidimensional model of 184
hydrodynamic components [three vessel components and 181 one-dimensional (1D)
components) encompassing 1,136 3D and 9901D computational fluid cells, and 55 heat-
structure components. The plant model has undergone an independent quality. assurance
check. The TRAC AP600 plant model reflects the AP600 design information available on
November 15,1994.

A DEGB of DVl-line A (DVI-A) at the nozzle connecting DVI-A to the reactor vessel is
assumed (Fig. 2). The vessel-side break area is constricted by a nozzle. The DVI-line side
of the break is the pipe cross-sectional area. The nozzle orifice area is 5.1% of the total
ADS discharge area. The DVI break disables one-half of the PSIS capacity of the AP600.
A constant containment pressure of 0.31 MPa (45 psia)is assumed.

IBLOCA ANALiSIS-TRAC RESULTS

The key processes occurring in an AP600 during a postulated DVI-line IBLOCA are
primary coolant system depressurization, inventory depletion, inventory replacement via
emergency core coolant (ECC) injection, maintenance of continuous core cooling, and
long-term decay heat rejection to the atmosphere. With due consideration for these key
processes, four periods have been selected to characterize the AP600 IBLOCA transient:
(1) break dominated depressurization, (2) depressurization via ADS discharge to the
IRWST, (3) depressurization via ADS discharge to the containment, and (4) long-term
cooling. The selected periods (Fig. 3) provide a rational partitioning of the IBLOCA
sequence because system depressurization is required to bring the AP600 to a safe
shutdown condition. The sequence of events is provided in Table I.

.
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Period 1 - Break-Dominated Depressurization

De first period is an interval of break-dominated depressurization initiated by a DEGB in
DVI-A. The RCS rapidly depressurizes (Fig. 3) as mass and energy are lost through the
break. He vessel side break flow rapidly diminishes (Fig. 4) because fluid near the break
flashes, increasing the resistance to Dow through the break. As coolant flashes to vapor in
the hotter parts of the RCS, the rate of primary depressurization rapidly slows and then
stalls. However, coolant discharge from the vessel-side of the DEGB proceeds, continuing
the reduction in RCS inventory (Fig. 5) and contributing to voiding in the higher elevations
of RCS. The postulated break disables one-half of the PSIS capability, specifically the
A train. The inventories of ACC-A, CMT-A and the coolant delivered by one IRWST
discharge line (Fig. 6) are lost through the break and are discharged into the containment.
Coolant recirculation begins immediately after the CMT isolation valves are opened
following receipt of the S signal 9.2 s after break initiation. During the recirculation mode,
the CMTs remain full. The intact CMT(CMT-B) continues to recirculate throughout this
period and thus does not drain. However, the recirculation period of CMT -A lasts only a
few seconds, after which it begins to drain as coolant is lost through the break at a faster
rate than can be replenished through PBL-A, which feeds CMT-A. The break-dominated
depressurization period ends at 172.6 s when the first-stage ADS is activated following the
reduction of the inventory of CMT-A to the inventory set point (67% of in'tial inventory) at
which the ADS actuation signal is generated.

Psriod 2 - Depressurization Via ADS Discharge to the IRWST

The second period of this transient is characterized by depressurization via ADS discharge
to the IRWST. The period begins when the first-stage ADS actuates at 172.6 s and
concludes when the fourth stage ADS actuates at 482.7 s. Each of the first three ADS
stages consist of two trains, which discharge primary system mass (Fig. 7) and energy into
the IRWST. Failures of one first-stage and one third-stage train are assumed as a
counterpart to the Westinghouse analysis of the same postulated accident.1 First-stage
ADS actuation releases sufficient mass and energy to restart primary system
depressurization, even with one train inoperable (Fig. 3). The rate of depressurization is
moderate, but increases further when the second-stage ADS starts to open at 242.7 s, a
preset 70 s interval following first-stage ADS actuation. The second-stage ADS discharge
area is approximately 10 times greater than that of the single operative first-stage ADS and,
therefore, an observable increase in the rate of depressurization follows second-stage ADS
actuation. The RCS pressure soon decreases to 4.83 MPa (700 psia), initiating coolant
injection from the intact ACC (Fig. 8). The accumulator flow rate increases as the primary
pressure continues to decrease. The increasing' accumulator flow gradually terminates
draining of the intact CMT attached to the same DVI line. A reverse flow through the intact
CMT is predicted. Draining of the intact CMT does not resume until the ACC empties at
the end of the third transient period. One train of the third-stage ADS starts to open at
362.7 s, a preset 120 s interval following ADS stage-2 actuation. One train of the third-
stage ADS has one-half the discharge area of the two ADS stage-2 trains.

Throughout this period, the balance of inventory losses through the ADS and vessel-side ;
break and inventory gains via CMT draining and accumulator injection vary. At the start of i

the period, the vessel-side break flow dominates the RCS inventory loss, being nearly an |
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order of magnitude greater than the inventory gain via CMT draining. The first-stage ADS
flow is a small contributor to inventory loss, approximately the same magnitude as the
CMT draining flow. At the end of the period, the downcomer liquid level has drained
below the level of the DVI nozzle, reducing the vessel-side break discharge to nearly zero.
The second- and third-stage ADS flows are the dominant contributors to the continuing loss
of RCS inventory. The maximum ADS mass flow through stages 1-3 is reached by 350 s
as ADS stage 2 fully opens. The total ADS flow is rapidly decreasing at the end of the
period. Throughout the period, the RCS coolant inventory decreases (Fig. 5). The intact
accumulator flow, however, continues at an increasing flow rate (Fig. 8) , setting the stage
for refilling the vessel early in the next period of the transient. The period of RCS
depressurization via discharge through ADS stages 1-3 to the IRWST ends at 482.7 s,
when fourth-stage ADS is activated following the reduction of the inventory of CMT-A to
20%, the volume fraction at which the fourth-stage actuation signal is generated.

Period 3 - Deoressurization Via ADS Discharge to the Containment

De third period of this transient is characterized by depressurization via ADS discharge to
the containment. Each of two fourth-stage ADS lines connect to the top of a separate hot
leg and exhaust directly to the containment. The objective of the fourth-stage ADS is to
complete the depressurization of the primary system by reducing the RCS pressure below a
level at which the IRWST pool head is sufficient to induce injection. The period begins
when the fourth-stage ADS is actuated at 482.7 s, and concludes when the IRWST
injection begins at 631 s. About 80 s after fourth-stage ADS actuation, the RCS pressure
approaches the containment pressure (Fig. 3), establishing the precondition for IRWST
discharge into the intact DVI line once the ACC attached to the same line empties. |

The fourth-stage ADS discharge area is approximately 62% of the total ADS system
discharge area. At the time of fourth-stage ADS actuation, the hot-leg piping contains only
a little liquid and, therefore, RCS depressurization continues with only a moderate
additional loss of coolant inventory over a period of approximately three minutes (Fig. 9).

| After the discharge flow is established following opening of the ADS fourth stage, the rate ;

of RCS inventory loss through fourth-stage ADS oscillates but generally decreases as the
period progresses. Inventory discharges through ADS stages 1-3 continue to diminish<

throughout the period and are small at the end of the period. Eventually, the rate at which |

|
coolant is injected by the intact ACC exceeds the coolant loss through all stages of the ADS ),

!
and the vessel-side break. This occurs at about 535 s and the core begins to refill (Fig. 5). !

The intact ACC empties at 623 s (Fig. 8). Draining of the intact CMT resumes shorn
3

| before the intact ACC emptics. IRWST draining through the intact DVI line begins shortif
after the intact ACC empties at 631 s, marking the end of the period.

h Period 4 - Long-Term Cooling ;

1

! De TRAC-PF1/ MOD 2 calculation does extend very far into the long-term cooling period.
Thus, the descriptive information provided for the long term cooling period is based upon'

other sources.3 5 The long-term cooling period begins with IRWST actuation and
,

continues indefinitely. IRWST injection begins at 631 s. Draining of the IRWST is
expected to take several days, after which water from the sump is recirculated indefinitely.

; Water from the IRWST passes to the vessel downcomer through the DVI lines. The
,

injected water is heated in the core, a portion evaporates establishing a two-phase liquid

|
1157

|

|
:

- . - _ _ . . _. _ - -- .



level in the core, and the steam generated in the core is discharged to the containment
through the fourth-stage ADS. The passive containment cooling system plays an important
role during the long-term cooling period. Steam released into the containment through
either the break or fourth stage ADS condenses on the inner surface of the steel
containment shell, and drains downward either to gutters that return the condensed liquid to
the IRWST or the sump. Heat transfer on the outside of the steel containment shell is by
evaporation of water and buoyancy induced circulation of air until the PCCS water supply
is exhausted. Thereafter, the buoyancy induced air flow is sufficient to remove the decay
heat released into the containment.

IllLOCA ANALYSIS-0TIIER RESULTS

Scaled DVI-Line IBLOCA in the ROSA Facility

The NRC has contracted with the Japan Atomic Energy Research Institute (JAERI) to
perform AP600 confirmatory testing in the JAERl's ROSA facility. ROSA is not a perfect
representation of the AP600 reactor, and numerous geometric distortions exist that must be i

considered when projecting the RCSA response to the AP600.3 For example, AP600 has I
two cold legs per loop. AP600 has two cold-leg pressure balance lines, each connecting
one CMT to one cold leg of the same loop. ROSA, however, has only a single cold leg per
loop. Both the NRC and JAERI have concluded that while ROSA is not an exact scale
model of the AP600, it is sufficiently similar to reproduce the most important thermal-
hydraulic phenomena associated with AP600.

In October 1994, an IBLOCA experiment, AP-DV-01, was conducted in the ROSA
facility.3 This experiment simulated a DEGB in one of the AP600 DVI lines. Thus, one-
half of the PSIS injection capability was disabled. Although a TRAC-PF1/ MOD 2
assessment of the test results is not planned, the test has been reviewed with the objective
of highlighting areas of similarity and dissimilarity between the ROSA AP-DV-01 data and
the TRAC-calculated results for the same postulated accident in AP600. ROSA experiment
AP-DV-01 conditions differ in some respects from the TRAC counterpart model of a
Westinghouse DVl-line LOCA.1 For example, the ROSA break location is located ~6.8 m
from the reactor vessel nozzle, which is equivalent to about 8.3 m from the reactor vessel
nozzle in AP600. The break location for the TRAC DVI-line IBLOCA was at the reactor
vessel nozzle. The ADS is fully functional in the ROSA test. One stage of the first- and
third-stage ADS are assumed to fail in the TRAC calculation. A single heat exchanger and
fluid train simulates the AP600 PRHRS in ROSA. Both AP600 PRilRS trains are
simulated in the TRAC model. Other than the differences noted, the TRAC calculation is a
reasonable counterpart to ROSA experiment AP-DV-01. A comparative assessment of the
areas of similarity and dissimilarity between the TRAC calculation and ROSA experiment
AP-DV-01 is briefly summarized as follows.

The following similaritics between the ROSA test results and TRAC calculated results
were identified. The sequence of events occurring during the ROSA experiment and in the
AP600 calculation are similar. The pressurizer empties early due to Hashing associated
with the initial RCS depressurization. The pressurizer collapsed liquid level recovers
following opening of the first-stage ADS. RCS depressurization stalls prior to ADS
actuation when the hottest portions of the RCS saturate. The broken-line ACC discharges
for an interval, terminates before ADS stage-1 initiation, and resumes after the RCS
pressure once again decreases below the accumulator injection pressure. The broken-loop

1
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CMT drains fairly rapidly into the broken DVIline and thence out the break. The intact-
loop CMT has an initial period of recirculation, followed by a brief period of draining that
is terminated following accumulator injection. CMT injection does not resume until the

~ ACC is empty. CMT and IRWST injection proceed simultaneously after the ACC empties.
Cladding temperatures follow saturation pressure. There is no core cladding heatup. |

The following significant dissimilarities between the ROSA test results and TRAC I

calculated results were identified. The ROSA data show a shorter-duration primary
pressure plateau following RCS saturation. The single ROSA PRHRS transfers sufficient
energy from the RCS to the IRWST that RCS pressure begins to decreas.e before ADS
stage-1 operation. The TRAC-calculated RCS pressure plateau persists until ADS stage 1
is actuated. TRAC models both of the PRHRS trains. In the TRAC AP600 calculation,
asymmetries in the layouts of the two PRHRS trains result in different flows through the
two heat exchangers, possibly reducing the total calculated heat removal through the
PRHRS. Cladding temperatures follow RCS depressurization in both the ROSA data and
the TRAC calculation, but the caoldown rate differs because a faster depressurization
transient occurred in ROSA than that calculated by TRAC for AP600. In summary, the
TRAC-calculated DVI-line IBLOCA is in general agreement with respect to the important
systems, components, processes and phenomena occurring in ROSA test AP-DV-01. The
primary area of disagreement relates to the system pressure response arising from PRHRS
modeling and related processes and phenomena.

'
IBLOCA Analyses by Westinchouse Usinc NOTRUMP

In 1994, Westinghouse reported an analysis of a DVI line IBLOCA.1 The analysis was
based upon a calculation performed with the NOTRUMP code. No core uncovery and
cladding heatup is predicted to occur. This result is consistent with the TRAC-calculated
result. In addition, the NOTRUMP-calculated and TRAC-calculated event times for reactor
trip, S signal, start of RCP coastdown, ADS stage-1 actuation, start of intact-loop
accumulator flow, ADS stage-2 actuation, ADS stage-3 actuation, and ADS stage-4
actuation are similar. Differences between the NOTRUMP and TRAC calculations were
also observed. These included a shorter duration RCS pressure plateau, slower upper head
draining, recovery of the downcomer mixture level after ADS actuation, and lower ADS
flow rates predicted by NOTRUMP for the transient. Some of the differences may be
related to the Appendix K methodology incorporated in the NOTRUMP model. Others,
such as the the RCS pressure behavior following RCS saturation, may be related to
different modeling approaches fcr the PRHRS.

When code-to-code comparisons are made, three potential causal areas must be explored.
First, the same understanding of facility design and operation must be held by each team
developing a code input model. Second, the input model must adequately represent the
actual design and its operation. Third, code features or inadequacies may play a role. The
areas of agreement between the NOTRUMP and TRAC results seem to indicate that the
majar features of both the codes and input models similarly represent AP600.

IBLOCA Analyses by tbc INEL ;

in 1995, Idaho National Engineering Laboratory (INEL) staff analyzed an AP600 DVI line
IBLOCA based on a RELAP5 calculation.7 The objective of the effort was to provide a
pretest AP600 counterpart calculation for ROSA DVI line IBLOCA test AP-DV-01. Both
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baseline and sensitivity calculations were performed. A brief assessment of the similarities
and dissimilarities of the RELAP5 pretest and TRAC calculations of the DVI-line IBLOCA
follows.

Dere were some differences in the problem statements for the two calculations. These
arise from differing objectives for the two AP600 DVI line LOCA. The objective of the
TRAC calculation is to replicate the conditions of a Westinghouse analysis 1 as previously
discussed. Thus, one train of the first-stage ADS is assumed to fail. One train of the third-
stage ADS is also assumed to fail. All trains of the ADS are assumed to function in the
ROSA counterpart calculation. Although the break location for each calculation is in the
DVI line between the vessel and tee to the IRWST, the break location in the TRAC is closer
to the vessel. In the INEL calculation, the containment is initially assumed to be at
atmospheric pressure and is allowed to pressurize using a rudimentary containment model;
in the TRAC calculation, a constant 45-psia containment pressure was assumed. In
addition, there are modeling differences related to the codes themselves. The baseline
RELAP5 calculation modeled the downcomer as a single axial stack of Duid volumes. A
sensitivity study was performed in which eight cross-connected axial stacks were used to
simulate the multidimensional character of the downcomer.

There are significant areas of similarity between the TRAC and RELAP calculations. In
general, the order and timing of events are similar. For example, the calculated times of
IRWST injection are within 15 s. ADS actuation is predicted to occur about 45 s earlier in
TRAC. RELAP5 calculated an interval during which draining of the broken CMT stalled
when subcooled liquid from the downcomer entered the CMT and condensed vapor in the
CMT. Because the ADS actuation signal is generated on CMT liquid level, all ADS
actuations calculated by RELAPS were delayed relative to the TRAC-calculated times.
There are significant areas of similarity regarding processes and phenomena. Similarities
are observed in the behavior of the ACC and CMT attached to the broken DVI line. The
behaviorc of the intact ECC trains are similar. The inve.itory trends of the downcomer and
core calculated by the two codes are similar, with the exception discussed in the following
paragraph. Both codes predict that the core remains cooled throughout the accident.

Several significant phenomenological differences were calculated by the two codes. First,
RELAP5 calculated a significantly larger early reduction of core coolant inventory than
TRAC. The collapsed liquid level decreased to 15% of the steady-state value early in the
transient but rapidly recovered shortly thereafter. During the same interval, the TRAC-
calculated core liquid fraction decreased to 70E A RELAP5 sensitivity calculation was
performed with RELAP5 with the eight stack model. The collapsed liquid level cgain
decreased to the bottom of the active fuel, but the duration of the core liquid level
depression was reduced. The break flows calculated by the two codes immediately
following the break are close. However, throughout the remainder of the period of break
dominated depressurization , the average TRAC-calculated break flow is about 65% of the
RELAP5-calculated break flow. Thus, the difference in early core collapsed liquid level
calculated by the two codes is consistent with the differences in the calculated break flows.
The different break locations used in the two calculations may be significant, but a
sensitivity study has not yet been performed. Additional comparative reviews of the two
calculations, and possibly sensitivity calculations for the two break locations, would
provide the basis for understanding the root causes for the calculated differences. Second,
following ADS actuation, RELAP5 calculates both more liquid in the pressurizer and a
longer period during which the pressurizer retains liquid. The ADS failure specification in
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the TRAC calculation is a contributing factor, although it is not clear if this is the total
explanation. Third, the pressurization plateau interval during the blowdown period is
shorter in the RELAPS calculation. Los Alamos attributes the longer period of the pressure
plateau in the TRAC calculation to be associated with a reduced amount of heat rejection to
the PRilRS. Sensitivity studies could provide insights into the adequacy of the TRAC
two-train PRHRS model.

SUMMARY OBSERVATIONS

%e summary observations that follow are based upon information from four sources. The
TRAC-calculation-based insights are complemented by a scaled DVI-line IBLOCA
experiment, test AP-DV-01, conducted in the ROSA facility.3 They are further
complement by counterpart analyses based upon DVI-line ISLOCA calculations performed
with other codes. The TRAC calculation documented in this report is a direct counterpart
of a calculation performed by Westinghouse using NOTRUMP.! The INEL has performed

;

a direct AP600 counterpart calculation to ROSA test AP-DV-01 using RELAP5/ MOD 3.6
|

Although similar processes, phenomena, and outcomes have been either calculated or l

observed in each source, uncertainties remain. As with any scaled experimental facility, j
atypicalities exist. Work underway at the INEL should help to characterize these ,

atypicalities. Activities to demonstrate code applicability for AP600 LOCA processes are
either in progress or planned. However, the uncertainty associated with TRAC and
RELAP5 calculations of IBLOCA processes and phenomena have not been quantified to

date.

The key processes occurring in an AP600 during a IBLOCA are RCS depressurization,
inventory depletion, inventory replacement via ECC injection, maintenance of continuous
core cooling, and long-term decay heat rejection to the atmosphere.

RCS depressurization is successfully accomplished by the ADS. The primary outcomes of
ADS depressurization are accumulator injection beginning at 4.83 MPa (700 psia),IRWST
injection beginning when the RCS pressure equilibriates with the containment pressure,
and the IRWST pool head is sufficient to inject coolant into the intact DVI line.

There are several sources of RCS inventory depletion. During the period of Break
Dominated Depressurization, period 1, the vessel-side break is the only source of RCS
inventory depletion. The vessel-side break is a significant contributor to inventory
depletion for the first one-third of period 2, the period of Depressurization Via ADS
Discharge to the IRWST. Discharges through the first three stages of the ADS are the

. after thedominant cause of RCS coolant loss during this period. This is particularly tr
vessel-side break flow diminishes when the downcomer liquid level drops below the
downcomer connection to the broken DVI line. Some RCS coolant resides in the
pressurizer following ADS stage-1 actuation, further reducing the circulating RCS coolant
inventory. Following actuation of the fourth-stage ADS at the start of period 3,
Depressurization Via ADS Discharge to the Containment, the fourth-stage A DS i)ow is the
largest cause of RCS inventory reduction. However, the peak fourth-stage ADS flow is
significantly lower than the peak flows through either the vessel-side break or ADS stages
1-3.
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There are several sources of inventory replacement via ECC injection. Of course, the entire
inventory of one ECC system train is lost as a direct result of the postulated DVI-line break.
Thus, only the inventory of the intact ECC train is available for cooling the core. Intact-
train accumulator injection begins following ADS actuation. Continuous draining of the
intact-train CMT begins once the intact train accumulator drains. IRWSTinjection into the
intact DVI line begins following fourth stage ADS actuation. Loss of RCS coolant
inventory terminates once the ECC flow from the intact train accumulator exceeds the RCS
discharges through the vessel-side break, ADS stages 1-3, and ADS stage 4. This occurs
at about 535 s, during period 3, depressurization via A.DS discharge to the containment.

The core is continuously cooled. ECC coolant injection from the single intact train is
sufficient to prevent core dryout.

,

Neither the calculations nor the ROSA test simulated that portion of the long-term cooling
period when sump injection is active. In addition, the containment cooling system, which
functions as an integral part of the long-term coolinJ process, was neither simulated in

<

ROSA nor modeled in the calculations. Thus, the conclusion that the core is continuously'

cooled does not apply to the period of sump injection. The absence of this conclusion
regarding the latter phase of the long-term cooling period does not imply that continuous
core cooling is suspect. It only means that the needed analytical and/or experimental
confirmation of cooling is unavailable at the present time.
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TABLEI

IBLOCA SEQUENCE OF EVENTS

Time (s) Event ;

0.0 Break occurs in DVI line A next to vessel.

8.3 Reactor trip on low pressurizer pressure.

9.2 "S" signal on low pressurizer pressure. Steam generator feedwater control
'

valves starts to close. :

10.4 PRIIRS isolation valve starts to open. CMT isolation valves start to open.

18.9 Main steam line isolation valves start to close.

25.4 Reactor coolant pumps trip.

152.5 67% liquid volume fraction reached in CMT-A (broken DVI line).

172.6 ADS stage 1 control-valve trip signal. Stage 1 of ADS train B starts to open.
Stage 1 of ADS train A assumed to be inoperative and does not open. Stage 1
valve opening time: 25 s.

242.7 ADS Stage 2 control-valve trip signal. Stage 2 valves of both ADS trains start to
open. Stage 2 valve opening time: 105 s. .

255.2 20% CMT level signal. This signal, plus a 120-s delay after Stage 3 valves
open, allows actuation of ADS Stage 4 valves.

t

328 Flow through IRWST drain line-B (broken DVI line) begins.

337 CMT-A (broken DVI line) empties.

362.7 ADS Stage 3 control-valve trip signal. Stage 3 of ADS train A starts to open. '

Stage 3 of ADS train B assumed to be inoperative and does not open. Stage 3,

j valve opening time: 105 s. ,

t
'

482.7 ADS Stage 4a and 4c valves start to open. 85% valve area assumed. Valve
opening time: 20 s..

512.7 ADS Stage 4b and 4d valves start to open. 85% valve area assumed. Valve>

opening time: 20 s. >

516 Accumulator-A (broken DVI line) empties. |

623' Accumulator-B (intact DVI line) empties.,

631 Flow through IRWST drain line-A (intact DVI line) begins.
!
t
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ABSTRACT

The Japan Atomic Energy Research Institute (JAERI) proposed a passive safety reactor |

system concept, JPSR, which was developed for reducing manpower in operation and ;

maintenance and influence of human errors on reactor safety.
.

In the concept the system was extremely simplified. The inherent matching nature of

core generation and heat removal rate within a small volume change of the primary coolant

is introduced by eliminating chemical shim and adopting in-vessel control rod drive

mechanism units, a low power density core and once-through steam generators.

In order to simplify the system, a large pressurizer, canned pumps, passive engineered-

safety-features-system (residual heat removal system and coolant injection system) are adopted

and the total system can be significantly simplified. The recidual heat removal system is
I

I

completely passively actuated in non-LOCAs and is also.used for depressurization of the

primary coolant system to actuate accumulators in small break LOCAs and reactor shutdown

cooling system in normal operation. All of systems for nuclear steam supply system are built

in the containment except for the air coolers as a the final heat sink of the passive residual

heat removal system. Accordingly the reliability of the safety system and the normal ;

operation system is improved, since most of residual heat removal system is always working

and a heat sink for normal operation system is " safety class". In the passive coolant injection

system, depressurization of the primary cooling system by residual heat removal system
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initiates injection from accumulators designed for the MS-600 in medium pressure and,

initiates injection from the gravity | driven coolant injection pool at low pressure. Analysis with ,

f

RETRAN-02/ MOD 3 code demo'nstrated the capability of passive load-following, self-power-- |
-

!

: controllability, cooling and depressurization. ;

i

. i

1. INTRODUCTION :

!

Ordinary Pressurized Water Reactors (PWRs) consist of complex systems and there |
'

are tremendously'large number of subsystems, components and parts to be maintained.

' Maintenance efforts are significantly large to. detect defects and properly repair them, sincec

correct performance of these systems is essential for reliable operation of plants and actuation
_

tLof their safety systems. Therefore maintenance engineers are required highly technical efforts
;

- {
i

L |to obtain good performance of these systems. -|

| '|
Operators are also required to identify malfunction of these systems and properly ;

-

,

| operate the systems in order to avoid unallowable deviation. Accordingly human errors in f
i

operation and maintenance may give big influence on safety. Thus a large number of qualified [
- engineers are required in the operation and maintenance work, however, it is expected to be-

difficult to employ all of required engineers in future, since well-trained engineers will not i
1

i be able to be supplied enough to cope with the increase of nuclear plants. The increase of [
'

r

nuclear plants also requires the decrease in potential risk per unit not to increase the total j

potential risk in this world. One of solutions is simplification of reactor systems, which is

- very effective to improve ik reliability on the systems, reduce required qualified manpower j
i
;in operation and maintenance, improvement of safety and also reduce construction and
i

operation cost. >

r
|

|- Many attempt have been done to develop concepts of simplified PWRs with passive ;
;

| engineered-safety features-system. The AP-600* and MS-600m PWR concepts have been '

. i

proposed by.. featuring passive engineered-safety-features-systems which can eliminate the !

I| .

{diesel generators, injection pumps and coolant supply systems for emergency. However, the

reactor shutdown system is the same as that of ordinary PWRs,where the failure of the system j

<
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cannot be neglected. |

l

In the PIUS * concept, stable operating condition is in a narrow band and a highly

concentrated soluble boron is physically filled the core for reactor shutdown, if operating
I

condition is shifted out of the narrow band. This reactor shutdown system is completely

passive and reliable, however even small disturbance in operation can induce reactor

shutdown, that is, the reactor system is safer but less practical as a power generating system.
|

concept has been developed by extending the PIUS concept and is intermediateThe SPWRW

concept between the above-mentioned PWRs and the PIUS, Hydraulic-pressure-actuated

valves trigger to inject soluble boron actively by logical signal or passively by decrease of

pump discharge pressure. This is more stable than the PIUS, however, all ofimportant events

cannot be passively covered by the system. These reactor shutdown systems with soluble

boron have some shortcomings; (1) replacement of the highly concentrated soluble boron in

the core with diluted soluble boron yielded by evaporation and condensation processes in the

system, (2) loss of soluble boron from the system by failure of boundary of the primary

coolant containment system and (3) probability of flow channel blockage in the core due to

crystallization of boric acid in boiling of the coolant.'

Above-mentioned reactor concepts and ordinary PWRs use " chemical shim", that is,

soluble boron for compensating the decrease of reactisity due to burnup of nuclear fuel. |

Accordingly their concentration is set to be high at the beginning of cycle and gradually |

decreased with increase of burnup, and finally becomes almost zero. Therefore it makes
,

difficult to optimize water chemistry in the primary coolant so as to minimize yielding rate

of the Corrosion Product (CP) and resultant radiation exposure by irradiated insoluble metal
,

oxide particle (crud) deposited on the structure of the primary coolant system. Thus ordinary

PWRs and previous advanced concepts have limitation in reduction of required qualified

manpower in operation and maintenance by simplification of reactor system.

At the Japan Atomic Energy Research Institute (JAERI) a simplified PWR concept

named JAERI Passive Safety Reactor (JPSR) System with full range self-power-

controllability, that is, physical stability, has been developed by adopting a reactor with an
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inherent matching nature of core power generation and heat removal rate and a passive

engineered-safety-features-system, while in ordinary PWRs their self-power-controllability is

limited in a narrow range near the operating point unless control rods and/or volume control

system are actuated. This paper describes the concept and results of quantitative analysis on

the performance with RETRAN-02/ MOD 3 code.

2. REACTOR SYSTEM
1

2.1 JPSR plant image

The JPSR consists of Ln in-containment-integrated Nuclear Steam Supply System ;

1
1

(NSSS) and a steam and power conversion system. The NSSS consists of a reactor, a primary
i

cooling system with once-through steam generators, a passive engineered-safety-features- l

system, auxiliary cooling systems and control systems. The reactor has an inherent matching

nature of core heat generation and heat removal from the steam generators. The NSSS

provides a nuclear reaction interruption capability against moderator density decrease in

emergency and also an inherent load following capability in normal operation within a small

volume change in the primary coolant system. Accordingly influence of failure in the control

rod shutdown system can be minimized. In view from the steam and power conversion

system, the NSSS is a physically-slave system to produce steam equivalent to the feed water

mass flow rate as described later and no active control for the NSSS is necessary. In the

development of the present concept,it was attempted to minimize necessary developing work

is and also conserve capabilities of scale-up in the design. In this paper 600 MWe-class

design is described. The gross electric and thermal outputs are designed to be fixed 630 Mwe

and 1853 MWt, respectively. The image of the NSSS is shown in Fig.l.

2.2 Reactor

Araya and Murao* found in a preliminary analysis that the heat generation rate in the

nuclear core can be balanced with heat removal rate at the steam generators within small

volume change of primary coolant, if the moderator density reactivity coefficient is large

enough and the fuel temperature reactivity coefficient (Doppler effect) is small enough. These
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conditions are found to be established by eliminating the chemical shim (i.e. boron free

operation) and decrease of linear heat rate of fuel rods. In a reactor with such a core, the

nuclear teaction can be passively stopped by termination of heat removal at the steam

generators. The soluble-boron-free-system has the following advantages; (1) the water

chemistry ocan be optimized to reduce yield of the CP and formation of the crud and the

CVCS more simplified by removing boron concentration and volume control subsystems,(2)

maintenance work on the system becomes easier.

However the elimination of chemical shim requires a large number of Control Rod Drive

Mechanism (CRDM) units. Installation of sufficient number of ordinary CRDM units is

difficult, since there are technical restrictions in spacing of holes on the top head of the

pressure vessel for penetrating connecting rods between CRDM units and control rods. Hence
.

in-vessel CRDMs were adopted, which are being developed for a new marine reactor concept,

MRX, at JAERI*. High temperature and pressure water-proof components such as a motor,

a latch magnet, etc. have been developed. The in-vessel CRDMs are used for not only

reactivity control but also active reactor shutdown and additionally for damping of xenon

oscillation. The configuration of a fuel assembly is identical to that of a 17x17-type fuel
.

assembly of typical PWRs. A low power density core was adopted to reduce the Doppler4

effect This is also etTective to reduce thermal load on the fuel in emergency. The average

power density is set to be about 75% of that of current PWRs. Hence the core size is almost

the same as the Takahama-3 PWR (870MWe PWR)* with three cooling loops and the AP-

600.

The reactor pressure vessel is also shown in Fig.1 and radially same as that for the

AP-600 design concept and axially longer than that for the ordinary three-loop PWRs and the

AP-600 design (lower than the nozzle height in Fig.1) in order to incorporate the in-vessel

CRDMs. The diameter of the pressure vessel is only restriction to increase power, since there

is no restriction in the passive safety system as described later. Elimination of the chemical

shim and use of the in-vessel CRDMs remove probabilities of large reactivity insertion

accident due to boron dilution or control rod ejection.
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Table I shows the main parameters of the JPSR core. The nuclear characteristics in

this table were evaluated * based on a three-dimensional core burn-up analysis with the SRAC

coda system *. Four-batch refueling strategy is adopted to obtain high burn-up more than

45GWd/t without increase of excess reactivity. The disadvantage of shortening a cycle length

is mitigated by the low power density. All excess reactivities are compensated with control

rod movements.

2.3 Primary cooling system

In order to have an inherent matching nature of core heat generation and heat removal

rate in the reactor system, as shown in Fig.2, a once-through type Steam Generators (SGs)

was adopted. In the once through type SGs, the heat transfer is not governed by the

temperature difference between coolant of both sides but SG feed water flow rate. This is very
4

convenient to control heat removal rate by controlling feed water flow rate within a small

temperature change of the primary coolant. Quasi steady state relation between average-

,

coolant temperature and normalized power is shown in Fig.3. By assuming temperature rise

in the core is 30 K, core inlet and outlet coolant temperatures are obtained as also shown in

the figure. From the thermal characteristics of the B&W SG" >, the steam temperature can be

estimated as shown in the figure. Usually the power generation turbine allow only temperature

change of 8K in the normal operation. Since the B&W design (total heating tube length: 15.9

m) is not satisfied with this criteria, the superheated steam region (18 % of total length in the

original design) was extended 3.4 m for satisfaction of the criteria. The structure is also

shown in Fig.l.

Based on an analysis"0 with the RETRAN-02/ MOD 3 codeo2), a large pressurizer of

46.7 m' was adopted so that the liquid expr.nsion in the transient of 100 % down to 0 %'

power can be absorbed in regardless of pressure relief valves actuation and a volume control

system of the primary coolant in operation becomes unnecessary. And only subsystems for

primary coolant cleanup, chemical addition and hydrogen dissolving are necessary. Therefore

the CVCS can be dramatically simplified.
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Canned pumps are adopted as the main coolant pumps by considering its high

reliability of their performance (") and further simplification of the CVCS by eliminating a

seal-water supply subsystem. Since the rotating inertia of canned pumps is lower than that of

ordinary PWRs and flow coastdown is faster, the transient calculations have been performed

09 with the RETRAN-02/ MOD 3 code. It was found from theto determine necessary inertia

sensitivity calculations with and without reactor scram that 8% of the pump inertia for the

ordinary PWRs,3110kg.m"") can prevent the occurrence of the Departure from Nucleate

Boiling (DNB) for the JPSR even with regardless of reactor scram because of core power

reduction due to the effect of the density reactivity coefficient. Analyses with subchannel code

show that 6 % is enough to clear the DNB criteria. Further optimization of piping and pump

specification is necessary.

2.4 Passive engineered-safety features-system

2.4.1 Passive heat removal system

Probabilistic Safety Analysis (PSA)"O showed that the original concept ("M") of the

JPSR has a weak point on residual heat removal in loss of offsite power event, where the

frequency of failure in startup system for the residual heat removal system gives big influence

frequency of the core damage. Then completely passive startup and actuation of theon

residual heat removal system was developed. The flow diagram of the passive-safety-features-

system is shown in Fig.4.

Three units of residual heat exchanger are installed outside of the pressure vessel and

each unit has a natural circulation loop connected to a gravity driven coolant injection pool !

cooled by air cooler units outside of the containment. One residual heat exchanger is

connected to a nozzle of the pressurizer at the certain level and a hot leg which is not

connected to the pressurizer. When heat removal rate becomes low and the water level of the

pressurizer come to the nozzle level, flow circulation can be completely passively established

in a pass from the upper plenum to itself through the pressurizer and the residual heat

exchanger. Other two residual heat exchangers are connected to the line between the upper

plenum and the downcomer through normally-closed active valves and, if necessary, passive
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valves like check valves. The two heat exchangers are used for depressurization and heat

removal during LOCAs and reactor shutdown cooling. The pool is cooled by natural i

circulation of water under atmospheric pressure and the heat is transferred to the outside-

installed air coolers as a final heat sink.

The primary cooling system is placed in an inner containment. A large volume of

gravity driven coolant injection pool is placed outside of the inner containment and inside of ;

the outer containment. In LOC As, steam and gas are discharged into the pool through the vent j
|

pipes. This pool is used for absorbing heat and iodine from the inner containment in LOCAs. |

Accordingly the containment spray system is unnecessary. And in severe core damage events,

passive devices and active valves for injecting water to the reactor csvity. The fluid from

safety valves and depressurizers connected to the pressurizer is fed into the pool by steam

quencher to absorb the energy of the fluid.

It was specified that one unit of residual heat e.xchanger has a heat removal capacity

of 6% of full power when the primary system is in the hot conditions and 0.3% in the cold

conditions". When four air cooler units are available and ambient air temperature is as high

as 303K(30*C), the air cooling system can remove 1% of full power at the pool temperature

of 348K(75 C). The heat removal capability of air cooler increases with the pool water

temperature. The heat imbalance between heat from the residual heat exchanger and heat to

the air coolers is stored in the pool in a certain time. Therefore the gravity driven coolant

injection pool works as a heat reservoir.

It is evaluated from steady state calculation that the pool temperature increases to

324.4K(51.4*C) just after initiation of LOCA and then increases gradually to the maximum

of 352K(69 C) at 15,000 seconds.

2.4.2 Passive coolant injection system

In emergency, the system pressure is depressurized down to the containment pressure

for injecting coolant from the gravity driven coolant injection pool before the core becomes

uncovered and overheated. In order to avoid core uncovery, the accumulator injection tanks

and/or the high pressure water storage are installed. Preliminary analyses showed that the

|
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effect of the high pressure water storage is small for the JPSR core cooling in large break

LOCAs, since the JPSR has rel tively large amount of water in the reactor pressure vessel.

And also found that depressurization effect by cooling with the JPSR passive residual heat

removal system in small break LOCAs is enough to actuate the accumulator system before

the core uncovery. In order to avoid nitrogen injection from accumulator tank, the advanced

accumulators for MS-600 concept were adopted. The accumulator has a vortex flow control

device in the discharge nozzle. When the water level is high, the water enter the vortex

chamber mainly radially and smoothly and the water can be discharged at high flow rate,

however when the water level become low, the water enter the vortex chamber anly

tangentially and the discharged flow rate becomes lower because of vortex resistance.

Therefore discharged flow rate is smoothly and passively changed from the flow rate of

ordinary accumulator to the flow rate of the ordinary low pressure injection system. No

nitrogen injection from the accumulators can eliminate the carry-over of the water

accumulated in the pressure vessel during high-flow-rate-injection-period of accumulators The

pool is connected with the cold legs of the primary loops through check valves to inject water

to the primary system by gravity force when the primary system pressure is depressurized to

equalize the containment pressure. In certain conditions actively operated depressurization

valves are opened by logical signal as a back-up. The volume of water in the pool is large

enough to be used as a residual heat removal system after flooding the primary system up to

the level of the pressure vessel nozzles for main coolant piping to ensure a natural circulation

between the primary system and the pool. The pool is filled with borated water not so as to

dilute the borated water injected into the primary system in emergency. The annulus air

cleanup system and other air cleanup system in emergency also should be passive.

By realizing such a passive safety system, all of active components of " safety class"

like emergency diesel generators for supplying power and pumps for supplying coolant to the

emergency system can be unnecessary. Since almost all of the passive safety system is u'; J

even in normal operation as described later, defects can be easily detected and operation and

maintenance efforts to keep enough reliability can be dramatically reduced.
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2.5 Auxiliary cooling system and control system

The gravity driven coolant injection pool is also used for h:at sink of normal operating

systems like a containment cooling system and a heat exchanger cooling system for the clean-

up system. The passive residual heat removal system is also used for a reactor shutdown
i

cooling system. Accordingly cooling system of the pool is always operating. Therefore high

reliability of the safety systems and the normal operational systems can be expected. The

cooling system needs forced convection systems to operate the system at a suitable operating

temperature. The forced convection systems are not " safety class", since there is enough time

for engineers working inside of the containment to evacuate outside even when the systems
,

are failed. The total system can be simplified as shown in Fig.5.

The JPSR NSSS is necessary to control the primary system pressure, reactivity,

neutron distribution in the core independently from the power demand. Since the JPSR NSSS

is physically-slave system for the demand from the steam and power conversion system, the

steam system is necessary to control the SG feed water mass flow rate. On the other hand the

system becomes weaker against the overcooling :nts where the NSSS react as increase of

power demand and the core power is increased. Installation of flow limiters at the exit of the

SGs can reduce the impact from the events. For main steam line break, small water inventory

in the once-through SG secondary side can mitigate the impact, since overcooling event is

shortly over by spending heat removal material, i.e. water.

3. DYNAMIC RESPONSE OF JPSR IN TRANSIENTS

3.1 inherent matching nature of the core power generation and the heat removal rate

Under the assumption of no actuation of the pressure regulation system the dynamic

response of the NSSS in this concept is estimated with the RETRAN-02/ MOD 3 code"U. In

the B&W SG design, the water inventory is completely evaporated within about 30 seconds

at 100% power in a loss of feed water event. By considering that the heat transfer in the SG

is proportional to the water level which is decreased by evaporation, linear heat transfer decay

was assumed in the loss of feed water event. Accordingly the transient can be assumed a
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linear heat removal d: cay of 100% to 0% within 60 seconds. Because of an instability in

calculation of the |oss of full load event with the RETRAN code and interest in the load-

following capability, the following transient was evaluated. The heat removal rate is changed

from 100 % to 50 % of power in 30 seconds and changed to 100 % in 30 seconds after 50

% operation for 300 seconds with 100% of power instead of the above-mentioned transient.

The transient of 100% power change can be extrapolate from the 50% transient, since no

discontinuities was found in calculation. The other main parameters are listed in Table 1.

There is no raliable once-through SG model for the RETRAN code, hence a calculation was

performed by giving heat removal rate instead of giving steam flow rate at the exit of SGs.

Reactivity coefficients on moderator density and fuel temperature are used with the values of

those for the SPWR EOEC core data, since values for the JPSR are almost identical to the

data as shown in Table 3. In the calculation the steam volume in the pressurizer and the

interfacial heat transfer coefficient between two phases is assumed to be 29.6 m' and 5678.3

W/(m'K)(Recommended value in RETRAN manual), respectively. The reactor scram is not

considered in the present calculation. Figure 6 shows the calculational results. The figure

indicates that the core power generation rate quickly follows the change of the heat removal

rate. Except for beginning of transient, reactivities on moderator density and fuel temperature

are balancing with each other. And the overshoot of the pressure is 19.83 MPa and the

maximum liquid expansion is 4.61 m' for 50% load reduction in 30 seconds for the steam

volume of 29.6 m' in the pressurizer. The overshoot is lower than the criteria of maximum

allowable pressure in accidental condition,20.71 MPa.

Figure 7 shows the transients"4 ofinlet flow in hot channel, core power and minimum

DNBR (DNBR: a ratio of heat flux at a location to the DNB heat flux estimated at the
location, minimum DNBR: DNBR value at a location where minimum value is detected for

DNBR in a certain time). It is found that the core average coolant temperature is increased

and the core power is decreased with decrease in the core inlet flow rate. This transient is

caused by the inherent matching nature of core power generation and the heat removal rate.
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3.2 Passive engiceered-safety-features system

In order to demonstrate the effectiveness of the JPSR passive engineered-safety-

features-system was evaluated with the RETRAN-02 code for the events ofloss of heat sink

and a small break LOCA (1% split break at the cold leg). In the calculation of a loss of heat

sink event, it is assumed that the main steam flow rate and feed water flow rate decay in 5

seconds, the residual heat exchanger connected to the pressurizer is only active and the reactor

scram and pressure regulation are failed. It is also assumed that a valve between the

pressurizer and the heat exchanger is turned open when the water level in the pressuri.ter

come to the level of the nozzle, since there is no suitable overflow model for the pressudzer.

As shown in Fig.8, the calculation revealed that the water level in the pressurizer increases

with time after initiation of the event. In 70 seconds the heat removal rate exceeds the core

power and the pressure is decreasing and approaching to about 12 MPa. Finally heat removal

rate is balanced with core power. Therefore it is demonstrated that the core power is

decreased and the residual heat can be completely passively removed by the passive residual

heat removal system in regardless of reactor scram in loss of heat sink event. A big

disturbance at about 200 seconds is caused by a temporally void formation in the core. In the

small break LOCA,it is assumed that a residual heat exchanger between cold and hot legs

in the intact loop becomes active by a signal of lower pressure than 12 MPa. And also

assumed that the reactor scram is failed. Figure 9 show the pressure decrease with and without

the effect of the residual heat exchanger. The figure shows the effectiveness of the heat

exchanger for the depressurization for actuating the accumulator system which is designed to

be actuated 4 MPa. The LOCA analysis was performed only for transient of depressurization

down to the pressure for actuation of the accumulators and not yet for transients down to the

pressure for actuation of the gravity driven coolant injection pool.

4. CONCLUSION

1) For reduction of qualified manpower in operation and maintenance, simplification of

reactor systems and improvement of safety and the economy of future light water rectors,.
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a concept of a simplified passive safety reactor system named JAERI Passive Safety Reactor

(JPSR) system was developed. In the development of concept it was considered to minimize

developing work and conserve scale-up capability in the design. The system consists of a

Nuclear Steam Supply System (NSSS) and a steam and power conversion system. The NSSS

has an inherent matching nature of core generation and heat removal rate and a physically-

slave nature for demand from the steam and power conversion system.

2) The inherent matching nature is introduced by the core with high reactivity coefficient for

moderator density and low reactivity coefficient for fuel temperature (Doppler effect) and

once-through SGs. The NSSS is simple systems and has a passive engineered-safety-features-

system. The inherent matching nature can be obtained by eliminating chemical shim and

adopting in-vessel CRDM units and low power density core. Elimination of the chemical shim

makes the systems simple and reduces radiation exposure due to optimization of water ,

!

chemistry,

3) In order to simplify the system, a large pressurizer, canned pumps, passive residual heat

removal systems and passive coolant injection system are adopted and the functions of volume

and boron concentration control and seal water supply are removed from the CVCS. The

emergency diesel generators and auxiliary cooling system of" safety class" are also eliminated.

The passive residual heat removal system are commonly used for the auxiliary cooling system

in normal operation and the reactor shutdown cooling system. All of systems are built in the

containment except for the air coolers of the residual heat removal system.; t

.
4) The analysis of the system with the RETRAN-02/ MOD 3 code demonstrated that the core

power is decreased with decrease in heat removal rate and core inlet flow rate. And also

demonstrated that the residual heat can be completely passively removed by the passive

residual heat removal system in regardless of reactor scram and pressure control in loss of

heat sink event and the pressure can be reduced down to the accumulator actuation pressure

I by actuation of the passive heat removal system in small break LOCAs.
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Table 1 Major parameters for JPSR concept. ;

Parameters Value

Thermal output (MWt) . 1853, |

Number ofloops 2 !

Primary system pressure (Mpa) 15.73'
Core inlet coolant temperature (K) 558

Core exit coolant temperature (K).
- 598

Core average coolant temperature (K) 578

Fuel assembly type 17 X 17 type

Number of fuel assemblies 145

Number of fuel rods per assembly 264 '

Fuel assemb!y pitch (mm) 215
12.6 :Fuel rod pitch (mm)

.

9.5Cladding outer diameter (mm) ,

Pellet outer diameter (mm) 8.19 :

U-235 enrichment (w/o) . [4.0] ~ 5.0
Effective core height (mm) 3660 |

Equivalent core diameter (mm) 2920

Average liner heat rate (KW/m) 13.2

Number of refueling batch 4

Discharge bum-up (GWd/t) -[47) ~ 58
Fuelcycle length (EFPM)- (14] ~ 18
Moderator density reactivity coefficient

BOC /EOC. (% A k/k/g/cm ) 36 / 34 (35.2)3

Dopplor reactivity coefficient
BOC/EOC (% A k/k/t) -2.5 X 10-3 / -2.7 X 10-3 (-3.4 X 10-3) i

( .] : case of 4.0w/o U-235
( ): reference value of SPWR at EOC

,

Table 2 Preliminary results on excess reactivity and
control rod worth in cold condition at BOC

Excess reactivity (% a k/k)
Burnup . 10.9

Xe effect 1.85

Power defect (HFP->CZP) 7.07
Total 19.82

Control rod worth (% A k/k)
. ?Ag-In-Cd -23.58

B C powder (natural B) -30.99
4

-42.07
B C pellet (60% enriched B-10)4
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e

Table 3 Comparison of reactivities for JPSR and SPWR

JPSR JPSR SPWR,
.

(BOEC) (EOEC) : (EOEC)..
' Moderator. density reactivity coefficient

3 35.6 34.1- 35.2
(ap : %Ak/k/g/cm )

Doppler' reactivity coefficient
-2.51 -2.70 -3.40j (aT : 10-3%Ak/k/' C)

a /uTp
14.2 12.6 10.4 :(x103 C/g/cm )3

,

|

.f
;

.
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Assessment of the Advantages of a Residual Heat Removal System
inside the Reactor Pressure Vessel

G.M GAUTIER
Commissariat s l'Energie Atomique
Dirction des R6acteurs Nucl6aires / D6partement d' Etudes des R6acteurs
Centre d' Etudes de Cadarache
13108 Saint-Paul-Lez-Durance
FRANCE

ABSTRACT

in the framework of research on diversified meane 'for removing residual heat from
pressurized water reactors, the CEA is studying a passive system called RRP
(Refroidissement du R6acteur au Primaire, or primary circuit cooling system). This system
consists of integrated heat-exchangers and a layout of the intemal structures so as to
obtain convection from the primary circuit inside the vessel, whatever the state of the loops.
This system is operational for all primary circuit temperatures and pressures, as well as for a
wide range of conditions: such as independent from the state of the loops, low volume of
water in the primary circuit, compatibility with either a passive or an active operation mode,
and compatibility with any other decay heat removal systems. This paper presents an
evaluation of the performance of the RRP system in the event of a small primary circuit
break in a totally passive operation mode without the intervention of any another system.
The results of this evaluation show the potentialinterest of such a system: a clear increase
of the time-delay for the implementation of a low pressure safety injection system and no
need for the use of a high pressure safety injection system.

1. INTRODUCTION
,

| For some years now, the Safety Authorities have recommended the implementation of
l

passive systems to increase the safety of nuclear reactors, especially in the cases of
| regards residual heat removal [1]. Investigative studies performed at the CEA/DRN have
I focused on finding new systems for the removal of residual heat from pressurized water
! reactors. Among these new systems, the principle of a steam injector, a steam
i condensation system on the secondary side, as well as a system capable of removing the
I residual heat by means of exchangers integrated into the vessel have been examined. The

latter comprises a heat sink placed as close as possible to the core, and its objective is to
remove residual heat under any normal or accidental operating conditions. It has been
called the RRP (Refroidissernent du R6acteur au Primaire) or primary circuit cooling system.

3The evaluation presented herein only concerns the thermo-hydraulic performances of the
{RRP. The cost-effectiveness of this system will therefore not be examined. '

I

2. MOTIVATIONS '

in standard pressurized water reactors, the residual heat is first removed by the steam
generators when the reactor is hot and under pressure (over = 180*C and 3 MPa), then by
another system for low temperature conditions. This second system is generally a loop

,

'

connected to the primary circuit which has to be pre-conditioned before being put into
operation. This residual heat removal principle has certain weak points: the cold source is
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1: cat:d fcr from tha cora, tha operational fi:Id of tha two syst:ms covars a small ovsrlap
rcng), ths cctiva syst:ms pleccd insida the containm:nt ara difficult to access in case of
f ailure... In view of these weak points, a diversified system, compatible with both passive
and active operation modes, was researched.

3. DESCRIPTION OF THE RRP SYSTEM

The principle of the RRP system (2) consists of introducing a heat sink into the vessel as
close as possible to the core, in order to create a removal route for the heat that is entirely
independent of the state of the reactor loops. This heat sink is made up of several heat'

exchangers integrated into the vessel and placed above the core so that convection occurs
inside the vessel between the core and these heat exchangers (Figure 1). The heat
exchangers are contained in an annular space between two shells so as to channel the flow
of primary circuit water along the tube bundle. This annular space comprises two series of
openings, one in the upper part corresponding to the inlet of the primary coolant, the other1

in the lower part corresponding to the outlet of the primary coolar* This second series of
openings allows the primary coolant to join the greater part of the primary circuit water from
the loops. So that the flow along the integrated heat exchangers is always directed
downwards, thus avoiding a core bypass during primary pump operation, a pump-type
suction system is placed at the level of the outlet openings. This system creates a local
underpressure such that the pressure at the outlet opening is slightly lower than the core
outlet pressure. This is achieved by a venturi effect which is created by narrowing the flow
area into the down-comer, inducing an increase of the coulant velocity. For a core pressure
drop of 0.2 MPa, the velocity at the venturi passage is of 25 m/s.Thus, when the reactor is
under normal operating conditions, that is to say with the primary pumps in operation, a
small part of the primary flow by-passes the loops through the integrated heat exchangers.;

When the primary pumps are not in operation, for instance in the event of a loss of power,
natural convection is started up inside the vessel between the core and the integrated heat
exchangers. The upper openings are placed slightly under the lower level of the inlet and
outlet nozzles of the primary loop, so as to allow natural convection in the vessel, even if
the primary loops are completely dewatered. Thus, the RRP is a decay heat removal

,

system, which is entirely independent from the state of the reactor loops, as long as there is
a high enough water level in the vessel. In the case of an accident situation with a two-
phase mixture in the vessel, the RRP remains operational, but is less efficient. This loss of
efficiency contributes to a longer time-delay (cf paragraph 6).

The heat removed by the integrated heat exchangers is transferred to a final cold source by ,

an intermediate solid circuit outside the vessel, designed to allow totally passive operation l
,

(according to the recommendations of the safety authorities). This is achieved by a circuit
: able to function in natural convection and comprising a water-air heat exchanger as a cold

source. This heat exchanger has at its top a cooling tower to favour natural air convection
(Cf. Figure 2). Active-passive compatibility is achieved by possible operation in forced or
natural convection in the intermediate circuit and on the cooling tower.

The RRP system is composed of several independent trains. Each train comprises an
integrated heat exchanger, an intermediate circuit, and a cooling tower. The RRP system is
actuated by simply opening the air valves at the foot of the cooling towers. In order to make
this procedure easier, the air valves are automatically opened in the event of a reactor
scram.

4. MAIN CHARACTERISTICS OF THE RRP SYSTEM

When the primary circuit is intact, the aim of the RRP system is the removal of the residual
heat in a totally passive manner, with no other intervention except for the opening of the air
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valv:s. Tha only cvailabla cold sourcs in cddition to tha RRP syst:m is th3 th:rmal in:rtin
that comas from the avrporation of th3 s:condary wat:r contain:d in tha st2am g:nnrators
without make-up water. The envelope situation considered corresponds to a generalized
loss of power, simultaneouly with a complete loss of feedwater supply, situation for which
an unavailable RRP train and an unavailable steam generator thermal inertia are
considered as aggravating factors. The power of the RRP system order totally passive
operation is thus equal to the residual heat when the steam generators have just been
emptied r ' their water by evaporation through the pressure relief valves. For this envelope
situation, the residual power is removed in two ways : by the RRP and by the evaporation of
the steam generator secondary water. In a standard PWR, the time needed to dry the
steam generators with the residual power is of one hour. After one hour, the residual power
is 1.3% of the nominal power. In the case of a PWR with an RRP, the time needed to dry
the steam generators is of four hours. After that time, the residual power is slightly lower
than 1% of the nominal power. The power of the two-train RRP must be equal to that of the i

residual power when die SGs are dry, in other words,14 MW by train for an PWR of 900
MWei

:

The objective above corresponds to operating conditions with unavailabilities. In normal
operating conditions, that is to say with forced convection in the intermediate circuit and in
the cooling towers, the heat removal capacity of the RRP system is significantly improved.
This forced convection is required to bring the reactor to cold shut-down in a lapse of time
compatible with usual reactor operation constraints.

For a 900 MWe PWR with three loops, like those used by Electricit4 de France [3], the RRP |

system would be composed of three independent trains. The main characteristics of the
integrated heat exchangers are given in Table 1.

5. POTENTIAL ADVANTAGES OF THE RRP SYSTEM j

The RRP system with its in-vessel heat exchangers -as. close as possible to the heat
source- aims to simplify residual heat removal to the utmost: the primary circuit is reduced to
a simple hydraulic loop under natural convection, the intermediate circuit allows operation
under natural convection and, upstream, it is once again natural convection that ensures :

release to the ultimate cold source by means of a cooling tower. This simplified design
presents a certain number of advantages as regards safety;

e Single failure is taken into account thanks to several independent trains;
e Diversification of the residual heat removal routes: possibility of simultaneous .

operation of the RRP and the SGs;
e Extension of the operating range (under all pressures and temperatures);
e Compatibility with active or passive operating conditions;
e Permanent operation with forced convection in the intermediate circuit and closed air

valves: elimination of the pre-conditioning phase and possibility of testing the RRP
system with the reactor in operation; ;

e Limitation of the number of components:
,

| -Start-up by opening of the air valves located outside the containment
-Pumps and fans, for active operation, also located outside the containment;

e Reduction of circuit sections carrying the primary coolant;
e Positioning the heat exchangers as close as possible to the core can only improve the ,

efficiency of the system;
* Simplification of the procedures related to the removal of the residual heat resulting in

a reduction of the probability of operator error;
e Limitless autonomy of the cold source;

Small amount of primary circuit water required to ensure efficiency.
I

e-
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Geometric Chrr cteri:tica:

Number of integrated heat exchangers 3

External diameter of the tubes 19.05 mm

Thickness of the tubes 1.09 mm

Bundle spacing 28.5 mm

Type of array triangular

Length of tubes 3m

Number of tubes per heat exchanger 1050

Exchange surface area 190 m2

mean elevation between core and heat integrated exchangers 3.5 m

' elevation between the two heat exchangers of the inter. circuit 20m
J

height of the air cooling towers 35 m

Exchange surface area of the air cooler 5200 m2
I

Operating Characteristics (intact primary circuit):

Operating moda passive active

Number of RRP trains in service 2/3 3/3

Extracted heat 28 80 MW

Primary circuit inlet temperature 270.9 300.3 *C
!

Primary circuit outlet temperature 251.6 264.2 *C

RRP intermediate inlet temperature 231.6 231.8 *C

RRP intermediate outlet temperature 186.8 212.6 *C
,

Core primary circuit flow rate (natural convection) 292 428 kg/s

Intermediate circuit flow rate 69 300 kg/s

4

Characteristics of the Primary Vessel

increase in diameter = 0.6 m

Extension of the vessel body =3m

TABLE 1: Main Characteristics of the RRP SYSTEM
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At th3 pr;s:nt tim?,studi:s h;va mostly been on the th:rmo-hydrav'" p:rform:nc s of tha
RRP in view cf its d: cay hzt removil. S v:r:I points must b3 exanun d in order to confirm
ths stf:ty cdv:nt g:s of this syst:m. Th ss miinly cra :

* The integrated exchangers must be designed so as to resist to different extemal
events, such as earthquakes, and to the strain due to large LOCAs.

e The whole intermediate circuit must resist to the primary pressure.
* The integrated heat exchangers must be designed so as to be inspected and

removed.
e The intermediate circuit can present a containment bypass risk, since it runs through

the vessel and the containment, even though its design offers two barriers the heat
integrated exchanger and the air cooler. If the safety analysis were to show too high a
bypass risk, safety isolating valves could be placed at the piping penetration of the
containment, as is the case now for the secondary circuit.

6. ASSESSMENT OF RRP BEHAVIOUR IN ACCIDENTAL CONDITIONS

The RRP system has a great many potential advantages, especially that of being
operational with only a small amount of primary circuit water, particularly in an accidental'

situation such as a break in the primary circuit. Such a situation always requires an
injection of water in the primary circuit; the RRP system, however, should improve the
management of these situations because of the presence of a heat sink located in the
vessel. In order to evaluate this improvement, modelling of the RRP system was performed
by means of the CATHARE computer code [4]. CATHARE ( Code for Analysis of
THermalhydraulics during an Accident of Reactor and Safety Evaluation) has been
developed in order to perform best estimate calculations of pressurized water reactor
accidents: PWR loss of coolant (large or small break, primary and secondary circuit). It has
been developed in Grenoble by ae French Atomic Energy Commission (CEA), Electricit6
de France (EdF) and Framatome.

The calculations were made on a French 900 MWe PWR model, including the integrated
heat exchangers and the suction system (Cf. Figure 3). The introduction of the heat
exchangers in the vesselinduces has rather slight negative effects on the normal operating
conditions. Indeed, with the same primary pump as that of the PWR of 900 MWe, the
complete primary flow in the vessel decreases from 14490 kg/s to 14320 kg/s and the
vessel pressure drop increases from 0.27 MPa to 0.31 MPa. When the primary pumps are
in operation, the partial flow on the integrated heat exchangers and returning to the
downcomer is of 260 kg/s. The core flow remains unchanged due to the return flow of the
RRP, which adds itself to the slight drop in the vessel flow.

The thermo-hydraulic evaluation of the RRP has been done on an accident situation, taking
into consideration no active intervention during the progress of the transient, that is to say
no auxiliary feedwater supply of the steam generators, no safety injection (except the safety
injection by the accumulators which are passive elements) and no other cold source. The
anticipated situation only takes into account the RRP cold source and a complete black-out.
Therefore, other aggravating factors will not be considered: all the RRP trains are
operational. The intermediate circuit was modelled by a loop operating in natural
convection.The CATHARE code is not able to calculate several series-connected circuits

i (primary circuit, intermediate circuit and air circuit of the air cooler), so, the power removed
| at the cold source is simulated by a limit condition, resulting from operating conditions

modelling of the intermediate and air circuits. For a given geometry, these two circuits
operating in natural convection, and for an inlet air temperature of 35'C, there is only one
single operating point according to the power removed. Under these conditions, a;

; parametric study at different powers enables us to deduce the following faw of limit
conditions:'
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W = 51000. (0-35)1.27

where W is the total power removed in the three cooling towers (in watts),
0 is the temperature of the hot leg of the intermediate circuit (in *C).

At the present stage of the assessment, the study of the accidental transient conditions
focused on the management of 5 and 10 cm primary circuit breaks in the cold leg. These
transient conditions were selected because of the risk of core melting that could result from
poor management. For small breaks, if there is no efficient intervention at high pressure,
the primary circuit empties while remaining under high pressure, thus precluding any low
pressure injection.

For each accidental transient, the assessment is made by comparing the results of two
series of calculations, one considering no cold source (zero removal by the RRP), the other
considering the RRP in operation.

6.1. A 5 cm-Break in the Cold Leg

RRP out of order (Figure 4)

In this accident, there is rapid depressurization to a plateau of 7.5 MPa (Figure 4a), which
corresponds to the set pressure of the secondary side. This plateau is due to the two-phase
equilibrium of the primary circuit, where the temperature is imposed by the secondary side
temperature via the steam generators.

The residual heat is removed through two routes, one of these being the break itself, the
other being the set of steam generators. The transient progresses in three stages.

1. P essure Plateau - Flooded Break (2 200 s)

During this stage, the steam generators remove about 80 % of the residual heat and the
remainder is removed at the break (Figure 4b). During this period, the flow at the break is
essentially in liquid form. The vapour flow rate, and consequently, the enthalpic flow rate
are low. The water mass of the primary circuit decreases by = 55 kg/s (Figure 4c), until
dewatering of the break.

2. Pressure Plateau - Break in vapourphase (2 200 to 3 500 s)

When the break is dewatered, the break flow rate decreases, and stabilizes around a value
of slightly less than 20 kg/s. It is mainly formed of vapour which allows about 80 % of the
residual heat to be removed at the break (Figure 4b). The steam generators remove the
remainder while maintaining the primary circuit pressure at the same level as that of the first
stage. This pressure does not allow a safety injection by the accumulators set at a pressure
of 4 MPa (Figure 4f).

3. Core Temperature Rise

Around 3 500 s, the mass of primary circuit water lost is such that the core begins to
uncover. The fuel rods are less and less cooled. The cladding temperature rises rapidly at
a rate of close to 1*C/s (Figure 4e). At this time, the water mass in the primary circuit is 60
000 kg (Figure 4d) and continues to drop with a total flow rate at the break identical to that
of the second stage. The primary circuit pressure is still the pressure imposed by the set
pressure of the steam generators. It only begins to drop after 4 000 s, when the cladding
temperature reaches high values.
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RRP syst*m in Service (Figura 5)

The progress of this transient with the RRP system in operation can also be divided into
three stages, although these are characterized by different phenomena

1. Pressure Plateau - Flooded Break (= 2 000 s)

As in the previous case, the beginning of the accident is characterized by a rapid drop of
the primary circuit pressure to 7.5 MPa, a pressure imposed by the set pressure of the
secondary relief valves (Figure Sa). At the beginning of this stage, a large part of the
residual heat is removed by the steam generators, then by the RRP system which takes
over at around 700 s (the time lapse for the power build-up of the RRP system), with a
power of 40 MW (Figure 5b). As in the previous case, this stage is chmacterized by a flow
at the break that is essentially liquid in form, with a flow rate of nemy 55 kg/s (Figure Sc).
The vapour flow rate at the break being low, the residual heat removed at the break is also
low. The end of this stage is characterized by dewatering c,f the break. At this time, the
heat removed by the RRP system is practically equal to the residual heat, so that the steam
generators no longer remove any heat. The secondary relief valves close. The primary
circuit temperature and the primary circuit pressure are no longer linked to the secondary
side and begin to drop. During this stage, natural convection inside the vessel between the
core and RRP system heat exchangers has set in, to the advantage of the natural
convection in the loops.

2. Depressurization - Break in vapourphase (from 2 000 to 3 500 s)

At the beginning of this period, the break is mainly supplied by the vapour with a flow rate of
,

= 17 kg/s (Figure Sc). The primary circuit pressure slowly decreases, as does the cladding
| temperature (Figure Se) which follows the saturation temperature. The RRP system

removes about 80 % of the residual heat, the remainder being extracted by evaporation of
the primary circuit water at the break. At 3 500 s the mass of water in the vessel is
65 000 kg (Figure 5d), and the pressure reaches the threshold of the injection pressure of
the accumu'ators, that is to say 4 MPa.

3. Sefety Injection by the Accumulators

The injection flow rate is low in view of the fact that there is little pressure difference
between the primary circuit and the accumulators (Figure 5f). It stabilizes at around 10kg/s
for the three accumulators together. This flow rate compensates for the leakage of primary

; circuit water, which removes a small part of the residual heat through the break, so that the
i mass of primary circuit water remains constant. The primary circuit pressure continues to

decrease slowly; it reaches about 1.8 MPa at 8 000 s after the beginning of the transient.
Although the accumulators are not empty, the primary circuit pressure is low enough to
allow the start-up of the low-pressure safety injection system.

'6.2. A 10 cm Break in the Cold Leg

RRP Out of Service (Figure 6)

As in the 5 cm break, the transient progresses in three stages, but with more rapid kinetics.
;

1. Pressure Plateau - Flooded Break (z 600 s)

During this stage, the primary circuit pressure decreases very rapidly and stabilizes at about J

7.5 MPa (Figure 6a), a value set by the set pressure of the, steam generator valves.
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Tha flow r;t] ct th] bre:k is high = 220 kg/s (Figurs 6c); it is m: inly singl>phis3. Aft r
600s, the m:ss cf w;t:r rem:ining in th2 prim ry circuit is clos 3 to 80 000 kg (Figuro 6d).
During this period, the heat removed by the steam generators represents about 80 % of the
residual heat.

2. Depressurization - Break in vapourphase (from x 600 to a 1050 s)

After dewatering of the break, the flow rate is still high; this implies a decrease of the
primary circuit pressure and thence, a slight drop in temperature of the coolant and the fuel
cladding (Figure 6e). The steam generator no longer removes any heat, because some of
the secondary water is slightly hotter than the primary circuit water (Figure 6b). All the
residual heat is removed through the break. The total flow rate at the break is still high (=
50 kg/s) and contributes to decreasing the mass of water remaining in the vessel. After
1000 s, the upper plenum is empty, the level of the water settled in the core is at mid- i

height. At the same moment, the primary circuit pressure reaches 4 MPa, the intervention
threshold of the accumulators (Figure 6f).

|

3. Core Heating (after 1050 s)

Although the accumulators are set in action, the mass of injected water is not enough to
reflood the core; it only allows a constant amount of water of about 50 000 kg (Figure 6d) to
be maintained in the vessel. The core flow rate is very low, of the order of a few tens of
kg/s. The pressure drops, while the temperature of the fuel rises mpidly (Figure 6e).
Because of the new temperature rise of the vapour associated with that of the cladding, a
small part of the residual heat is removed by the steam generators. The greater part of the
residual heat is removed through the break on the one hand, and by the rise in temperature
of the fuel on the other hand.

RRP in Action (Figure 7)

1. Pressure Plateau - Flooded Break (a 550 s)

There is a rapid drop in pressure in the primary circuit (Figure 7a) which stabilizes at around
the set pressure of the secondary circuit relief valves. The primary circuit temperature is
close to 280*C (Figure 7e). During this period, the RRP system builds up power until it
reaches slightly less than 40 MW (Figure 7b). The mass of primary circuit water decreases
rapidly (= 220 kg/s). The RRP heat exchangers create a cold spot in the vessel, thus
favouring natural convection inside the vessel to the detriment of the loops which are soon
in vapour. As in the previous case, the end of this period is characterized by dewatering of
the break with a stop to residual heat removal by the steam generators (Figure 7b).

2. Depressurization of the Primary Circuit - Break in vapourphase(from e550s to =1000s)

Because of the size of the break, there is a drop in the primary circuit pressure, as well as in
the primary circuit temperature. As a result, there is a slight decrease in the natural
convection of the RRP system, as well as in the extracted residual heat, which stabilizes at
around 18 MW at 1000 s. During this period, the flow rate at the break is = 50 kg/s. At the
end of this period, the mass of primary circuit water reaches 60 000 kg (Figure 7d); the
accumulators have started to inject water, as the primary circuit pressure is slightly below
their set pressure (Figure 7f).

I
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3. Primity circuit Tcmperature Plateau (from 1000 s to 5 200 s)

For 2 300 s, the safety injection ensured by the accumulators (Figure if) keeps the core
flooded. From 3 000 s onwards, the primary circuit temperature follo,vs the saturation
temperature of the primary circuit pressure, that is to say about 180*C and 1 MPa. During
this tcmperature plateau, the break and the RRP system participate equally in the removal
of the residual heat (Figure 7b). From 5 000 s, the core begins to uncover. The cladding
temperature rises at a rate of close to 0.5"C/s (Figure 7e). At this time, the primary
pressure ;s close to 0.7 MPa, a pressure that is well below that of the commonly used low-
pressure injection systems.

6.3. Comments

These transient conditions show the advantage of having an available heat sink as close as
possible to the core. Once the primary pressure is lower than the set pressure of the
secondary safety valves, the steam generators no longer participate in removing the heat
from the core and it is then useless to cool them down. Any residual heat removal system
has mainly to focus cooling the core rather than on cooling components of the primary
circuit which no longer participate in the removal of the residual heat, such as the steam
generators when their action stops. This is achieved by the RRP system through its heat
sink placed as close as possible to the core. When the primary temperature drops to below
that of the steam generators, the natural convection between the core and the steam
generators disappears to the advantage of the natural convection between the core and the
integrated heat exchangers. This heat sink allows the removal of part of the residual heat,
hence a reduction of the removal at the break, and therefore less loss of primary water. The
performance of this system, under completely passive operating conditions, thus means a
significant gain for the management of small breaks when considering the time required to
set low-pressure safety injection systems in action (5 000 s in the case of a 10 cm break
instead of 1000 s). High-pressure safety injection would no longer be necessary for these
transient conditions.

These results were obtained with totally passive operating conditions of the RRP system, on
the intermediate circuit and the cooling tower alike, in order to systematically take into
account a generalized loss of power as the aggravating factor in the initial event. No pre-
conditioning is necessary, as the intermediate circuit is always at the primary circuit
temperature. Forced convection, obtained by intervention outside the containment, would
enhance the performance of the RRP system: a greater amount of residual heat
removed, and a reduction of the time requi cd to reach full efficiency after start-up. The
amount of residual heat extracted by the R9 system would be greater and would leao to a
longer grace period before the intervention of the low-pressure injection systems.

7. CONCLUSIONS

The research on passive systems fer the removal of residual heat has led to this role being
fulfilled by in-vessel integrated heat exchangers with a special vessel layout so as to allow
an internal convection compatible with normal reactor operating conditions. The RRP'

system can operate under any primary pressure or temperature whatever the passive or
active operational mode. When the primary circuit is intact, the RRP system allows the
passive removal of the residual heat with limitless autonomy.

The present assessment of the RRP system focused on the management of accidents such
as a small break in the primary circuit and did not consider the intervention of any other
system other than the RRP system. The transient calculations performed with the
CATHARE computer code confirmed potential the interest of this system improving the
management of these transients. For the management of breaks of a few centimetres in the
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prim:ry circuit th;t require th2 int:rvantion of cn injection syst:m to make up for ths loss of
w;ter, ths RRP system cllows a significant incr ss of ths grace p:riod b fore this
intervention, and means that only a low-pressure injection system is needed.

The analysis of these transients allows us to hope for further, even more significant,
improvement in their management by forced convection operation of the RRP system by
means of active systems located outside the vessel. An analysis of the RRP system in the
overall design should make it possible to estimate the far-reaching interest of the system
due to its great number of potential advantages, relative to both safety and cost. Due to the
important modifications of the vessel and of its internal equipment, the maximum power of a
reactor with an RRP could be around 900 MWe. This system should be of great interest for
small and medium reactors, for which an increase in safety using passive systems is
desired.
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NRC REVIEW 0F PASSIVE REACTOR DESIGN CERTIFICATION TESTING PROGRAMS:
OVERVIEW, PROGRESS, AND REGULATORY PERSPECTIVE

,

i

Alan E. Levin l

U. S. Nuclear Regulatory Commission

}
ABSTRACTi

New reactor designs, employing passive safety systems, are !

currently under development by reactor vendors for certification (

under the U. S. Nuclear Regulatory Commission's (NRC's) design |

certification rule. w vendors have established testing programs i~

. to support the certification of the passive designs, to meet'

regulatory requirements for demonstration of passive safety system ,

performance. The NRC has, therefore, developed a process for the i

review of the vendors' testing programs and for incorporation of :;

the results of those reviews into the safety evaluations for the ;

passive plants. This paper discusses progress in the test program
reviews, and also addresses unique regulatory aspects of those
reviews.

INTRODUCTION
1

| Reactor vendors in the United States are currently developing new
reactor designs for future deployment. Included in these designs are
" passive" advanced light water reactors (ALWRs), such as General Electric's
(GE's) Simplified Boiling Water Reactor (SBWR) and Westinghouse's AP600. The
passive designs differ most significantly from current plants by virtue of
their dependence upon inherent thermal-hydraulic processes, such as natural,

convection and gravity feed, to accomplish safety injection and e:nergency core
cooling in the event of an accident. The Nuclear Regulatory Commission (NRC)'

has implemented a new process, certification of standardized reactor designs,
for the licensing of the new designs. The design certification rule comprises
Part 52, Title 10 of the Code of Federal Regulations (10 CFR 52), and requires
that the reactor vendor meet certain requirements for a design to be
certified. For the passive plants, these requirements include performance of
comprehensive testing and analysis programs to demonstrate that the behavior-

of the passive safety systems over a range of postulated accidents is
acceptable and can be predicted.

A previous paper (Levin, [1]) discussed the testing requirements
contained in 10 CFR 52, described briefly the vendors' testing programs, and4

examined the NRC's regulatory perspective in its review cf the vendors'
programs. Since that paper was written, Westinghouse's AP600 testing program
has been essentially completed, and review, evaluation, and analysis of the

,
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j data have begun. In addition, the NRC's evaluation of GE's SBWR test program
has resulted in changes to that program, especially in the scope of-testing.'

This paper provides an update of the NRC's design certification testir.g
review, and discusses some'of the insights gained through review of test
results. In parallel, the NRC's confirmatory test programs are proceeding,<

with several tests having been performed in the AP600 high-pressure-integral
,
' program at the Japan Atomic Energy Research Institute (JAERI); confirmatory
: tests in the AP600 " APEX" facility at Oregon State University (OSU) are also
; in progress; and construction and test program preparation for experiments in

the SBWR " PUMA" loop at Purdue University are proceeding.
,

:

[ AP600 TEST PROGRAM
:
'

Westinghouse's AP600 test program has been described in previous
publications (Andersen, [2]; Hochreiter, et al., [3]), and the design of thei

; plant is described in [2] and (McDermott, [4]). The test program concentrates-
largely on thermal-hydraulics, and covers both the reactor (safety injection,

: passive core ~' cooling, and related systems) and the containment (passive,

j containment cooling system). Reactor-systems-related testing includes
separate effects programs on the core makeup tanks (CMTs), automatic,

depressurization system (ADS), and passive residual heat removal (PRHR),

system, and two integral programs: high-pressure, full-height integral
testing in SPES-2 at SIET Laboratories (Piacenza, Italy) and low-pressure,
long-term cooling tests in APEX, a reduced-height loop at OSU. Containment-
syste.ns-related testing has focused on the heat transfer performance of the
passive containment cooling system (PCCS), using several facilities at
Westinghouse's Science and Technology Center. In addition, studies of water
coverage on the outside of unheated sectors of the containment shell have been
performed at Westinghouse's Waltz Mill site, and wind tunnel testing to
examine the effects of wind on the convective cooling of the shell was done at
Canada's National Research Council and the University of Western Ontario.

Most of the major reactor-systems tests were performed during calendar
year 1994, with the last tests (SPES-2 and ADS) completed in November. Much
of the test data was provided to the NRC staff between July and December,
primarily in the form of " quick-look" reports. Comprehensive final testing
and analysis reports for these programs are due to be submitted to the NRC in
1995. Containment-related testing was completed in 1993, and test data have
been submitted to the NRC. Westinghouse's analysis and modeling efforts in
this area are continuing, as well.

As reported in [1], the NRC staff's previous review concentrated largely
on facility designs, scaling, instrumentation, and test matrices. These
aspects of the review are largely completed for the AP600, and the staff's
conclusions-have been incorporated into the AP600 draft safety evaluation
report (DSER)'[5]. The staff's efforts have now turned to review of the data
from the test programs, to gain insight into the operation of the passive
safety systems, and to understand the phenomena governing passive safety
system performance and interactions. The NRC's review of the test programs is
discussed below in more detail.
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SBWR TEST PROGRAM

GE's SBWR test program has also been described previously (Rao, et al., ,

[6)), and the plant design is discussed in (Upton, et al., [7]). This test '

program also concentrates on thermal-hydraulics, although selected tests also
address valve performance and component structural performance. The SBWR

design is in some respects similar to that of the AP600: gravity drain and/or
natural circulation are the key processes controlling the response of many of-

the safety systems to accidents and transients. However, there are
'

substantial differences between the two designs as well. The SBWR does not4

use any high pressure injection systems comparable to the AP600 CMTs. Proper
operation of emergency core coolant injection systems requires that the plant
depressurize to slightly more than containment pressure. The only high-
pressure safety-related system in the SBWR is the isolation condenser, which
actuates when normal methods of reactor system heat removal are not available,
and is designed to operate up to full reactor pressure. In addition, the

reactor and containment are closely coupled in the SBWR. The passive
-

containment cooling system (PCCS) acts to remove decay heat, recycle water to-

the reactor, and maintain containment pressure within design limits, and must'

operate effectively to condense steam released to the drywell in the presence 7

of the nitrogen used to inert the drywell. GE has characterized the design cf
the PCCS as the major innovation in the SBWR design. As a result, integral
systems testing has focused to a substantial extent on long-term post accident
behavior, simulating both the reactor and containment but with emphasis on

,

<
'

containment performance. No high-pressure integral testing has been performede

!
because of the necessity of achieving full depressurization to actuate ECC

! injection. In its initial evaluation of GE's SBWR test program [8), the NRC
staff agreed that high-pressure integral testing was not required for SBWR
design certification.

Major SBWR test programs include:
,

the Gravity Driven Cooling System (GDCS) Integrated System Test'
-

(GIST), using a full-height, low-pressure facility, performed at
GE in San Jose in 1988, focusing on performance of the GDCS;

GIRAFFE, a long-term cooling test performed at Toshiba's Nuclear-

Engineering Laboratory in Kawasaki. Initial tests were performed
iin 1990, and the facility continues in operation up to the present

time. The facility is full-height and has focused to date on
containment performance beginning about one hour after an
accident. Planned tests in 1995 will also examine earlier post-
accident periods;

PANDA, a second long-term cooling test, to be performed in 1995 at-

the Paul Scherrer Institute in Wuerenlingen, Switzerland. This '

'

facility is approximately 1/25 volume scale, and essentially full-
height. The test program again focuses on containment performance
at one-hour post-accident, although tests are planned simulating ,
earlier post-accident periods, ,

I
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i
!

!
;

PANTHERS, a separate effects test facility at SIET Laboratories in |-

Piacenza, Italy.. Two major test programs are being run in this. !

facility: full-scale heat exchanger performance tests using a -1

PCCS heat exchanger, at pressures up to those expected in !
containment'during accidents, and full-scale isolation condenser i

heat exchanger performance tests, at pressures up to reactor- ;

vessel design limits. PCCS tests have been completed, while IC i

testing is scheduled to begin about July 1995. :

The staff has received reports from GE on the GIST and early GIRAFFE !
programs. Review activities have been directed primarily to evaluation of :

design, scaling, instrumentation, and test matrices for the upcoming (and, in i

.the case of the PCCS heat exchanger, recently completed) tests in GIRAFFE, !
PANDA, and PANTHERS. Relatively little detailed evaluation of the GIST and :
GIRAFFE data has been performed by the NRC staff to date, as a result of |

circumstances that will be described further below. However, the staff has f

reviewed selected test'results from both GIST and GIRAFFE. The results of |
those evaluations are described below.

r

NRC CONFIRMATORY TESTING ;

I :

| The NRC, through its Office of Nuclear Regulatory Research (RES), is !

sponsoring major confirmatory test programs related to the two passive
designs. For the AP600, testing is in progress in the Rig of Safety !

Assessment (ROSA) Large Scale Test Fe::ility (LSTF),. at JAERI in Tokai-mura, {
modified for the AP600 design (Kukita, et al., [9]). The modified facility, ,

designated ROSA-V, is an approximately 1/30-volume scale, full-height, full- ;

pressure representation of the AP600 primary and secondary systems. The pre- i

existing ROSA /LSTF configuration meant that some compromises in the test loop '

design were made with respect to the representation of the AP600 layout. !

However, analysis of tDe facility has indicated that it !s ca)able of !
!reproducing thermal-hydraulic behavior similar to, and over tie same

parametric ranges as, the AP600. Testing in ROSA-V began early in 1994, with
,

the initial phase of testing to be completed in June 1995. A follow-on series ;

of tests is under consideration, beginning in early 1996. The test matrix ;

includes simulated AP600 transients and accidents both within the design-basis !
envelope (e.g., small-break loss-of-coolant accidents) and beyond the design !

basis (multiple failures). ;

Initial results from the ROSA tests have shown behavior similar in many ,

ways to that observed in Westinghouse's integral systems tests (Schultz, et '

al . ,- [10]) . However, the larger scale and capabilities of the modified LSTF
have alto had an effect on the behavior of the system over a range of
simulated accidents. ROSA data are currently being evaluated along with
Westinghouse's data from SPES-2 and APEX.

|

The NRC has also contracted with Oregon State University to perform ;

confirmatory tests in the APEX loop; these tests began in early 1995. Most of |
these tests focus on beyond-design-basis scenarios, to help evaluate the - i

robustness of the passive safety systems. '
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1

SBWR-related confirmatory tests will be conducted in a low-pressure,
reduced-height test facility at Purdue University (Han, et al., [11]; 1shii,
et al., [12]). The facility, called the Purdue University Multi-dimensional
Integral Test Assembly (PUMA), is a 1/4-height, 1/400-volume representation of
the SBWR, including both the primary system and the containment. Detailed
design of the test loop is conslete, and construction is in progress. A test
matrix comprising approximately '2: tests, to be performed over.approximately
one year beginning in mid-1995, is being developed. Test conditions will
include both design-basis and beyond u ign-basis conditions.s

While the confirmatory tests are, by definition, not required for design
1

certification, they are expected to assist the staff in better understanding
,

the manner in which the passive plants respond to transients and accidents,
and to generate additional data for validation of the NRC's computer codes.

,

In addition, confirmatory test results from ROSA have raised issues that were
not being addressed in the vendor's test programs, and which may have an

4
!

impact on the plant's design-basis response. The staff has asked Westinghouse
to address such issues in testing in its own facilities, and would expect to .

do the same should similar circumstances arise with respect to the SBWR. |

Planning of the confirmatory test programs has involved staff members from j
several disciplines, and has included loop design, instrumentation, and test
matrix development. The confirmatory test programs are expected to make a
valuable contribution to the staff's review of the passive plants.

|

)
NRC REVIEW 0F VENDORS' TEST PROGRAMS :

The staff began its reviews of the passive plant vendors' test programs1

in 1991, even before the applications for design certification had been
submitted formally to the NRC. The initial reviews were reported in papers.

prepared by the staff for the Commissioners, or "SECY" papers. Westinghouse's
program, with the exception of the issue of high-pressure integral systems
testing, was evaluated in SECY-91-273 [13]. High-pressure integral testing
was addressed separately in SECY-92-030 [14]. GE's test program was evaluated
in SECY-92-339 [8].

As discussed previously, the staff's initial review focused on test-

facility design, scaling, instrumentation and planned testing, while the
post-test review emphasizes assessment of the data, phenomenological insights,i

and application of the data to validation and verification of the vendors'
licensing basis computer codes. In addition, as the test program reviews
proceeded, the staff identified quality assurance as an additional concern.'

Both vendors, in their contracts with the Department of Energy, committed to i
i

meet the quality assurance requirements of the American Society of Mechanical '

Engineers' NQA-1 standard [15] for the ALWR programs. Subcontractors,

including those outside the U.S., are also required to demonstrate adherence |i

to NQA-1 or to show that their own QA programs (e.g., 150-9000) are equivalent
'

to NQA-1. The staff's initial assessments of selected test programs indicated
that certain key aspects of NQA-1 had nct been properly implemented. These
assessments ultimately led to the decision to perform formal QA inspections

j for all vendor-related design certification testing. At this writing, QA ;

inspections have either been performed or are scheduled for all AP600 and SRWR
separate effects and integral systems test facilities.
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4 ,

; As described in [1],.the staff's review of Westinghouse's test program '

resulted in a recommendation that Westinghouse add a high-pressure, full- ;-

height integral system test to the AP600 test program. After protracted . :.

discussions between the staff and Westinghouse, and the staff's preparation of |

,

4 SECY-92-030, Westinghouse acceded to the staff's position and contracted with
i- SIET to perform the SPES-2 test program. The staff performed detailed reviews

of Westinghouse's test facilities and test matrices, and made numerous |s

! suggestions related to design, instrumentation, scaling, and the content of i

j test matrices. During the test programs, staff-representatives visited the !

test facilities to observe testing in progress and for the purpose of the QA ;
,

! inspections-discussed above. ;

i

i Data from the tests were initially submitted to the staff in quick-look |

| reports. Final test reports, comprising (1) final compilations of data (Final !

Data Reports) and (2) detailed analysis of the data and explanation of'

i phenomenological insights (Test Analysis Reports) have begun to be received by
the staff, which is now perforr.ing a detailed review of the data. Keyt

; phenomena and system response characteristics have been identified for further
evaluation, as well as for investigation in future confirmatory tests. '

i

Analysis of both the vendor's and the NRC's data using RELAPS is proceeding.
.

The results of the staff's initial test facility reviews, and limited ;

evaluation of test data, were reported in the AP600 DSER, which was released !

in November 1994. A supplement to the DSER, which will focus on review of the !
test program reports and on code validation, is currently scheduled to be !

issued by the NRC in October 1995.
i

It is premature at this stage to draw detailed conclusions about the !

AP600's performance over the range of design basis accidents and transients. !
However, as reported in the DSER, the staff has not identified any
insurmountable problems as yet in its review of the test programs. It must be
emphasized, however, that a significant aspect--perhaps the most significant i
aspect--of the AP600 review that is dependent upon the test programs is !
evaluation of Westinghouse's reactor- and containment-systems analysis codes, ;
and demonstration by Westinghouse of the codes' ability to predict plant >

behavior. The staff's review of the AP600 hinges directly on the analyses >

performed with those computer codes. :

!
'The staff's review of the SBWR testing program has moved along a

substantially different track from that of the AP600. In GE's original
discussions on the SBWR test programs, virtually all testing " required" for
certification was identified by GE as having been completed. GE considered ,

its remaining test program--initially only in PANDA and PANTHERS--to be almost :

completely " confirmatory," which meant that the testing was not really needed,
,

but would be useful to show that the SBWR design and analyses based on the ;

" required" testing demonstrated adequate safety performance. The staff took
the position, in SECY-92-339, that the PANDA and PANTHERS testing was required

,

for design certification. GE then proposed that the PCCS tests at PANTHERS be I

brought under the " umbrella" of required testing, but that the majority of the |
PANTHERS-IC and PANDA tests were still confirmatory. Further negotiations
with GE on the:a issues made little progress for more than a year. t
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In the meantime, the staff began to review existing data from the GIST'

! and GIRAFFE tests. The staff was aware that the GIST facility design was-
based on an early conceptual design of the SBWR, which differed in several-

ways from the design submitted for certification,'and concerns had been raised
i about the adequacy of GIST data. In an attempt to gather information to
|

facilitate RELAP modeling of GIST, NRC staff members visited GE in late 1992,
and found significant' problems in the GIST program documentation related to
quality assurance, tecinical adequacy, and data reliability. Further staff,

review and-discussions between the staff and GE had two immediate results: i

j (1) GE " redefined" the purpose of the GIST program from being a full integral
systems test to more of a separate-effects test of GDCS flow rate; and (2) the4

NRC staff recommended that additional testing be required to augment the'

information available from the GIST program. Another issue was raised
regarding containment-related testing using lighter-than-steam non-condensible
gas to. represent the possible effects of hydrogen released into the-

; containment during accidents. To address this, the~ staff recommended that
;

tests be performed in the GIRAFFE facility.
,

In April 1994, GE committed to perform a complete reassessment of the
SBWR testing program. The results of the reassessment, reported in the S8WR.

Test and Analysis Program Description (TAPD) [16), met the staff's,

requirements as far as inclusion of PANTHERS-IC and PANDA testing within the:

! design certification program; GE also committed to perform additional tests in .

!
GIRAFFE with helium simulating hydrogen to address that issue. The major |

remaining open issue of additional reactor-systems-related testing to address ;2

GIST's inadequacies is also moving toward resolution: at the staff'si

suggestion, GE has designed four " systems interaction" tests at GIRAFFE to
; look at integral system behavior, including the effects of ~all passive safety

systems, in the' late blowdown '(pressures less than about 1 MPa) and ECC
injection phases of those design basis accidents expected to produce the,

t

: minimum water level in the RPV. These tests would cover the period from about ,

10 minutes after accident inception to about 2 hours post-accident, thus
overlapping the data from PANDA and other GIRAFFE tests. Final details of the,

i

" systems interaction" test series are still under review at this writing. As ;
L
j this last issue is resolved, GE is proceeding with its other test programs.
|-

The staff issued a draft evaluation of the TAPD in November 1994, and GE has
committed to revise the TAPD in two phases during 1995, to address comments

f and questions raised by the NRC and by the ACRS. The staff will review thosej revisions, and expects to issue a final evaluation of the TAPD in late 1995 or
i

early 1996,
.

i
The staff's review activities have been and will continue to be similar

'

to those implemented for the AP600 testing review. Facility designs, scaling, !

instrumentation, and test matrices are reviewed prior to testing, and a ;

: detailed review of the data will be performed after the program is completed. ;

Test observation is also planned at all facilities, and QA reviews either have !
,

1

|- been or will be performed of the SBWR test programs. .Because much of the
-

{ testing for the SBWR will not be completed until late in 1995, the staff's ,

review of SBWR testing is not as far ahead as that of the AP600. In addition, :
!i

2 GE has decided to focus its efforts on completing the test program, and has
requested that the design certification review of other aspects of the SBWR be

i suspended. GE has informed the staff that it intends to assess the progress
in resolving outstanding issues in the testing and analysis program early in f

; i

j CY 1996, ~ and will decide on a schedule for restarting ~ the rest of the design
t1219
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certification review at that time. Accordingly, a schedule for completion of
the design certification review, including issuance of a DSER, has yet to be ;

established; however, the staff's review of the SBWR testing programs will i
proceed commensurate with GE's progress in performing the tests and providing '

the test data to the staff.

fThe ACRS has also bec.n an active participant in the test reviews. The
ACRS Thermal-Hydraulic Phenomena Subcommittee has conducted several meetings i

to review various aspects of the vendors' test programs, including visits to
the vendors' test facilities. Subcommittee members and consultants, and ACRS

.

!

staff members, also attend meetings between the NRC staff and the vendors. I

!

REGULATORY PERSPECTIVE AND CONCLUSION

Regulatory review of the vendors' testing programs, on the scale !
required for design certification of the passive plants, has been a new ;

activity for the NRC. The effort involves at least six technical review !

branches in the Office of Nuclear Reactor Regulation (NRR), with support from
several additional branches in RES. As described previously, the test program >,

review has also evolved to include QA as a part of the staff's activities.
,

j The regulatory perspective on the test program review was described in !
i detail in [1]. Perhaps the most important point is that, as far as the 3

: passive ALWRs are concerned, the NRC is certifying yet-to-be-built plant "

{ designs for a very long period, since the certification itself is valid for 15 .

years, can be renewed for another 15 years, and the plant may then operate for !

| as long as another 60 years. Certification is based to a significant extent i

; on the W lication of the results of the testing programs to validation of i

!- safety analysis computer codes and subsequent use of those codes to !

; demonstrate that the plant design meets regulatory limits for design-basis
accident and transient response. As the vendors' test programs have evolved--' '

and especially for the AP600, as testing has progressed--the staff has
: discovered system behavior that was unexpected and which requires further 1

| evaluation by both the NRC and the vendor. An assessment is in progress of 3

; the phenomena involved to determine the extent to which behavior observed in ,

i the test facilities is expected in the reactor. It is anticipated, however, !

L that the test results will ultimately have a significant impact on the
development and assessment of both the vendors' and the NRC's computer models i

for the passive plants, and thus on the assessment of plant accident response. !'

'

It is also expected that insights from the test programs will play a i

i significant role in other aspects of the design certification process, such as
: determination of the inspections, tests, analyses, and acceptance criteria

,

: (ITAACs) required under 10 CFR 52 to ensure that a plant, as built, conforms ;
e to the design that the NRC has certified. !

As noted previously, and as discussed in more detail in [1], the
regulatory review of the vendors' test programs has not been without its (challenges, both internal and external. Much of the safety system testing i
performed over the last 20 years on the current generation of plants was i

considered confimatory. In contrast, the vendors' passive plant testing i

programs are part of the design certification process, and therefore must be
reviewed by the NRC staff similar to all other information required for I
certification. This unique aspect of passive plant design certification
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required the establishment of a systematic process for the test program
reviews, both to ensure proper coordination within the NRC and to guide {
interactions with the reactor vendors (see [13]). Internal coordination of Jthe reviews has been required to ensure that the concerns of all relevant
technical review branches are addressed adequately. In addition, the

j assistance of RES has been required in conducting test program reviews, and
RES also has specific requirements for test facility information and test data:

as it develops computer codes and plant and test facility models for NRC's );

independent assessment of test results and plant calculations. The external l
'

challenges have been described above, to some degree, as the staff has
negotiated with both vendors about the need for additional testing, in both
new and existing facilities. The staff has acknowledged that the test
programs and the staff's review have come to require a substantial commitment
of resources on the part of the plant vendors. However, the staff believes
that the important role that the test programs have come to play in design,

certification justifies the effort required on the part of the NRC and the:

! vendors.
'

) The conclusion stated in [1] is still applicable: considering the
unique aspects of the regulatory review of the passive plant test programs,
and despite the problems and challenges that the review process has faced, the2

NRC staff believes that the process is generally working as it was envisioned,i

and that this review will ultimately provide substantial technical support to
the staff's review of the passive plant designs and, in the end, their

!' certification.
,

i The test program review has to date produced in-depth assessments of the ,

vendors' testing programs and is continuing with evaluation of data from the'

test facilities. Results of the review will serve as a significant part of i

the basis for assessing the vendors' safety analysis computer codes. The
j review process will continue throughout design certification, and will aid the

'

NRC staff significantly in assessing the performance of passive safety systems
| in the advanced light water reactors.
.

.
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Flooding of a Large, Passive, Pressure-Tube LWR

Pavel Hejzlar* , Neil E. Todreas and Michael J. Driscoll

Department of Nuclear Engineering, Massachusetts Institute of Technology,
77 Massachusetts Ave., Cambridge, MA 02139, USA

Abstract

A reactor concept has been developed which can survive loss of coolant accidents
without scram and without replenishing primary coolant inventory, while maintaining
safe temperature limits on the fuel and pressure tubes. The proposed concept is a
pressure tube type reactor of similar design to CANDU reactors, but differing in three
key aspects. First, a solid sic-coated graphite fuel matrix is used in place of fuel pin
bundles to enable the dissipation of decay heat from the fuel in the absence of primary
coolant. Second, the heavy water coolant in the pressure tubes is replaced by light
water, which also serves as the moderator. Finally, the calandria tank, surrounded by a
graphite reflector, contains a low pressure gas instead of heavy water moderatcr, and
this normally-voided calandria is connected to a light water heat sink. The cover gas
displaces the light water from the calandria during normal operation, while during loss
of coolant or loss of heat sink accidents it allows passive calandria flooding. Calandria
flooding also provides redundant and diverse reactor shutdown.

This paper describes the thermal hydraulic characteristics of the passively initiated,
gravity driven calandria flooding process. Flooding the calandria space with light water
is a unique and very important feature of the proposed pressure-tube LWR (PTLWR)
concept. The flooding of the top row of fuel channels must be accomplished fast
enough so that in the total loss of coolant, none of the critical components of the fuel
channel, i.e., the pressure tube, the calandria tube, the matrix and the fuel, exceed their
design limits. The flooding process has been modeled and shown to be rapid enough
to maintain all components within their design limits. Two other considerations are
important. The thermal shock experienced by the calandria and pressure tubes has
been evaluated and shown to be within acceptable bounds, while simultaneously
cooling the graphite fuel matrix. This has been demonstrated for the bounding
scenarios of sustained film boiling and rapid quenching to yield nucleate boiling on the
calandria tube outer surface. Finally, although complete flooding renders the reactor
deeply subcritical, various steam / water densities can be hypothesized to be present
during the flooding process which could cause reactivity to increase from the initially
voided calandria case. One such hypothesis which leads to the maximum possible
density of the steam / water mixture in the still unflooded calandria space is entrainment
from the free surface. It is shown that the steam / water mixture density yielding the
maximum reactivity peak cannot be achieved by entrainment because it exceeds
thermohydraulically attainable densities of steam / water by an order of magnitude.

* Presently at Czech Technical University, School of Mechanical Engineering, Dept. of Thermal and
Nuclear Power Plants, Technicka 4,16607 Prague 6, Czech Republic
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1. INTRODUCTION AND REACTOR CONCEPT DESCRIPTION
)A LWR reactor concept which can survive loss of coolant accidents without scram-

and without replenishing primary coolant inventory, .while maintaining safe
temperature limits on the fuel and pressure tubo has been proposed [1L[2L An important
and unique feature of the concept is passive, gravity driven flooding of the calandria
space with light water. This paper focuses on the issues associated with the
thermohydraulics of the flooding process, to demonstrate the feasibility of the concept..

A schematic of this passive pressure tube LWR is shown in Figure 1. Note that
Figure 1 is highly schematic to show the principle of operation rather than the actual

.

arrangement. To build on proven technology to the largest extent possible, the
proposed design is based on CANDU reactors. It consists of fuel channels, calandria
vessel, shield tank and an entire primary system very similar to those of CANDU units.
There are, however, several major features which differ from current CANDU designs. ,'

|These include ,

|
* dry calandria, with no moderator, surrounded by a solid reflector and connected

3

by a gas lock to a large water pool,.

* passive means to flood the calandria,

* passively air-cooled large containment, and

1
* solid matrix-type fuelin the pressure tubes.

Under normal operation, the dry calandria space is filled with a gas under pressure
slightly above atmospheric. The calandria bottom is equipped with passages with
extended vertical walls submerged in a large water pool in the containment. During
normal operation, the containment water level is kept below the calandria bottom in the
space within the extended vertical walls by maintaining the calandria gas pressure in
balance with the containment water column. Upon a pre-defined disturbance of
primary system conditions the gas is released from the calandria, resulting in calandria
flooding. Several means to initiate flooding of the calandria are possible. A passive

>

fluid-operated fall-safe valve has been designed to accomplish this purposel11. Other
means (or thc combination of various means) of calandria flooding can be also used.
For example, the electrically powered blower maintaining the gas pressure while
operating could be designed to lose power and hence depressurize the gas space
upon predefined disturbances in the primary system parameters.'

After the calandria becomes flooded and the temperature of the flooding water in
the calandria approaches saturation, steam escapes from the calandria upwards

<

directly to containment atmosphere through the passages provided by the opened
valves, condenses on containment walls, and the condensate returns to the water pool,
completing the heat transport circuit. The containment steel shell is cooled by an
annular air chimney created by the space between the steel shell and the protective
prestressed concrete shell.

Figure 2 shows the fuel matrix arrangement in a fuel channel during a LOCA
situation, i.e., without a coolant. Fuel elements consist of the sic-coated graphite
matrix with fuel compacts, arranged in two concentric rings, containing TRISO particles.
The matrix elements are 50 cm long and slide in the channel on bearing pads. Cooling'
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during normal operation is accomplished by light water coolant flowing through 19
circular channels and one outer annular channel. Cooling during LOCA is
accomplished via conduction, radiation and convection of the decay heat generated in
the voided fuel elements to the flood water as shown in Figure 2 by the arrow.

The pressure tube is surrounded by a protective _ tube, also termed the calandria
tube. This tube has the primary function of preventing excessive stress on the pressure
tube during the flooding process. The gap between the calandria tube and pressure
tube is specifically designed to have an effective thermal conductivity which allows
sufficient heat transfer from the pressure tube to the calandria tube during accidents
but prevents excessively rapid cooldown of the pressure tube wall, to alleviate thermal
stress. As in current CANDU reactors, the gas in the gap serves for monitoring of
leakage from pressure tubes.

The primary system is essentially the same as that of a published CE-CANDU
designl3} except for the Emergency Core Cooling System (ECCS), which is not

| functionally required. Instead, flood water in the calandria provides the heat sink for the
decay heat. Elimination of the traditional ECCS allows simplification, cost reduction
associated with elimination of piping, valving and an ac safety grade power supply
including diesel generators.

2. KEY ISSUES ASSOCIATED WITH THE FLOODING PROCESS

Gravity-driven calandria flooding is a unique and very important feature of the
j PTLWR concept, and has four important purposes:
l * it ensures the removal of decay heat from the calandria tubes by boiling,

evaporation and subsequent condensation on containment walls during an
accident,

* it provides a large amount of water, which stores a considerable amount of
decay energy, thus substantially reducing the heat rate transported through the;

'

containment walls early in the accident,

* it shuts down the reactor (if still operating) and renders it deeply subcritical by
excessive neutron absorption (even in the boiling mode)a, and

* it considerably reduces the decay heat load on the fuel matrix (by about 40%) by
absorbing a large portion of gamma heating which would have been otherwise
deposited in the fuel matrix.

In addition to these beneficial factors the calandria flooding process must be
designed to achieve several important characteristics. These include:

* sufficiently short time to flood the top row of fuel channels,

sufficient heat removal rate from the hot calandria tube,a

acceptable stresses in both the pressure tube and calandria tube, and*

creation of ne reactivity disturbances which would make the reactor critical.*

a Note that the flooding water is non-borated, and still provides a negative reactivity of about 250 p, once all
pressure tubes are fully covered.
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The first important parameter of interest is the time at which the last (upper) row of
fuel channels becomes fully flooded, i.e., immersed in a heat sink. The flooding of the
top row of fuel channels must be accomplished fast enough so that for the total loss of
coolant, none of the critical components of the fuel channel, i.e., the pressure tube, the
calandria tube, the matrix and the fuel, exceed their design limits. An adiabatic heat up
analysis of the PTLWR volded fuel channell11 has shown that the pressure tube
temperature is the first component to reach its reusability design limit of 500 C in about
150 seconds. Thus to prevent pressure tubes from exceeding this limit in LOCA
accidents, the calandria flooding must be accomplished in less than 150 seconds. The |

speed of the flooding process will be studied in the next section. |
|

The calandria tubes operate at relatively high temperatures of about 370 C which
are further increased following LOCA until the tubes become submerged in the flood
water. Since these high surface temperatures exceed the Leidenfrost point there is a
concern that a sustained film boiling regime with inherently low heat transfer coefficient
will develop and reduce the heat transfer rate between the tube surface and the flood
water below acceptable limits. Fuel channel behavior in such a limiting scenario will be
investigated in Section 4.

Conversely, rapid quenching to yield nucleate boiling on a calandria tube outer
surface may result in unacceptable stresses in both the calandria tube and pressure
tube due to thermal shock. These issues will be considered in Section 5.

Finally, although complete flooding renders the reactor deeply subcritical, various
steam / water densities can be hypothesized to be present during the flooding process
which could cause reactivity to increase from the initially voided calandria case. One
such hypothesis which leads to the maximum possible density of the steam / water
mixture in the still unflooded calandria space is entrainment from the free surface.
Thermohydraulic limits on the entrainment from the free surface will be studied in
Section 6 and it will be shown that steam / water mixture density yielding the maximum
reactivity peak cannot be achieved by this phenomenon,

3. ANALYSIS OF THE FLOODING PROCESS
To evaluate the time needed to flood the top row of fuel channels, a simplified

flooding model has been developed. It tracks the water level in the calandria as a
function of time and permits evaluation of various flooding scenarios.;

The following assumptions have been introduced for this preliminary stage of
investigation:

= Constant temperature of gas in the calandria during the entire transient. The
approach adopted omits the treatment of the energy equation in the gas space
and includes only the mass conservation equation for the gas-vapor mixture.
This simplification is satisfactory, since the temperature has a marginal effect on
the rate of calandria flooding, i.e., only during the first second following the valve
opening.

* No density change due to voids in the water in the calandria is introduced into
the buoyancy term of the momentum equation. Although an exact treatment
would require calculation of void distribution along the vertical coordinate, this is
a conservative assumption since for a given pool height the reduced pool
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density in the calandria (due to volds) will increase the driving force for water
flow and speed up the flooding process.

* Pressure drop across the tube bundle is treated as for one-phase flow. Although ~
the presence of bubbles in the water increases the pressure drop, which would
conversely decrease the water flow rate, the results showed that the pressure
drop across all rows of fuel channels is less than the inlet pressure losses by
several orders of magnitude. Hence including a two-phase multiplier in the
pressure loss term has no visible effect on the final results.

* A prescribed fraction, (1-fsteam), of decay heat is assumed to contribute to the
pool heatup while the rest of the decay heat, fsteam, is assumed to generate
vapor which is assumed to be released Instantly into the upper space. A
conservatively high value of fateam=0.3 was used in the calculations. Because
the pool remains strongly subcooled during the reflooding process, most of the
vapor will condense inside the pool and the realistic steam fraction released
from the pool into the upper calandria space was confirmed to be much less
than 0.3l11

A schematic of the flooding model is shown in Figure 3. There are four sections
with different constant flow areas-Section #1 of height H, Section #2 representing the
horizontal passage, Section #3 between the horizontal passage and the reflector, and
Section #4 which represents the passage through the reflector. The calandria space
has a variable flow area and is treated separately. Using the postulated assumptions
the behavior of the medium in the calandria space can t,i described by a set of
conservation equations as follows:

Mass conservation for the lower, flooded space

dMv , g , (3)

with initial condition Mf (t=0)=0.

Mass conservation for the upper, gas space

= -G, A + m .p (2)g v
,

with initial condition Mg(t=0) = (V po MCO2)/(R Tgo). !

The simplified energy conservation equation for the flooded space
'

d(M h) = dvww + Gv A hw + pdVt, (3)

where Mf and V are mass and water volumes in the calandriE, respectively, and the !f
Vf dp term is taken as zero for incompressible water.' Eq. 3 can be rewritten for 1

subcooled liquid in terms of temperatures as
i

dI = M c (6,ww + Gr As p (Tn-T)) (4)
1 c i I

dt p

with initial condition T(t=0) = To.
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Heat transferred from the fuel channels into liquid, O' riood, is computed as
1

**" I ' ' * * I
bflood = Ni

N ubes wit

where Nrows is the number of submerged rows, Ni is the number of tubes in the i-th
submerged row and N ubes is the total number of fuel channels. The fraction 1-fsteam ist

the prescribed fraction of decai ieat which contributes to pool heat up. Owan is the
heat rate transferred from the hot walls. It includes both the decay heat and the stored
energy released from the fuel channels. The mass flow rate of the steam generated by
this heat rate is thus,

bwallisteam'

Nr.g =

hfo Nubest wi

The mass flow rate of flooding water is calculated from the momentum _ equation

id* lamv ,, ap 'K +1 P " - p g sinp'

A at . A as as D., 2i
,

where v is velocity. Eq. 7 can be written after integration along the path coordinate, s,
,

as

N
~

~ N i7

Ii 1
'

- m|m|1 K + f; Dei' 2pi f + g [ pi Ah-
(8)

1
i ipat - p 2 ,pn A$ pt A{

; -

w1 i A 51g_

f l.i
Ai51

with initial condition rh(t=0) = 0, where N is the number of sections (along the path
counted from Section #1 at the location of the water level in the containment up to the
current location of the tracked water level) with different constant flow areas, Ac Ki s thei

total form loss in the i-th section and f is the friction factor in the I-th section.i

The height of the water level of the heat sink in the containment, H, is calculated
from the ordinary differential equation

dh = * (9)
di Ai pt

with initial condition H(t=0) = Ho. If the flooded water level, h, is below the calandria
bottom it is calculated from the equation

dIl = + Ai pg
M (10)

di
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with initial condition h(t=0) = ho. Al is the flow area at the location of the current water
level. Once the flooded water level reaches the calandria bottom, it is computed from
geometrical relations. Gas mass flux from the calandria is calculated from a quasi-
steady flow equation through the valve using isentropic expansion of an ideal gas:

YP 2 (11)y-1 pg (c /y. g(y+1yY) ,G = 0.9 pg 2g

where c = ps/p is the pressure ratio and y= cp/c is the isentropic expansion coefficient.v
The coefficient 0.9 in Eq.11 accounts for losses. If the pressure ratio is less than the
critical ratio, the critical pressure ratio

c= D (12) !
17+1

|

2

Is substituted into Eq.11 to obtain critical flow. j
\

integration of the system of ordinary differential equations (1), (2), (4), (8), (9), and
(10) was performed using a 4-th order Runge-Kutta method with automatic time step
control.

The water level in the calandria as a function of time fo!'owing the flooding
initiation, calculated using the above modell11, is plotted in Figure 4. In the calculation,
30% of the generated steam, i.e., fsteam = 0.3, was assumed to be released instantly
into the upper calandria space. Flooding of the top row of fuel channels is achieved in
about 24 seconds, or if 2-out-of-4 valves fail to release the cover gas, in 33 seconds.
This time scale compares very favorably with the fuel channel heat-up time scale,
where the fuel matrix can withstand an adiabatic heat-up from decay heat for four
hundred seconds without exceeding its allowed temperature limit. It is also five times
less than the time at which the maximum local pressure tube temperature reaches the
limit of 500 C, in an adiabatic heat-up scenario.

4. FUEL CHANNEL PERFORMANCE DURING LOCA

During LOCA, the fuel channel needs to dissipate decay heat by conduction,
radiation and convection in steam / air mixtures to the heat sink without exceeding safe
temperature limits. These limits are 1600 C for TRISO particle fuel to avoid increased

,

i fission product release,1300 C for the sic coating to avoid excessive oxidation, and
500 C for the pressure and calandria tubes to assure their reusability. The transient
history of these limiting temperatures has been obtained by analysis of the heat
transfer from the fuel matrix to the flooding water coupled to the neutron point kinetics
equationlil. This paper will focus on the heat transfer phenomena at the calandria
tube-flood water interface.

During the flooding phase, two situations can be theoretically encountered-
nucleate boiling and film boiling, depending on the heat flux and the initial temperature
of the tube surface. Typical regions on a boiling curve are shown in Figure 5. The most
important points on the curve are the minimum film boiling point, designated as E and
the critical heat flux Point C. Point E, also known as the Leidenfrost temperature, can
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be theoretically calculated from the minimum heat flux which will maintain film boiling, '

q" min. If the flood water in the calandria is at the saturation condition, this heat flux is
given in the form proposed by Zuber and Tribusl41

IP' E I
q" in = C htg pg (13)m

(pf+pg)2

where C is a non-dimensional constant between 0.09 and 0.18. Using the value of
C=0.13 and properties of flooding water at atmospheric pressure, Eq.13 yields the
minimum film boiling heat flux of 27 kW/m2,

The heat transfer coefficient for film boiling outside a horizontal cylinder is defined by
the Bromley correlation [5]

4 pg (ps - pg) g hfg kg
(34)h = 0.62

pg ATsat D

where D is the outer diameter of the cylinder, i.e. calandria tube.

If the temperature of the calandria tube at the outer surface is higher than
Tsat+ATsatmin, heat transfer will be controlled by film boiling and the heat transfer
coefficient is determined from Eq.14. On the other hand, if the tube surface |

temperature is lower than Tsat+ATsatCHF, the heat transfer is controlled by nucleate I

boiling. The Rohsenow correlation [el for this regime

tg pt f IP' ~ E9I9
'

PI
'3 2ATsat (15)h=hJ

o ,C. htg Prt,

has been used to obtain the heat transfer coefficient. The factor Cs is a constant
depending on the liquid-surface combination. A typical value of Cs for a water-metal

,

combination is 0.013.

The CHF point is determined from the intersection of the nucleate boiling
correlation, Eq.15, and the CHF correlation outside a horizontal cylinderl71

qCHF = 0.116 htg % Vo(pt - pg) g . (16)

The value of ATsatCHF at Point C can be determined by substituting the critical heat flux
from Eq.16 into Eq.15 as

CHF = (hfo Pf)'''
(Pf - P } 9 f 1

4CHF- (17)ATsat o ht

Since the heat transfer process is controlled by the surface temperature, the heat flux
in the' transition region will be increased towards the point of CHF once ATsat drops
below ATsatmin, as shown by arrows on Figure 5. In this region, the heat flux can be
obtained directly from linspr interpolation,

'
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4cHF ~ 9 min (ATsat- ATsatcHF). (18)q'= qCHF.
ATsatmin - ATsatcHF

The major uncertainty lies in the exact determination of the temperature difference
between the wall and saturation temperatures at the minimum heat flux, ATsatmin. The
theoretical value of ATsatmin can be obtained by substituting Eqs.13 and 14 into
relation q"=h ATsat which yields ATsatmin = 80 C. However, this result does not
correspond to experimental data, in practice, the minimum film temperature is affected
by the surface conditions and liquid contaminants, resulting in much higher values for
both the minimum heat flux and the minimum film boiling temperature. Whalley (7)
states that the typical value for the minimum film boiling temperature for water at a
pressure of 1 bar is 290 C. This corresponds to ATsatmin of 190 C. Bergies and
Thompson'sl81 measurements yielded substantially higher minimum film boiling heat
fluxes than the values obtained by Eq.14. The minimum film boiling temperature for
water at atmospheric pressure obtained in Bergies and Thompson's experiments was
found to be about 400 C, which is even higher than the value stated by Whalley.
Accordingly, it seems that there is no well decaed minimum film boiling temperature,

if the flood water is subcooled, the Leidenfrost temperature is also a function of the
degree of subcooling. The most realistic estimates of the Leidenfrost temperature as a
function of subcooling were obtained by Bradfieldl91 and Dhir and Purohltl101. Their
data were obtained by quenching spheres in water at atmospheric pressure. Dhir and
Purohit correlated the data by

ATsatmin = 101 + 8 ATsub (K). (19)

Correlation (19) agrees very well with Bradfield's data. More recently, the effect of
moderator subcooling on heat transfer conditions in CANDU fuel channels has been
investigated by Gillespiel111. These investigations conclude that for moderator
subcoolings larger than 30 C, no film boiling should occur. Since the flooding water in
the PTLWR has a temperature of 40 C, or a subcooling of 60 C, nucleate boiling is
expected to occur on the outer surface of its calandria tubes.

Nevertheless, because of the uncertainties in the application of the correlations
resulting from material and geometric differences, and because of the uncertainties in
the actual value of the local subcooling, calculations were made for two bounding
scenarios: the best-estimate case, which preserves the nucleate boiling regime, and
for the hypothetical case with the sustained film boiling regime.

The scenario selected is a 100% break of the inlet header in both loops without
scram. All heat transfer coefficients in all coolant channels were set to zero at the same
time as the break occurs, thus neglecting the energy carried away by the coolant
during blowdown. The initiation of the calandria flooding process was assumed to be
delayed by about 10 seconds. Another conservatism was introduced in the analysis by
setting the temperature of the flood water to saturation, i.e., the subcooling was
neglected. The analysis results are presented for the hot channel at the location of
maximum power density.
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Ooeration in Nucleate Boilina Reaime

A lange value of the Leidenfrost temperature, that from Bergies' measurements was
chosen, i.e., ATsatmin = 300 C is chosen for this case to allow rapid achievement of
nucleate boiling. Figure 6 shows the temperature traces of the inner fuel ring, matrix l
surface at the central coolant channel, the pressure tube, and the calandria tube for the |
channel at the top row, i.e., the last channel flooded. At the time flooding water reaches j

the uppermost row of fuel channels (35 seconds) the calandria tube surface i

temperature is slightly higher than the Leidenfrost point. Hence, the initial cooldown i
ithrough the film boiling regime (after about 5 seconds) reduces the calandria wall

temperature below the Leidenfrost point. Consequently, the calandria tube is rapidly
quenched and its temperature drops close to the saturation temperature of flood water
and is tht n maintained at this level until the end of the transient. The temperature of the
pressure tube quickly follows that of the calandria tube, and the channel slowly cools
down. All peak temperatures remain below their design limits.4

Ooeration in Film Boilina Realme

To prolong the time period that the calandria tubes remain in film boiling, the
Leidenfrost temperature was decreased below Bergies' values to 290 C (as cited by
Whalley), and the flooding initiation was set at a later time so that the upper row is
flooded at the 50th second. Figure 7 shows the time history of critical temperatures and
Figure 8 plots the linear heat transfer rates in the gap between the matrix and the
pressure tube, O' gap, from the calandria tube to flood water, O'out, and the linear heat
generation rate in the fuel matrix, O' gen (decay heat, fission power and released
Wigner energy). Both the fuel and maximum matrix surface temperatures reach higher
maximum values than for the nucleate boiling case, but the difference is smali (only
about 20 C). The peak is reached at a later time (280 seconds compared to
160 seconds in the nucleate boiling case). The limiting pressure tube temperature
rises to about 500 C, until 50 s, when the flooding water reaches the last row. Since
the calandria tube outer surface temperature is significantly above the Leidenfrost
point, heat transfer to flooding water is by film boiling, and the pressure tube
temperature remains at about 500 C. However, the heat flow from the matrix is
controlled by the large heat transfer resistance of the gap between the matrix and the
pressure tube (note that the gap linear heat rate has the lowest values). At the time of
about 270 seconds, decay heat generation is smaller than the heat rate transferred
from the system, causing a reverse in the matrix temperature trend.

An important conclusion from this hypothetical scenario is that even if the calandria
tube does not quench below the Leidenfrost point, there is no problem in removing the i

heat load. In fact this scenario is preferable from the thermal stress point of view. Also ;

note that there is no traditional CHF concern since the system can remove the heat i

under film boiling conditions. The only difference is higher pressure tube temperature,
but one which does not exceed the 500 C limit . The effect of film boiling on fuel matrixb

b Real values of pressure tube temperatures are expected to be significantly less than this calculated
estimate of Soo*C due to very conservative assumptions such as setting the temperature of flood water to
saturation, maintaining film boiling on the entire calandria tube surface and neglecting the energy carried
away by the coolant during blowdown.
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temperature is negligible, even though the pressure tube temperature is almost 400 C
higher than in the nucleate boiling scenario. The reason for this is the prevailing
radiative heat transfer mode (about 80%) across the matrix-pressure tube gap. The
radiative heat transfer is proportional to the difference of upper temperature (i.e., at the
matrix outer surface) to the fourth power and lower temperature (i.e., at the pressure
tube inner surface) to the fourth power. Since the latter value is a much smaller number
than the upper temperature to the fourth power, the increase in lower temperature,
even if this decrease is relatively large, does not influence the heat rate significantly,
compared to the effect of changes in the upper temperature. Consequently, the matrix
is not significantly affected by even a large temperature change of the pressure tube.

5. STRESS IN THE QUENCHED CALANDRIA TUBES

Flooding of the calandria by cold water results in a rapid temperature decrease of
the pressure tube wall and increased thermal stresses, in a loss of coolant accident,
the stress in the pressure tube from primary pressure is small since the primary
pressure is lost, hence the thermal stress from flooding does not lead to excessive
stresses in the pressure tube. However, if the flooding process is initiated while the
pressure tubes are under operating pressure or even higher (as may be the case in a
loss of normal heat sink accident), the stress from primary pressure is increased by the
thermal stress, which could lead to unacceptable stress levels. To mitigate stress
excursions in such scenarios, the pressure tube is surrounded by a protective
calandria tube which absorbs the first thermal shock wave and thus protects the
pressure tube. Pressere tube stress analyses using Von Mises stress criterion, which
combines bch the Mrrr al stress and the stress from primary pressure in all planes,
confirmed the need foi the protective calandria tube in such scenarios as well as it
evaluated its effectivenessil . This section will focus on the calandria tube which does
not need to bear a large pressure load, but is, during the quenching process, exposed
to rapid temperature changes, inducing high thermal stresses.

A transient analysis of the thermal stress in the calandria tube during flooding was
performed using the temperature distribution obtained from the computer code
discussed in Section 4I11. Several comments on the critical heat flux need to be
pointed out. The CHF correlation for pool boiling applicable outside a horizontal
cylinderl71, Eq.16, is valid for saturated conditions. This equation was applied to the
analysis of fuel channel temperatures in the previous section since it makes tha
temperature analysis conservative, i.e., leads to earlier occurrence of CHF and hence
higher wall temperatures, since it does not take into account the subcooling of flooding
water. For the thermal stress analysis, subcooling must be accounted for because it
leads to enhanced critical heat flux, and hence faster cooling rates, i.e., delayed
occurrence of CHF and hence lower wall temperatures. The effect of subcooling was
incorporated in the thermal stress analysis using the relation proposed by lvey and
Morris (12)

1 + 0.1
pt'0 75 c t ATsub''

- - p
(20)QCFH = 4CFH. sat

iPf1 htg
,

where q" rH. sat is the critical heat flux obtained from Eq.16 at saturated conditions andc
ATsub is the subcooling. Bradfield'sl91 data, which yield the highest minimum heat flux,
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i

were utilized to obtain the minimum heat flux on the boiling curve. The heat flux in the i

transition region between the minimum heat flux and the critical heat flux is obtained by
linear interpolation, Eq.18. j

Two scenarios have been analyzed. The first case involves inadvertent flooding of
a calandria tube during normal operation. The second scenario involves a LOCA
without scram sequence, in which the calandria tube heats up to temperatures above ,

its normal operating point and then is flooded and quenched. The results for the first I

case are presented in Figures 9 and 10. Figure 9 plots the temperature development in
the calandria tube wall. The wall has been divided into eight annull of equal width,
hence there are nine curves, each curve representing one cylindrical surface. When ,

the cold water hits the hot tube surface, the difference between the wall and saturation
temperatures, ATsat, is large and sets the operating point in the transition region,

Ibetween the minimum and critical heat flux. The heat flux in the transition regime is
sufficiently high to cause cooldown of the outer surface. Figure 10 shows that the peak
stress at the outer surface exceeds the allowed stress criterion of 1/3 ultimate tensile
strength for Zr-2 by 30 MPa (the criterion depends on temperature and is shown for the
outer surface temperature at the time when the maximum stress at this location is
achieved) for a very short period of time (about 0.1s). Although the nominal stress limit
is slightly exceeded at the tube outer surface, the excursion is still considerably below
the material yield stress, and it also lies below another conventional criterion-2/3 of ,

yield stress. Hence, this small and short duration excursion of stress at the outer
surface above the 1/3 ultimate tensile strength criterion is acceptable.

The LOCA scenario results in a higher initial temperature of the calandria tube at
the time the tube is flooded with cold water. The results are sh sao in Figure 11. To
show the quenching process in more detail, only a short time span of 1 second,
following the time when the top row of calandria tubes is flooded, is plotted. An
interesting observation is that the thermal stress in this process is even less than in the
previous case, even though the initial temperature of the calandria tube is higher. The
reason for this behavior lies in the lower heat flux due to the higher ATsat in the
transition region in this LOCA case (note that in the temperature-controlled transition
region, heat flux is inversely-proportional to ATsat). |

The analysis of thermal stress in the calandria tube from cold-water flooding
'

t, agests that calandria tubes should be able to withstand the quenching process
undamaged. Thermal stress depends strongly on the boiling regime and on the value
of critical heat flux and minimum heat flux. Experiments would be need.sd to determine
the boiling curve for calandria tubes more exactly. Relatively hir,,n peak thermal
stresses may require the use of Zr2.5%Nb instead of Zr-2 as a material for calandria
tubes,

6. SECONDARY CRITICALITY ISSUES

Flooding of the calandria with light water introduces large reactivity changes into
the system. Once the calandria is flooded, a large amount of light water, which has a
relatively high neutron absorption cross section, renders the reactor deeply subcritical
even if the flooding water is in bulk boiling. The concern is the reactivity behavior
during the flooding process. When the flooding water enters the calandria, only a
portion of the calandria is submerged, yielding therefore lower (from fully flooded)
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water density per unit of total calandria space, and hence the hypothetical possibility of
increasing the reactivity. Moreover, one can imagine a situation such that the steam or'

stoam/ water mixture (entrained from violently boiling flooding water in the lower portion
, ,

of the calandria) fills the upper calandria space and causes an increase in reactivity.4

All these possibilities need to be examined to ensure that no large reactivity insertions
are introduced during the calandria flooding process.

There are two major scenarios of calandria flooding. The first scenario includes
intentional calandria flooding after loss of coolant (designated further as reflooding).
The second scenario arises if the calandria is flooded inadvertently during normal ,

operation (designated further as inadvertent flooding). Both scenarios behave
differently because of the different amount of light water coolant inside the fuel
channels. Another scenario, which is not associated with calandria flooding but has
similar reactivity aspects, is the rupture of both pressure tubes and calandria tubes
resulting in spraying of light water coolant into the calandria space. Important factors
during these processes are the density of the steam / water mixture outside the fuel

,

channel and the presence of control rods.'

Various scenarios have been calculatedlil using the MCNPI131 model of the full .

core with control rods and variable water level in the calandria and variable
steam / mixture density in the upper calandria space. The case yielding the largest
reactivity rise was found to be an inadvertent flooding of the hot core at nominal
conditions. Reactivity behavior for this case is plotted as a function of assumedt

'

steam / water density in the upper calandria space, pm. in Figure 12. Individual points on
the reactivity curve (from the left) characterizing the process can be described as
follows:

a pm=0 g/cm3, k g =1.00 operating point.o

* pm=0 g/cm , kor =0.99 one row of fuel channels is flooded with boiling3

water, the upper calandria space is filled with CO2
'

The reactivity drop is due to neutron absorption in
the water pool at the bottom of the calandria.

* pm=0.0006 g/cm3, ket =0.98 one row of fuel channels is flooded with boiling
water, the upper calandria space is filled with
saturated vapor corresponding to atmospheric
pressure. The additional reactivity drop is due to
absorptions in H O vapor in the upper calandria.2

* pm=0.01 g/cm3, k r =0.997 one row of fuel channels is flooded with boilinge
water, the upper calandria space is filled with
steam / water mixture of density 0.01g/cm3. The
reactivity increase is caused by shading of the
control rods (shading of control rods prevails over
absorption in steam / water mixture).

* pm=0.02 g/cm3, k., =0.99 one row of fuel channels is flooded with boiling
water, the upper calandria space is filled with
steam / water mixture of density 0.02g/cm3. The
reactivity decrease is due to the prevalence of
absorption in the steam / water mixture over the
shading effect of CRDs.
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It can be observed from Figure 12 that secondary criticality could be achieveo at
the optimum mixture density of about 0.015 g/cm3, assuming that this density is
physically attainable. This raises an important question, i.e., "what is the maximum
possible density of a steam / water mixture in the upper calandria space (still unflooded) |

'

during the flooding process?".

The most probable scenario is that the upper calandria space is filled with
saturated steam with the density corresponding to the partial pressure of the vapor.
The largest steam density in the saturated state will be achieved if no gas is assumed
to be present in the calandria, i.e., the upper space contains only steam. Assuming
atmospheric pressure in the calandria (note that calandria flooding is initiated several
seconds after LOCA, before a significant pressure rise in the containment is
experienced) this density is 0.0006 g/cm3

Higher density in the upper calandria space can be reached if the boiling process
in the lower flooded portion is so vigorous that droplets of liquid are entrained high
above the water level, and thereby increase the water content in the upper portion. The
upper limit of the amount of liquid entrained into the unflooded calandria region can be
estimated using the theory of entrainment from a free surface. This upper limit
represents a conservative estimate yielding maximum water densities.

The assessment is based on the entrainment from a free surface study performed
by Kataokal141. The notion of entrainment loses its validity when the superficial gas
velocity is so great that there is no distinct water level. This occurs at the dimensionless
entrainment number, Erg = 5.0, defined as

Efg = P (21)*

pg is

where subscript fe refers to the entrained liquid phase. It can be also viewed as the
criterion for the transition from churn turbulent to annular or annular dispersed flow.
The choice of 5 for the entrainment number is a conservative estimate for two reasons.
First, it represents the upper limit for a churn turbulent pool (the most violent pool).
Secondly, a bubbly flow pool is more likely, since no gas is blown through the pool,
only vapor bubbles from boiling contribute to the superficial gas velocity, Jg. Moreover,
calculations have shown(1) that most of the vapor bubbles will condense in the
considerably subcooled flood water before they can reach the surface. Another
conservatism is introduced by taking the pool surface gas superficial velocity equal to
2m/s. This is the upper limit for pool entrainment data for which the correlation is valid.
Using these data, the superficial velocity of entrained liquid can be evaluated to yield

'

j,, = Efa Po }g = 5 (0.598) 2 = 0.00598 m/s (22)
,

pt 1000
:

where water properties were taken for an atmospheric pressure of 0.1 MPa.

Eliminating total mass flow rate from the relations for superficial velocity of
entrained liquid and superficial gas velocity defined as

I )
ja,=*Apr , jeg = HUL, respectively, (23, 24)

A pg.

1237-



yields the equation

II )jf. = j9 (25).x

Using the values of jg = 2 m/s, }fe = 6x10 3 m/s and densities at 0.1 MPa, Eq. 25 can be
solved yielding the flow quality, x = 0.1667.

This quality exists, however, only in close proximity to the pool surface. The quality
will increase with the height above the pool free surface, i.e., liquid content decreases
while vapor content increases. Although flow quality as a function of the height can be
obtained from Kataoka's correlation, it is not done here. Instead it is conservatively
assumed that the near-surface quality remains the same throughout the whole upper
calandria space. Void fraction is then evaluated (assuming, conservatively, the slip
ratio equal to 1.0) as

1+E9- (I~* = 0.997 (26)a= x-Pf

and finally the maximum limit on attainable steam / water mixture density is!

pm. max = (1 - a) pg + a pg = 0.0035 g/cm3 (27)
,

Another hypothetical scenario for creating a steam / water mixture with densities
! higher than steam at saturation is by spraying into the upper calandria space. This

sequence would be possible if both the pressure tube and calandria tube rupture and
the escaping coolant sprays into the calandria. The highest achievable densities for* ,

water sprinklers purposefully designed for that purpose arel151 ~0.1 vol% H20. This
translates to a m'.cture density of 0.001'1g/cm3 = 0.001 g/cm3. Table 1 summarizes4

H2O practical dansny limits in the unflooded' portion of the calandria. All these -

conservatively high density estimates are less than the steam / water density of
O.015g/cm3 at peak reactivity by an order of magnitude. Hence, the proposed PTLWR'

concept will not exhibit reactivity excursions in scenarios involving the ingress of steam
water mixtures into th'e voided calandria space.

|4

'

Table 1. Practical H2O density limits in the upper calandria space.

)
Saturated Entrainment Spray limit At maximum '

steam limit reactivity _ i

H2O density (g/cm3) 0.0006 0.0035 0.001 0.015
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7. SUMMARY AND CONCLUSION

An innovative design concept of a large, light water cooled and moderated reactor
has been proposed. The reactor can survive loss of coolant accidents without scram
and without replenishing primary coolant inventory, while maintaining safe
temperature limits on the fuel and pressure tube. A unique feature of the reactor is
passive, gravity-driven flooding of the normally voided calandria with non-borated light
water which provides a heat sink and simultaneously shuts down the reactor. Several
issues associated with the flooding process have been investigated. The flooding
process has been modeled and shown to be rapid enough to maintaia all components
within their design limits. it has been shown that the fuel channel is capable of
dissipating the decay heat even in case of sustained film boiling. The thermal shock
experienced by the calandria tubes has been evaluated and shown to be within
acceptable bounds for rapid quenching with nucleate boiling on the calandria tube
outer surface. It is noted that in the detailed design stage, expariments on critical heat
fiux and minimum heat flux would have to be carried out to eliminate the uncertainties
in these parameters, which have a significant impact on thermal stress in the calandria
tubes. Finally, the effects of various steam / water densities in the upper unflooded
calandria space have been explored and it has been demonstrated that steam / water
mixture density yielding the maximum reactivity peak cannot be achieved by
entrainment because the required value exceeds thermohydraulic limits on
steam / water by an order of magnitude.
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SBWR PCCS VENT PHENOMENA AND SUPPRESSION POOL MIXING

P. Coddington M. Andreani

Therrnal-Hydraulics Laboratory Nuclear Engineering Laboratory
: Paul Scherrer Institute Swiss Federal Institute of Technology

CH-5232 Villigen PSI ETH-Zentrurn, CH-8092 Zurich |4-

Switzerland Switzerland

Abstract4

The most important phenomena influencing the effectiveness of the pressure suppression capability !

of the water pool within the Wetwell compartment of the SBWR Containment, during the period of
I

Passive Containment Cooling System (PCCS) venting, have been critically reviewed. In addition,
calculations have been carried-out to determine the condensation of the vented steam and the
distribution of the energy deposited in the liquid pool. It has been found that a large contribution'

to the vapour suppression is due to condensation inside the vent pipe. The conderation rate
of the steam inside the bubbles, produced at the vent exit, during their rise to the surface, may 3

however be rather low, because of the large size of the bubbles. This can lead to vapour channelling'

to the Wetwell gas space. The above comments are likely to be ameliorated if the vent exit is a
,

distributed source or sparger. Due to the large water flow rates within the " bubbly two-phase'

plume" generated by the gas injection, the water in the pool above the vent exit is likely to be
heated nearly isothermally (perfect mixing). The effect of the suppression pool walls would be
to enhance the recirculation and, consequently to promote mixing. The large size of the bubbles
with respect to the vent submergence, the influence of the vent pipe diameter on the condensation
therein and of ue walls on pool mixing are the most severe difficulties in extrapolating the results
from scaled experiments to prototypical conditions.

1 Introduction
Following a hypothetical Loss Of Coolant Accident in the General Electric (GE) Simplified Boiling:

Water Reactor (SBWR), the increase in the reactor containment pressure is determined in the long
term by the pressure response of the Wetwell. In fact, some of the nitrogen in the Drywell of the
containment flows with steam from the reactor pressure vessel (RPV), through the condensers of
the Passive Containment Cooling System (PCCS), where the steam is condensed,into a vent pipe,
which discharges the gas and the un-condensed steam into the suppression pool, about 0.75 to 1
metre below the pool surface.

The pressure increase in the Wetwell has thus two components: i) due to the flow of the
nitrogen originally in the Drywell into the Wetwell, and li) an increase in the steam partial pressure.'

The total mass of nitrogen in the SBWR containment is given, so that this bounds the increase of
4

t
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the steam partial pressure, as this is controlled by any amount of steam escaping to the gas space
.(vapour channelling effect)in the Wetwell and by the rise in the water temperature at the surface
of the pool due to the energy deposited by the condensed steam.

From the system behaviour perspective, there are two important considerations as the un-
condensed steam mixed with nitrogen flows into the suppression pool: i) what fraction of the steam
is condensed as the gas / vapour ' bubbles' rise to the surface of the suppression pool, and ii) how ,

the energy, resulting from the steam condensation, and transferred to the surrounding water, mixes !
Iin the large volume of water in the suppression pool. It is the purpose of this paper to address

these issues by examining the basic physical phenomena related to the flow of the steam-nitrogen
mixture into the suppression pool.

Calculations will be presented for the typical conditions of the SIlWR [1], with reference
i to the prototypical design and the geometries of three test facilities, characterized by three dif-
| ferent volumetric scales Rv: PANDA [1] (Rv = 1 : 25), LINX. (separate effects facility, Ry not
i applicable), and GIRAFFE [3](Rv = 1 : 400). :

,

[ 2 . Steam Condensation ;

,
~

Various steam condensation modes are possible along the path between the PCCS exit and the
i surface of the suppression pool. Four different regions (Fig.1), each characterized by different heat

,' and mass transfer characteristics, can be recognized: !

a

j e Condensation within the vent pipe

f e Condensation during formation of the bubble

!j e Condensation during bubble uprise

e Condensation in the surface region (spout) ['

- ?

! In this paper, calculations of the condensation rates in the first three regions are presented. As

j regards the condensation in the spout region, phenomenological considerations and an approximate
; calculation are presented in a separate work (Andreani and Tokuhiro [4]). '

! !

! 2.1 Condensation within the PCCS vent pipe !
! t
'

In order t_o determine the possible level of steam condensation within the vent pipe, the model of
Meier [5] was used to evaluate the fraction of steam that condenses along the section of the vent

'

'

pipe located below the surface of the suppression pool. This model features a numericalintegration
'

procedure for the one-dimensional mass, momentum and energy conservation equations describing2

7 annular flow inside a vertical tube surrounded by subcooled water. The liquid film was assumed to
;

! he laminar and the temperature of the gas-vapour mixture was considered uniform over the tube i

cross section and equal to the saturation temperature of the steam. The model has the flexibility
i

"The LINX program includes so far the following three experimental facilities:
{

1. LINX 1 - Small scale thermal plumen (lluggenberger et al. [2]).

| 2. t.INX l.5. Isothermal Air-water plume studies in a tank 0.8 x 1.0 m [29]
|

3. LINX 11 - An intermediate, high pressure (10bar), steam-air facility under construction. LINX 11 has a scale j2

Rv of 1:190, based upon suppreuion pool surface area.4

!
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0.5 m/s: this is a typical liquid velocity for a two-phase air-water plume at 0.5 to 1.0 m above the
vent [8,0].

The results of the calculations using the model of Meier [5] are presented in Figs. 2 to 5, for
vent pipe diameters of 20mm (typical of GIR AFFE),40 mm (typical of LINX) 71.5 mm (PANDA)
and 250mm (SilWit). Each figure shows the mass flow of steam at the vent exit as a function of
the inlet steam mass flow rate, for the three suppression pool temperatures of 40,60 and 80 C.
The length of the submerged part of the vent was taken to be 1.0 m. The maximum inlet steam
mass flow rate, in each figure, corresponds to a vapour / gas velocity of 4.0 m/s; this is about twice
the average velocity estimated for the SilWR [10]. The results presented show two major features:
1) there is significant condensation along the vent line even for high nitrogen mass fraction; and
2) the fraction of the inlet steam that is condensed increases as the vent diameter is decreased,
since the vent pipe heat transfer area to flow area is proportional to 1/D (lluggenberger [11]). The
results show, for example, that for the SilWR, with a pool temperature of 60 C and a vapour
velocity of 2 m/s, about 31% of the steam is condensed, while for PANDA, LINX and GIRAFFE
the percentage of steam condensed is about 53%,63% and 76%, respectively. We see, therefore,
that for the small scale facilities like GIRAFFE, that there will be significant scale distortions as a
large fractmn of the vent steam is condensed along the vent pipe. Additional vent pipe condensation
calculations and further analysis of the results can be found ia [12].

Because of the high fraction of steam condensed, the condensation along the vent pipe should
be directly modeled in all analyses of the SilWR containment and PCCS system. This is particularly
important for the small scale experiments.6 A detailed analysis is also important because the highest
heat fluxes to the pool will occur close to the surface and will therefore enhance any pool thermal
stratification, flowever, stratification will be attenuated by the nitrogen content flowing from the
vent into the pool and providing effective mixing of the volume ofliquid located between the vent
and the pool surface [10].

2.2 Condensation during bubble formation

The size of the steam bubbles originating by injection of pure vapour from small diameter tubes
has been investigated in a few works [13][14][15]. These studies show that the volume of pure
steam bubbles at detachment is smaller than for pure air bubbles under the same conditions:
substantial condensation occurs during the formation stage and it becomes very large even for
moderate subcoolings (10 to 20 K).

Studies on the size of bubbles resulting from the injection of mixtures of gas and vapour
from large diameter vents have, however, not been reported in the literature. For these special
conditions, the basic problem is to establish whether -bstantial condensation occurs before the
bubble detaches, and to what extent mass transfer affects the stability of the bubble during its
growth phase.

Qualitative results have been presented by Flanigan et al. [16): for the same flow rate,
two-component bubbles observed at the time of detachment from small orifices (up to 20.2 mm in
diameter) were smaller than those resulting from injection of air alone.

The importance of condensation during the period prior to bubble detachment has been
evaluated using the results of Mayinger and Chen [17,18]. These results provide a direct evaluation
of the condensation rate around a pure steam bubble during its formation and are expressed in terms
of a liquid-side heat transfer correlation. It is assumed that the liquid-side heat transfer correlation
is relatively independent of the vapour-side heat transfer and so can be applied to bubble formation

1n siew of these scaling considerations, our recommendation is that all future small scale experiments ara per-6

formed with an insulated vent pipe.

1251

,



I

cond:nsation-

condensation ! within
in the - I vent pipe
spout I.. 3 ,,

- -
. < > -
oo I

- -

.o~.

o- -9 j
-

q*Sh %Po oo
. .

'

- -

o

! / , %."*uc+.%m";*u??a9-4 c :. w,

i ,y w.7W :-

% > % @ o y g,- n' |JD- -a
,m i mye

a(;..xew- w. ... ~~
,

condensationJ@g*,8
{p|

-
.-

in the ;jy"i Nater!: i

fy,;j"plume .w entrainment-

i :o o. gm oo
yy,j g.go ~

.g..

|
.s ..

x4

k D

a I

condensation 7,

- [[|iduring k* - l/Lbubble
I / '

formation -

ili
,

.

Figure 1: Schematic representation of the condensation processes and the two-phase plume resulting
from the SIlWR PCCS vent.

to use several different inside and outside heat transfer correlations, however for this analysis the

correlations of Vierow and Schrock [6] and Chen [7] were used for the inside-tube and outside-tube
heat transfer coefficients, respectively. It was further assumed that a typical bubble plume develops
on the outside of the tube, and that gas blanketing does not reduce the heat transfer area on the
outside wall. The latter situation can be expected for the largest gas injection rates, due to the
large size of the initial bubbles (see i4.1).

The calculations were performed using the following inlet boundary conditions, which are
typical of those for the SBWR during the Drywell venting period.

Steam partial pressure, P, 1.0 bar
Nitrogen partial pressure, Py, 1.5 bar
Suppression pool temperature, Too 40/60/80C

The heat transfer on the pool side of the vent was evaluated assuming a liquid velocity of
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at the end of the vent at least for bubbles up to a few cm in diameter. The above assumption,
that the same external heat transfer coefficient can be used in the evaluation of condensation with
and without non-condensable gases is usually made for rising bubbles [21,25) and is supported by
the available experimental data. A model has been developed [19) to describe the growth and
collapse of a bubble with'a well defined surface, and containing saturated or superheated steam
and air. This lumped-parameter model (based on mass and energy conservation equations) uses
the liquid side heat transfer coefficients of Mayinger and Chen (18). A vapour side heat transfer
coefficient of 300W/m K was taken from Moody [20], while the steam and air (non-condensable2

I
gas) are assumed to be uniformly distributed within the bubble. This is a reasonable assumption

ffor bubbles of diameter greater than about 5 mm, as was shown in the analysis of Jacob and Mayor

[21).
The results of the model are shown in Fig. 6 in the form of bubble diameter as a function

I

of time, and in Fig. 7, which shows the fraction of the inlet steam that is condensed. Two cal-
culations are shown, one for an almost pure air flow (air mole fraction 90%) and one for almost ;

pure steam (steam mole fraction 90%). In both cases the total vapour volumetric flow rate Q, was 4

m /s at a temperature of 400 K and pressure of 1 bar. The steam flow calculation shows !3.6610-3 3
'

three variants with different choices for the velocity used in the Reynolds number in the correlation
of Mayinger and Chen [19]. These variants are shown because in the experiments of Mayinger and |

Chen the steam bubbles were formed in flowing rather than stagnant liquid, so that the velocity j

was well defined.
In order to evaluate the conditions at the time of detachment, the final bubble diameter must i

be determined. From a literature survey (22),it was found that for orifice diameters larger than a j

few mm, the correlations having the form proposed by Davidson and Schiiler[23]: |
!
!

t

6/5

%=C (1)'

j3

represent well the bubble volume data in a wide range of gas flow rates and orifice diameters, 'I
|

including downwards-oriented discharges, for both the constant pressure and constant flow cases
(at least for sufficiently large flow rates). The values of the constant C in Eq. (1) are, according
to various authors, between 1.138 and 1.45.

Equation (1) was used to estimate the final bubble diameters and so from Fig. 7 the detach- ;

ment times. Equation (1), for all the proposed values of C, gives a final bubble diameter of about !

|0.09 m, which for the air flow calculation corresponds to a growth time of about 0.l s, while for
the mainly-steam bubbles, the growth times range from 0.14 to greater than 0.2s. This final value
corresponds to the condensation of 25% to 55% of the vent steam flow (Fig. 7). Further calculations
and analysis are given in [19].

The model and analysis presented above and in [19] show therefore, on the basis of the pure
vapour data of Mayinger and Chen, that a significant fraction of the steam flow is likely to be
condensed during the period of bubble formation,i.e., prior to detachment, for bubbles of a few cm
in diameter. Although no data is available for the heat transfer during the formation of steam-air
bubbles, the above is consistent with qualitative observations from more prototypical SilWR PCCS
venting experiments that show significant condensation at the point of bubble generation (Peterson

[24]).
For larger bubbles, such as those expected during the early phase of PCCS venting (see $4.1),

no data are available, and the correlations used in the present model can only yield a qualitative
estimation of the influence of the various parameters on the condensation rate.

i
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i2.3 Conden= tion during bubble ri:e
Provided that the bubble formed at the vent exit breaks up within a short distance (see ii.2), ac

bubble swarm is produced and a well developed two-phase plume develops (as shown in Fig.1). For ;

!the low vent submergence in the SIlWit, the calculation of the bubble condensation rates aims at
I

estimating whether the vapour channelling to the gas space in the Wetwell can be a real concern or
not. To this aim, the comparison between the condensation time tc of tt 2 bubble and its rise time
t, (between the detachment and its arrival at the pool surface) gives an estimate of the possibility
that the bubble will break through the surface t>cfore being condensed.

The rise time can be calculated from the submergence L and the average absolute bubble

velocity U, (liquid velocity, Ur + bubble terminal velocity, Um):

L' (2)tr = y
9

For typical two-phase plumes, the average axial liquid velocity is between 0.5 and I m/s. The
equilibrium mean bubble diameter for the bubble population at some distance from the injection
point is 5 to 6 mm [22], the largest bubble in the population being typically two to three times
larger. The terminal velocity for such large bubbles is:

Um ~ 0.7 (g 2Ro)t/2 (3)

which gives, for bubbles between a few mm and 20 mm in radius, terminal velocities between 0.25
and 0.6 m/s. Therefore, fr is typically between 0.5 and I s.

For bubble condensation,it is stipulated that:

e Interaction effects can be neglected and the liquid pool is infinite.

. The bubble interface temperature is equal to the saturation temperature Tsar at the partial
pressure of the vapour in the bubble (the total pressure,if only steam is present).

e The condensation rate is heat transfer limited on the liquid side. Indeed, perfect internal |
*

mixing can be assumed for sufficiently large bubbles (Sideman and Moalem-Maron [25]).

Under these conditions, from the energy balance at the interface, the time history of the
radius R of a pure sfcam bubble is obtained [22] from

# = [1 - a Ja Pc Pr'Fo]d (4)6

I
R/R, (Ro is the initial bubble radius)with # =

#1 ''l (Jacob number)P, hj, (L, - Tx)Ja =

" " * (Peclet number)Pe =
of

af t (Fourier number)Fo = g,
O

where t is the time, of s the liquid thermal diffusivity, and the other symbols have their usuali

meaning; a, b, e and d are constants which depend on the correlation for the average liquid-side
heat transfer coellicient (22]. Typically, for a variety of conditions covering bubble formation and
detachment, as well as for non-spherical ' globules':
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0.5 $ e $ 0.6; 0.5 $ b $ 0.7; 0.3 $ e 5 0.5; 0.7 5 d 5 0.9 (5)

From Eq. (4)it follows that the non dimensional time for the bubbla coll:pse,i.e. # = 0,is

^ b c. r = : Ja Pe Pr Fo ~ 1/a (6)

such that the collapse time varies like i

' R' 1
(7)

A' ~ f Ja Fe Prb c

In the above, Ja includes the subcooling dependence ATo5 = Tsar - T., while Pe =
Re Pr includes the bubble velocity dependence Um.

The influence of non;condensables on the condensation rate has been investigated by Side-
. man and Moalem.Maron [25) and Jacobs and Major.[21), and for a uniform distribution of non-
condensables, an approximate solution can be obtained [25] for the bubble collapse time r

r = [rd#) + ri (# f)] (8)

.where #f s the final bubble radius, which is asymptotically approached as the partial pressure of.i ;

the vapour decreases to its saturation value at the liquid bulk temperature (T, ce T.), and the '

condensation process stops.
' Approximate expressions for ri and #f have been used [25] for estimating the influence of i

the non-condensables on the condensation times. Calculations for various values of total pressure
P, Ro and steam molar fraction x, have been carried-out [22), and here the most important results
are reported:

*

(i) The condensation time is mostly affected by liquid subcooling and initial radius (Eq. 7).
The (pure vapour) condensation times vary from typically 10 ms for small bubbles and high
subcoolings to close to 1 second for large bubbles (Ro= 20 mm) and low subcooling.

(ii) For typical con ditions of the SBWR, the presence of non-condensables increases the conden-
sation time to - //f < 0.01 by up to a factor of 2 compared to the pure vapour bubble
collapse under otherwise identical conditions. ,

(iii) The calculations show that the fluid parameters,i.e, Pe, Ja and the initial bubble size R, have
a much greater influence upon the condensation time than the presence of non-condensable
gases.

.

(iv) In absolute terms, we see that only in the extreme cases, i.e. large bubbles and low sub-
'

coolings, does the condensation time approach and exceed the vapour rise time, and vapour
channelling can occur.

3' Nature Of The Plume And Consequences For The Scaling

So far, the idealized picture of Fig. I has been used for representing the flow pattern above the
vent. The real topology of the flow, however, can be dramatically different. Here, two geometries i
of the vent are considered: a) straight pipe and b) multinozzle vent, e.g., with 100 orifices. ;
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. 3.1 Prinnry bubbla cize

Two regimes of PCCS venting can be defined for the SBWR, characterized by different ranges of
volumetric flow rates per vent: 1) blowdown period (lasting few minutes) and 2) post-blowdown

- period (a few hours) [22]. Using Eq. (1) with C = 1.138 (the lowest value), the following SBWR
vent bubble sizes can be evaluated for the two regimes. For the straight pipe:

'a D6 = 0.82 m3 V ~ 0.289 m1) Q, ~ 1 m /s 6

ja 0.24 to 0.33 m3 V . 0.0069 to 0.0182 m D6 =2) Q, 0.05 to 0.1 m /s 6

The bubble sizes from each of the individual nozzles for the multinozzle vent are similarly: ,

a3 V 0.00117 m D6 = 0.13 m ;1) Q, ~ 0.01 m /s 6

3 V 3.210-8 to 7.310-8 m D6 = 0.04 to 0.052 m32) Q, 0.0005 to 0.001 m /s 6

However, very large bubbles, i.e. greater then a few centimetres in diameter, are likely to
break up into smaller bubbles due to inertia, viscous and surface tension forces. This is discussed-
next.

3.2 Bubble break up ;

According to most authors, the initial bubble breaks up within a distance between 3.5 to 10 times
the bubble diameter.' Wraith [26] observed that channelling of the gas to the pool surface may ,

I
occur, unless the vent submergence is typically greater than three times the minimal bubble size.
The minimal bubble size is the size assuming that the bubble travels about half a radius (Ro) above ;

the vent before detachment. This criterion can be used to convert Eq. (1) with C=1.45 [26] into |

the following expression for the minimum vent depth Lm required to prevent channelling i

;

Lm > 3 (2.5 Ro) > 7.5 Ro (9) i
i

'

q'/s2

3.33 Q s (10)2/Lm > 5.25 =
j,

'
awith Q, in m and Lm in m.

Alternatively this can be inverted to give an upper bound to the flow rate (Q,) for a given i

i

vent depth (L) above which channelling will occur
!

Q, f 0.0158 Ls/2 g /2 = 0.05 Ls/2 (ji) ;i
;

i

with L in me 3
For an SBWR vent depth of 0.75 m, this gives an upper bound to the flow rate of 0.024 m /s.'

Comparing this with the above, we see that it is much lower than the volumetric flow rates expectedi

during blowdown and of the same order of magnitude as those expected thereafter. This means that i'

i

if a ' straight-pipe' vent is used in the SBWR, there is a significant probability that direct channelling
of nitrogen (and any un-condensed steam) will take place between the end of the vent and the
suppression pool vapour space. This would then provide a direct path for un-condensed steam to
flow into the suppression chamber vapour space. A certain probability for such an occurrence exists
also for the multinozzle vent, but only during the blowdown period.

The bubble ' plume' above the vent is thus more likely to be similar to that depicted in Fig.
8. Under these conditions, a well developed plume does not exist, and the condensation process

depends on the vent geometry.
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Figure 8: Sketch of the flow regimes expected for high gas flow rate discharges: a) straight pipe;
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3.3 Scaling

In the test facilities (subscript T), the submergence of the vent is the same as in the prototype
(subscript P) because of the necessity to preserve the pressure heads, while the volumetric flow
rates are scaled according to the volumetric ratio Ry (Yadigaroglu [27]). In order to gauge the
representativeness of the data obtained from test facilities with respect to vapour channelling,
the distortions due to scaling must be estimated. This issue is most conveniently addressed by
comparing the ratio R, = fc/fr between the characteristic condensation time for a pure steam
bubble and the time it takes for the bubble to arrive at the pool surface ' For the conditions
considered. i.e, a single large bubble produced at the vent exit (Fig. 8a) no real plume develops,
and so the contribution of the liquid velocity to the total rise velocity of the bubble can be neglected.
With this assumption, and considering that the fluid in both the prototype and in the test facilities
is the same, and the liquid subcooling is also the same, from Eqs. (1) to (5) and (7), one obtains:

'These considerations and the resulting scaling criteria do not include the extreme case of a single bubble of
diameter equal or larger than the submergence.
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| R, = ~ Q - 36 / 8 L- (12)8

,

Therefore,if a straight' pipe is used in the SBWR, using Eq.-(12) the ratio Re in the test
fccilities is scaled according to:

J

(Re)r -(Q,)r - 36 / s - (13)
Le

=
(R )p ,(Q,)p LTi

,

As Le = Lr and 6 = 0.5 to 0.7, the ratio between condensation time and bubble rise time
is a strong function of the volumetric flow rate. Consequently, the fraction of un-condensed steam
escaping to the gas space of the Wetwell is also affected by a large distortion in the test facilities.

; Vapour channelling may not be detected in the test facilities, and may still occur in the prototype.
it can be concluded, therefore, that the vapour channelling phenomenon cannot be scaled for a ;

;
straight pipe geometry, when the submergence is scaled 1:1. (Experiments to clarify such issues 1*

will be performed within the LINX-II facility at various vent submergences). |

However,if a multinozzle vent is used in the SBWR and the spacing of the orifices is such !

that no interaction between the adjacent plumes occurs, the global condensation process can be !

scaled, provided that the flow rates in the test facilities are equal to the flow rate from at least onei

! Individual nozzle. ;

.

:4 Suppression Pool Mixing

Gas stirring of liquid basins (lakes, rivers, aeration tanks, ladle converters) is a rather widespread
technique for promoting mixing between layers of fluid of different temperature or composition.#

Reviews of these studies for metallurgical, environmental, oilindustry and several other applications

I have been performed by Coddington [22) and Andreani [28]. j
The work presented in this paper makes use of the data from several round (axi-symmetric) ;i

!
air-water two-phase plume experiments and their analysis, to develop a procedure (model) to
determine the nature of the mixing that will occur when the steam energy is deposited in thei

suppression poolin the presence of the venting nitrogen.
In the analysis which follows, the bubbles are supposed to be much smaller than the vent

submergence, so that a bubble plume can be assumed to exist (Fig.1).
,

i

4.1 Iniflitite pool
4

,

in order to estimate the largest possible temperature rise of the water entrained into the plume by

1 the condensing steam, and therefore the temperature difference between that of the pool surface
and the entrained water, the following procedure (model) has been developed [10).;

(i) All the steam flowing into the suppression poolis assumed to condense. The plume buoyancy |"

is assumed to be dictated by the air (nitrogen) content alone. This (conservative) assump- |
;

tion will minimise the entrained liquid volumetric flow rate Qi and so will maximise the |
temperature rise. |

!

(ii) The assumption is made that the two-phase PCC venting contains sufficient non condensable j

i ' gas (air or nitrogen) for it to behave similar to an air-water two phase plume. |
!
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..(iii) The heat released into the plume by the condensation of the steam flow is assumed to be
distributed uniformly within that fraction of the plume that lies within the voided part of
the plume. Data from many two phase plume studies have shown that the width of the void j

profile is about 80% of the total plume width, j
!

i.e. A = (void plume width / total plume width) ~ 0.8 !

The volumetric flow of liquid within the voided plume width is taken to be Qi A2 This is |

not strictly correct, but again will provide a minimum value for the liquid flow and so will ;

maximise the temperature rise. |

Ui,ider these assumptions, the temperature rise for a vent flow in which the steam mass flow
rate is M,, and the air mass flow rate is M. can be calculated from an energy balance applied to
the resulting liquid volumetric flow rate:

(14)plume - T. = qAT=T
,

where the only unknown is the liquid volumetric flow rate Qi, which depends only on If..
'

From the analysis of the available data for axi symmetric air-water plumes produced in ,

water tanks of large depths, it was concluded (10] that, for each distance above the vent source, j

a logarithmic fit could well approximate the experimentally observed dependence of Qi on the air 1

volumetric flow rate Q. (Fig. 9). It is interesting to observe that at both distances represented in {
Fig. 9, the slope of the lines is the same. This provides some justification in extrapolating the data |

at 0.96 m to flow rates of up to 0.05m (normal)/s. j3

For 0.96 m (distance, for which data is available closest to the submergence in the SBWR): !

!

log Qi = 0.68 log Q. + 0.17 (Qi = 1.48 Q|") (15) i

i

The high entrainment rates predicted by Eq.(15) have been qualitatively confirmed in small :

scale experiments performed at Paul Scherrer Institute (Ruhstaller and Gort [29]). In these ex-
'

iperiments, carried-out within the frame of the programme of scoping tests in supl ort of the LINX ;
experiments, the horizontal water flow rate on the surface of a 1 m deep water pool was measured ;

(by integrating the velocity profiles) at different distances from the axis of the pitime. Air (at sev- !

eral volumetric flow rates) was injected at the bottom of the pool through three different orifices: j
^

a porous plug and two tubes of 10 and 20 mm, respectively.
3

~
j

As an example, for Q. = 0.67 10-3 m /s, the measured horizontal flow rate Qi close to the -

turning pointd (the precise position of which is, however, not known) of the plume was (for the i

various orifices used) between 0.02 and 0.028 m /s. Eq. (15) predicts, for the same conditions, a {
3

3liquid flow rate of 0.01 m /s. The larger volumetric flow rates resulting from our experiments can i
be due to the effect of the wall and the entrainment in the horizontal spreading layer. Qualitatively, !

however, they confirm the large entrainments predicted by Eq. (15). j

Using Eq. (14)in Eq. (13), the resultant temperature rise in the plume can be calculated.
Various examples for flow rates typical of LINX and the SBWR, are given in Table I. i

We see that under conditions of equal steam and air mass flow rates, the plume temperature |
rise AT at a distance of about 1 m above the vent, is typically 0.15 K or less for LINX flows, and j
about 0.3 K for the SBWR, These results show therefore, that because of the large buoyancy of a j

The radial distance from the centreline corresponding to the half-width of the plume at the pool surface f
d

:
!
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Steam Flow Air Flow Q. Qi AT
3 akg/s kg/s m /s m j, g

x 10-8 x10-3 (normal) j

LINX

0.3 0.00024 0.0052 1.86

0.6 0.00056 0.0091 1.07

11. 1.4 0.0012 0.0154 0.628

2.8 0.0024 0.0244 0.397

5.6 0.00487 0.0396 0.244

11. 0.00974 0.0634 0.153

2.8 2.8 0.0024 0.0244 0.10

5.6 5.6 0.00487 0.0396 0.122

11. 11. 0.00974 0.0634 0.153

22. 22. 0.0195 0.1016 0.19

SBWR

120. 120. 0.105 0.32 0.326

440.* 120. 0.105 0.32 1.2

* This steam flow rate corresponds to un-coridensed steam enthalpy of 1 MW.

Table 1: Plume temperature rise for various air and steam flow rates.

a well developed plume can be assumed.
For situations similar to that depicted in Fig. 8, no data are available yet, Eq. (14) does not

hold, and a completely different analysis would be necessary. Only for guidance, one could consider
the bubble ' starving' plume analysed by llussain and Siegel (30] as a flow pattern similar to that
in Fig. 8. For a low frequency bubble release, the entrainment (in the wake of the bubbles) can be
taken as about 1.5 times the gas flow rate. Considering (Table 1) that for all but the weakest gas
injection rates, Qi s never larger than 10 Q , also for conditions leading to few large bubbles (Fig.i

8) the temperature rise of the entrained liquid should not exceed a few degrees.

4.2 Effect of the horizontal spreading

in the analysis above, the mixing process (how the hot layer interacts with the rest of the water
in the pool)is implicitly assumed to be controlled by vertical stratification, with accumulation of
buoyant fluid on top of the pool. The hot temperature front moves downwards as fast as necessary
to satisfy continuity considerations. This approach implies that the hotter fluid spreads horizontally
instantaneously as soon as it arrives at the surface, and does not possess any radial momentum.

With this approach, the presence of the walls of the pool can be neglected, and the mixing
(vertical stratification) phenomena can be considered as being controlled uniquely by the strength
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air-water two-phase plumes (The distance above the vent source is given in brackets).

two-phase plume, the liquid entrainment is very large, and this leads to only a very small increase
in the plume liquid temperature as a result of steam condensation.

The above model and assumptions provide therefore, a guide to the plume entrainment and
resultant plume temperature rise for the LINX experiments and the SI3WR. The actual plumes in
LINX and the SBWR, however, will be influenced by a number of factors not relevant to the data
analysed in (9). For example, as discussed above, the LINX and SBWR plumes are unlikely to be
fully developed and will therefore be influenced by the geometry of the injection (vent) device. This
limiting approach can be justified, however, because even with the assumptions made, the plume
temperature increase for most applications is significantly less than 1 K.

Because of the non-linear dependence of Qi on Q (Eq.14), the scaling of a concentrated
point source is not possible. Ilowever, because of the small temperature rise in the plume for all
conditions of interest, the distortions due to the scaling are likely to play a minor role, as long as
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Figure 10: Flow pattern in a gas stirred liquid bath: a) numerical simulation by Ferng et al. [33];
b) schematic representation of the flow path of the fluid element.

of the buoyancy source and the volume of the active fluid (that above the injection point).

In reality, however, upon impact with the pool surface, the plume makes a 90 turn, and
strong horizontal currents on the surface of the pool are generated.

For instance, Fannelop et al. [31] recently presented experimental results for a relatively
,

weak linear source in a rectangular tank. Hadial velocities were still appreciable at large distance
from the source, several times larger than the submergence of the source.

Under these conditions, the global pool mixing is also influenced by the distance tc of thep

wall from the axis of the two-phase plume and the penetration depth H of the return flow along the
wall (Fig.10). A visual evidence of the existence of such return flows has also been obtained from
the small scale experiments described above [29]: small bubbles (but still well visible, consequently
with diameter above 1 mm) were entrained to a large depth (20-30 cm) along the wall, giving
evidence of vertical liquid velocities as large as their terminal velocities (~ 10 cm/s).
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Numerical simulations for bottom injection of air bubbles in small tanks showed [32] that ;

the recirculation vortices can affect a considerable portion of the fluid and, for large injection rates, !

can even extend below the injection point (33][34]. |

The consequence of such a recirculation pattera is that all the fluid above the penetration |

depth H of the return flow will participate in absorbing the energy deposited by the condensing
steam. |

'

In the following, all the considerations will be based on the assumption of a 'well developed'
plume. The main interest here is the evaluation of the decay of the velocity at the surface and
the interaction of the surface flow with the wall. The measurement of the horizontal velocity is
also important for determining the condensation / vaporization rates at the interface, as the mass
exchange rate for a moving surface is expected to be much larger than for a stagnant pool. For
instance, the condensation rate for a slowly moving liquid (a few cm/s) on the surface of a pool
has been experimentally found to be a strong function of the Reynolds number of the flow on the

surface (Celata et al. [35]).
Fannelop and Sjoen [36] developed an integral model for the analysis of both the vertical and j

horizontal portions of a round plume. They arrived at a relation between the maximum horizontal
velocity V, and the distance from the plume centre y:

3 - /2
V, = V,,o 1 + Bv/ |/ 2#

2 --4 (16)
( 6' L

where b is the half width of the plume at the surface and #, the entrainment coefficient for the
horizontal flow is of the same order of magnitude (10-1) as the entrainment coefficient in the vertical
section of the plume. From the assumption that the axial momentum of the plume is completely
converted in radial momentum at the turning point, the initial velocity V,,o was calculated from
the vertical centreline velocity. The comparison of the theory with the results of experiments in
deep water basins showed acceptable agreement. This finding suggests that the conversion of axial
momentum into radial momentum can be considered approximately correct.

The general conclusion from the review performed by Andreani [28] is that large horizontal
currents are still present at large distance from the centredne of the plume, and that the intensity
of the resulting convective flow can be conveniently correlated with the centreline axial velocity of

,

the plume.
An attempt is done here to get a rough estimation of the influence of the wall on the mixing

process. This will be used for establishing a tentative scaling law for the effect of geometry on the
mixing phenomena in the prototypical suppression pool and the scaled model.

Using one of the several empirical expressions developed for the axialliquid centreline velocity
Uic, e.g. that presented by Xie and Oetmers [37]:

Uc = 8.61 Q[2s (37)t

and assumir4g that the initial radial velocity is proportional to this value (Eq.15), using Eq. (16),
one obtains:

;

V, a Q[2s p (18)
-1

4

l
The kinetic energy E, of the horizontal jet is:

Ee a V,2 cx q s p (39)
-2

i
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As the vertical penetration Ilw of the horizontal jet along the closer wall is proportional to
the kinetic energy, we have:

ilw cx Q* * w** (20)p

The influence of the wall on the mixing phenomena will be properly reproduced in prototype
and model if the same value of II, is produced. This requires correct scaling for both Q, and w :p

-2< 0.5
-(w )P AIlw)P'-(Qo)P e

1 (21)
(w )T, .(llw)r.,(Q,)r,

.
p

Two geometrical configurations can be considered for such scaling in PANDA ((w )r=2 m)p

in relation to SBWIt ((w )P=3.5 m), assuming that the centre of the vent exit is located at equalp

distance from all the walls:

Point source

-20'5
-(w )P '3.5' 4.(Qg)P - M - 5- p g
(w )T. 2,(Qs)T, .

p

so that

lllw)P' (23)= 1.63
.(llw)r.

This means that the liquid penetration at the nearest wall is smaller in the model than in
the full-scale suppression pool and that the influence of the walls on the mixing phenomena will be
smaller in the model than in the full-scale pool.

Linear source
If the model represents a slice of the linear source, the liquid flow per unit length can be

considered the same for the two systems, so that the initial radial momentum will also be the same
in the model and the prototype. In order to preserve the value of II , it will then be necessary
to have the wall at the same distance from the plume centreline. The only possibility to avoid
distortions is to distribute the gas flow from the quencher among a large number of orifices, so
that the buoyancy source per unit length is small enough to prcduce in both the prototype and the
model horizontal currents which are weak and cannot reach the wall.

5 Conclusions

The thermal-hydraulic phenomena which contribute to the reduction of a pressure build up in the
Wetwell of the SBWit have been identified and analysed.

An important mechanism which limits the pressurization of the suppression chamber is the
condensation of the steam within the vent pipe, during bubble growth at the vent outlet and during
bubble rise to the pool surface.

Large fractions of the vapour have been calculated to be condensed within the vent pipe and
prior to detachment of the steam. gas bubble from the vent. This original finding reduces to some
extent the concern about vapour bypass, i.e., the possibility that the gas mixture escapes to the
gas space of the Wetwell, contributing to its pressurization. This could become a serious concern if
the only phemomena considered were the condensation between the vent exit and the pool surface.
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In fact, extrapolating correlations developed for low flow rates (as compared to the typical SBWR
PCCS flows) of pure gas from orifices of diameters up to one third that of the PCCS vent, one
finds that very largo bubbles (up to 0.13 m in diameter even for a multinozzle geometry) can be
expected at the vent outlet. Consequently, the time for the gas-steam mixture to reach the pool
surface is likely to be much shorter than the characteristic collapse time for such bubbles. Under
these conditions, direct channelling of the vapour from the vent pipe to the suppression chamber
gas space is highly probable. The above comments are likely to be ameliorated if the vent exit is
a distributed source or sparger. Since then the size of the bubbles will be reduced decreasing the
potential for vapour " break through" and increasing the fraction of steam condensed during the
formation of the bubbles.

Several aspects of the development of a two-phase steam and air plume resulting from the
venting of nitrogen and steam below the surface of the SIlWR suppression pool have been reviewed
and used for the analysis of the mixing in the pool. Ilecause of the large bubbles originating at the
vent exit, however, a small-bubble plume is unlikely to exist. In fact, the break-up length for such
large bubbles is comparable with the vent submergence. Thus even for the multinozzle quencher,
a true bubbly flow regime is not likely to develop until some considerable distance downstream of )

Ithe vent location.
in order to evaluate to what extent the localized deposition of the vapour energy will lead

to thermal stratification, and, consequently to an increase of the partial pressure of vapour in the
nas space, a simplified model for calculating the water temperature difference between the depth
of the vent and the pool surface has been developed. The procedure (model) developed makes
use of existing air - water round bubbly plume data and models, to predict the volumetric flov;
of liquid entrained within a two phase plume as a function of the air volumetric flow rate. It
is then assumed, that a bubble plume develops above the vent exit. The heat transferred, by
the condensation of the steam (assuming no vapour bypass), to the water entrained into the rising
plume is assumed to be distributed uniformly just to the liquid flowing within the plume. The large
buoyancy of a two phase plume leads to large plume velocities and therefore to high entrainment
rates. Consequently, for gas steam flow rates typical of the SilWR the water temperature rise is
only about 0.3 C. For undeveloped plumes, where the water entrainment may be ten times lower,
the resulting temperature rise would be still lower than a few degrees.

Therefore, the volume of water between the surface of the pool and the vent exit will heat-up
in a more or less uniform manner (perfect mixing).

Mixing is furthcr enhanced by the interaction of the horizontal spreading layer of hotter
liquid with the walls of the pool. Indeed, convective currents create recirculation patterns which
tend to oppose any stratification.

A few difficulties have been identified in studying the PCCS venting phenomena in volume-
scaled test facilities: increased importance of the condensation within the vent pipe, distortions in
the relation between condensation and rise times for the bubbles and diminished effect of the the
walls. It is possible to avoid distortions of bubble condensation and wall effects, only if the actual
geometry of the SBWR vent is a multinozzle manifold. Distortions in the condensation within the
pipe, however, cannot be avoided, unless the pipe is partly insulated.
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A scaling study has been conducted for simulation of thermal-hydraulic phenomena in the
Simplified Boiling Water Reactor (SBWR) during a loss of coolant accident. The scaling method
consists of a three-level scaling appmach. The integral system scaling (global scaling or top down
approach) consists of two levels, the integral response function scaling which forms the first level,
and the control volume and boundary flow scaling which forms the second level. The bottom up
approach is carried out by local phenomena scaling which forms the third level scaling. Based on
this scaling study the design of the model facility called Eurdue University Multi-Dimensional
Integral Test Assembly (PUMA) has been carried out. The PUMA facility has 1/4 height and
1/100 area ratio scaling, corresponding to the volume scaling of 1/400. The PUMA power scaling
based on the integral scaling is 1/200. The present scaling method predicts that PUMA time scale !

will be one-half that of the SBWR. The system pressure for PUMA is full scale, therefore, a
prototypic pressure is maintained. PUMA is designed to operate at and below 1.03 MPa (150
psi), which allows it to simulate the prototypic SBWR accident conditions below 1.03 MPa (150
psi). The facility includes models for all components ofimportance.

I. INTRODUCTION

The General Electric-Nuclear Energy Company (GE) has developed a new boiling water ;

reactor called the Simplified Boiling Water Reactor (SBWR) [1]. The SBWR has a simplif xl
coolant ciret!ation system and a passive emergency cooling system. The engineered safety
systems and safety-grade systems in the SBWR are: (1) the Automatic Depressurization System

,

(ADS), (2) the Gravity-Driven Cooling System (GDCS), (3) the Passive Containment Cooling
~

System (PCCS), (4) the Isolation Condenser Systems (ICS), and (5) the Pressure Suppression
,

Pool (SP). The GDCS and PCCS are new designs unique to the SBWR and do not exist in ,

operating BWRs. The ICS is similar to those in some operating BWRs. The PCCS is designed '

for low-pressure opemtion (less than 1.03 MPa or 150 psia), but the ICS is capable of high
pressure operation as well (up to 7.58 MPa or 1100 psia). It is necessary to study the
performance of the new safety system and its interactions in order to assess the response of the

1272

_ . _ - _ _ --



. _ . . . ___ _ _ ..

I

SBWR under postulated accident conditions. Since it is not feasible to build and test a full power
prototypical system, a scaled integral facility is the best alternative. This paper addresses the
scaling method used in the design of a model facility called PUMA. The PUMA facility is funded .

under the US-NRC confirmatory testing program of the SBWR [2]. |
'

:

The integral test facility scaling method should provide a rational basis by which to scale-up
the integral model test results to the prototype conditions. Therefore, it is necessary to hsve a
rational scaling method that establishes the interrelationship between the important physical ,

i
variables associated with mass, force and energy of the prototypical system and the model. In
view of this, a well balanced andjustifiable scaling approach has been developed for the design of
the SBWR integral test facility. For this task a three level scaling approach is used. This three

'

level scaling appmach consists of, (1) integral scaling, (2) boundary flow scaling, and (3) local
phenomena scaling. The integral scaling is derived from the integral response functions for major
variables in single and two-phase flow. This s21ing insures that both the steady state and dynamic
conditions are simulated. It also determines the geometrical requirements and time scale. The

integral scaling results in the simulation of all the major them.al-hydraulic parameters. The ,

boundary flow scaling simulates the mass and energy inventory of each component and flow
among these components. ,

.

The third level scaling is used to insure that key local phenomena can be reasonably scaled.
Even under the global simulation of flow, mass and energy, various local phenomena which affect
the constitutive relations should be addressed through this third level of scaling. Local phenomena
scaling have been carried out in detail. After some distortions in local phenomena and geometry
are identified, the impact of the distortions on the integral thermal-hydraulic response of the
model facility are discussed.

|

2. GENERAL SCALING CONSIDERATIONS

The scaling criteria for a natural circulation loop under single-phase and two-phase flow
conditions have been developed by Ishii, et al. [3-5). The criteria includes the effects of fluid
properties, so one can also apply them for reduced-pressure system scaling. For single-phase flow
conditions, continuity, integral momentum and the energy equations in one-dimensional area
averaged forms are used. First, relevant scales for the basic parameters are determined, then the
similarity groups are obtained from the conservation equations and boundary conditions. The j

heat transfer between the fluid and structure can be included in the analysis by using the energy

equation for the structure. From these considerations, the geometrical similarity groups, friction
number, Richardson number, characteristic time constant ratio, Biot number and heat source
number are obtained. It should be noted that the simulation of a long, large pipe section by a
small scale model may encounter some difficulties if the prototype system does not have a
reasonably large loss coefficient in addition to the wall frictional loss.

,

For a two-phase natural circulation system, similarity groups have been developed from a
!

perturbation analysis based on the one dimensional drift flux model. The set of mass, momentum
and energy equations are integrated along the loop, and the transfer functions between the inlet
perturbation and various variables are obtained. The scaling parameters developed from the
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integral transfer functions represent the whole-system similarity conditions, and are applicable to
transient thermal-hydraulic phenomena.

The scaling approach that has been used for the design of many existing US-NRC thermal-
hydraulic research facilities is summarized in [6]. The so-called " full-pressure full-height method"
was used for most of these facilities. The scaling approach recommended by the NRC, based on
the experience accumulated from extensive LOCA studies in scaled integral test facilities, is
summarized in a comprehensive paper by Boucher, et al. [7]. The present scaling method is an
extension of the previously developed scaling approach by Ishii, et al. [3-5) and consists of three
levels of scaling detail. First, integral scaling methods are applied to the system circulation paths.
Second, component boundary flow scaling considerations are applied in order to preserve integral

'

mass and energy inventory. Third, scaling criteria are developed that preserve the similarity of'

local phenomena such as choking, condensation and bubble rise time. These levels of scaling
detail are described in the following sections.

3. GLOBAL SCALING (Top Down Approach)

.).1 Integral System Scaling (1st Level)

It is imperative to have the single-phase flow similarity requirements as a ready reference, as
they are needed to simulate the single-phase to two-phase flow transition. The system consists of
a thermal energy source, energy sink and connecting piping system between components. For a
natural circulation loop under single-phase flow conditions the similarity parameters are obtained
from the integral effects of the localbalance equations (continuity, momentum and energy) along
the entire loop. Detailed methodology on the scaling analysis is provided in [8].

The fluid continuity, integral momentum, and energy equations in one-dimensional, area-
averaged forms are used along with the appropriate boundary conditions and the solid energy
equation. From the dimensionless forms of these equations, important groups characterizing
geometric, kinematic, dynamic and energetic similarity parameters are derived.

If similarity is to be achieved between processes observed in the prototype and in a model, it is
necessary to satisfythe following requirements:

A,, = (a, / a,), = 1 (1)

L,4 = (I, / l.), = 1 (2)

, ,
- , ,

-

[F, / A,' [ f, + K, / (a, / a.)* =1 (3)=

kl da . ,k , ) _g
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R, = (P A T, I, / u,2), g (4) ;,

St , = (hl. / pf c,f u, d,), = 1 (5)

G= (I, / u,)/(S */ a,), =1 (6)

,

B,, = (h6 / k,),, = 1 (7)
>

|

Q,, = (q,"I, / p, c,, u, A T,), (8) ;

i
,

where subscript i designates a particular component and R denotes the ratio of the value of a 4

model to that of the prototype.

V for model9, , V . .
W, W for prototype

The reference velocity, uo, and temperature difference, A T. are obtained from the steady-state ,

solution. If the heated section is taken as the representative section, these characteristic

parameters are expressed as follows:

m-
e 3 e 3

** * k I4pg ,.

g p, cg, g a, ,
(10)u* =

(F, / A,2)

_ _

and

* * ~ ' "!2- (l1)AT, =
pf c u a, ,g ,,yq

where the subscripts o and so refer to the core flow area and heated surface area, respectively. |

The frictional similarity requirement, Eq. (3), can be satisfied independently of the remaining
scaling requirements [3-5]. Hence, from the remaining scaling requirements, it can be shown that
the following conditions should be satisfied for a complete sitnulation:.
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(u,),=0'''''', (12)
< p, c,, ,, _

f N

' ' ~ *(AT,), = (13)
p,c,,u,,,

)
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<

(6,), = (6 ), = "' #~ wa
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'

(14) ,

< u. ,,
|

.

- s e
p' c"' a' I, s

e

(d,), = (d), = (15)
p, c,, ,, g u, ,,

.

r S12

(h,), = (h), = (k,), <y."u" , >,
!

(16)
.

i

where the parameters without the component subscript, I, denote universal values that must be,

i satisfied in all components. In addition to the above, the geometric similarity requirements dictate
,

that,

.

' l, ' 'a'
=1 and L =1 (17)-

< l. > , < a, , ,
'

must also be met,
f

With these conditions, Eqs. (3,12-16), the effects of each term in the conservation equations ,

are preserved in the model and prototype without any distortions..

It is important to note that the above set of requirements does not place constraints on the [
power density ratio, q"',,. However, they do put a restriction on the time scale as follows:.

""
, (P e,"'l '), /(p , c,,),' (18)t,=

M\.)
i

The small perturbation technique and integral response function have been used by Ishii and
Kataoka [3] to develop similarity criteria for two-phase flow systems. The important
dimensionless groups that characterize the kinematic, dynamic and energetic fields are given as
follows:

!
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i

' e

N'~0 I* n r
,

0- ?- = N,, (19)Phase Change No. Ng=
< du, pf , , y , ,h p

|

This phase change number has recently been renamed as the Zuber number, N., in recognition of
Zuber's significant contribution to the field.

e 3r 3

N 0?- (20)Subcooling No. N a -a
<hy , ( p, , .

se s i<

"': N (21)
'

Froude No. N,, a
I< 8 . G. > < bP >

<y 8

Dnp - Flux No. Nm A (or Void-Quality Relation) (22)a
< u, ,,

I

* ""T',=
6 ,/a,,,

(23)Time Ratio No.
g

e 8

E'#'5
ThermalIntertia No. N,, = @#

u pf ,, d ,,c

' ft ' 1 + x(Ap / p,) ' '#*
~

''

Friction No. N, e (25)
s d ,, (1 + xA / p,)a23_ , , ,

_

i

r 32

Orifice No. N,, = K, I + x''' (Ap / p,) #r- (26)
<a>

where Vg, hg, he and x are the drift velocity of the vapor phase, heat of evapontion, subcooling
and quality, respectively In addition to the above<lefined physical similarity groups, seveal
geometric similarity groups such as (li/ l.) and (ai / a.) are obtained.
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The Froude, friction and orifice numbers, together with the time ratio and thermal inertia
groups, have their standard significance. Subcooling, Zuber and drift-flux numbers are associated
with the two-phase flow systems. Their physical significance is discussed in detail elsewhere

[3-5]. !

:

Eqs. (19) through (26) represent relationships between the dimensionless groups and the |
'

generalized variables of a two-phase flow system. The dimensionless groups must be equal in the
prototype and model if the similarity requirements are to be satisfied. Hence, the fol;owing
conditions result:

(N ), = 1,(N,,,), = 1,(N ,), = 1,(N,), = 1
'

3 f
'

(27)

(T*), = 1, (N,y), = 1 (N,), = 1, and (N,), = 1 |

It can be shown from the steady-state energy balance over the heated section that N and Na
are related by

I (28)N - N,,, = x,u
< Ps >

where x. is the quality at the exit of the heated section. Therefore, the similarity of the Zuber and
subcooling numbers yields

<

(re), b =1 (29)
g P, ,,

This indicates that the vapor quality should be scaled by the density ratio. When combined with
Eqs. (25) and (26), Eq. (28) shows that the friction similarity in terms of Nn Noi can be
approximated by dropping the terms related to the two-phase friction multiplier. Similarity of the
drift-flux number requires void fmetion similarity, (a,), = 1

Excluding the friction, orifice and drift-flux number similarities from the set of similarity ,

requirements (Eq. (27)) and solving the remaining equations, one obtains the following similarity
requirements:

(u,), = (1,)$' (30)

' '

(h,,,), = h* P'
(31) t

bP sau
b
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!

(9,,(_. P/ e [ fd''
P h! (32)
AP >,r6),: <

:
:'

f 6, = (1,)$' (a,)|' (33)
L

| r. y

P' #''
| d, = (1,)$'(a,)$' (34)

< P, c,, ,,"

d

The velocity' scale shows that, in contrast to the case of single-phase flow scaling,~.he time-

. scale for a two-phase flow system is not an independent parameter. From Eq. (30), the time
3

; . scale in two-phase flow is uniquely established as,
3

t, = b = (35)
t, ug,,,

This implies that if the axial length is reduced in the model, then the time scale is shifted in the-
two-phase flow natural cimulation loops. In such a case, the time events are accelerated (or
shortened) in the scaled-down model by a factor of(l.g)"# over the prototype.

,

3.2 Mass and Energy Inventory and Boundary Flow Scaling (2nd Level)

The scaled mass and energy inventory histories must be preserved for integral similarity to be
achieved. The integral system response scaling n.ethods assure this similarity when friction-

ih hdominated loop flow is considered. However, when vessel or system d sc arges occur t at are
dominated by nonfrictional momentum effects, such as at a point of choked flow or any nozzle
flow in which the pressure drop-flow relation is dominated by kinetic loss or by cavitation effects,
then additional constraints apply. At such discharge points the fluid velocity depends on the local
pressure ratio across the device, which is preserved in a full-pressure scaled system such as the
PUMA facility. In nonfrictional momentum-dominated flows, the fluid velocity is the same in the
model as in the prototype. Therefore, the flow area at such discharge points must be scaled to
preserve mass and energy inventory rather than loop kinematics. An overall criterion for sinular
behavior betw. the prototype and the model is that the depressurization histories be the samilar
when compared in the respective (scaled) time frames.

This integral condition will be satisfied if the differential pressure change is the same at
corresponding times,i.e.,

#" (36)
"

=
dt, dt,
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The scaling criteria for similarity of the friction-dominated natural circulation flows yields the
,

result that the time scale of the model, or laboratory time, is related to the prototype time.
Depressurization rates of the model and the prototype are related in laboratory time by

"=(//T,) (37)

This condition will be satisfied if the corresponding component vessel inventories are similar, i.e.,

r a r
y- y">

(38)=

V, ,,, Y, ,g

where M, and M, are the prototype and model vessel inventory masses, and Vp and Vm am the
respective prototype and model vessel volumes. This relation must hold for each component as
well as for the overall system if complete similarity is to be ensured

Mass Inventory andMass Flow Scaling

For integral experiments, accurate simulation of the mass and energy inventory is essential.
His requires a separate scaling criteria for the system boundary flows such as the break flow and
various ECCS injection flows. The scaling criteria, stated in Eq. (38), are obtained from the
overall control volume balance equations.

Denoting the total volume by V and the mean density by < p >,the coolant mass inventory
balance equation can be written in a dimensionless form that applies to both the model and the
prototype system as

; d
j 7< p > = Im,' - Im,' (39)

*

where

t' = t /(1, / u,) (40)

|
i r 3 r 3

" ' " * " '" # '" "'"*

m,, = (41)|

pV p g a, , r , ju

and I, = (1, /u,) for either the prototype or the model. The definition for m *, can be given

similarly. For equal model and prototype pressure simulation, (p*,), =(p /p), is simply unity.
Hence, the simulation of the boundary flow requires
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< 3

h "8- =1 (42)
r a, u, ,,

This is a similarity condition for the flow area and velocity combined. Therefore, it is not
necessary at discharge points to satisfy the independent conditions for area and flow given by Eqs.
(17) and (30), which must be satisfied by the other components of the loop. The form of the
discharge scaling criterion given by Eq. (42) is very convenient from the standpoint of practical
implementation. For example, the break flow velocity, %, can not be independently controlled if
choking occurs. In the case of choking, Mach number similarity is maintained. Thus, for an
equal-pressure system the break flow is prototypic in the sense that (%)n = 1, wheneas the basic
scaling (u.)n = (l.)$2 and the criterion given in Eq. (42) predict that the break flow area should be
scaled according to

e 3

b = (1,,)" (43)
< a. >,

which would result in a reduction of the break flow area beyond the geometrical scale used for the ,

loop flows.

Energy Inventory and Energy Flow Scaling

From the control volume balance, the energy inventory is given in dimensionless form by
,

dE'
*"Y~"+ ~

** **'" '"dt

where

< ,r ,

9'L- " ' " (45)m ,, h ', = m , h , p'vh,
* '' =

; s i
gp,ga,,

,

}

{
In view of Eq. (45), for a full pressure simulation, i.e. (h.)n = 1, it is necessary to have

(h,,), = 1 (46)i

This physically implies that the inflow or outflow should have a prototypic enthalpy. The above
dimensionless energy equation also shows that the initial energy inventory should be scaled by the
volume ratio.;

3J PressureScaling4

The work scope and program objectives of PUMA are focused on the low-pressure region of
,

operation following the initial deptessurization of the vessel beginning from approximately IMPa
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i

; (150 psi). In considering the pressure scaling of the integral test facility, following two effects
should be evaluated separately::

1. System pr::ssure level, which affects all the thermal-hydraulic properties of the liquid, vapor
and phase changes. .

1
.
.

2. Individual component or inter-component pressure distributions,.

p Considering the pressure scaling in these two separate effects is somewhat analogous to the well-
known Boussinesq assumption. The prototypic pressure is taken as the system pressure scaling
base. Hence, the system pressure and all other fluid properties are considered to be prototypic,4

| which greatly simplifies the scaling procedures. Thus, the global pressure scaling is given by i

pn = 1. !

Under prototypic system pressure scaling, the thermodynamic and transport properties at j
,

every component are also considered prototypic. However, the pressure distribution in each
; component may not be prototypic. It should be noted that the pressure distribution within a
component or between components can be the controlling factor in determining the flow by '

,

forced convection or natural circulation. This aspect of the pressure effect in a reduced-height
system should be considered separately. At the initial blowdown phase of a LOCA or other i

transient, the major intercomponent flow occurs due to the initial pressure difference between the
'

'

reactor pressure vessel and the containment. For this. initial phase, the pressure difference
between these two components should be prototypic at the same elevation, i.e.

(dp,), = 1 at 2, = l,, where the notation i and j stand for the reactor vessel and containment, !

respectively.

However, in the case of natural circulation-dominated flow, such as the reactor vessel internal :

circulation, GDCS injection or PCCS venting, the hydrostatic head is the essential driving force.
For this case, the differential pressure is scaled by the reduced height scaling. Hence,

;

(6 P), = 1, (at A Z, = 1,) (47)
.

$

For PUMA, the initial differential pressure scaling is set by the initialization process with !

isolated components. At the later stages of accident simulation, most of the significant liquid +

flows between components are driven by the hydrostatic head.' These flows are accurately
simulated by using proper height scaling of all major elements and components based on AZ, = l,, |

'

wMch implies the complete axial geometrical similarity. This condition, together with the void
distribution simulation based on the integral scaling, insures that the differential pressure is scaled
by the reduced height scaling.

?

P
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{- 3.4' Height Scaling

Under the prototypic pressure simulation, the system geometry can be determined from thei

i ' integral system scaling and the boundary flow scaling dim-d above.' The dynamic scaling
j requirements for a two-phase flow system are given by Eqs. (19-27). In general it is difficult to
j match all these similarity criteria for a scaled down system, so a careful evaluation of each of these

requirements should be made.

In considering the dynamics of the system, two conditions should be considered separately.
,

The first is on the quasi-steady flow simulation and the second is the dynamic response of the |

system, including the inertia effect. It is clear that the Froude number and friction number scale - |

the dynamic response. When the inertia forces are not important, only the balance between the ;

frictional resistance and gravitational force should be considered. This can be achieved by taking ,

the product of these two numbers. Thus, natural circulation number is defined as j

~
~ '

i

~
N. = NrNe =

friction' inertia :
(48) !'. Inertia . _gravityhead

!

This equation can be extended to include the minor loss coefficient as
*

N. = (Nr + N ) Nn (49) t

Using kinematic and energy similarities, a less restrictive requirement, (Nr + N.)n = 1, is obtained :

for an approximate dynamic similarity between the inertia term and flow resistance. The ;

advantage of this requirement relative to the two indvdaat requirements of(Nr)a = 1 and (N.)a
= 1 is significant. Under a homogeneous flow assumption, the above less restricitive reqmrrment ,

can be appmximated by |

< i.

(Nr + N.)a = f = 1 (50) ;

<d>a ;

t

By using the geometrical similarity criteria,

.

,8- + K (51)=1
|ud s,

These two scaling criteria Eqs.(50-51) apply to gravity driven flow. A careful analysis of Eq.
(51) clearly indicates the great advantage of using the reduced-height system for a given volume
scale in satisfying the dynamic similarity criteria. By reducing the flow area, the hydraulic
diameter is reduced by d, = fa , except at bundle sections such as the core. For most small
integral test facilities, it is necessary to have la > d, in order to maintain a reasonably large axial
height so that the naturally existing two-phase level fluctuations do not adversely affect various
transient phenomena. In general, the ratio of the first friction term itself is always larger than
unity. However, by reducing the height of a facility, this ratio can be made closer to unity by
increasing da for a fixed value of v . The second significant point is that the minor loss coefficienta
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is an easy parameter to' adjust through small design modifications in such a way that Ka < 1 to
compensate for increased friction. Hence by properly modifying the K value, Eq. (51) can be
achieved.

4. Local Phenomena Scaling (3rd Level, Bottom Up Approach)

Although the global scaling criteria satisfy the system response similarity. the local phenomena.

may not be satisfied. Hence, it is important to study the local phenomena scaling in detail. The ,

ifollowing is a list of local phenomena to be considered in the SBWR: (1) reactor vessel flow
dynamics and instability scaling, (2) choked flow case, (3) unchoked flow case, (4) relative
velocity and flow regime, (5) critical heat flux scaling (CHF), (6) flashing in the chimney, (7) |

.

condensation in suppression pool,(8) vent phenomena in suppression pool, (9) mixing in stratified !

' fluid volumes, (10) natural circulation, (11) heat source and sink, (12) PCCS venting into
suppression pool, (13) condensation in PCCS condensers, (14) stratification in the drywell, and

-(15) stratification in the suppression pool are considered. The scaling of these phenomena are

considered in detailin (8). j
|

ir

5. Scale of the PUMA Facility ;

- To determine the overall size of the proposed facility, it is necessary to consider four essential 7

factors; (1) the need to scale relations to the existing facility,(2) the need to compensate for the !

shortcomings of existing facilities or complement the overall data base, (3) the need for a stand- {
! aloncjustifiable rationale for the choice of an and in, and (4) the overall impact on the total cost.
,

For the PUMA facility, the above factors have been examined in detail. Based on these
considerations, a 1/4 height and 1/400 volume scale have been chosen as the most desirable

idesign. The existing or under-construction integral facilities for the SBWR are all full height.
The GE-GIST facility [9] is a low pressure, full-height facility, thus I, = 1 and aa = 1/508. The !

GIRAFFE facility [10]in Japan has In = 1 and a = 1/400. The planned PANDA facility [I1] has >

| a

| In = 1 and aa = 1/25. The aspect ratio, in /da, for these facilities are 22.5,20 and 5, respectively.

| In view of the ovemil cost and the volume scale of these facilities, a new facility at the volume {
scale of about 1/400 appears to be optimum. This will match the mass and inventory of the GIST
and GIRAFFE facilities. :

Since the existing facilities are all full-height, the impact of the actual total height on various |

phenomena can be evaluated sufficiently. However, the existing facilities fall into the category of. :
'

thin and tall systems, which have some major shortcomings. In Table 1, the dimensions of various
components of the SBWR are compared between prototype, full-height,1/4-height and 1/8-height :

scaled models for a 1/400 volume scaled facility. As shown in Table 1, the 1/8-height scaled i

model is close to a linearly scaled model, with very large diameter. For 1/8 height scale, the t

required core power is also large. The 1/4 height and an = 1/100 scaled facility has moderate
power requirement and with aspect scaling ratio factor of or,1y 1/2.5, which is very close to the f

|
Prototype system. [

i

l' 1284

!

I'
L

. _. . .. _ _ _



_. . - ._ . _ _ _ . _ . .. _ . _ _ _ . . _ . __ . . . . _ __

:

!

f The present quarter-height system with the volume scale of 1/400 ha.e the advantage of well-
i matched gravity to frictional forces. Funhermom, due to relatively large cross-sectional areas, the J

. important phenomena of two or three dimensional voiding patterns and flow mgimes in the core ,

and chimney can be better simulated. This is considered to be particularly important for assessing
j the effects of various instabilities such as manometer oscillation, density wave instability,

geysering and flashing-induced cyclic phenomena on the natural circulation cooling and stability of -
the GDCS. The scientific design of the PUMA facility is complete and the construction of the
facility is underway. The schematic of the PUMA facility is shown in Figure 1. The facilityi

i includes models for all the major components of SBWR safety and non-safety systems that are
imponant to the transient response to a postulated LOCA and other transients. Thus it includes,

the reactor pressure vessel, drywell, suppression pool, GDCS, ICS, PCCS, and auxiliary system

i like feed water line, CRD line and RWCU/SDC.

| The present scaled model cannot represent all detailed geometrical features of the SBWR. The ;

model design was based on a number of considerations. First, the requirements of global scaling ;
4

!
were met, then imponant local phenomena were identified and scaled. In some cases, both global4

- and local scaling cannot by satisfied simultaneously. In such cases, the requirement on global
' scaling was kept. intact and certain compromises on local scaling were made. In addition to,

: scaling considerations, hardware components were evaluated for case of construction, opention !

! and cost. Cenain geometrical features for some components were thus distorted in PUMA. !

) Details on these distonions and their impact on the loop thermal-hydraulics have been dienaaad i

; in(8]. |
1 |

| 6. CONCLUSIONS . j
i ;

} This paper discusses the scaling approach for the integral simulation of thermal-hydraulic |
| phenomena in the new SBWR design. The PUMA rnodel facility is based on the application of a

*

three-level scaling method. In the global scaling: i)the integral loop scaling ensures steady-state

| and dynamic characteristics are well simulated, and ii)the mass and energy boundary flow scaling !

: ensures flow and inventory similarity. The resultant design is a 1/4 height,1/400 volume scaled :

I test facility, where all major safety and non-ssfety thermal-hydraulic components of the SBWR :

; are simulated. The power is scaled by 1/200 and the test facility operates at the prototypic ;
;

| pressure. One of the unique feature of this facility is that it has aspect ratio of 2.5 which is smaller
than any existing full-height scaled test facilities. Some issues relating the scaling of the local j.

phenomena and their impact on the system thermal-hydraulics are also discussed. |3

|
,
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Nomenclature

A Flow area scale'

Cross-sectional' area [m']a

Bi Biot number !.

c Specific heat [J/kg-C] |p

d Diameter [m] |
E Energy [J) j

F Total pressure loss coefYicient
,,

f Friction factor, friction
g Gravitational acceleration [m/s']'
h Enthalpy [J/kg)

'

2
h Heattransfercoefficient[W/m K]
hr, Latent heat of vaporization [J/kg)'

h Subcooling enthalpy [J/kg]
K Minorloss coeflicient<

k Thermal conductivity [W/m-K)
/ Length [m]
M Mass [kg]
m Mass flow rate (kg/s]

Na Drift flux number
Nr, Froude number

Nr Friction number

N. Natural circulation number

N. Orifice number
Ng Phase change or Zuber number

N.e Subcooling number

Na Thermalinertia ratio .

'
.

i Nz, Zuber number

p Pressure (Pa)
: q '" Volumetric heat flux [W/m' ] !

Q. Heat source number.

R Richardson number

Ra Rayleigh number (Gr Pr)

St Modified Stanton number ;

t Time [s]
T Temperature ('C]

T* Time ratio number
u Velocity [m/s]
V Volume [m']
Vg Drift velocity [m/s]
w Work [J]
x Quality
Z Distance [m]
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GreekSymbols

p volumetric thermal expansion coemcient [ic')

S Conduction depth [m]
A Difference

2a 'Ihermaldiffusivity[m j,)
a Void fmetion
p Density [kg/m' ]

t Time Constant [s]
I Summation
T Parameter

Subscripts

e Exit 1

f Fluid !

g Gas

i ith component
in Inlet :

m Model
o Reference point / component ;

!
out Outlet -

p Prototype *

'

R Ratio
'

s Surface, solid

Superscrfpts |

Dimensionless quantity*

|

!

t

F
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TABLE 1. COMPARISONS FOR MAJOR COMPONENTS
AND DIMENSIONS OF DIFFERENT HEIGHT SCALING *

COMPONENT PROTOTYPE fli jlf fil

HEIGHT HEIGHT HEIGHT
.

(PUMA) (LINEAR) .

REACTOR PRESSURE,

VESSEL
Total height (mm) 24600 24600 6150 3075
l.D. (mm) 6000 300 600 848.7

| Total volume (m3) 669 1.67 1.67 1.67

CORE
Rod material Zr clad S.S alloy S.S alloy S.S alloy
Active length (mm) 2743 2743 685 342.9
Total power 45 mW 112.5W 225 kW 318.2 kW
Core shroud I.D (mm) 5150 257.5 515 728.4

CHIMNEYSECTION
Total height (mm) 9000 9000 2250 1125
Partition height 6500 650,0 1625 812.5
# of divided areas 25 9 9 9

1.D. of shroud (mm) 4955 247.75 495.5 700.8

CONTAINMENT
| Wall material Concrete / steel S.S S.S S.S

Upper head volume (m3) 3770 9.4 9.4 9.4
Upper head height (mm) 6100 6100 1525 762.5
Upper head dia.(mm) 28050 1402.5 2800 3967.5
Lower head volume (m3) 1696.5 4.24 4.24 4.24
Lower head height (mm) 27200 27200 6800 3400'

Lower head dia. (mm) 8911 445.55 891.1 1260.4

SUPPRESSION POOL
Initial water volume (m3) 3255 8.13 8.13 8.13

| Initial gas space (m3) 3819 9.55 9.55 9.55
Height (mm) 11950 11950 2987 1493

Diameter (mm) 27450 1372.5 2800 3882.6

GDCS POOL (1 OF 3)
Diameter (mm) Not circular 450 900 1273
Height (mm) 6100 6100 1525 762.5
Volume (m3) 348 0.87 0.87 0.87

j * Note: The volume scaling ratio is kept as 1/400 for all different height scaling.
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A PRACTICAL VIEW 0F THE INSIGHTS FROM SCALING

| THERMAL-HYDRAULIC TESTS

Alan E. Levin and G. Donald McPherson~

U.S. Nuclear Regulatory Commission !
i

.i
,

i ABSTRACT
l

The authors review the broad concept of scaling of thermal- |i

hydraulic ^ test facilities designed to acquire data for application ;
:

to modeling the behavior of nuclear power plants, especially as |i

applied to the design certification.of passive advanced light ;*

water reactors. Distortions and uncertainties in the scaling t

process are described, and the possible impact of these effects on
the test data are discussed. A practical approach to the use of

,

data from the facilities is proposed, with emphasis on the ;:

insights to be gained from the test results rather than direct
'

| application of test results to behavior of a large plant.
;

|
INTRODUCTION i

.

|
The U.S. Nuclear Regulatory Commission (NRC) is currently reviewing the ;

:test programs developed by reactor vendors to support certification of two I!
" passive" nuclear power p' ant designs: Westinghouse's AP600 and General
Electric's (GE's) simplified boiling water reactor (SBWR). In addition, the

NRC is conducting confirmatory integral systems testing related to both:

passive plant designs. One of the most important issues in the review and
development of these programs is that of scaling of the thermal-hydraulic

-

experiments related to the passive plant designs. Separate-effects (SE) and
;

integral systems (IS) tests are included in the test programs, and the review
4 ,

|of the scaling approach used for the tests has considered both broad, overall,

| scaling and extremely detailed issues on the subsystem and phenomenological ,

1 levels. However, one element that often seems to be overlooked in the scaling
<

'

review is some reflection upon the insights to.be gained using the scaled
-

experiments when it comes to application of the experimental data to analyses;

_' of the behavior of the actual passive plants over a range of accidents and
transients. The purpose of this paper is to describe a somewhat more
pragmatic approach to the issue of scaling, and to try to relate what will be
seen in the experiments to actual plant behavior.,

This paper derives from the authors' experiences related to review of
scaling analyses provided by the passive plant vendors for their test
facilities, as well as from participating in the development of facility
designs for the NRC's confirmatory test programs, both past and present.
Statements and conclusions herein represent the authors' technical judgments
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and opinions based on these experiences. Some of these opinions may differ
from those held by other experts in the field. However, reliance on
experimental data from scaled facilities has become a vital aspect of the
design and analysis of nuclear power plants, and is, in fact, essentially
mandated by the NRC's design certification rule in Title 10, Part 52 of the
Code of Federal Regulations (10 CFR 52), which, for the first time, makes
testing supporting code development and validation an integral part of the
licensing process. We believe, therefore, that the issues of how facilities

i are scaled and how the data are used are important topics to be considered by
the technical community, and hope that this paper provokes further discussion.

DEVELOPMENT OF SCALING PARAMETERS FOR THERMAL-HYDRAULIC EXPERIMENTS

When the decision is made to build a scaled experimental facility to
study the behavior of a full-size plant or component, one of the first
questions that must be answered relates to the size of the test apparatus.
Obviously, the most desirable approach is to test the full-size component,
system, or plant. While this is feasible for some SE component or systems
tests (depending on the size of the component or system), it is not practical
to build a full-size plant for the purpose of performing IS tests. Once the
size--or at least the budget constraining the size--is chosen, the technical
question of scaling must then be considered.

The conventional approach to scaling is to write the conservation
equations for mass, momentum, and energy for the facility, and to make them
dimensionless by the use of reference quantities. The resulting equations
have dimensionless coefficients multiplying each of the terms of the
equations, which themselves are dimensionless. If the coefficients, which
consist of fluid properties, system geometric parameters, and other fluid or
system characteristics (velocity, temperature, power, etc.) can be matched
between the facility and the full-size plant, it is generally assumed that the
test loop's behavior will be the same as that of the plant. This approach is
satisfactory, as far as it goes, but the above discussion does not represent
the entire story with regard to scaling.

First, the conservation equations themselves represent an assumption as
far as system behavior is concerned. If one is dealing with single-phase
flow, the three conventional conservation equations are generally used (this
represents the momentum equation, a vector equation that actually represents
three scalar equations, as a single equation). However, unless one is dealing
strictly with the behavior of single-phase laminar flow, even these equations
represent an approximation, since the turbulent flow equations represent a
time-averaged form of those for laminar flow, and the shear stress terms in
the momentum equation incorporate both molecular and " eddy" contributions.
When the issue of two-phase flow is considered, however, the picture becomes
far more complex. There are several different models for two-phase flow,
employing anywhere from three (homogeneous equilibrium mixture model) to six
(full non-equilibrium two-fluid model) equations. Each of these models
comprises a different approximation for the behavior of two-phase flow, and it
is impossible to say a priorf which is "most correct." For some types of
systems, e.g., those operating at relatively low void fractions, the
homogeneous equilibrium model may give perfectly acceptable results, while for
others, more complex models are required. When these equations are put into
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dimensionless form, the coefficients of the dimensionless derivative terms
represent scaling parameters, but insofar as they are derived from a
particular model of the system, these parameters reflect the assumptions
inherent in the choice of one model over another.

Second, the conservation equations as cast in their original forms are
almost useless for the analysis of practical systems. Again relating back to
the equations for single-phase turbulent flow, the " eddy" terms, reflecting
turbulent transport, in the momentum and energy equations cannot be calculated
from a first-principles approach, because we do not understand the behavior of
turbulence well enough to do so. Models representing either fully or
partially empirical approaches to the calculation of--for instance--momentum
and heat transport must therefore be used in these equations, and terms in
these empirical models, e.g., heat transfer coefficients, can then be part of
the scaling parameters derived from the conservation equations. This point is
even more critical in two-phase flow equations, since two-phase flow processes
are understood even less well than those in single-phase flow, and models for
transport of mass, momentum, and energy in two-phase tend to be far more
limited--in terms of empirical database and range of application--than those
used for single-phase flow. It is also noteworthy that such models are
developed from data extending over a specific parametric range. Applying an
empirical model or correlation for conditions substantially outside of its
database can give very poor results both in an absolute sense and when applied
to development of scaling relationships.

The third aspect influencing scaling also relates to assumptions made by
the designer. Theoretically, one must go through the scaling process for each
component--pipe, vessel, valve, etc.--of the experimental apparatus, since
geometry, fluid properties, and other relevant parameters can vary from
location to location in a large test loop (and possibly from place to place in
a single large component, depending on design--for instance, the core, upper
plenum, and lower plenum of a reactor vessel). These parameters may also vary
substantially over the course of a planned test program (a matrix of tests to
study a wide range of simulated transients and accidents), and sometimes over
a single test. The result, were this to be done--especially for a large
integral test loop operating in two-phase flow in at least some components--
would be an enormous list of dimensionless parameters. Each parameter would
have a range associated with it reflecting the variation expected throughout
the test program. Matching each one of those parameters to get " perfect"
scaling would be virtually impossible (unless, as previously mentioned, a
full-size plant model could be constructed). The designer must therefore make
choices about which processes in the test loop are most important to try to
preserve. This assumes some level of understanding on the designer's part
about the expected behavior of the prototype plant over the range of
conditions to be simulated in the test facility, but it represents a further
judgment on the part of the scaling analyst as to how to proceed with facility
design, and does not preclude the elimination of one or more important scaling
parameters. This type of analysis can be aided by reference to the
dimensionless conservation equations, by means of an order of magnitude
analysis. If the range of parameters over which a facility or plant will be
operated--or what may be present in an accident or transient--is known, these
parameters can be substituted into the governing dimensionless equations,
yielding numerical coefficients. One needs also to estimate the magnitude of
the differential terms in the equations. If the numerical coefficients

1293

_ _ _ _ _ _ _ _ _ _ _ _ . _ _



i

multiplied by the differential terms are consistently very small compared to
other terms in the equations, this is a sign that the process represented is
likely of minor importance and can be dropped without major distortions in
system behavior. Order or magnitude analyses are useful, but also represent, :

ito some extent, assumptions as to the characteristic behavior of the system,
and must therefore be done carefully so as not to eliminate key parameters.

If done with care, the result of the process described above should be a
manageable list of scaling parameters that can be used in a practical sense to
assist in the design of the facility, but which inevitably includes many
approximations as described above.

DESIGN OF SCALED FACILITIES

The design of scaled test facilities generally proceeds concurrent with
the development of scaling parameters for that facility. There are--
theoretically--an infinite number of ways to design a scaled facility, but as
a practical matter, the choice of a design often comes down to one fundamental
issue: whether to build a full-height or reduced-height facility.

Full-height facilities have several attractive properties. First, the

scaling analysis is often simplified, since variations in the scale apply only
to the cross-sectional area of the components. Second, when full-height
scaling is used in concert with 1:1 power-to-volume scaling, the timing of
events in the scaled facility, compared to the full-size plant, can be made
1:1. This simplifies analysis of the data from the test loop. There are,
however, some fundamental disadvantages to this approach. Budgetary or space
constraints often limit the volumetric (area) scale--defined as facility
volume divided by plant volume--of this type of facility to a relatively small
number. The largest ex-reactor integral PWR test facility in the world is the
ROSA /LSTF (Koizumi, et al., [1]; Annunziato, et al., [2)) in Japan, which was
designed originally as 1/48 scale of a 4-loop Westinghouse PWR. Other such
facilities are considerably smaller: BETHSY [2), in France, is 1/100 scale
of a 3-loop Framatome PWR, and SPES-1 [2] in Italy was designed at slightly
smaller than 1/400 of a Westinghouse 3-loop design. Using BETHSY as an
example, the 1/100 scale means a reduction factor of 10 in component
diameters. Thus, the simulated reactor vessel is of the order of 2 ft in
diameter, and the pressurizer becomes about a 6-in.-diameter pipe. Obviously,
multi-dimensional thermal-hydraulic behavior is sacrificed in this type of
scaling approach.

In addition, other distortions are often noted with full-height scaling,
especially with regard to heat sources and sinks, since the surface-area-to-
volume ratio in a full-height test loop is much larger than in the prototype
plant. Another problem is the proper scaling of pressure drops through the
system. Though the rationale for choosing full-height scaling is often
related to natural convection behavior and the desirability of maintaining
prototypic elevation differences between thermal centers, the distortions in
heat sources and sinks, coupled with the difficulty of scaling pressure drops
in components with very small diameters can distort the natural convection
behavior of the loop. Yet another concern is the possible introduction of
non-prototypic influence of fluid properties to the system, especially in two-
phase flow. Large reductions in component diameters can make surface tension
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a prominent factor in two-phase flow behavior in the test loop, while it would
not be in the prototype. Similarly, if pipe diameters are reduced
sufficiently to cause transitions in flow regimes, or to be near the diameter

,

of a single bubble, non-prototypic effects may become important. To deal with,

some of these potential problems, pipe diameters are often increased to permit
better scaling of pressure drops, two-phase flow regime transitions, and so
forth.

An alternative to full-height scaling is use of a reduced-height
facility. It is possible, in this approach, to keep from drastically reducing
the diameter of system components, thereby avoiding some of the problems with
full-height scaling. It may still, however, be difficult to deal with multi-
dimensional phenomena in a reduced-height facility, since the cost of building
large-diameter components can be quite large. A major drawback to a reduced-
height scaling approach relates to the timing of events in the scaled facility
compared to the prototype. Satisfying key scaling requirements in a reduced-
height loop generally leads to the distortion of timing of thermal-hydraulic'

processes in the facility. Use of facility data to predict plant response'

must account for this fact, and any resultant distortions that may occur.
There is one advantage of the timing distortion: simulation of transients'

over long periods--which may be important for the passive light water
reactors--can be run in shorter times than would be required for the event in
the prototype.

Irrespective of the scaling approach chosen, it is important to be aware
of the distortions and non-prototypic aspects of the test facility, compared
to the plant. While the scaling parameters themselves can assist in the
application of test data to analysis of plant behavior, blindly applying the
test results can lead to very poor insights into plant behavior, and may
result in "non-conservative" analyses.

,

| Essentially all scaled test facilities will, by their nature, embody !

some measure of distortion. Some of the reasons for those distortions, and
their possible consequences, have been discussed previously. Aside from the
distortions that occur because of scaling considerations, other types of non-
typical behavior (with respect to expected plant response) may arise for other

3

reasons. In the case of both the vendors' and the NRC's passive plant test
programs, for example, existing facilities were modified extensively to make
them resemble more closely the relevant plant design (see, for example,;

Boucher, et al., L3]; Bianconi, et al., [4]). One role that scaling analyses'

and scoping calculations can play in these cases is to permit facility |
1

designers to assess the impact of configuration differences on the behavior of
the facility compared to that of the plant. This can help to highlight those
areas in which test facility response might be expected to be different from
that in the plant, and can assist designers in determining if certain
configuration differences are acceptable. Where budgets are limited--as they
usually are--a sort of semi-quantitative " cost-benefit" analysis can be made,
in which the most cost-effective modifications, in terms of making facility
response more characteristic of plant response, are undertaken first.
Configuration differences that appear to be of second-order importance can
then be addressed analytically (if it is physically and financially feasible
to do so). The term " semi-quantitative" is used because, while the costs can
be quantified, the " benefits" are more a matter of engineering judgment.

'
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It should be noted that scoping calculations may be undertaken with code
models that have not been validated for the application to the plant or the
test facility. This could lead to a fundamental mistake, in which unvalidated
codes are used to design a facility that will in turn be used to assess the
codes. To. avoid this, it is important, at this stage in the development of a
facility design, that the codes be used in a limited fashion, simply as gna
means of assessing aspects of the design. Calculational results should not be
used to establish test. facility design; rather, this should be done by
application of the key scaling parameters derived through.an independent
scaling analysis. This is addressed further in the following sections.

USE OF COMPUTER CODES AS SCALING AND ANALYSIS TOOLS ]

One of the most controversial aspects of both the scaling process and
the analysis of plant behavior compared to that of a test facility is the use

=of computer codes to " aid" these activities. In some cases, there seems to be
a fundamental misunderstanding of the role of the computer codes in these
processes, which may lead to misapplication of the codes and faulty analyses
of both test results and prototype response.

The computer codes most often employed to assist in the scaling, design,
and operation of test facilities are large-scale systems codes, such as KELAP
(Ransom, et al., [5]) and TRAC [6]. These codes attempt to model virtually
all primary system components of a plant, and much of the secondary system as
well. Control variables can also be defined to " turn on" or " turn off"
specific systems or functions, such as ECC injection or reactor coolant pumps,
based on the condition of other parts of the plant, so as to simulate the
reactor control and safety systems.

i On the most basic level, the systems codes solve the conservation
i equations of mass, momentum, and energy in every component of the system to :

'arrive at a simulation of system (plant or test loop) response to an accident:

| or transient. However, there are many subtleties to the ways in which these !
I codes do their calculations, some of which may not be appreciated by '

I designers, analysts, other technical personnel, and even by code users, who .

may treat the code largely as a " black box" to which they provide input (plant ;
'model, initial conditions, boundary conditions) and from which they receive

results (plant response). ;

Even at the basic level, the code does not represent a full, physically !
'or mathematically accurate representation of the equations that describe

facility behavior. First, as noted previously, the choice of a model i

represents some approximation in the equations themselves. In RELAP, for ,'instance, the conservation equations represent the full, non-equilibrium, two-
fiuid model for two' phase flow, commonly referred to as a "six-equation" ,

formulation. Each phase has its own equations of mass, momentum, and energy, !
with interphase transport terms included in the equations to model the !

exchange of these quantities between liquid and vapor. Of particular note is ,

the treatment of the momentum equation, where a' one-dimensional approximation
is employed. The loss of system response information by use of this approach ;

is often minimal, but there may be cases in which multidimensional, behavior j

i
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| plays a significant role, especially in large open' volumes of fluid or in i

components with small aspect ratios (i.e., length-to-diameter). In these !

: cases, artificial constructs may be used to approximate multi-dimensional
transport, but the mathematics of such approaches is often not rigorous, and
can lead to non-physical results.

| .

In addition.to the changes in the basic equations, it must be recognized
that computers do not solve the differential conservation equations

;

; themselves, but rather finite difference approximations of the differential
equations. The distinction here is, perhaps, subtle, but it is also crucial.

,

The components are divided into control volumes, and-the equations are'

integrated over those volumes. The resulting difference equations look
similar to the differential equations, but information has been lost in the j

,

process. Rather than permitting continuous variation of parameters through j

i
the system, the difference equations deal with averages over the control

'

] volumes. A single number therefore represents some average characteristic '

(velocity, temperature, density, pressure) of a finite volume of fluid (liquid1

| or vapor or both) in the system. This approximation of the differential ,

iequations usually works reasonably well, but there is information missing
! (which can be demonstrated by looking at Taylor expansions of the terms in the t

equations), that can affect the code results in some cases. The way in which
i

; the variables are defined can also affect code behavior. One conventional way
j of assigning values allows some parameters, e.g., pressure, to be defined at
; the center of a calculational cell, while others, e.g., velocity, are defined
j at the cell boundary. This so-called " staggered" mesh aids in the stability
i

of the code calculation, but can also distort some results. Another common
i problem is " numerical" diffusion; this results when the numerical scheme
|

creates artificial transport of some quantity (e.g., energy) from one cell to
!

another. This can impact calculations involvhg stratification, which may
have artificially-induced gradients in tempercture due to numerical diffusion,

i

rather than relatively sharp interfaces. The definition of cell-based average

i quantities can also lead to non-physical behavior, especially in boiling and
j condensation, and most noticeably at low pressures. At near-atmospheric
j pressures, the specific volume of vapor becomes quite large; thus a small mass
; of vapor (quality) can result in large volumes (void fraction). If a cell
' filled with vapor suddenly condenses, it may fill with liquid, and its average

density may increase substantially. Since there are terms in the conservation
equations involving the temporal change in density, a large change in a cell's
density over a very small time step can make this type of term dominate in the
equation, leading to numerical instabilities or other non-physical results.

Aside from the issue of the numerical approximation to the differential
equations and related calculational irregularities, the equations also contain
empirical models te relate the transport terms in the equations to parameters
that can be cc1culated or measured. As discussed previously, these models are
necessary ar a simplification of the basic physics controlling complex two-
phase procosses. Examples of these models are correlations for interphase
ens ay and momentum transport, two-phase heat transfer from structures, and
void fraction (as a function of quality). Most such correlations are
developed from separate-effects experiments that have specific ranges of
application (system pressure, temperature, geometry, flow rate, etc.). Where
multiple correlations are needed to cover the range of parameters, the codes
generally have logic included to switch between correlations. However, in
some cases, the correlations are discontinuous at the extremes of their
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ranges, nece'ssitating an "ad-hoc" smoothing of the interface to prevent the
discontinuities from destabilizing the code calculations. It is also

,

important to realize that most of the experimental data used to derive the
j empirical correlations used in systems codes have been acquired in steady-
- state experiments, but are being applied to transient calculations. This is
j- done despite the fact that there is often not good evidence that this
j procedure is proper; however, the difficulty in making accurate measurements
| during transients--especially in two-phase flow--dictates the use of this
i procedure as the best available method.

The point in raising these issues regarding the approximations,
i distortions, and assumptions inherent in large systems codes is to show that

the codes do not necessarily represent a rigorous application of the equations
used to scale experimental facilities, and using the code as a " scaling tool"'

,

twithout an appreciation of this fact can lead to erroneous conclusions. It is

{ impossible for the code to assess the relative importance of some aspect of
J system design (e.g., multi-dimensional thermal-hydraulic behavior) if that
[ aspect of system behavior is not modeled in the code. Furthermore,:as
: 1 mentioned previously, application of the code without verification that the !

models in the code are appropriate for the range of parameters in both the |
test loop and in the prototype plant can lead to undependable results. One of
the primary reasons for performing the tests is to demonstrate that'the code.

is capable of producing results similar to the experiment; if the facility
scaling is done properly, it should then be demonstrable that the range of,

! significant dimensionless parameters covered in the experiment is similar to
! that expected in the plant, which would lead to the conclusion that the test

results can be " scaled up" using the code to allow calculation of the plant
response to a similar range of events. However, the plant designer or analyst
must take great care in this " scaling up" in recognition of the limitation's of

4

; the codes and the experiments. Sensitivity analyses are required to ,

; demonstrate the " robustness" of the code calculations to changes in parameters
! within the range of variation (with uncertainties) that would be expected in
j the plant. In addition, where questions arise about behavior that is not

represented in the systems codes (e.g., multi-dimensional behavior),
I additional separate effects experiments and/or analyses using specialized
; codes with these types of models (e.g., computational fluid dynamics codes)

may be needed to assess the influence of these processes.
I A system designer or analyst can also bring valuable insight to the

scaling process, based on experience with experimentation and scaling, and;

i also on detailed knowledge of the design of the prototype plant. While it is
difficult to do "back-of-the-envelope" calculations of plant response
involving so many complex interacting systems, it may be possible to make4

realistic judgments as to behavior that is of primary importance to system,

response and to determine some "second order" effects that may be eliminated
without having a significant impact on application of test results to plant
analysis. This insight can then be used to assist in the development of test
procedures, to highlight an area in which the analytical codes' capabilities
need to be assessed, and to assist in the application of data from the scaled.

experiment to calculation of the prototype plant's response.7

'
.
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' APPLICATION OF DATA FROM SCALED EXPERIMENTS TO PLANT ANALYSES
i
| . . . '.The. ultimate goal. of using scaled facilities to perform tests related to

~

plant behavior is use of the data to vali~date computer models for~ planta
j analyses. While separate-effects tests on full-size components or systems can ;

i provide insights into their actual behavior in the plant, the same assertion
cannot necessarily be made with regard to tests in scaled facilities. The

, direct application ~ of test results to plant behavior, i.e., treating the test |

facility as a " simulator" for the plant, can lead an analyst or designer to i.

' draw incorrect or misleading inferences about plant response during accidents )'

j and transients. ,

. Perhaps one of the most valuable aspects of a carefully-performed;

i scaling analysis is to allow facility designers and analysts to focus on a set
'

,

; of key parameters. One procedure that has proven helpful in this regard is
the use of Phenomena Identification and Ranking Tables (PIRT) (see [7]). The :

; PIRT process is, to some degree, an exercise in engineering judgment: experts
,

) are asked to identify thermal-hydraulic phenomena, and to estimate their |

i importance in assessing system behavior. The' process can be done in two |

1 directions: on a global, system-based level (top-down), or on a fundamental j

| phenomenological level- (bottom-up). The PIRT' process can assist in ;

identifying those areas in which a code's modeling capability may be weak, and i

j can also help to identify phenomena that should be captured within the scope ;
,

of a testing program. However, the PIRT process must be applied with caution |

| to the design of experiments, especially integral systems tests. If PIRT is :

employed as a static process to help develop a test program, there appears to j
:

j be an implicit assumption that the answers are known before the program is i

i developed and performed. To have real value, the PIRT must be viewed as j
"living" process, so that phenomena that were not identified--or that may have i'

; been identified but ranked " low"--but are found during testing to play an |
| important role in system response, can be included and assessed. |

-

;
I

i Although allowances must be made for the fact that not all of the
; answers are known before a test program is conducted, scaling, including

careful use_ of the PIRT procedure, should be able to help pinpoint many of the j
;

controlling parameters that influence system response to a given event. The
-

;

; applications of these types of insights include:
i

Facility design, so that distortions affecting key parameters are :
!

-

minimized to the extent possible and instrumentation is chosen and'

located, and data acquisition equipment configured, to maximize .

L
the value of the test data; j

'
t

Test matrix development, to allow a limited test program (due to |-

budget, time constraints, or both) to address key parameters in i

the most effective manner; |
1

Code development and assessment, to focus analysts' attention on ;-

j the need for high-fidelity models that affect or are affected by j

the key parameters. .

1 !

! !
.
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Comparison of data generated from facilities of different scale-

under conditions that are nominally comparable. In this instance,

properly performed scaling can also help to establish appropriate,

- initial-and boundary _conditionssto_maka_the_ tests _as_close_to be
" counterparts" as is~ practical.

The authors view these types of insights from scaling as perhaps the
most valuable from an overall systems perspective. While scaling on a local*

phenomenological basis is valuable in assessing behavior related to a specific
set of thermal-hydraulic conditions, it is sometimes possible to lose the5

focus on understanding system response that is often the most important aspect"

of testing--especially integral systems testing--in scaled facilities..

Integral systems testing is most often designed to exercise computer code,

models and correlations developed from separate-effects tests on a system-wide
basis, not t-) focus on small-scale phenomena. It may therefore be difficult
to use integral systems tests to investigate local phenomena over a closely
specified range. A well-designed testing program should contain a mix of i,

j separate-effects and integral systems tests that can provide both the i

3 phenomenological and system-wide databases needed for code assessment. This '

: is the intent of the regulations governing testing requirements for_ passive
| plants in 10 CFR 52, and forms the basis for the NRC's review of the vendors'
1 testing programs. In addition, while the NRC's confirmatory test programs are
i not required from a regulatory point of view, they are intended to improve the i

; NRC staff's understanding of passive plant behavior, and have been designed |
| using a systematic approach to scaling, as well. ;

,,

!

! CONCLUDING REMARKS ;
*

t
'

I_ The authors have presented a review of the process of scaling facilities
| for the acquisition of well-characterized test data. The data are then used
! to validate computer codes used to predict the response of nuclear power !
i plants to a range of postulated accidents and transients. The view presented ?

| here is designed to be nalistic: we recognize that it is impossible to
,

i desian a "prfectly" scaled experimental facility, both because of inherent -

| physi. col limitations and the fact that our understanding of key physical >

processes, may not be capable of characterization from "first principles." It
'

i is necessary to keep in mind the distortions that are bound to occur in both
' the physical facility itself and in our modeling of it, to evaluate those

,

; distortions, to minimize the influence on system behavior that may result, and |
| to estimate the uncertainties that these considerations impose on the test i

data. Nevertheless, we do believe that it is possible to design scaled i

,
experimental loops that provide an adequate representation of local and

.

t system-wide phenomena expected in a full-size facility, and that testing in i

such loops forms an essential part of the process of evaluating the behavior"u
of innovative nuclear reactor concepts.

|i
4 ,

t
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:<
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1
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ABSTRACT

Newly developed " physical component boundary fitted coordinate (PCBFC) method" is ap-
plied to the fluid-structure interaction problems. The applicability was verified through several
benchmark problems. Then,2D experiment on overflow-induced fluid-structure interaction in-
stability was simulated. The computation showed occurrence scope ofinstability essentially the
same as that obtained by experiment. By computations with modified initial and boundary
conditions, several basic factors for the occurrence of this instability were obtained.

1. INTRODUCTION

In LMFBR, a thin-wall weir is installed inside main reactor vessel to form a circulation loop
of cold sodium for the protection of the main vessel from the hot coolant sodium. Under such
conditions, there is a possibility of overflow-induced vibration of the weir coupled with sloshing of
the coolant once observed in French Demonstration LMFBR " Super Phenix (SPx)."l21 Therefore
it is very important for the safety assessment of LMFBR to study the mechanism and conditions
for the occurrence of this sloshing-vibration instability.

Although the instability observed in SPx is a 3D phenomenon, essentially the same instabil-
ity was observed experimentally in a 2D rectangular tank having a spring-supported rotatable
weir by Fukuie and Hara.[2] Their experimental apparatus is illustrated in Figure 1. They ob-
served occurrence scope of the instability, and found that there are two threshold values for
the instability; i.e., that of the flow rate and that of the fall height, and that occurrence scope
reduces when the spring becomes stronger.

To the authors' knowledge, computer simulation of this fluid-clastic instability has not been
reported yet. Models were constructed to explain this instability (see Kaneko,l31 Suzuki & Hara,
141 and Eguchi@l). However applicability of these models are only limited since these models were
based on unrealistic simplifications like either potential flow assumption or spring-mass model.

In the present paper, we simulate this instability using the PCBFC method,161171 and try
to explain the mechanism of the instability by making most of the merits of computation. We
will explain the computational method in Section 2 and analyze several benchmark problems ic-
Section 3. The simulation results will be shown in Section 4. Then, using " computer discovery
procedure,"l7) we will discuss several basic aspects of the mechanism of the instability in Section
5. The concluding remarks will be given in the final section.

2. METHOD

'Ihe PCBFC method is a BFC method having " physical component (PC)" as variables. The
PC is effective for assuring the numerical stability and accuracy of free surface and other flow
boundaries. The analysis space of PC is " physical curvilinear space (PCS)." The PCS is a space
congruent to the physical space having oblique coordinates that run along the analysis grids.
" Differential geometry of PC (DGPC)" was formulated by applying the theorems of differential
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grometry and manifold th:ory to the PCS. The governing equations for incompressible fluid are
described using the DGPC as follows;'

V(g)u(') = 0, (equation of continuity) (1)

-u )Vg)u(0 - g('*)Vp)pU=

+vVy)p ')Vp)u(0 + fig ('i)Vg)z', (Navier - Stokes equation) (2)U
!

where p, p, v and fs are the pressure, density, viscosity, and the constant of external forces 1

(gravity) respectively, and Vg)u(0 s covariant derivative of the PCS.i
Free boundary (free surface) is controlled by the pressure condition and the kinematic con-

dition. Wall boundary (rotatable wall) is controlled by the fluid pressure and force of the spring
as follows;

I6 + k(0 + Oo)L = pydy, (3)2

where I, k, L, n and 0 are the moment ofinertia of the wall, constant of spring, distance from the
hinge to the spring, water level and angle of the wall respectively, and the integral term expressed

y the fluid pressure. Virtual acceleration caused by gridbthe total torque imposed on the wa'?
movement is assessed as follows;

u(0(a) = u(0(b) + Lyu(0. At, (4)

where (a) and (b) denote "after" and "before" the grid movement, respectisely. Lvu(0 is the
Lie derivative of u(0 in the direction of V and is expanded as follows;

Lyu(0 = V )Vg)u(')- T$.)u ), (5)U U

) are time and time connection coefficient, respectively. The first and second
where t and ryNt-hand side of above :quation are the corrections for mesh displacement andterms in the rig
mesh rotation (deformation), respectively. The second term vanishes for the Lie derivative of
pressure.

In this study, we newly extend the above mentioned PCBFC method to have the ability of
tracking moving wall boundary. Because we choose the downstream tank as the analysis domain,
we further incorporate the overflow module used in the existing analytical modelsI3hl4I into the
PCBFC method. The overflow rate is estimated by the following empirical formula;l8I

g(t) = SCd//g hI(t), (6)
3

where Cd and h(t) denote experimental coefficient and thickness of overflow at the top of the
weir respectively, and Cd = 0.611 is recommended. h(t) in the above equation is solved by
discretizing the following flow rate conservation equation of the upstream tank;

IV h(t) + g(t) 1 2d(t) = V . IV, (7)H
2

where H, IV and V denote height, width of inlet and inlet velocity of the upstream tank,
respectively. Overflow is assumed to be a free drop with no friction of the wall considered. So,
the injection velocity of overflow into the liquid in the downstream tank is estimated as follows;

Vinj = V2pAH, (8)
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wh:ra AH is o fall h:ight. Also bas:d on the assumption of free drop, time delay during overflow
is estimated as follows;

r = /2AH/p. (9)

Then we can determine the width of overflow at the free surface of the downstream tank as
follows;

B(t) = g(t)/Vinj. (10)

Fujita et al.181 have measured the delay time by experiment. The delay time measured is no
more than 20% longer than that obtained by free drop assumption.

1
'3. BENCHMARK PROBLEMS
l

Applicability of the PCBFC method for the free surface flow has been demonstrated.l6hl71 nI
the present work, several benchmark problems were solved for validation of the present extension
to the moving wall problems. Since there are no corresponding experiments, our numerical l

results are compared with the analytical results or results obtained by other numerical methods.
Firstly, solitary wave propagation problemil I was analyzed. Profile of the wave (see Figure

2) as well as its run-up height at the wall showed good agreement with those in Reference [10].
It only took 10.4 seconds of C.P.U time to perform this 600-step (30 second) simulation using
HITAC-M880 mainframe computer.

Secondly, sloshing in elastic-wall tank without forced circulationl321 was analyzed. A tank
with a spring-supported rotatable right wall was filled with free-surface liquid, and the sloshing
was started by setting the rotatable wall out of the equilibrium position and then relaxing it.
Oscillation of the wall produced a sloshing of free surface as shown in Figure 3 (a). Flow pattern
and free surface shape are very similar to those obtained by FE method.1321 Beats phenomenon
was observed as shown in Figure 3 (b). Beats period is in good agreement with the theoretical
prediction, which is shown in the end of this section.

Then we further analyzed flow-induced sloshing in an elastic-wall tank. We chose the ge-
ometry shown in Figure 4 (a). Flow-induced sloshing is observed in this tank when the right
wall is rigid.It21,171 by making the right wall rotatable and supported by a spring, we numerically
produced flow-induced sloshing coupled with oscillation of the right wall without any numerical
instability. The computed flow pattern is shown in Figure 4 (a), and the time histories of slosh-
ing and wall oscillation in Figure 4 (b). From the computational results, we discovered several
new characteristics of sloshing related to the clasticity of the vessel wall: (1) resonant sloshing
occurs even when the wall is flexible; (2) period of the sloshing becomes larger than that in rigid
tank, and changes with stiffness of spring and moment of inertia of the right wall; (3) growth
rate of the sloshing changes with with stiffness of spring and moment ofinertia of the right wall;
and (4) oscillation of the wall grows with sloshing in the same frequency and phase.

In parallel with the numerical analysis, we have made theoretical analysis of the sloshing
characteristics in elastic-wall tank using potential flow assumption. We discovered by this anal-
ysis the existence of two natural frequencies (w ) of the sloshing in an elastic-wall tank, and
derived formulae for the growth rate of sloshing (GS) and that of wall (GR,) oscillation as
follows; l131

,

[(1 + E/I)w2 + wj]i /[(1 + E/I)w2 + gj)2 - 4(1 + E/I - F/I) w wg2
2

w* = (33)
,

'

2(1 + E/I - F/I)
l

~

(12)G% = GIbisia - w,|F(1- )+ w]w2 - w_2 ,2w,

GRe = G4 Et, (13)
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i
wh:ra E, F and G ar2 coeffici:nts d:termined by the sina cf tank, and w., w6, GR,4,ga and En

i
are natural frequency of sloshing in rigid tank, natural frequency of the wall, growth rate of
sloshing in rigid tank and factor of spring which is inversely proportional to the stitTness of the

'

spring. The new characteristics in the third benchmark problem are mostly predicted by these
formulae, and the beats frequency in the second benchmark problem is successfully predicted
by the following formula;

T= (14).

w+-w_

4. SIMULATION OF OVERFLOW INDUCED SLOSIIING

We numerically simulated overflow-induced fluid-elastic instability. Computed flow interior, free .

surface, and weir position of the down stream tank are shown in Figure 5 (a). Time lustory
of the angle of the weir is shown in Figure 5 (b). Numerical stability of free surface is never
violated even though the overflow hits the free surface. It is observed from the computation
that the weir moves to the left end when left side of the free surface moves to the highest, and

vice versa.
For comparison with the experiment, we also illustrate the occurrence scope of the instability

by computation in Figure 6. The occurrence ofinstability is judged by the history of the angle of
the weir. From the computation it is observed that the instability disappears when the flow rate
of circulation loop or the fall height exceeds their threshold values, and the occurrence scope
reduces when the strength of spring is increased. These trends are in agreement with those
observed in the experiment.

5. FACTORS FOR TIIE OCCURRENCE OF INSTABILITY
!

There are four parameters in this instability: circulation flow rate (go = V W), fall height
of overflow (AH), stiffness of the spring (k), and moment of inertia of the weir (I). AH has
influence on both the delay time (r) which the overflow spends to drop from the top of the
weir to the free surface of the downstream tank, and the injection velocity (Vg j). Both go and

V.j have influence on the average flow velocity at the free surface (U). Therefore we carried4

out. analysis focusing on the four basic parameters: r, U, k and I In order to single out the
effect of each parameter, we performed several cases of computations with simplified initial and
boundary conditions of the original problem.

5.1. Oscillation of Overflow Rate

First, to investigate the importance of oscillation of the overflow rate, we model the overflow
rate by the following formula;

g(t) = Vg.j B(t) = V.j Bo(1 + # sinwt), (15)4

where g(t), V.j, Bo, w and # are overflow rate, inlet velocity, average inlet width in downstream6

tank, natural frequency of the system, and a coefficient related to the amplitude of vibration of
weir, respectively. We chose the Reference-1 case in Figure 6 and made series of computations
by changing # from 0 to 0.3. As a result, sloshing was observed when the weir is either fixed
or rotatable, and as shown in Figure 7 growth rate of sloshing increases almost linearly with
the increase of . The small intercept at z-axis may correspond to the damping effect by the
viscosity of fluid. Therefore we concluded that oscillation of the overflow rate is a crucial element
to the occurrence of fluid-clastic instability.

5.2. Effect of r
1305
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Second. to investigate tha importanca of 7, wa p:rform:d a series of comput;ti:ns by fixing
All = 3cm and artificially changing 7. Figure 8 shows the computed result on the change of
growth rate of sloshing in terms of r (unit in period T). We can see from this figure that r has
strong effect on the occurrence of instability: the instability appears only in the narrow band of
r around 0.1T.

5.3. Effect of U

Third, to investigate the effect of inlet flow rate , we performed a series of computations
by also fixing AII = 3cm and changing flow rate from 3cm/sec to 23cm/sec. As illustrated in
Figure 9, the average velocity (U) near the free surface increases with the increase of inlet flow
rate, and the growth rate of sloshing shows decrease and becomes negative after a peak. It has
been shown that large U results in large " sloshing Froude number (Frs)" and Frs exceeding the
threshold is known to have the effect called " flow-caused damping."l71 Frs of the case having
inlet flow velocity larger than 15cm/sec exceed the threshold value Frs = 0.30 ~ 0.35 in Figuree

9. We can conclude that instability is suppressed by the flow-caused damping after the peak.
The peak in Figure 9 is created because the motive forces of instability is proportional to the
oscillation amplitude of overflow rate as shown in Figure 7.

Finally, to further investigate the effect of U to the occurrence of instability, we performed
a series of computations by artificially keeping the delay time to be that of the Reference-1 case
(0.07sec), and changing the injection velocity according to the fall height appeared in Figure 6.
Figure 10 shows the effect of injection velocity on the instability. We can see also in this figure
that U has the critical effect to suppress the sloshing by the " flow-caused damping" effect.

The fall height corresponding to its delay time is also marked at the top of Figure 8. It can
be seen from this figure that for the range of fall height appeared in Figure 6, the corresponding
7 is well inside the positive band around the first peak of growth rate in Figure 8. So through
Comparison of Figure 8 with Figure 10, we can conclude that in the present geometry the flow-
caused damping has larger influence than the effect of r discussed in the previous subsection.

5.4. Effect of k and I

Large k means the spring is stiff and results in small # in Equation (15). Small # results
in small growth rate of sloshing as shown in Figure 7. Therefore we concluded that smaller #
causes the reduction of occurrence scope as shown in Figure 6 (b), and the instability can never
be excited when # is very small, for being suppressed by the viscosity of fluid. Effect of I is now
under study.

| 6. CONCLUSIONS

A newly developed PCBFC method was successfully extended to the analysis of free-surface
flows in a vessel with multiple moving boundaries. Accuracy, numerical stability, and high
computational speed of the present method were validated by the analysis of several benchmark
problems.

Using this method, a complex instability phenomenon of overflow-induced sloshing coupled
with the oscillation of vessel wall was simulated successfully. The successful simulation in spite
of the existence of direct injection of flow at the oscillatory end of free surface demonstrated the

; excellence of t.he PCBFC method.
Several computations with modified initial and boundary conditions indicated that the os-

I cillation of overflow rate is the principal cause of the instability. Explanations to the threshold
value of flow rate as well as fall height for the occurrence of instability were given as follows;
effect of " flow-induced damping" works to suppress the instability if the flow rate is too large
or the fall height is too high: delay time of overflow also has some effect to the occurrence of
instability.

|
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ABSTRACT .

Fundamental experiments using water were carried out in order to reveal the>

phenomenon of mixed convective flow penetration into subassemblies from a reactor's upper
plenum of fast breeder reactors. This phenomenon appears under a certain natural circulation
conditions during the operation of the direct reactor auxiliary cooling system for decay heat<

removal and might influence the natural circulation head which determines the core flow rate
and therefore affects the core coolability. In the experiment, a simplified model which
simulates an upper plenum and a subassembly was used and the ultrasonic velocity profile
monitor as well as thermocouples were applied for the simultaneous measurement of velocity

and temperature distributions in the subassembly. From the measured data, empirical
equations related to the penetration flow onset condition and the pen'etration depth were
obtained using relevant parameters which were derived from dimensional analysis.

1. INTRODUCTION'

The Direct Reactor Auxiliary Cooling System (DRACS) is one of the primary-

decay heat removal systems of the Fast Breeder Reactor (FBR). From the viewpoint of
passive safety, it is desirable that the decay heat be removed solely by natural circulation
when even the pony motor (a motor operating at say 10% capacity of a primary motor) of the
primary system cannot be operated. During the operation of DRACS, relatively cold
temperature fluid, exiting from the heat exchangers directly immersed in the hot plenum
(DHX), tends to flow down forwards the fuel subassemblies under certain natural circulation

: conditions. In fact, such a phenomenon has been observed in several water experiments
simulating loop-type"' and pool-type reactor"'. This phenomenon, mixed convective flow
penetration, is likely to influence not only structural materials through possible thermal
shock, but also the natural circulation head which determines core flow rate and therefore ,
the core coolability. Therefore, it is important to understand the phenomenon of the mixed
convective flow penetration and to establish an evaluation methods for it.

Related experiments of a fundamental nature using water were also carried out at

MITI". Barakat et.al's system has annular channel heated by a centrally-positioned rod.

Jerng et. al's system simulated a lower plenum, rod bundle section, neutron shield section and
upper plenum, and they reported Gr/Re was a relevant parameter for both onset and depth of2
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penetration. In this study, water experiments were carried out in order to confirm that their
results were applicable to another system, especially in the upper neutron shield section of
reactor core v ere the temperature field is uniform due to low flow rate under natural-

circulation cononsn and high conductivity of sodium. Fundamental understanding of flow
conditions in the upper plenum is also of great interest. The observation results of the
penetration flow phenomenon and empirical equations describing the penetration flow onset
condition and the penetration depth which were derived from measured data are presented.

2. EXPERIMENTAL INSTALLATION

usin te> !

Figure I schematically ouyg,
Be outhshows the experimental

250mminstallation. This experimental c,cu ,g

[
M'""'"

installation consists of the test "'* " *"'(,loop, test section and measuring 3on,, j
Box Region of fnterestinstruments. hStratined Flow)a=.g UVPrrransducer

\ | ) Region of Interest Axial Position zj/i

2.1 Test Section 1500mmj)0mm N Omm .-i m m-.

( 700mm 10mm
| The test section is # 20mm

composed of a plenum, a cold
-- Flow Straightener 30mm s

wall and a vertical inlet square '"''' i _ __
channel, simulating the hot Fig.1 Test Section
plenum, the heat exchanger of
DRACS and the lower power

150 mmi
subassembly, respectively. The g _ . ,

plenum is a thin rectangular tank ui i

with a depth (y-axis) of 150 mm. .: !
'

187.5 mm

, .

' ' , j, .
"| "

The body was made of ;

Atransparent acrylic resin for flow
,

visualization and the possibility ,' i

! of using measurement of LDA f i:

| (Laser Doppler Anemometry). ! | 1"

| | V2| Ilot fluid is supplied to the *
g

flows through the plenum toward Origin |y j y',{ioc; y {
i yplenum from the inlet channel and :

' 2

\ j i 8

! the outlet. The test section walls
*

i| were maintained adiabatic. The ( , . - "f
" " " " - " " " " j"-

lower part of the inlet channel has /~
- z=o ..~_

a flow straightener. The length of j A
,

the inlet channel excluding the i i

X 2 P ane (y = 0) y]
"part of the flow straightener is .-

1500 mm. The velocity [ l

distribution was set to be uniform Sid' VI'" I
y=0

at the outlet of the flow

straightener. The cold wall is Fig. 2 Test section and
made of a copper plate 5 mm in coordinate System i
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thickness and the temperature distribution on the Traversal T/C set
cold wall was kept umform by the cooling loop

.

during the experiment. Definition of coordinate UVP "
"""*

system for measurement is shown in Fig. 2. r Transducer

Exit of the channel ! omm
2.2 Test Loop

"

The experimental apparatus has two
water loops: 1) the main loop which supplies ,

iwater into the test section at constant j,10mm ,

temperature and flow rate through the inlet { io,, |
'

'

channel and in order to avoid fluctuation in the
flow rate of the pump, a head tank was placed flomm ,

, ,,

over the test section with a bell-mouth in order j ,o,, :,
to keep a constant head. This kept the inlet flow j !p

j/grate deviation of the test section to a minimum. [10mm
2) The cooling loop which is connected to the

ign,,Imm j'f'

cooling box in order to keep cold wall constant !

!h,temperature. The temperature deviation of the Inlet Channelg
inlet flow of both the test section and the cooling

box was within 0.2 *C. Fig. 3 Instrumentation

2.3 Instrumentation
Velocity measurement in the plenum using LDA and temperature measurement

using a traversing T/C along A-A line (see Fig. 2) were conducted. Figure 3 shows the
measurement points along the vertical inlet channel. Velocity and temperature fields in the
vertical channel were measured with two instruments. One is the Ultrasonic Velocity Profile
monitor (UVP)W which was used for an axial profile measurement of the vertical velocity

components. The UVP utilizes a pulsed echographic technique of ultrasound and can
measure a velocity profile along a ultrasound beam line in a vector form quasi
instantaneously. Temperature was measured using a T-type (copper-constantan)
thermocouples (T/C) of 1 mm diameter. There are seven measuring points corresponding to
elevations equally-spaced at 10 mm intervals. This 7 T/C set have 300mm traverse range.

3. TEST CASES
The test cases are designated herein as Experiments I,11 and III.

3.1 Experiment I
In Experiment I, velocity measurements in the whole plenum were made using

LDA in order to obtain 2 dimensional velocity field. Both temperature and velocity (by
LDA) measurements were also carried out along with A-A line as illustrated in Fig. 2.

3.2 Experiment 11

In Experiment II, the simultaneous measurements of axial velocity and temperature
moment profiles were carried out by UVP and T/C set in a vertical channel. The purpose of
this experiment was to obtain a correlation of penetration flow movement with temperature
distribution. Four cases, their conditions as shown in Table 1, were conducted. In all cases,
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fluid t:mperatures et the inlet of both the vertical inlet channel and the cooling box were kept
at the same levels. The mean velocity in the channel inlet was varied as the test parameter.
The data acquisition time for velocity measurement was 137 seconds and it was fix:d.
During the time 1024 profiles were obtained. The data acquisition time for temperature
measurement was matched with velocity measurement, and 1024 profiles were obtained too.

Table 1 Test Cases of Experiment I (*A is a run name of each test case.)
,

Teperature Temperature Velocity at channelinlet (cm/sec)
at channelinlet of feed water

of cooling box

(OC) (OC) 2.5 2.75 3.0 4.0
4

50.0 12.5 A B C D

- Table 2 Test Cases of Experiment II
-

I

Temperature Temperature Velocitv at channelinlet (cm/sec)
at channel inlet of feed water

of cooling box 2.5 2.75 3.0 4.0 5.0 6.0 7.0

(OC) (OC)

50.0 12.5 A B C D E F G'

45.0 12.5 H I J
40.0 12.5 K L M N
35.0 12.5 O P Q R
30.0 12.5 S T U
25.0 12.5 V W
20.0 12.5 X
50.0 16.0 Y Z
50.0 20.0 AA BB
50.0 25.0 CC DD

,

3.3 Experiment III |

In Experiment III, temperature measurements were carried out by a traversing T/C
probe set inside the channel inlet. Table 2 shows test cases of the experiment III. The
purpose of this experiment was to obtain an empirical equations relating the onset condition
of penetration flow and penetration depth. Thirty test cases were carried out. In order to j
obtain enough accuracy on statistics, the data acquisition time was 10,000 seconds (about 3

'

hours). And the sampling interval was 0.5 seconds.

4. EXPERIMENTAL RESULT

4.1 Result of Experiment I

Figure 4 shows the vector velocity field in the plenum as measured by LDA. The
corresponding conditions of this case were: 1) velocity at channel inlet of 4.0 cm/sec, 2)
temperature at channel inlet 50 t, and 3) temperature of feed water of cooling box 12.5 *C).
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From this result, a large clockwise
recirculating flow was observed in the
plenum. A representative temperature
and horizontal velocity component 3 ,,, ,,

distribution along line A-A jf ,,,_
measurement are shown in Fig. 5 and ,ajj,,,,

,'\Fig. 6 respectively. The fluid cooled , p. s,,,,,, , , , , ,

' ' \by the cold wall flows from the cold '

, . _ , , , , , , ,

wall towards the exit of the inlet |f , , ,,, , , , ,

channel forming a stratified layer , ,,,,,s s , , , , ,

along the bottom horizontal section, of g. . . . . . , , s s. . , ,

the hot plenum. This cold fluid flow s.. . .
, s s , s . q

then interacts and mixes with the hot h.. .g
. . . .

fluid flowing upward through the inlet A. . .

3

channel in the vicinity of the exit of . - - - - - . .g

the inlet channel. Cold fluid ---- ,,;,,3- - - -

penetration into the inlet channel was - - - - - - - - - ---- * -'

then observed - under certain

conditions. The LDA-measured
velocity distribution inside the inlet
channel is shown in Fig. 7. It appears
evident that in the inlet channel, fully Fig. 4 Velocity Field of the Plenum
developed turbulence flow was

established. (Re number of the velocity at channel inlet of 4.0 cm/sec is about 4900, 5.0
cm/sec is about 6100,6 cm/sec is about 7300,10 cm/sec is about 12200, respectively.)

750 730. i , , ,

* .*
, * .

'

Soo - * -
500 -

i,, . '* , ,

--
.,

1-

e s. ,

.

;
i.I

~

250 - * -
250 - #r

-

t
! l.

p ** )/
.-

' ' ' ' ' '
0 o

35 40 45 50 2 0 2 4 6

Temperature (*C) V,(cm/sec)

Fig. 5 Temperature Distribution Fig. 6 Horizontal Velocity Component
along A-A Line of Case D Distribution along A A Line of Case-D

4.2 Result of Experiment II
On the typical case that penetration flow was observed, transient profiles of

velocity were compared with those of temperature in the vertical inlet channel as shown in
Fig. 8. The vertical axis is the axial position from just above the top of the inlet channel and
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. .

the horizontal axis is the'

'otime-scale. The velocity 6, , , , ,,,
profiles are indicated in gray ^ ^ s [cm/sliz -

6 6
- =

' ' * e [cmis)scale. As the velocity at the 6 6
2

. 10
-

6 10 [cm/s]^ ^top of the penetration flow is -
,

4 very small, the white band {s
--' 6

, , , ,
* * ^jshows the boundary between f, .' ,e *

xx x .,,
#

i the main upward flow and :,*x* *
x . a;o o oo o o o

* oa-the penetration flow. With [ **
, eyo on.

regard to the temperature 2 #* o{.'

o - !profiles, the thermocouples'
, ,

o io 20 30 * $odetect a temperature decrease
x (mm)

when penetration occurs as Fig. 7 Profile of Velocity Component Vz in
one moves along x. direction at z=-200mm in the Inlet Channel

g [mm] The top of the vertical channel Velocity Profile

f - 0

~

n 70
< 0.0 50.0 100.0 137.0 [sec)

Time 30.0 0.0 70.0 [mm/sec]
bdr^t'rt-Mamhd

,j [mm) The top of the vertical channel Temperature Profile

. .

< 0.0 50.0 100.0 137.0 [sec]
Time 41,0 49,0 [t)

-

Fig. 8 Transient Velocity and Temperature
profiles of penetration flow

-10m m c 20mm
8 50 .

, , . . , _ , . ., _, ._.

$= - --

'

#o~ ~ lo ' ~ 00 ~ h6~ do dod*' "o
~~

lo~ do
~

do ~e 20 o i x) i40

@ so "30mm G -40mm
r -' i - r~ 7 - i i x
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! V ' ' 9 44 - i ; ; ; ;' 'L4
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Fig. 9 Transient Signature of Fluid
Temperatures in Inlet Channel

;

I
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(downward) the axial measurement position (see Fig. 3).

J4.3 Result of Experiment III
Penetration flow was detected by the temperature measurement in the inlet channel

using a tiaversing thermocouple inserted at the top of the channel to a depth of 300 mm down :

the channel. Temporal temperature data of typical case that penetration flow was observed
were plotted in Fig. 9. As the depth from the top of the channel increased, the penetration
frequency clearly decreased more,

i

5. DISCUSSION

From the results of Experiment I;. we found that the trend of temperature profiles
were expectedly similar to the velocity profiles. We therefore defined the penetration depth
and the onset condition of penetration now only by analyzing temperature data. To discuss i

the penetration depth and the onset condition of penetration flow quantitatively, we defined :

the maximum penetration depth and the penetration flow onset as follows:

[1] Definition of Maximum Penetration Depth
Penetration frequency is

determined by using the observed trend of y
fluid temperature data, that is, by counting \

12o :
the number of temperature decrease for

.
10,000 seconds (2.78 hr). The maximum Y
penetration depth is defined as the depth at k ,o

-
-io

|

which the penetration count rate falls below [ | K,jaximum ?enetratic,n Depth:

10 counts per 10000 seconds. Figure 10 W" ; i

shows the maximum penetration depth [4o -

! -

'

i according to this definition. .) ,, [ !,

[2] Definition of Penetration Flow Onset g | | Qt _
~

100 1

j
.

The penetration flow onset is g o 20 40 60 - so
Depth [mm),

defined by using the definition of penetration
,

depth. More than 10 mm of maximum Fig.10 Dermition of I

Maximum Penetration Depth |penetration depth is regarded as the
'

occurrence of the penetration flow, iv . _ _ . .._ _ _ , .

_ . _I: Present Data; De = f.5 cm

C'#*'"M i
} 5.1 Onset Condition of Mixed Convective iv

Flow Penetration Penetmtion No Penetration '
# jiWhen we consider the onset

! ff jrakat; De a| 1.27 cm!
i

;
0 B

: condition, we realize that it depends on the

[I \ , De = 0.0
* * **

/local liquid temperature difference between the
channel and the plenum and on the flow ig _

F Barakat; 35 cm
'

/velocity at the inlet of the plenum, i.e., the
drae = 0.63

balance of the' upward inertial force of the to, " '"' '# ''

main flow and the buoyancy force of cold flow [
|

coming from the cold wall. According to the Fig.11 Onset Condition
;

definition of the occurrence of penetration of the Penetration Flow |
; |
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flow, we plotted the result of all cases in Fig. I1. Using the temperature data which was
obtained from Experiment I, we estimated physical quantities of fluid (density, specific heat,
viscosi:y, ...) and calculated the Gr and Re numbers. The temperature at a depth of 1000mm
from the edge of the inlet channel was taken as representative of the temperature of main
flow, and the temperature at the bottom of the plenum along line A-A was used as
representative temperature of penetration flow. The vertical and horizontal axes are Gr and
Re-numbers, respectively. From this result, the onset condition was derived as follows:

Gr/Re = Ri = const. (1)2

The value of Gr/Rc was 0.55 in this experiment. Figure 11 shows the experimental result of |
2

'

Barakat and Todreas"' (Their system has annular channel heated by a centrally-positioned
rod, however present system is different from theirs, similar result was obtained.).

5.2 Depth of Penetration

Jerng and Todreas reported that Gr/Re was a relevant parameter for both onset and2

depth of penetration"'. However present data were difficult to plot on Gr/Re as shown in2

Fig.12. For the dispersion area (Ri < 2.0), the maximum depth of penetration fitting to
Gr/Re is shown as equation (2) and shown in Fig.13.2

z/De = 0.281(Ri)"''+0.161 (2)

The coefficient of correlation between the present data and equation (2) is 0.762.
On the other hand, as illustrated in Fig.14, the penetration depth is described by

i3- i i i i

| | : z/De = 0.281(Ri)"*)0.161 -

i '. - o.: _RWM '
, ,

*

( ( , ,.

, ......p..... ..... .....y...... .,
g'

/. {" 5
,,

'

o.2 *It *
-

. ,

.. W j

o i 2

Ri o 03 1 1.5 2

RiFig.12 Maximum Penetration Depth
related to Ri number Fig.13 Fitting Curve to Ri number

buoyancy, inertia, conduction and entrainment effects. By dimensional analysis, we first
present the relevant physical properties, velocity, penetration depth, and buoyancy as,

(z)"'(v)=2(x)=3( )=4(p)a (Cr)"'(pg AT)"' (3)s

We then matched formula (3) to the inlet channel's hydraulic diameter, De. Details are given
in the Appendix and the resulting equation is,

z/De = (Gr/Re')'(Re)'(Pr)' (4)
Equation (4) suggests a relevant parameter for the depth of penetration as Gr/Re'.

1320

- - _ _ . - _ - - _ - - _ _ _ _ . - - _ _ - _ _ _ _ _ _ _ _ - _ _ _ _ _ _ - _ _ _ _ - _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _



.- .- . . -. - . . -

Thus Figure 15 shows the result when the depth of penetration is plotted versus Gr/Re'. The ;.

corresponding regression curve cf this result is shown as equation (5).
.

z/De = (5.70E+5)(Gr/Re')**+0.262 (5)

The coefficient of correlation between the present data and equation (5) is 0.910.
Then the parameter m1, m2, m3 in equation (6) obtained by the method of least

squares is shown as equation (6) and Fig.16.

z/De = (m1)(Gr)(Re)"2+m3 (6)

Plenum
z/De = (1.663E+3)(Gr)(Re)" (7)

MihdE It

| The coefficient of correlation between the Beoyancy W C h
I N.M b i

present data and equation (7) is 0.956.
'

From the result of equation (5) and 4
(7), relevant parameter for depth of penetration Entrainmentj $

Penetration Depth : z
is GrRe", where m < -2.0. The reason that the-

conduction
result differ from Jerng et. al are as follows:

v
pg M

Buoyancy (ora;ty : p
LInertial

1. Difference in velocity distribution inside the Dynam,c viscosiin
inlet channel. The velocity distribution inside Thermal conductivity : A

" * i
the inlet channel greatly affects the depth of Spe ib# Pc heat : C

Average Velocity : y Average Velocity : vpenetration. Penetration Depth : z
2. While our temperature distribution in the

inlet channel is uniform, in their system's it is #Do @r/Rd,Re, Pr)
not flat. This affects the local buoyancy

force. Fig.14 Physical Mechanism of Penetration Flow

3. In the process of penetration, the buoyancy-
driven penetrating flow subsides due to mixing with the main flow. The result of the
shearing force resulted in observed entrainment of the penetrating flow by the main flow.

,

4. The range of Re number is different from theirs,
,

'

'
3

t '.

| . . | . l. ''.
,

*y
'

- # 0.8
O.8

^

/ i V-
,

J ,
# o.6

0.6

0.4 ,s

)7
0.4

I'
!, . . < t

0.2 ! 0.2. -

z/De k (5.7dE+5)pr/Re')"''+0.261
-- 7 i/De =|(1.663E+3)(Jr)(Rd) 2m !*

..
R = 0.956_ _ | . .j. Jl_R.= d910. | . .,_

b to' 1 to' 2 to" 310" 4 to' 510" 6 to" 7 to" i,
d d d

o 10' t 10' 2 to 3 to' 4 to* 5 to 6.( 7 lo zm
3 Gr/Re

Gr/Rc
Fig.16 Regression Line ofs

Fig.15 Fitting Curve to Gr/Re Maximum Penetration Depth
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6 CONCLUSION

Water experiments were performed to obtain a fundamental understanding of the
penetration flow in a vertical square channel. Correlations of the penetration flow onset
condition and the penetration depth have been obtained.

The onset condition of the penetration flow could be correlated with the
Richardson number, which represents a ratio of the buoyancy force to the inertial force in the
vertical channel, as follows:

Gr/Re = Ri = 0.55. I2

It is considered that the penetration depth is determined based on buoyancy, inertia,
conduction and entrainment effects. The depth of penetration cannot described by Ri |
number. And we obtained that the depth of penetration could be described by GrRe", where
m < -2.0.

The study of the mixed convective penetration phenomenon using sodium is being
carried out at PNC. We will apply the results of this water experiment to the sodium
experiment.

NOMENCLATURE

z : The depth of penetration [m]
De : Hydraulic diameter of inlet channel [m]
v : Axial mean velocity of channel [m/s]

A : Thermal conductivity [W/mK]

: Coefficient of viscosity (Pa s]

p : Density [kg/m']
C, : Specific heat at constant pressure [J/kgK]

pg DT : Buoyancy force [kg/m s']2

(g : Acceleration of gravity [m/s'] )

( : Volume coefficient of expansion [l/K] )
(T : Temperature [K))

Re : Reynolds number pvDe/=

Gr : Grashof number De'g ATp'/ 2=

Pr : Prandtl number Crp/A=
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. Appendix
,(z)"'(v)''(A) '( )"'(p)'5(Ce)"'(pg AT)" same as (3)

then, form'ula (3) was matched to nondimension along with the physical parameters.
,

[L]5 { L/t]=2[ H/LtO]''[ M/tL]* [ M/L']*[H/M O]''[ M /t'L']"
I

where, .
. j

'

L is length, M is mass, t is time, H is Heat and O is temperature,
.

and then,

L: 0 = x1 + x2 - x3 - x4 - 3x5 - 2x7 j

M: 0 = x4 + x5 - x6 + x7

0 = -x2 - x3 - x4 - 2x7t:- - '

H/O: 0 = x3 + x6
,

'

Next, x2, x4, x5 and x6 were expressed by xl(z), x3(A) and x7(pg AT).
,

# x2 = x1 - 3x7

i x4 i -nl - x3 + x7
~

,

x5 = x1 - 2x7;

x6 = -x3

c Therefore,

i (zy 'p)"'(1 'Cc ')"'[v ' p''(pg AT)}"' ,
We introduce artificially the fraction (De/De) to define the Re-number and the aspect ratio ,

;
'

(r/De).

. ((z/De)(Re)}'' ot (Pr)"'(Gr/Re')"
Hence,'

same as (4)
z/De = (Gr/Re')'(Re)'(Pr)'
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LARGE EDDY SIMULATION OF MIXING BETWEEN IlOT AND
COLD SODIUM FLOWS - COMPARISON WITH EXPERIMENTS

J.P. SIMONEAU H.NOE B.MENANT
FRAMATOME EDF CEA

LYON LYON GRENOBLE

ABSTRACT

The large eddy simulation is becoming a potential powerful tool for the calculation of
turbulent Dows. In nuclear liquid metal cooled fast reactors, the knowledge of the turbulence
characteristics is of great interest for the prediction and the analysis of thermal stripping
phenomena.

The objective of this paper is to give a contribution in the evaluation of the large eddy
simulation technique is an individual case. The problem chosen is the case of the mixing
between hot and cold sodium flows. The computations are compared with available sodium ,

tests. This study shows acceptable qualitative results but the simple model used is not able
to predict the turbulence characteristics.
More complex models including larger domains around the Ductuating zone and fluctuating
boundary conditions could be necessary. Validation works are continuing.

1 - INTRODUCTION

in liquid metal fast reactors, the use of sodium as coolant ensures high heat transfer
coefficients. In scme parts of these reactors, temperature gradients are occurring due to
thermal-hydraulic phenomena such as thermal stratification or mixing between tow flows.
When they are combined with turbulent flows, these gradients induce temperature
ductuations, and hence the high heat transfer coefficients may cause damaging effects on the
neighbouring structures (thermal stripping),

in classical approaches, such temperature fluctuations cannot be assessed via numerical
computations : the standard, well known, k-e model only predicts mean fields and an isotopic
kinetic turbulent energy. The regions of temperature gradients are known but not the
temperature Ductuations. The turbulence characteristics needed to predict the mechanical
behaviour of the structures are mainly the amplitude and the range of frequency of the
temperature Ductuations. These values can be obtained from sodium or more frequently water
tests (Simoneau & Smith,1993) or even from in situ measurements. But most of the time,
no tests are available because of their high cost and the difficulty .to perform it, and
conservative assessments are used (maximum temperature difference in the domain, large
range of frequencies).
In order to obtain more. realistic loadings and calculated damages, a reduction of the
conservative ranges of the amplitude and of the frequencies would be useful.
For a few years, the increasing of power of new computers enables to start a new numerical
approach : the large eddy simulation (LES) of turbulent flows.

The present paper presents a first evaluation of the large eddy simulation technique
implemented in the TRIO-VF code on a particular case. The chosen configuration is the
mixing between two sodium dows at different temperature in a tee junction for which sodium
tests are available.
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In a first part, the experiments are described, then the numerical results are discussed and
compared with experimental ones. Finally, future trends are expressed.

2 - Tile SODIUM TESTS

2.1 - The experimental set-un
1

A tee merging hot and cold sodium Dows is set in the sodium loop called CASTOR, located
in the CEA laboratories at Cadarache (France). The temperature difference between the
two feeding pipes is obtained by shunting a part of the sodium entering the purification

]
device. The outlet of this device is connected to the cold inlet of the tee, while the shunted
sodium feeds the hot inlet (see figure 1). 6 thermocouples are located downstream the

4 merging along the meridional line, in front of the hot inlet,11 other ones are set on a mobile
rake and provide a mesh of measures in the symmetry plane of the tee (see figure 2). The<

sensors are chromel-alumel ones and use a differential system.
,

2.2 - Test procedure'

The mean temperature of the loop is about 250 *C. The prescribed temperature difference
is obtained by heating the whole sodium loop to the hot prescribed temperature and by
adjusting the purification device to get the cold one. The flowrates are also adjusted. The loop
is firstly operating during a stabilization period.<

Each of the 17 thermocouples fluctuating signal is recorded during 5 minutes. Moreover, the
mean temperature (obtained by a low Glterins and the root mean square value of the

i fluctuations (obtained from high Oltering) are also saved.

: The time constant of the thermocouples is between 10 and 20 ms which allows to catch

| frequencies higher than 10 Hz.
.

2.3 - Test retnined for computation

9 tests have been carried out. The range of Reynolds number (based on now in instrumental
part) spreads out from 0.510' to 310', while the ratio cold Dowrate/ hot flowrate lies within
0.7 to 4.3.
The test leading to the greater Ductuations has been chosen for the numerical comparison, it
is characterized by :

Re 1.05 10'

Qc/Qm 1,1 ,

AT 30 C
|.

'

3 - Tile LARGE EDDY SIMULATION

3.1 - The numerical jnodel

The large eddy simulation is based on an early method developed in 1963 by Smagorinsky.
But its implementation is only accessible now to computers (Chollet and Lesieur,1982). This
kind of simulation has been quickly developed recently by several research groups, and many
variants of the original Smagorinsky model are now presented (Voke et al.1994).
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The present simulations use the linite volume code TRIO (Grand et al,1988). It solves the
transient three dimensional Navier-Stokes equations (130ussinesq approximation) using the
LES technique. The time marching is explicit (first order) while the space discretization is
of third order (modified QUICK). The basis of the LES methods is a separation of each flow
variable into two components : a large scale one which is solved explicitly and a subgrid scale !

one which is modelled separately. This separation is obtained using a spatial tiller (box filter) J

and leads to a subgrid scale Reynolds stress modelled via an edd viscosity 6tructure function
model, see Silveira Neto et al,1993).

3.2 - The neometrical model'

The spatial domain includes the main vipe, whose length is from a distance of I diameter
before the tee junction until 4 diamete s after this junction (see figure 2). Each spatial mesh
is about (3 mm)' and the whole domam is discretized in 25 x 94 x 25 = 58 750 meshes,
with a quasi regular grid.

.
.

Walls of the pipes are represented by steps (in the y-z plane), but this has only a small
influence on the parietal flow and no significant influence on the mixing region considered.
T.he boundary conditions (summarized on figure 2) are prescribed velocities at hot and cold
inlets and zero pressure gradient at the outlet. The standard wall function is used for the solid
walls.

3.3 - The simulntion

The simulation is first carried on coarse grid ( = 7000 meshes), in order to obtain a converged
mean flow field. Hence, a grid refinement occurs (up to the mesh mentioned above in s 2.2).
The LES model is used for the coarse grid but a steady flow is obtained.
On the contrary, a time varying flow field is observed as soon as the simulation begins with
the liner grid. No external user-defined perturbations are ueeded at the inlet boundary
conditions : the physical configuration is unstable enough to launch eddies. After a short
period, the fluctuatios are established and the numerical results are recorded for analysis.

The time . step is about 2 10~'s. The Digital DEC 3000 computer calculates about
0.15 seconds of physical time per I hour of CPU time.

A main run (reference calculation) covering a period of about 40 seconds is performed LES 1
case).
Other calculations including some modifications of the boundary conditions have also been
performed on shorter times.

,

4 - RESULTS AND COMPARISON

4.1 - The flow nnd tempernture fields

in the reference calculation (noted LES-1), the boundary conditions are fixed steady velocities
and temperature on the two inlets and with a flat velocity profile. The results are time
averaged and compared with experimental profiles on figure 3. They show a noticeable
difference at the merging of the two flows : the hot jet is not as mixed as it was measured.
It is not perturbated during its entrance in the cold pipe.

- On the computed flow fields, we can observe only disturbances of two kinds (see instant flow
field on tigure 4 and instant temperature field on figure 5) :
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* wake eddies behind the hot jets (fig.4), -

* shear eddies between hot and cold flows.
(fig. 5).

These observations are in good qualitative agreement with other experiments detailed in Fric
ar.d Roskho,1994 (the smoke streamlines presented show those two phenomena). The hot jet
also oscillates in the symmetry plane of the tee along the z-axis but the base of the hot jet is

'
stable. It seems that in the test, the hot jet is disturbed as soon as it enters in the cold pipe.

!
'

in order to explain the differences between the measures and the numerical results, a steady
calculation has been carrk<1 out using a k-c model and using the exact geometry : the
upstream conditions are set at several diameters before ine tee junction for the two Cows,
furthermore the radius knuckle of the hot pipe is modelled. |

A first calculation on this new mesh performed with no turbulence at the inlet does not give
a much better result than the LES one. But a second calculation on this new mesh, with a
turbulence intensity of 25 % at each inlet, gives good agreement with the measured mean
temperature profiles (figure 3).

,

Hence, the following conclusions can be given :

* the hot and the cold flows are turbulent in the test loop before the tee junction,
* the domain calculated by the LES technique must be enlarged rather far from the section L

of interest, which may lead to a high number of meshes. !
!

F

4.2 - The freauency analysis of the :

temperatnte
!

As explained in the # 1, the range of frequencies is of great interest for mechanical analysis
of the thermal stripping risk. A frequency analysis of the LES calculation is obtained thanks
to 8 " numerical sensors" located in the symmetry plane of the tee. ,

A duration of about 40 seconds is recorded and then analyzed using a Fast Fourier |

Transform. Figure 6 presents the spectrum obtained (reported on log-log axes) for a sensor |
located in the mixing region.

The frequency analysis show : ;

* a typical curve shape with a maximum for medium frequencies, and minima for lower and :

higher frequencies, ,

* a decreasing slope for high frequencies as f" to f', ;

* a singular peak at about 2 to 3 Hz. ;

The spectra obtained from the tests (see figure 7) shows :

* the same curve shape, .

* a decreasing for high frequencies as f2, |

* several peaks around i Hz and a continuous maximum of the spectra around this value, j

* the decreasing of the spectra is observed for frequencies lower than 0.1 Hz.
:

Two phenomena may explain the observed differences : I
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* the computation duration is only of 40 seconds. which is not enough to catch the Dow
variation of about 0.1 Hz,

* the period obtained numerically are due to the oscillation of the wake of the hot jet, which
is only a part of it. If a greater mass of sodium is Ductuating, so lower frequencies may
be expected.

A further LES computation has been performed with the following modifications (noted LES-

2 case) : ,

i
* Hot inlet : a velocity profile for the normal velocity is prescribed (simplified profile-

derived from the profile calculated with the model using exact geometry).
* Hot and cold inlets : perturbations of 25 % (noise) of the normal velocity are imposed, j

with a frequency of 10 Hz. This value is much higher than the range of interest (which is j

around i Hz). |

/

The. instant fields issued from this new computation show that now, the w;.c!e jet is
Ductuating, from its very entrance into the cold pipe. The numerical run has not been carried
on a sufficiently long time (only = 10 seconds) but the spectra analysis of the numerical i

results show the same peak between 2 and 3 Hz. The peak at 10 Hz is also obviously seen.
No new frequency under 2 Hz is found to appear (figure 8).

We can conclude in a similar way as in the previous chapter s 4.1 that an extended domain |

with Ductuating boundary conditions, seems to be necessary to conclude the validation on !

this test.
However, some perturbations may occur in the CASTOR sodium loop so that the main |
Ductuation frequency could be due to other phenomena than the tee junction (bends, pump,
purification device...).
Informations about the Ductuations of the velocity before the Dow merging are needed to [
assess those phenomena. And for a further validation, a more instrumented (velocity

'

Ouctuation...) test is needed.
!

4.3 - The amplitude of the fluctuations j

The root mean square (RMS) of the instant temperature are available for both the tests and
the LES simulation. >

The figure 9 presents those values at the wall in front of the hot inlet and shows that the LES :

simulation underestimates the amplitude of the Ductuationsjust behind the merging of the two
flows. In the numerical model, the mixing and hence the fluctuations occur later in the

istreamwise direction than in the experiment. Figure 10 shows that, after 4 diameters from
merging, the amplitude of the fluctuations decreases because the hot and cold sodium are now i

better mixed. This may be a consequence of the lack of Ductuation of the whole hot jet. |
The peak to peak amplitude rises about 80% of the whole amplitude (temperature difference t

between hot and cold Dows). The extreme values are obtained with low frequencies while [
high frequency fluctuations occur with lower amplitudes. '

5 - FUTURE WORKS
:

!This paper present an attempt of validation work of the LES technique.
!

|
i

1328 |
1

.

., _ _. - - - . - -_



--
_ . _ __ _. _ _ ~ . .

More validation work is needed and it could be developed in the following axes :

* use of a test able to give reliable boundary conditions,
* computation of an extended domain in order to avoid the influence of the boundary

conditions,
* computation on finer meshes, to check an eventual mesh size influence, ,

* longer time of computation for a reliable low frequency analysis.

6 - CONCLUSION

in this study, a large eddy simulation technique has been used to assess the turbulent
characteristics of the flow field in a tee junction between a hot and cold sodium flows. The
predictions have been compared with experimental results. i

This study is a first contribution in the ongoing validation process of the LES technique in
industrial nuclear applications and specially in the context of theimal stripping problems
occurring in liquid metal fast reactor. The latest powerful computers make the LES technique
as a potential valuable tool.

i

The present results show that a simple modelling of the tee junction is not sufficient to get
a good agreement with the numerical results in terms of frequencies and amplitudes of the ,

tluctuation, and an extended computational domain or realistic and complex boundary ;
conditions would be at least necessary, t

The validation work will continue with those trends, it is mandatory before using this I

technique as an industrial tool.
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Figure 4 instant temperature fields (LES) Figure 5 Instant temperature fields (LES)
,
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Figure 6 Spectra of calculated values (TRIO LES) Figure 7 Spectra of measured values
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NATURAL CONVECTION HEAT TRANSFER ON TWO HORIZONTAL
CYLINDERS IN LIQUID SODIUM :!

t
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i
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!
'

Uji, Kyoto 611,

Abstract

Natural convection heat transfer on two horizontal 7.6 mm diameter test cylinders assembled i
with the ratio of the distance between each cylinder axis to the cylinder diameter S l

in liquid sodium was studied experimentally and theoretically. The heat transfer , oe/D, of 2|c fficients
to 1.0 x 10' W 8

on the cylinder surface due to the same heat inputs ranging from 1.0 x 107were obtained experimentally for various setting angles, y, between vertical direction /m1

and ;

the plane including both of these cylinder axis over the range of zero to 90 *. Theoretical- !

equations for laminar natural convection heat transfer from tlie two horizontal cylinders were :

numerically solved for the same conditions as the experimental ones considering the tem
. ture dependence of thermophysical properties concerned. The average Nusselt numbers,pera-

:

Nu '

on the cylinders obtained experimentally were compared with the corresponding theoretical
values on the Nu versus modified Rayleigh number, Rj, graph. The experimental values of |
Nu for the upper cylinder are about 20 % lower than those for the lower cylinder at y = 0' ;

for the range of R tested here. The value of Nu for the upper cylinder becomes higher and :f

approaches that for the lower cylinder with the increase in y over range of 0 to 90*. The +

values of Nu for the lower cylinder at each y are almost in agreement with those for a single
cylinder. The theoretical values of Nu on two cylinders except those for R < 4 at y = 0' |f

are in a6reement with the experimental data at each y with the deviations less than 15 %. ;
Correlations for Nu on the upper and lower cylinders were obtained as functions of S/D and ;

y based on the theoretical solutions for the S/D ranged over 1.5 to 4.0. |
i

f1. INTRODUCTION
i

Study on the correlation for natural convection heat transfer from a horizontal rod bundle :

in liquid sodium is important as a database for the design of a heat exchanger in a fast i
breeder reactor in relation to decay heat removal at a loss of flow accident. Nevertheless, t

there is no reliable correlation even for two horizontal cylinders with various setting angle for
gravitational direction and for the distance between the cylinders.

There have been many correlations on natural convection heat transfer from a horizontal ;
and exper- !cylinder in non-metallic and metallic liquids, and gases, presented theoretically [1] for non-|imentally. The theoretical correlations such as the correlation by McAdams

on boundary layer approximation * they were found to bec[o]me inapplicable in the region of
metallic liquids, and gases, and Kutateladze's correlation 2 for metallic liquids were based '

low Rayleigh numbers where thicicness of thermal boundary layer is no longer negligible in ,

- comparison with the cylinder diameter in beneral. Several correlations [3 4were presentedbased on the experimental data correspon ing to a wide range of Rayleid,h' numbers. Quite
'

;

recently some of the authors [5] presented the generalized correlation based on the rigorous !

numerical solutions for a wide range of Rj: the correlation is briefly explained later.
,

There have been a few works on interactions between two or more horizontal cylinders '

in natural convection of air: Marsters [6] carried out a study of five horizontal cylinders in j

!
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a vertical arrcy. They have found that for closely spaced arrays, individual tube Nusselt
numbers are smaller than those for a single cylinder, and for wide spacings individual tube
Nusselt numbers are higher than thc e for a single cylinder. Lieberman and Gebhard [7]
have conducted the experiments for heated wires with the wire spacing ranging from 37.5
diameters to 225 diameters arranged in a plane array which could be oriented so that its
plane made angles of 0',30',60' and 90' with the vertical.

The purpose of this paper is to study experimentall and theoretically on the correlation
linders assembled with the ratio ofto predict the heat transfer from two same horizontal

the distance between each cylinder axis to the cylinder iameter, S/D of 2. The works dealt
(1) to obtain the experimental data of each natural convection heat transfer fromwith are:

two horizontal cylinders systematically for a wide range of heat input at the setting angles of
the cylinders between the vertical direction and the plane including both of the cylinder axis
over the range of zero to 90 ', (2) to obtain the numerical solutions of the average and local
Nusselt numbers on two horizontal cylinders from a theoretical faminar natural convection

to compare experimental
equations for the same conditions as the experimental ones, (3)bility of both results, andresults with corresponding theoretical values to confirm the relia
(4) to present a correlation to describe the effects of y and S/D on natural convection heat
transfer on each horizontal cylinder surface based on the theoretical solution. .

|

2. EXPERIMENTAL APPARATUS

Experimental apparatus consists of a test vessel containing a test heater, a vapor con-
a vacuum system, a sodium purification system and instrumen-

denser, an inert gas supply,jor parts of the apparatus are as follows.tation. Explanations on ma

2.1 Test Vessel

The test vessel is shown schematically in Fig.1. It is a cylindrical vessel of 30 cm in inner
diameter and 70 cm in hei ht containingliquid sodium of about 30 liter. Measuring device of6
the vertical temperature distribution in the liquid consisting of several K type thermocouples
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Fig.1 Schematic diagram of test vessel.
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of the vessel. Two test cyl)inders are mounted horizontally at the heiand one standard PR(13 % thermocouple is mounted vertically by usin a flange on the top|:

t of about 170 mm i
'

from the inner bottom of the vessel. Lower part of the vessel up to t height of 500 mm ;

is in an electric furnace whose power is PID controlled to keep the liquid in the vessel at a i

i desired temperature. |
) ;

2.2 Test cylinders and heating systern |-

The two test cylinders were assembled with the ratio, S/D of 2 on a flange as shown in :

- Fig. 2. Both test cylinders have the diameter of 7.6 mm and h,eated length of 50 mm. Each !4

| test cylinder is a mckel sheathed once-through current type with a spiral tantalum heating i
the other end !element one end of which is connected to an electrode with a potential taplation material.-

being grounded to liquid sodium. Boron nitride is used as the electrical insu !i
j Eight 0.5 mm diameter K type thermocouples are embedded in the grooves on each test ;

cylinder surface, brazed and surface finished. The flange for these two horizontal cylinders :*

: can be rotated every 30'. The an,gle between the vertical direction and the plane including
1 both of the cylinders axis plane is called in this work the setting angle y: y = 0* means i

the location where the upper cylinder is just above the lower one, and y = 90* means thatf .

one is just beside the other. The thermocouple locations are shown in Fig. 3(a) to (d), for .- :,

7 = 0, 30, 60, and 90', respectively. t

The heating current to each test cylinder is supplied by a power am plifier which can sup-
ply a direct current of up to 300 amperes at a power level of 10 kW, The input signal of the '

power amplifier is controlled by a digital computer so that the heat generation rate in the
test cylinder agrees with a desired value. In this work, heat inputs to the two test cylinders

,

j are equally given.

2.3 Instrunnentations |
~

t

: Signal voltages expressing the heating current and the terminal voltage of the test heater, .

i heater surface temperatures and bulk liquid temperatures are sent to each insulated amplifier, !

' and the amplified signals are led to a digital computer through AD converters. The heat flux, i
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Fig.3(c) Thermocouple locations for y = 60*. Fig.3(d) Thermocouple locations for 7 = 90*. i

is calculated from the measured values of the heating current and the terminal voltage.
q,he measured output voltage for each thermocouple is converted to temperature by using the

<

!T
voltage-temperature relation preliminary calibrated for each thermocouple. The heater wall
temperature, T., was calculated from the measured temperature at 0.25 mm inner positions.

from the surface by solving the thermal conduction equation in the heater sheath supposing
'

a uniform surface heat flux, q. Measurement error was estimated to be 1 % in the heat
flux and 2 K in the heater wall temperature. The edge effect on natural convection heat
transfer from both cylinders was estimated based on the numerical solution for 3-dimensional
model to be about 5 % and 2 % for the upper and lower cylinders respectively at the outer-
most thermocouple locations of 9 mm from both ends of heated section, and negligibly small ;
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at other thermocouple locations.

3. EXPERIMENTAL METHOD AND PROCEDURE

Experiments were performed as follows. After charging up liquid sodium to the test loop
from the storage tank, sodium was purified to an oxide content of less than 5 ppm by cir-
culating it through a cold trap at the temperature of 390 K for about 8 hours. Then, the
circulation pump was shut off and liquid level in the test vessel was ad usted to about 300
mm above the horizontal test cylinders. Liquid temperature was raisec and kept constant
at 673 K by using, the electric furnace. Pressure of Argon cover gas was kept constant at
around atmospheric. After the system has reached a steady state with negligible vertical
temperature distribution in the hquid, electric current to the test cylinders was gradually
raised to a desired heat flux level. After reaching the steady state, measurements were made
for 76 s with the time intervals of 0.1 s.

4. EXPERIMENTAL RESULTS AND DISCUSSION
a

4.1 The Correlation for Nu Previously Obtained for a Horizontal Cylinder

| The generalized correlation of natural convection heat transfer from a horizontal cylinder
based on rigorous numerical solutions for natural convection without the boundary layeris firstly explained. The
approximation previously obtained by some of the authors [5]for Pr ranging from 0.005theoretical values of Nu for a wide range of Rayleigh numbers
to 10 were well expressed by a single curve on the Nu versus modified Rayleigh number
R [= Gr*Pr /(4 + 9Pr /2 + 10Pr)) graph. The following correlation for Nu was obtained to

,
2 i

f 4 % error.express the theoretical values as a function of R by least square fitting withinf
.

Nu = 10' (1)
!

where
4

0.193385 + 0.145037 log R + 0.664323 x 10-2(jog g,)2
fz =

j

-0.232432 x 10-8(log R ) - 0.238613 x 10-i(log R )4 (2)
f f

The correlation based on the theoretical values expressed the authors' experimental data
.

on single horizontal cylinders of 7.6 and 10.7 mm in diameter in liquid sodium for a wide
range of R within 10 % deviation and many conventional experimental data obtained by

f
other workers on various diameter cylinders in various liquids and gases with Pr from 0.005
to 6.7, for R from about 10-8 to 10 within 20 % deviation.8

f
The correlation was also compared [8] with existing correlations. The values by Churchil

;

et al.'s correlation (3] are lower than those by Eq.(1) for Rf > 10-4 with the maximum
deviation of 20 %. The values by the correlation becomes far higher than that by Eq.(1)

<

with decreasing R from 10-4. It was confirmed that Churchil et al.'s correlation could not
f

express generally the natural convection heat transfer from single horizontal cylinders with
various diameters in various liquids and gases. The values predicted by Raithby and IIollands'
correlation [4] are in good agreement with those by Eq.(1)in most of the R range. Ilowever,

,

f

in the range 10-8 6 < R < 10-2 6, the values by their correh. tion are about 10 % higher thanf

those predicted by Eq.(1) and in good agreement with the conventional experimental data
in the range. It seems that the correlations based on experimental data have a possibility of
containing the same order of errors as the experimental errors.

,

In this work, average heat transfer coefficients on two cylinders measured for a wide range
of heat input and corresponding theoretical value are plotted to compare with each other on
a Nu versus Rf graph.
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'Ihble 1 Experimental Conditions.

Systein Pressure 85 ~ 94 kPa
Upper Cylinder Diameter D 7.6 mm
Upper Cylinder Length 50 mm
Lower Cylinder Diameter D 7.6 mm

Lower Cylinder Length 50 mm

S/D (S= Distance between 2
Cylinder Axis)

y (Setting Angle) 0*, 30', 60', 90'

Liquid Temperature 673 K'
Liquid Head 300 mm

lleat Flux g 2 x 10 ~ 2 x 10' W/m
4 2

QUpperCylinder " gLewerCylinder

R (= Gr*Pr /(4 + 9Pr /2 + 10Pr)) 0.1 ~ 142 s
f

'lkble 2 Parameters for Calculation.

System Pressure 101.3 kPa
Upper Cylinder Diameter D 7.6 mm
Lower Cylinder Diameter D 7.6 mm

S/D (S= Distance between 1.5, 2, 3, 4, 5
Cylinder Axis)

y (Setting Angle) 0', 10', 30', 60', 90'
Liquid Temperature 673 K
Heat Flux q 1 x 10', 2 x 104, 7 x 104, 2 x 10 ,5

7 x 105, 1 x 10 , 2 x 10' W/m
8 2

Gr* 1.20 x 10', 2.41 x 10 , 8.54'x 10', 2.49 x 10 ,4 5

59.33 x 10 , 1.38 x 10', 3.06 x 10e
Ra*(= Gr*Pr) 5.98 x 10, 1.20 x 10 , 4.24 x 10 , 1.23 x 10 ,2 2 8

4.50 x 108, 6.59 x 108, 1,42 x 104

R (= Gr*Pr /(4 + 9Pr /2 + 10Pr)) 0.0637, 0.128, 0.448 1.29,
a 3

f

4.60, 6.65, 13.8 ,

4.2 Experimental results for upper and lower cylinders at each setting angle

Natural convection heat transfer coefficients on two horizontal 7.6 mm-diameter cylinders
at the same heat input were measured. Experimental conditions are tabulated in Table 1.

The experimental results for the two cylinders are compared with the rigorous solutions
for the theoretical model of laminar natural convection heat transfer from two horizontal
cylinders with a uniform heat flux obtained for the same conditions as the experimental ones
considering the temperature dependence of thermophysical properties by using a commercial

shown in APPENDIX 1{. )I'able 2 shows the parameters used for the calculation.CFD cord PIIOENICS 9. Outline of the theoretical equations and calculation method are
In case of the setting angle y = 0** Experimental results of avera8e heat transfer coeffi-
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_ cients in case of y = 0* (.ipper cylinder is just above the lower one) der and open triangles
_ _ _ _ ..

_ are plotted on Nu vs.
- _ .. _

1

1

R graph in Fig. 4. Open cucles show the results for the lower cylin
f

show those for the upper cylinder. As can be seen in the figure, the value of Nu for the i

upper cylinder at each R is about 20 % lower than that for the lower cylinder. The Nu |
f

values for single cylinders predicted by Eq. h figure as a solid curve for
comparison. The experimental results of Nu(1) are shown m t e;

for the lower cylinder are almost in agreement
with the curve for whole range of R tested here. Numerical solutions of Nu for the lowerf

and upper cylinders are also shown in the figure as solid circles and solid triangles, respec-
tively. The numerical solution for the lower cylinder is from about 8 % to 17 % lower than
the experimental one. The solution for the upper cylinder is about 15 % lower than the
experimental one for R 2 4; the difference becomes larger with the decrease in R from 4.f

f

Figure 5 shows the peripheral distribution of local Nusselt numbers, Nug, on the upper
and lower cylinders for the data shown in Fig. 4 at R = 6.9 (q = 1.0 x 10 W/m ) in

8
f

comparison with the numerical solutions of Nu, for a single cylinder. The Nu, is the value
at the angle 6 from the bottom 6 = 0* at the bottom . The data for the lower and upper
cylinders are shown as solid circle (s and solid triangles, re)spectively with the fluctuation range.

measured values on the left
Considering the symmetry of the phenomena in case of y = 0*,6 region. As can be seen in

#

hand side are plotted at a corresponding angle on the positive
the figure, Nu, data for the lower cylinder almost agree with the values for a single cylinder.

Nu, data for the lower part of the upper cylinder (6 < 90* are affected by
On the contrary, dary layer of the lower cylinder: they become lower than th)ose for the lowerthe thermal boun
cylinder and single cylinder with the decrease in 6 from around 90*. The Nu, at 6 = 0" is ,

about 63 % of that for the lower cylinder. Numerical solutions of the Nu, for the lower and;
~

upper cylinders at R = 6.9 are also shown as open circles and open triangles, respectively,
*

f

in the figure. The theoretical Nu, for the lower cylinder are almost in agreement with the
those

corresponding experimental data and with the curve for the single cylinder. Ilowever,for all
;

for the upper cylinder are about 15 % lower than the corresponding experimental data
1

the 6 range. That causes the theoretical Nu values about 15 % lower than the corresponding
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Fig.4 Experimental data of Nu for lower and upper cylinders at y = 0* compared with the
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Fig.5 Comparison of Nu, data for y = 0* with the theoretical solutions.

experimental data as mentioned above. This may be due to some error in the setting angle
y because of the thermal deformation in the test cylinders.

In case of the setting angle y = 30*: Average heat transfer coefficients in case of y = 30'
are shown in Fig. 6. The Nu values for the upper cylinder are about 20 % lower than those
for the lower cylinder for the R lower than 1.3. They approach the latter values with the Rf f
becoming higher than 1.3, and finally arrive at the value about 14 % lower than the latter
values at R = 14.f

Numerical solutions of the Nu for the lower and upper cylinders are also shown in the
figure for comparison. The solutions for the lower and upper cylinders are about 10 % lower
than the average of the corresponding e,xperimental data.

Figure 7 shows the typical distribution of Nu, on the up
data shown in Fig. 6 at R = 6.7. As can be seen in the figure,per and lower cylinders for the

f Nu, data for the lower cylinder
almost agree with the values for a single cylinder, although the data are somewhat scattered.
On the contrary, Nu, data for the upper cylinder in the positive 6 region (right hand side
of the cylinder facing the lower cylinder) are lower than those for the lower cylinder and
single cylinder being affected by the thermal boundary layer of the lower cylinder. Numerical
solutions of Nu, for the lower and upper cylinders at R = 6.7 are shown as open circles andf

open triangles, respectively,in the figure. As shown in the figure, the solutions for the lower
and upper cylinders are almost in agreement with the corresponding experimental data.

In case of the setting angle y = 60*: The data of Nu in case of y = 60* are shown in
Fig. 8. The Nu values for the upper cylinder are about 14 % lower than those for the
lower cylinder. The theoretical solutions cf Nu for the lower and upper cylinders are also
shown in the figure for comparison. The solutions for the lower cylinder almost agree with
the corresponding experimental data, and those for the upper cylinder are about 6Yo higher
than the average of correspondin,g experimental data.

Figure 9 shows the distribution of Nu, on the upper and lower cylinders for the data
shown in Fig. 8 at Rf = 6.7 As seen from the figure, Nu, data for the lower cylinder
agree with the value for a single cylinder at 6 around 0*, and they become higher and lower
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_ _ _ _ .._ __ _ _ _.

than the corresponding values for a single cylinder with increasing and decreasing 6 from the -

value, respectively. Namely, the heat transfer in the left side of the lower cylinder facing the !
upper cyhnder is disturbed and that in the opposite side is enhanced by the upper cylinder. .

On the other hand, Nu, in the positive 6 region of the upper cylinder (right side of the '

cylinder facing the lower cylinder) are lower than those for the lower cylinder, although .'
the data in the negative 6 region are almost in agreement with those for a single cylinder.
The theoretical solutions of Nu, for the lower and upper cylinders at R = 6.7 are shownf

in Fig. 9. In comparison with-the experimental data, the solutions of Nu, for the lower
cylinder agree with the experimental data at 6 = 0* but they are higher and lower than the ,

!respectively. These differences
experimental data in the negative and positive range of 6'or the lower cylinders are almostcompensate with each other and the theoretical Nu values l

for the
in agreement with the experimental data as mentioned above. The solutions of Nu, hey are

.

er cylinder almost agree with the experimental data in the positive 6 range but t
upp% at 6 = -30*,15 To at 6 = -90* and 32 % at 6 = -120' higher than the experimental11
data in the negative 6 range. These differences causes the Nu higher than the experimental
data.

In case of the setting angle y = 90*: The data of Nu in case of 7 = 90* (one cylinder is
just beside the other) are shown in Fig.10. As the peripheral distribution of local surface
temperatures on one cylinder is almost symmetrical to that on the other cylinder, Nu are
obtained based on the measured local surface temperatures on both cylinders. The Nu value
at R = 0.1 is about 26 % lower than the curve for a single cylinder; it increases and gradually

f ;

approaches the curve with the increase in R and almost agrees with the curve for R > 5. ;
f f

it should be noted that in the cases of y = 60* and 90*, Nu for both cylinders become r

lower than the correspon, ding values for a single cylinder in the lower R range due to thef
0* and 30*, Nu for the lower cylinder |

mutual effect. On the contrary, in the cases of y =ly the heat transfer from upper cylinderalmost agree with those for a smgle cylinder, and on i
is disturbed by the mutual effect. The theoretical solutions of Nu are also shown in Pig.10 '

for comparison. They are in agreement with the corresponding experimental data within the
scattering range. ;

10 _i iiiii , i i i iiiii i i e iiiii; _
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Fig.10 Experimental data of Nu for lower and upper cylinders at y = 90* compared with the
theoretical solutions.
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Fig.11 Comparison of Nu, data for y = 90* with the theoretical solutions.

Figure 11 shows the typical distribution of Nu, on the left side cylinder (which is the
upper cylinder for y < 90*) for the data shown in Fig.10 at R = 6.7. As the peripheralf

distribution of heat transfer coefficients on one cylinder is almost symmetrical to that for the
other cylinder, Nu, data on the right side cylinder are also plotted in the figure at the cor-
responding 6. Though the Nu, data in the negative and positive 6 range are slightly higher
and lower than the values for a single cylinder, respectively, they are almost in agreement
with those for a single cylinder. The theoretical solutions of Nu, at R = 6.7 are shown inf

Fig.11. The solution almost describes the angular distribution of the Nue.

4.3 Correlation of natural convection heat transfer on two horizontal cylinders

The numerical solutions agreed with the Nu data except those for Rf < 4 at y = 0*
within 15 % difference. The effect of S/D on natural convection heat transfer from each of
the two horizontal c linders was estimated based on the numerical solutions of the above
mentioned theoretic model. The calculations were made for the S/D of 1.5, 2.0, 3.0 and
4.0 at the y of 0*, 30*, 60* and 90* for R ranging from 0.064 to 13.8. The ratios of thef

calculated Nu values to those for a single cylinder given by Eq.(1) at the same condition,
Nu/Nu,c, are shown versus y with S/D as a parameter in Figs.12(a),12(b) and 12(c) for
the R values of 0.448,4.6 and 13.8, respectively. The open symbols show the values for the

f

mbols show those for the upper cylinder. As can be seen in
lower cylinder and the solid sy/Nu,c for the upper cylinder are lower for the lower values ofthese figures, the values of Nu
S/D, y and R . The values of Nu/Nu,c for the lower cylinder show nearly the same trend off
dependence on S/D, y and R , although they are far higher than the corresponding valuesf

for the up >er cylindcr.-

The c, culated values of Nu Nu.c for the upper and lower cylinders are approximately
expressed by the following corre ations.
For the upper cylinder:

Nu/Nu.c = 1 - 0.60 exp[-A R"' (S/D)] (3)

where A = 0.29 + 6.8 x 10 y, m = 0.12 + 1.67 x 10-87
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i For the lower cylinder:
l

Nu/Nu,, = 1 - C exp[-K R] (S/D)] (4) |

where
C = 0.4 + 2.2 x 10-87,

K = 0.56 + 0.34(S/D) sin 7 0 $ y 5 arcsin(D/S)
,

'

= 0.9 y > arcsin(D/S),

! n = 0.16 + 1.2 x 10-87

The curves of Nu/Nu,, derived from these correlations are shown in Figs.12(a) to (c) for
comparison. They are m, atreement with the numerical solutions for the upper and lower
cylinders within -5 and +9 % error. The correlations for two cylinders including the effect
of S/D and y for liquid sodium were obtained. The detailed study on extended correlations

|
for multicylinders based on these correlations will appear elsewhere in the near future.

;

! 5. SUMMARY AND CONCLUSIONS

Experimental data of natural convection heat transfer on two horizontal cylinders for the

same heat inputs were obtained systematically for a wide range of modified Rayleigh number ;R at the setting angles of the cylinders, y, over the range o 0* to 90*.f

The data of average Nusselt number, Nu, for the apper cylinder are about 20 % lower ;,

| than those for the lower cylinder at y = 0*. The values of Nu for the upper cylinder become
~

higher and approach those for the lower cylinder with the increase in y to 90* where they

i
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. - -.. - - -!agree with each other. The data oflocal Nusselt number, Nu,, were also analyzed to see the
.

mutual interaction in more detail.'

i The Nu and Nu, values on two horizontal cylinders were obtained from a theoretical
laminar natural convection equations for the same conditions as the experimental ones.

The experimental data of Nu for each cylinder except those for R < 4 at y = 0* weref

'in agreement with the corresponding theoretical ones within 15 % difference, although
differences larger than this value were sometimes obtained in Nu,.'

Theoretical solutions of Nu for two cylinders with the S/D values ranging from 1.5 to 4
were obtained for the various angles of y.

the theoretical numerical solutions. These correlations are useful to unde /D and y based onCorrelations for Nu for the cylinders were obtained as functions of S i

rstand the natural
convection on multicylinders in the liquid. |

NOMENCLATURE
,

A = non-dimensional quantity in Eq.(3)

G = non-dimensional quantity in Eq.(4)

D = cylinder diameter, m ,

Gr* = g#gDi/Av , Grashof number for constant heat flux |2

2
p = acceleration of gravity, m/s

N = non-dimensional quantity in Eq.(4) f

= exponent in Eq.(3) ;m

Nu = average Nusselt number

N u,, . = average Nusselt number for single cylinder

N u, = local Nusselt number at the position specified by the i

!angle at the circumference
i

= exponent in Eq.(4) .n r

;{Pr = Prandtl number
2

q = heat flux, W/m
Ra* = Gr*Pr, Rayleigh number for constant heat flux f

= Gr*Pr /(4 + 9Pr /2 + 10Pr), modified Rayleigh number j2 i

Rf
S = distance between the center axis of two parallel j

'

horizontal cylinders, m

$ = volumetric expansion coefficient, K-2 f
y = setting angle of the two horizontal cylinders, deg |
6 = peripheral angle from the bottom of the cylinder,

deg
:

A = thermal conductivity, W/(m K)
2

,

= kinematic viscosity, m 7,v
:

|
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APPENDIX 1

THEORETICAL SOLUTION OF LAMINAR NATURAL CONVECTION
EQUATIONS

A.1 Pundmnental Equations

shown in Figs.13(a),(b) for y = 0*, and 14(a),(b)quations in boundary fitted coordinates as
The unsteady laminar two dimensional basic e

for y = 30" are described as follows.

(Continuity Equation)
op a 8
g + g(pu) + g(pw) = 0 (5)

(Momentum Equation)

B B B BP o o
g(pu) + g(puu) + g(pwu) = p + pr,, + gr,, (6)

o 0 0 BP o o
g(pw) + g(puw) + g(pww) = g + gr,, + gr,, - pg (7)

(Energy Equation)

B B B B o
g(pe,T) + p(pe uT) + g(pc,wT) = g{ X o (c,T)} + g{ X o (c,T)} (8)r g

where
ou ow ou ow

r,, = 2 pug, r,, = 2 pup, r,, = r,, = pv(g + g) (9)

u, w are the z, : components of a velocity vector, respectively.
The control volume discretization equations were denved from these equations by using the
hybrid scheme [10]. The thermophysical properties for each control volume are given as those
at each volume temperature. The equations are numerically analyzed together with the fol-
lowing boundary conditions.
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OE the surfaces of cylinders: constant heat flux, and non-slip condition.

At the left and right outer b'oundary: T = To, h = 0 (for in-flow)
$ = 0, g=0 . (for out-flow)

At the lower and upper boundary: T = To, g=0 (for in-flow)-
@ = 0, y=0 (for out-flow)

where To is a bulk liquid temperature. The procedure for the calculation of the flow field
is the SIMPLE algorithm which stands for Semi-Implicit Method for Pressure-Linked Equa-
tions.

Stepwise increase in surface heat flux was considered as an initial condition, and numerical
calculation was continued until the steady-state was obtained. Table 2 shows the parameters
used for the calculation. Average heat transfer coefficient on the cylinder surface was ob-
tained by averagi,ng the calculated local temperatures at every 10' in 6. All the calculations
were made by using the PHOENICS code (9.
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EVALUATION OF WRAPPER TUBE TEMPERATURES OF FAST
NEUTRON REACTORS USING THE TRANSCOEUR-2 CODE
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Abstract This paper deals with the thermal loading estimation of wrapper tubes using the
TRANSCOEUR-2 code. This estimation requires a knowledge of two temperature fields: the
first involves the peripheral sub-channel temperatures of each sub-assembly calculated by the
design code CADET, and the second, outside the sub-assemblies, is the inter-wrapper flow
temperature field calculated by the thermal-hydraulic code TRIO-VF with boundary conditions
taken from CADET. Theoretical models of the three codes are presented as well as the first
TRANSCOEUR-2 wrapper tube temperature calculation performed on the European Fast
Reactor (EFR) Core Design 6/91 (CD 6/91) under nominal power conditions. The results
show a temperature variation of Il5'C between the bottom of the lower blanket and the top of
the upper blanket fuel sub-assemblies in the center of the core and 95*C at the core
periphery.The wrapper tube temperatures are higher in the center than in the external core.

1. INTRODUCTION

For safety reasons, the mechanical behavior of sub-assemblies must be known in order to attain,

two main objectives : verification of the stress level on each wrapper tube when the reactor is in
operation, and the wrapper strain involving the impossibility of unloading the sub-assemblies after
the reactor trip. These objectives require a knowledge of the irradiation conditions of the sub-
assembly (neutronic studies) and the thermal loading estimation of wrapper tubes (thermal-
hydraulic studies).
These thermal-hydraulic studies may be done through calculations. They require evaluation of two
tempemture fields : the first one inside each sub-assembly is calculated by the CADET code, the
second outside the sub-assemblies is the inter-wrapper flow temperature computed by TRIO-VF
with boundary conditions taken from CADET.
A new code, entitled TRANSCOEUR-2 has been developed to produce the data of the two
preceding thermal-hydraulic codes, to manage their interfaces, to process the two temperature
fields and to calculate wrapper tube temperatures with them. After the presentation of each code
modeling (CADET, TRIO-VF, TRANSCOEUR-2), this paper concludes with the first application
of the TRANSCOEUR-2 code on the European Fast Reactor (EFR) Core Design 6/91 (CD 6/91)
under nominal power.
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2. GENERAL TIIERMAIeHYDRAULIC PRESENTATION

2.1 Simplified hydraulic description of the core

The sodium flow goes into the core from the diagrid. The major part is distributed among all the
sub-assemblies according to their particular pressure drop. The flow runs from the bottom to the
top. At the core outlet , one part of the flowrate is submitted to an over-pressure profile due to the
Above Core Structure (ACS), inducing an upper inter-wrapper flow going down into the core !
center and ascending at the periphery (fig.1). Another contribution of the inter-wrapper flowrate
comes from a leak located at the sphere-cone bearing level at the bottom of the hexagonal wrapper
tubes (fig.1). |

!

L-- I ^ ^
OUTLET WRAPPER RDWOyggmageDN #0Ng

.D

v v v v v
OdTER WAAPPER ROW

'
!

| \

| \
> s

w

>
.C. A .rC_ A 4A 4A COME Radius

INLET SODIUM LEAKAGE FLOW

fig.1. Simplified hydraulic description

2.2 The method of the wrapper tube temperature calculation.

The inlet coolant in the sub-assembly heats up along the pin bundle. This heating is calculated by
*

the design code, CADET while the finite volume code, TRIO-VF estimates the thermal-hydraulic
behavior of the inter-wrapper flow with boundary conditions coming from CADET. The
calculation is iterative. When the convergence is reached, the six side temperatures of each
hexagonal wrapper tube are known from the bottom to the top of the core.

1352j

_ _ _ _ _ _ _ _ - _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ - _ _ .



__ _

Evaluation of wrapper tube temperrJures

-TRANSCOEUR-2, federating these calculations, requires (fig. 2) knowledge of geometric data
'

for each sub-assembly, neutronic characteristics (axial profile and maximum linear power) and the

core flow distribution.

i

Geometric, neutronic and hydraulic data

&

~~~~[, TRANSCOEUR 2 ~~~ (, TRIO-VFCADET

\
'

&

WRAPPER TUBE TEMPERATURES ,

,

1

Fig. 2. Diagram of wrapper tube temperatures calculations.
:

3. CODE DESCRIIrrION

3.1 The CADET sub-assembly code.

The design code, CADET, calculates the thermal-hydraulics of parallel sub-channels (the pitch is
triangular) coupled with each other inside a bundle cooled by sodium. The pins are arranged in a
hexagonal ring. The coolant temperature is given by an energy balance for each sub-channel at
level 7

a [ g _ ga ] - B' (6) - Irlq, (Z) . Cp . [0, (Z + AZ) - 6, (Z)] = W,- B j j

Ba = B,a + B"a + B'"a
1 1 1 i

Thermal coupling between sub-channels is accomplished using a (Bj ) coefficient taking into
account heat transfer which is due to the :

a a
* radial conduction through the coolant : B'f =(A / l ) d AZ

* sodium deflected by helical spacer wire : B"{ =qf Cp AZ

B'"a = 2.2*10-6 (d f i ) Re0.84 AZ Cpa a
* turbulent diffusion :

a
The first heat transfer mechanism is calculated by FOURIER's law, whereas the second (q the
linear deflected flow) and the third are evaluated by experimental correlations as a functi n of
sub-assembly geometry, fluid physical properties and flowrate. The deflected sodium flow qf is
calculated with:
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,

C = 1.0* 10-6 for triangular to triangular sub-channela
= C *(Aa' + Aj)/(ISa + 3j)*h)q 11

C = 9.2* 10-7 for triangular to rectangular sub-channel8
= C *(4a' + 4j)/((Sa + Sj)*h)q 22

C = 2.6* 10-5 for peripheral sub-channels .a
= C *E4j/(h*Esj)_q 33

The sub-channel flowrate is calculated with the continuity and moccentum equations and with an i

assumption of iso-pressure hydraulic conditions for each calculated level. These equations are: )
l

O= gj
I
i

APj + (pj - p).g. AZ = AP - p.g.AZ

AP is the pressure drop law written :

AP = F(Re) AZpp'
. U

'

with F(Re) =aRe' and a,b coming from a turbulent flow pressure drop model [1]. The sub-
,

channel flowrate (forced convection), axially constant, depends on the hydraulic diameter (6j).

An algorithm numbers the sub-channels to reduce the matrix bandwidth. The linear system is I

triangulated, stocked by the sky line method and solved by a direct method.

3.2. The TRIO-VF thermal-hydraulic code.

TRIO-VF [2] is a finite volume calculation code which can describe complex flow in steady state
or transient conditions. The fluid is newtonien, incompressible and confirms the BOUSSINESQ
approximation.The flows are laminar or turbulent with DIRICHLET (imposed velocit'j or
temperature) or NEUMANN (imposed flux) boundary conditions [2]. The conservation equations
are the statistic average of the NAVIER-STOKES general conservation equations.

The continuity, momentum and energy equations are integrated with the GAUSS theorem on
control volumes to obtain~ macroscopic balance equations. The time discretisation is semi-implicit.
The solution of the linear system may be obtained by a direct method or iterative method (
conjugate gradient).

,
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|
Evaluction of wrcpper tube temperatures

,

3.3 The TRANSCOEUR-2 code.
.

|
The objective of TRANSCOEUR-2 is the evaluation- of sub-assembly wrapper tube thermal
loading which is necessary in order to determine their strains in the core and the handling forces.!

1

f Calculation of these temperatures requires :
* core neutronic data,'

f
i * a flow through each sub-assembly,

I
o thermal coupling existing between the internal and external sub-assembly sodium flow -j

; along the wrapper tubes (fig. 3) : calculation of the wrapper tube temperatures is |
.

| iterative.
1

nm0 VF o.eulemen!

.--
-

O O
| O O o c - -- - -|

O O ,

: ,,,,,

- >
n -

o O O oe

O O |
'

!

I, O O ;>

/ ;o
:

O , , ,, ,

;
,_, - ;

.

N- :

i f
j Fig. 3. Simplified diagram of flows and couplings. j

!; -

1

TRANSCOEUR-2 processes the thermal coupling, generates the data for the two computer codes!

| (TRIO-VF and CADET), manages their interfaces and calculates the wrapper tube temperatures.

!

a) hypothesis for sub-assembly calculation!-
CADET estimates the thermal-hydraulic behavior of each sub-channel inside a sub-assembly
cooled by sodium forced convection. The wire wrap effects are taken into account (& 3.1). The

:

boundary conditions are given by a global heat transfer coefficient (conduction through the wall
-

and boundary layer on each wrapper tube side) with the inter-wrapper temperature calculated by
TRIO-VF in $c previous iteration. Due to the power, flowrate and geometric symmetries, only
one third of the core fiel sub-assemblies is calculated, the CADET data file relative to each sub-

assembly is created by TRANSCOEUR-2
The CADET calculation gives in particular the sodium temperature field in the peripheral sub-
channels. TRANSCOEUR-2 proesses these temperatures for the TRIO-VF inter-wrapper flow

data file.

b) hypothesis for inter-wrapper flow modelisation
The inter-wrapper flow is described by an axisymmetric geometry (for TRIO-VF data file - fig 4)
The mesh boundary name " north side" is defined. The " north side" allows thermal coupling with

peripheral sub-channel temperatures inside the volume mesh.

1355
i

dissemmi . . 3 ,.- <m---_- , ._,,ig. --y?- r'' P



B. VALENTIN - G. CHAIGNE - P. BRUN
;

I

~
l

|HWh M ' '
,

> w c~t*
| .o.mp.m anm som i

. ouum e w
'

| |
'

.

| |

qw am. |

| I
| |

. mo |! 508aa%w
.M ma

~

Fig. 4. core mesh principle.

The inter-wrapper flow model uses the porous media approach. The obstacles that the sodium
encounters (the sub-assemblies) are taken into account by pressure drop coefficients [3] and
porosity defined by the following :

- axial porosity is equal to the ratio of the sum of the hexagonal areas on the considered
ring divided by the area of this ring,

- radial porosity, attributed to each ring is equal to the inter-wrapper gap divided by the
center to center hexagonal sub-assemblies.

; The model uses the TRIO-VF laminar equations (no turbulence model).
| The sub-assemblies are grouped according to " families" (fuels, breeders, neutronic protection,

internal storage) integrated in radial zones. Only the fuel sub-assembly zone is coupled with the
;

intemal temperature field estimated by CADET (thermal boundary conditions), The other sub-
assemblies are adiabatic (if they have inner flow or if this is not the case, they are power sources
in the core) and their wrapper tube temperatures are not calculated. The inter-wrapper leakage
flow at the bottom of the sub-assemblies and the over-pressure due to the Above Core Structure

; (ACS) are the hydraulic boundary conditions.

4

c) the TRANSCOEUR-2 lierative scheme,

TRANSCOEUR-2 calculates the wrapper tube temperatures when the thermal convergence
between TRIO-VF and CADET is reached (the first TRIO-VF calculation is performed from an
adiabatic reference sub-assembly CADET calculation). The TRANSCOEUR-2 iterative loop is,

; given in fig. 5.

!
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Evcluation of wrapper tube temperatures

(TRANSCOEUR-2 )
TRIO-VF data file

~with boundary conditions of a reference sub aseerr#y

neutronic hydrauisc | Trio-VF |

@RANSCOEUR-2 )

- CADET data rile
"one third core" i

TRANSCOEUR-2
I iter. tion

(TRANSCOEUR-2 )
- TRI,0, VF

| TRIO-VF | -

(TRANSCOEUR-2 )
I

(t.rnoeret$ )
*'# '

fig. 5. TRANSCOEUR-2 iterative loop

4. APPLICATION OF TRANSCOEUR-2 ON EFR

4.1 EFR core and sub-assembly data.

The study is carried out with data relative to the power operation of the EFR CD6/91 reactor. The
thermal power is 3600 MW, the inlet sodium temperature in the diagrid is 395'C, the mean core

5outlet temperature is 545'C, the core pressure drop is 5x10 Pa, the total core flowrate (with
bottom leakage flow of 200 kg/s) is 18700 kg/s. The core is meshed by 22 radial meshes (core
radius = 3.97 m) and 29 axial meshes (core height = 4.32 m).

There are 444 fuel sub-assemblies in the core, each of which has 331 pins (diameter =8.2x10-3m)

disposed on a triangular pitch (9.44x10-3 m). Tube thickness is 4.4x10-3 m and the inter sub-
assembly gap is 5.0x10-3 m. Due to symmetry conditions (see 63.3),132 fuel sub-assemblies are
calculated by CADET. The height CADET computation ranges between the bottom of the lower i

axial blanket (core level =1.54 m) and the top of the upper axial blanket (core level =2.95 m).

4.2 EFR wrapper tube temperatures.

a) Inter-wrapper now thermal-hydraulic fields
The velocity field (fig. 6) shows the weak influence of the leakage flow. The inter-wrapper
flowrate (5% of the core flow) due to the over-pressure profile (see fig.1) takes up pratically all
the core volume and exits by the upper right part of the core. |
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g. 6 The inter-wrapper flow velocity field
|

The temperature field (fig. 7) allows visualization of the radial thermal influence zones of the
EFR core: the hotter part is the fissile zone (528"C<T<563*C) including a part of the breeder [
zone (non-coupling with the inter-wrapper flow). A second zone includes breeder and steel sub- [
assemblies where the radial thermal gradient is very high (~ 135'C/m). The third zone (neutronic {

eprotection) has non negligible radial thermal gradient (~f1*C/m). The other regions (internal
storage ...) are cold. Comparison of this temperature field with one having thermal coupling
shows that the influence of the descending flowrate (on the wrapper tube temperatures) is sensitive ,

up to the middle of the lower expansion volume. I
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fig. 7 The inter-wrapper flow temperature field f
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| Evcluation of wrapper tube temperatures

:

b) wrapper tube temperatures.p
Two iterations in TRANSCOEUR-2 (see fig. 5) were necessary for the convergence. The thermal
coupling due to the inter-wrapper flow represents 1.3% of nominal power and substantially

; modifies the inter-wrapper thermal-hydraulic flow pattern (variation of the axial and radial
velocities up to 25%, modification of the thermal gradient) and the inter-wrapper flow inlet
temperature due to the ACS (see fig.1).

Three representive sub-assemblies are analysed: The first (named 31/30) in core 1 is located on
the second ring mesh (it is the first sub-assembly coupled with the inter-wrapper flow). The

i second (named 31/21) is in core 2 (eighth ring mesh) and the third (named 41/18) is in core 3
(eleventh ring mesh, last coupled sub-assembly).i

''

Wrapper tube heating depends on its position in the core. The temperature difference between the
bottom of the lower axial blanket to the top of the upper axial blanket is 115*C for sub-assembly
31/30 (located in the center of the core) and 95*C for sub-assembly 41/18 at core periphery. The
axial temperature variation along the wrapper tubes is related to their locations. The wrapper tube
median fiber (located at half thickness of the wrapper tube) temperature is plotted in fig. 8.

,

,

n

c 31/30;

520 -

p ,,,, 1/21

500 , , . ' ' ~41/18

, , -,
,/ -- |

/~' -

4eo ,
,,-

/
'# . '' '',

} ~',/ -

-

' ~ -

420
''' -'

Level (m)-

400 ,~ .t F :-+-->,

0 0,2016 0,4032 0,8046 0,8064 1.006 1.2096 1,411

0 = tuntom of the lower exial blanket top of the upper exial blanket = 1411

fig. 7 Median fiber temperature

The temperature profile and the thermal gradient (also dependent on the radial position) are a
function of the thermal-hydraulic conditions in the inter-wrapper flow and in the six bordering
sub-assemblies. Calculations show a variation of temperature ATmax between the six wrapper
tube sides, greater for sub-assembly 41/18 (ATmaxa 8 C) than for sub-assembly 31/21 (ATmax
= 2.5*C) and sub-assembly 31/30 (ATmaxa 1.5*C). Sub-assembly 41/18 is surrounded with
fuel and breeder sub-assemblies whereas 31/30 and 31/21 have a border more homogeneous.

AT is the temperature difference between the hotter side and the coldest side of the medianmax
fiber wrapper tube at the top of the upper axial blanket.
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5. CONCLUSION

,

The application of TRANSCOEUR-2 to EFR CD 6/91 demonstrates the importance of the inter-
'

wrapper flow on temperatures and thermal gradients of the wrapper tubes. TRANSCOEUR-2
shows that the temperatures are high for the central sub-assemblies of the core and the thermal
gradients are great in the core periphery. These results will be used for the study of mechanical
behavior of EFR. Parametric studies on (pressure drop, heat transfer coefficients, over-pressure
profile, leakage flow of the sphere cone bearing ...) are now being developed with the aim of
participating in the TRANSCOEUR-2 validation. Further work is planned to extend the field of
application on all the hexagonal wrapper tubes of the core. Complete TRANSCOEUR-2 thermal-
hydraulic validation will be carried out HIPPO experiments [4] (non-isothermal water experiments
on inter-wrapper flow on a 1/8 scale reactor model). The next step will be to federate the thermal-
hydraulic core design calculations of the core flow distribution, of the maximum clad temperature

(with or without uncertainties) in TRANSCOEUR-2.
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NOTATION

6,(Z) sub-channelj temperature at the level Z (*C)

W, dissipated power in subchannelj (w)

B; thermal coupling coefficient (w/*C)

Cp sodium heat capacity (J/kg.*C)

h helical space wire pitch (m)

y, subchannel j flowrate (kg/s)

y, deflected sodium flow from j to adjacent subchannel a (kg/ms)

S; . S, section flow of subchannelj or sub-channel a

6 mean temperature at the level Z ('C)
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Kalpakkam 603102 INDIA |
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ABSTRACT -]
!
1

Post shutdown decay heat removal is an important safety
requirement in any nuclear system. In order to improve the

reliability of this function, Liquid metal (sodium) cooled fast
breeder reactors (LMFBR) are equipped with redundant hot pool
dipped immersion coolers connected to natural draught air cooled
heat exchangers through intermediate sodium circuits. During decay
heat removal, flow through the core, immersion cooler primary side
and in the intermediate sodium circuits are also through natural
convection. In order to establish the viability and validate
computer codes used in making predictions, a 1:20 scale

experimental model called RAMONA with water as coolant has been
built and experimental simulation of decay heat removal situation
has been performed at KfK Karlsruhe. Results of two such

experiments have been compiled and published as benchmarks. This
paper brings out the results of the numerical simulation of one of
the benchmark case through a 1D/2D coupled code system, DHDYN-
1D/THYC-2D and the salient features of the comparisons. Brief

description of the formulations of the codes are also included. ,

1. INTRODUCTION

Post shutdown decay heat removal (DHR) should be assured with
very high reliability in any nuclear reactor system. In liquid
metal (sodium) cooled fast breeder reactors (LMFBR) this is

achieved by the provisions of redundant safety grade DHR systems
(SGDHRS) df.rectly removing heat from the hot pool through Immersion
Coolers (IC) which are in turn connected to natural draught Air-
cooled Heat Exchanger (AHX) via intermediate sodium circuits.
Prototype Fast Breeder Reactor (PFBR) is a 500 MWe commercial sized
fast reactor being designed in India. This is a pool type reactor
and four redundant SGDHR circuits as discussed above have been
provided. Preliminary sizing calculations and one dimensional )
lumped parameter transient analysis (using DHDYN-1D Code) of long ]duration total power supply failure situations have been analysed
and the results are reported elsewhere (1).

In support of the European Fast Reactor (EFR) program, which
envisages to use the SGDHRS option, a 1:20 scale experimental model ,

using water as simulant fluid called RAMONA (Reactor Model for i

Natural Convection Studies) has been built in Germany. The purpose |

of this facility is to investigate the detailed invessel

i

!
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thermohydraulics and the results are used to verify one and multi-
dimensional thermohydraulics codes [2]. Two benchmark experiments
involving simulation of simultaneous primary pumps and reactor trip
from an initial steady state corresponding to 40 % power and flow
conditions have been performed. The detailed description of the
tests and the results have been documented and supplied to validate
several code systems being used to theoretically evaluate the
SGDHRS [3,4). Several code systems, like LEDHER [2), coupled DYANA-
1D/ATTICA-2D [5), finite element based ASTEC [6), the 3D finite
difference codes COMMIX-2(V) [7] and FLUTAN [8] etc. have been
utilised to predict the RAMONA experiments and have been reported
to be reasonably validated.

.

In order to analyse and evaluate thermal loadings on the
structures of PFBR, in-house developed codes DHDYN-1D and THYC- 2D
[9] are' being _ used. In order to validate these codes, the RAMONA
benchmark experiment case-1 [3] was analysed through a combination
of these two codes. Earlier the DHDYN-1D code, which is a lumped
parameter transient analysis code, alone was used to simulate the ,

benchmark experiments and the results were given in an earlier |

paper [10). This gave a reasonably good prediction of the evolution |
'

of the core flow. But the magnitude of the axial thermal !
'

stratification in the hot pool predicted was three times greater
than that observed in the experiments. This was attributed to the
use of the simplified hot and cold pool thermal models. Hence it
was felt that better and more realistic predictions of pool
temperature can be obtained by interfacing the 2D thermohydraulic
code THYC-2D modelling the hot and cold pools, with the DHDYN-lD
code modelling the other portions of the circuit like core,

Intermediate Heat Exchanger (IHX), DHX and primary circuit
hydraulics. This paper presents the brief descriptions of the
modelling principles utilised in the DHDYN-1D and THYC-2D codes,
methedology of interfacing these two codes, input from the
experiments and the results of the analysis. Along with the
comparison with the actual experimental results, the performance of
the codes vis-a-vis some of the other code systems stated above is
also brought out.

2. DHDYN-1D CODE

This is a one dimensional (1D) lumped parameter system analysis
code modelling the thermal portions of the core, IHX and DHX, the
hydraulics in the core - IHX primary side - primary pump - inlet
plenum and the hydraulics in the DHX primary side. In the core
thermal model the active heated length of each radial region
(comprising some convenient number of subassemblies for actual
reactor applications or a annular heated channel associated with
half of the adjacent heater rings in the RAMONA model) is divided
into some convenient number of axial nodes. Energy balance over
each of the resulting discrete volumes give the set of equations
describing the core. In order to realise faster computations, axial
heat conduction in the heater ring (fuel pin for actual reactor)
and inter channel heat transfer effects are neglected. Then the
following governing equations result for each discrete volume of
the heater ring coolant channel.

I
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C'dT = Q,c (T, - T,) + (W )3, _,(T , - 7)
-

dl p 3

i

7 _ Tg + To-

2

Cs, dT" =(W )hr -c(T - Ts,) + q s,g,

For IHX and IC thermal models, the heat ' transfer length is
divided into some convenient number of volumes on the primary and-
secondary sides. Application' of energy balance over each set of 1

volumes of primary and secondary side results in the governing {
equations. For defining the primary to secondary side heat ,

transfer, average temperature of each volume obtained as a weighted |

mean of the respective volumes inlet and outlet temperatures are
used. The weighting factors are obtained from the assumption that a .

log-mean temperature difference. (LMTD) approach can be taken for '

each set of volumes. The use of such weighting factors helps to
retain the linear nature of the governing equations, which in turn
simplifies the finite differencing of the governing equations. The
derivation of the expression for these weighting factors is given

Further simplifying assumption like (i)elsewhere
(11). . tubes and shells material thermal _ capacitiesdistribution of

equally between the primary and secondary fluids (so that no
explicit equations for the material temperatures are needed) and
(ii) negligible axial heat conduction are also made. The following
governing equations are obtained for each set of the discrete >

volumes. ;

dT |

- T ,,) + (UA )sx(T,e - Tpr) |
F

C , g ' = Qp,c (T pp p pn
1

|
.

dT','' = Q,e p(7;e, - Te,) + (UA )s,(Tp, - Tse) !C,e c sg

Tpr = FTpn + (1 - F)T ,,p

_T,e = FT,e, + (l - F)T , ;se

1

F=1 - ( y - 1)y e

1 1

y = (UA)sx{(Qc )p, (Qc ),, }
~

p p

The hydraulic model which estimates the transient evolutions of
IHX and DHX primary side flows are obtained from thethe-core -
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intcgral momantum bolence equation over the required segment of
flow end.it is of the form

i dQ = li - Po + AP s - {gr(p6Z) + AP }
g, p f

i

AP = KQ(G)f

Z(p62) is obtained as the path integration of the fluid density

e along the nominal flow direction. AP,s , the pump developed head
is _obtained from the , homologous characteristics of the pump as a
function,of the pump speed and flow, wherever present. Transient
evolutions of free levels (in.the hot pool and cold pool / pump stand
pipe) is obtained through the equation of the form:

dZ
pS , = Qi - Qog

3. THYC-2D CODE

THYC-2D is.a'two dimensional thermal hydraulic computer code-to
analyse the steady state and transient incompressible f1: lid flow
with_ heat transport in specified regions in any system. It solves
-the Navier-Stokes equations using the finite volume method (12).
The generalised Navier-Stokes equation is given by

a
,, (pv p e) + V *Wsp u @) = V *Ws eve) + 0v er s

where,A is the divergence operator, Feis the diffusion
~

coefficient, is the velocity field, Seis the source term, his the
volumetric porosity, ,is the surface permeability and @ takes the
following values each of which gives rise to a particular
conservation equation as follows:

$=1 gives the continuity equation

@ = U gives the x direction momentum equation

@=v gives the y (or r in cylindrical coordinate system)
direction momentum equation and

@ = h = c T gives the energy balance equationp

Turbulence has been modelled using the constant turbulent
viscosity and conductivity model as given below:

Tu ,T = peg = pia,,, + pru,v

where #tur is the turbtilent viscosity, which in turn is
obtained as
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p, = 0.00028pu_ l

-with I being a charecteristic dimension for the geometry |
under consideration. In this analysis I is' chosen to be
the distance between the upper core structure' (UCS)and the
main vessel. u, is the velocity of fluid in the region
between the UCS and core.

C''''''
Tn = kg = k + N urt

The turbulent Prandtl number, Prtur is taken as 0.8

The flow is considered . incompressible with the Boussinessq |

approximation used to evaluate buoyancy forces. An upwind scheme is j

used for all advection terms, which takes into account of the j

velocity directions through . control surfaces. The flow equations '

are solved using the SIMPLE algorithm (12]. The internal structures |
inside the regions of analysis is represented through porous medium
formulation and with permeable surfaces wherever necessary.

-

Specific to the RAMONA analysis, a grid matrix of 35x4C is
!selected. The layout of the grid is done such that temperatures

evaluated in the calculation domain coincides with the measurement ,

locations as described in the benchmark (3). The redan structure
separating the hot and cold pools is' specified with appropriate
material properties to allow heat conduction across it.

,

4. RAMONA BENCHMARK CASE-1 EXPERIMENT
'

'

The schematic of the RAMONA facility is shown in Figure 1. The
experiment performed was simultaneous tripping of all the primary >

and secondary pumps along with core power reductions from 30 kW to
1 kW (simulating reactor scram). The immersion coolers (or the.DHX)
start the DHR operations at 240 s after scram. Figure 2 shows the
power, primary and secondary flows evolutions and Figure 3 shows
the operating conditions of the DHX secondary side total flow rate
and inlet temperature evolution. These data are used as input ,

conditions to the DHDYN-lD/THYC-2D code system to be described in
the following paragraphs.

5. DHDYN-1D/THYC-2D CODE SYSTEM INTERFACE

This interface is achieved by supplying the boundary conditions
required for each of the code from the results of the other code's
solutions as shown in Figure 4. The core channels outlet

temperatures, IC primary side outlet temperature, IHX primary side j

outlet temperature, core channel - IHX flow rate and IC primary ,

'

side flow- rate are obtained through DHDYN-lD portion. The
temperature field calculated by the THYC-2D portions gives the IHX
and IC inlet temperatures and the core channel inlet temperatures.
The buoyancy forces required for the hydraulic calculations are
obtained using the densities evaluated at different locations of
the hot . and cold pool by the THYC-2D code and the densities
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evaluated inside the core channels and heat exchangers by the
DHDYN-1D code. The pump' inlet in the cold pool and the IHX and IC
inlets are' represented as mass sink in the appropriate locations in
the THYC-2D representation of'the hot and cold pools. The mixed
mean temperature at the pump inlet location form the inlet
condition.for the inlet plenum. The core' channel inlet temperature
is available from the temperature field of-the inlet plenum.

For the. initial steady state calculations, the final
temperature field has been obtained by repeated iterations through
THYC-2D and DHDYN-lD codes. For the transient calculations the
procedure shown in Figure 4 is followed, where iterative
calculations-is done only in the THYC-2D portion of the code.

6. RESULTS AND DISCUSSIONS

The 2D flow field and temperature contours obtained during the
0 s) and for times 140 s, 500 s, jinitial steady state (ISS) (t =

4000 s, 9000 s and 14400 s are shown in Figures 5 and 6. The times i

140 s'and 500 s corresponds to short time after primary pump stop
and complete establishment of natural convection (NC) flow in the
-IC primary side respectively.

3

. The ISS is characterised with uniform temperatures throughout
the hot and cold pool because of forced convection. The flow fieldj

: shows a strongly recirculating region midway between the IHX and )
above core structure (ACS) and a relatively stagnant cavity between ;

'

i the core and redan. Around the time when the pumps stop, a strong
i recirculation is present in the cavity. After the establishment of
i NC flow in the IC, it can be seen that the upper redan surface is

washed by cold flow from IC, mixing of the core flow and IC flow 1
'

i occurs midway between the core and ACS and close to core

: centreline, and flow enters the ACS through the openings in the
lower. cylindrical portion. The gradual stratification especially in

,

the hot pool, is seen clearly in the temperature contours. ;
.

}
i The core flow rate evolutions as obtained in the experiment,
i and through the codes DHDYN-lD/THYC-2D, DYANA/ATTICA [5] and -- ASTEC
j [6] are shown in Figure 7. The experimentally measured core flow ,

| goes down to zero immediately after the pump stop, recover to 29

|
g/s at-300 s, goes'down ~ again to 6 g/s at 30 min and gradually
recovers' to 30.5 g/s at 4 h. Present simulation shows a lowest;

value of 10 g/s immediately after pump stop, recover to 23 g/s at
about 275 s, goes down again to 19 g/s at 18 min and recovers to 35
g/s at the end of 4 h. Estimations made by the ASTEC and-

i DYANA/ATTICA codes for the- duration upto 500 s show similar *

comparison like that obtained in the present simulation.
,

;

The velocity profile measurements made in the region between
.

the upper edge of the core and outer-lower edge of the ACS and its ;
,

: comparison with the calculations is shown in Figure 8 for ISS (30 ;

kW) and final steady state (1 kW) in natural convection. From this
*

it can be seen that THYC-2D predictions of the velocity profiles
1 matches well with the experiments, indicating the 2D nature of the
i flow field in that location. Comparison under natural convection
] condition is found to be better than that under forced flow !

conditions.This could be due to the fact that the turbulence in the !,

~

hot plenum is not -well represented by the constant turbulent
.
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; viscosity model under forced flow. conditions. From reference [7] it'

appears that in the COMMIX-2(V) analysis only around 600 grids has
been selected in the r-z direction compared to 1610 grids in ther

present calculations. This probably could explain the higher
,

deviation of. COMMIX-2(V) velocity predictions from the experiments
; as seen in figure 8.

The evolution of'the mean core inlet and outlet temperatures in
the experiment and the predictions are shown in Figure.9. The mean;

[ core outlet measured during the ISS is 41.5 deg C whereas in: the
estimations it:is 44 deg C. This was so in the predictions made by

,

FLUTAN code also [8). This could be explained from the fact that'

the measured temperatures are in the centre of the core channels,_

whereas the calculated 1temperat,;e is an average of the individual"

channel mean temperatures. During the' transient evolution the4

minimum core oultet temperature reached is 39 deg C (at 100 s) in
the experiment whereas it is 41 deg C (at 130 s) in the prediction. .|,

1
The core inlet _ temperature reaches a peak'of 39 deg C (at 1 h7 ;

; min)- in the ' experiment and it _ is 41 deg . C (at 54 min) in the :

predictions. At the end of 4 h, the inlet temperature reaches 37 |'

j deg C in-the experiment whereas it cools down to 35 deg C in the-,

calculations. The core oultet reaches a peak of 45.5 deg C at.about
37 min whereas in the calculations it reaches 50.3 deg C,at 30 mir. :

;
a faster rate of change |~In general, the DHDYN-1D/THYC-2D predicts

of tempeature than that observed in the experiment both while being !

heated and cooled.This is due to the higher value of the predicted i>

j core flow. The faster rate of increase of the core outlet !

temperature has also been observed in the COMMIX-2(V) predictionc !

[7) . This is perhaps due to the neglect of axial conduction in the,

| thermal model of the heater rings. (

} Several thermocouple trees are provided in the RAMONA facility
to measure the temperature field.in the hot and cold plenum [3). ,

Temperature measurements by a thermocouple tree located midway ;
'between the ACS and the pump standpipe, covering the top to the

bottom of the hot pool including the cavity and designated as HT2-1
and measurements by another thermocouple tree, located between the
IC and the main vessel, covering the length of the IC and j

designated as HT8-2 along with the code predictions at the same.

locations are shown in Figure 10. From the measurements in HT2-1 it
can be seen that the DHDYN-1D/THYC-2D _ code predicts higher

magnitude of thermal stratification in the upper part of the hot
pool (335 mm to 580 mm elevation) and larger mixing in the lower i

part of the hot pool (130 mm to 335 mm elevation) during the first
one hour of the transient. In the actual experiment this

stratification pattern is more uniform. Further it is seen that the .

cooling of.the top layer of the hot pool starts much earlier in the [

actual experiments. The rate of cooling is larger in the |

calculation than that observed. Similar variations can also be seen
'

to be present in the predictions nade by COMMIX-2(V) code [7] in ;

which results were reported for a duration of 1 h. From the ;

measurements in HT8-2 also it can be seen that the present ;

calculation predicts higher magnitude of thermal stratification in ;

the upper part of the hot pool. The predictions of the temperature [

measured in the axial locations of 335 mm and 310 mm, which are j

closest to the IC primary outlet, show a large deviation. COMMIX- |

2(V) being a 3D code, its predictions are much better as seen in ;

the Figure 10. This shows that for proper prediction of thermal
,
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stratification in the lower part of the pool 3D modelling is
essential

Hot pool axial direction temperature profile at various times
in the course of the transient for another thermocouple tree HT2-3 '

and the code predictions are shown in Figure 11. From this'also it
can be seen that the magnitude of thermal stratification in the
upper part of the hot pool is predicted to be larger than that ]
observed in the experiment. During the ISS the THYC-2D predicts i

uniform temperatures throughout the hot pool and it is mainly due
to the constant turbulent viscosity and conductivity model used in
the cavity region also. The variation of the lower part of the hot'
pool is seen to be better predicted by the THYC-2D. At the end of
15000 s (4 ' h 10 min) the lower part of the hot pool is 33.5 deg C
whereas it is predicted as 32.5 deg C. Strong thermal
stratification is found to occur in the zone between 260 mm to 340
mm whereas this is predicted to occur between 300 mm to 390 mm.

7. SIDE 4ARY AND CONCLUSIONS

The DHDYN-lD/THYC-2D code system was used to simulate the
RAMONA benchmark experiment and the predicted results were compared
with the reported measurements.

The core flow rate evolution during the transient was well
predicted except for the second minimum around half an hour from
the start of the transient. Such was the case even in other
predictions using even 3D codes for the hot and cold pool
simulation. Similar results were obtained in the earlier one
dimensional analysis.

The predicted values of the velocity distribution in the region
between the upper edge of the core and lower edge of the ACS,
during the initial steady state and final steady state conditions
compared very well with the measurements.

As regards the various pool temperature predictions, the trend
vas well predicted in most of the. regions. Major deviation results
only in the region closest to the IC outlet in the hot pool,

,

because of the large 3D effects. As regards the magnitude of;
'

thermal stratification in the hot pool, predictions show it around
| 2.5 deg.C whereas it is around 3.5 deg.C in the actual

j measurements.
i

In conclusion, utilisation of the combined DHDYN-1D/THYC-2D
code - system for this problem gave more satisfactory results than
using only the DHDYN-1D code. Hence it is recommended to utilise

,

such combined code systems for further design work. Further work on'

DHDYN/THYC-3D to bring in 3D effects is being taken up,

t
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NOMENCIATURE
i

C Thermal Capacity,'J/ dog'C ]c- Specific heat, J/kg/dag C ip

'F Weighting factor for average temperature calculations in |
each discrete volume of the heat exchanger thermal model 1

g Acceleratoin. due to gravity, m/s - j2

3I Fluid inertia, ni
K Friction' pressure drop coeffcient
k Thermal conductivity, W/m/deg C

2P Pressure, N/m
-Q Flow rate, kg/s
q Heater ring power, W
S Cross-sectional area, m'
T Temperature, deg C
t time, s,

i (UA) Overal heat transmittance rate, W/deg C
Z elevation, m

| p Viscosity, kg/m/s -

! p density, kg/m'
;

|
'

Subscripts

,

e coolant
f friction
hr heater ring

| hx heat exchanger
,

! 1 inlet
; o' outlet

,

I pd pump developed
pr primary fluid '

se secondary fluid
lam laminar
eff effective

i

i

b

*

V

.

r

b

'

t

!
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CONJUGATE HEAT TRANSFER ANALYSIS OF MULTIPLE ENCLOSURES IN
PROTOTYPE FAST EREEDER REACTOR

K.Velusamy, V.Balasubramanian, G.Vaidyanathan and S.C.Chetal

Nuclear Systems Division
Indira Gandhi Centre for Atomic Research

Kalpakkam - 603102, INDIA

ABSTRACT

Prototype Fast Breeder Reactor (PFBR) is a 500 MWe sodium
cooled reactor under design. The main vessel of the reactor
serves as the primary boundary. It is surrounded by a safety
vessel which in turn is surrounded by biological shield. The
gaps between them are filled with nitrogen. Knowledge of

temperature distribution prevailing under various operating
conditions is essential for the assessment of structural
integrity. Due to the presence of cover gas over sodium free
level within the main vessel, there are sharp gradients in
temperatures. Also cover gas height reduces during station
blackout conditions due to sodium level rise in main vessel
caused by temperature rise. This paper describes the model
used to analyse the natural convection in nitrogen, conduction
in structures and radiation interaction among them. Results
obtained from parametric studies for PFBR are also presented.

1.0 INTRODUCTION

PFBR is a pool type sodium cooled fast reactor under
design. The reactor arsembly is schematically shown in Fig 1.
Primary sodium at 380 deg C is pumped into the core and it
comes out into-the hot pool at a mixed mean temperature of 530
deg C. From the hot pool, sodium enters the shell side of the
intermediate heat exchanger (IHX), where it transfers heat to
secondary sodium flowing inside the tubes. The secondary
sodium in turn transfers heat to water in once through steam
generators (SG), to produce steam for running a turbine
generator. The primary sodium exits from the IHX at 380 deg C
to the cold pool, before being pumped back. The hot and cold
pools are separated by the inner vessel. The main vessel (MV)
serves as the primary boundary. In the extremely unlikely
event of MV failure, sodium is contained by the safety vessel
(SV), which is concentric to the MV. The biological shield
(BS) is lined with carbon steel liner on the inner surface
facing the SV and is cooled by air. The MV is supported by a
conical shell on the reactor vault concrete. The junction
between the MV and roof slab is a region of large temperature
gradient. The gradient is the highest during station blackout,
when the sodium temperature in the pool can go as high as 600
deg C. The increased heat flux to the roof slab will raise the
temperature of- the conical support shell. The temperature
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_ gradients lead to: thermal loading of the above structures and
are required to assess the structural integrity.

The MV, the SV and the liner form two vertical
cylindrical annuli. The annuli are filled with nitrogen. With

~

high temperature of sodium during station blackout (~600 deg
C), radiative heat exchange among. the structures is quite
considerable..The radial temperature-drop across the thickness
of MV and SV is quite small compared to that in the axial
direction and hence the heat transfer in the structures is one
dimensional. Within the argon cover gas and nitrogen, natural
convection takes place. A schematic of the enclosures is shown
in Fig 2. To analyse the interaction of radiation, convection
and conduction amongst the structures forming multiple
enclosures, a detailed model has been developed and translated
into a computer code "SHELL". This code has been linked to a
2-Dimensional thermal hydraulic code THYC-2D[1]. THYC-2D
estimates flow and temperature distributions in nitrogen
taking- the surface temperature of structures estimated by
SHELL. It uses Boussinesq approximation to assume the fluid as
incompressible and to account for the buoyancy force in the
height-wise momentum equation. The code SHELL estimates the
radiosity values for various enclosures as well as temperature
distribution in the structures taking into account the fluid
temperature calculated by THYC-2D. The two codes are used
iteratively.

This paper presents an outline of the mathematical model
and the results of a 2-Dimensional analysis of flow and
temperature in nitrogen and structures during station blackout
condition.

2.0 MATHEMATICAL MODEL,

i-

2.1 Energy Equation for Structures,

The annuli have a small width compared to the diameter-

and hence the curvature effects are neglected and the analysisi

is carried out in Cartesian co-ordinates. The surfaces of the
4

: structures are gray and diffuse. The energy balance over an
elemental length Ar around a point P in a structure, shown in
Fig 3, is

,

P)# + # H & + c N #-I I#+ Yf 2- D + Yf1 13 22P, ,

= c o7f & + c 0)
3 2 P

!
' where H is the radiant heat flux or irradiation falling on the

surface. The subscripts 1 and 2 refer to the two faces of the
element which are exposed to different ambient conditions. ;4

Also the emissivities of the faces ci and E2 could be
i ~ different. The above equation can be put in finite difference

form as
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y y+(h T3 j3+h T2 f 2 ) ^' - l'1("7$ -# ) + '2 ("7N - # )] Arr (2)r 7g g+aap p =a 1 2

!where,

Kt 'Kt ;

a, = & a = ay + a, +(h + h ) Aray = gy r i 2,

-The radiant heat flux H is related to the radiosity B through
the telation[2], !

4B = ccr T + yH (3)

where, 71s the reflectivity. Out of the radiant heat flux H !

which is falling on the surface, yH is reflected back by the
surface and aH -is absorbed. Since the surfaces are opaque and

gray

yH = (1- c)H (4)

From egns. (3) and (4), egn.(2) reduces to

ap 7), = ay 7, + a, T, + (h 7}, + h T ) Ar- [ , _#'g ( a7|-B )+ 3_(oT/-B )] Ar (5)i 2 p 3 2

The RHS of the above equation contains non-linear source term,
This has to be linearised to promote convergence as explained
by Patankar[3). Discretisation equations - similar to egn.(5)
are derived for all the nodes.

2.2 Evaluation of Radiosities

The radiosity depends on the temperature of the
individual surface element, the shape factors of the elemental
surface area with respect to all the other elements and the
emissivities of the surfaces. Let there be N elemental surface
areas which constitute an enclosure. The radiosity of the
'i'th elemental surface at a temperature T, with emissivity c,

is,

B, = c, a7," +(l- c, ) H, (6)

The radiant energy falling on the 'i'th surface is the ,

algebraic sum of individual radiosities, multiplied by
appropriate shape factors. Therefore we have,

,

N

As H , = } B, A > F., (7)i

F_, is the shape factor from element 'j' to elementwhere, j

'i'. By-reciprocal ~ relation,

,
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A F., = A, F,., . (8)i

Substituting egns. (7) and (8).in egn.(6),

B, = c, aT| + (1- e, )fB, F,'., (9)

This can be rearranged'as

I B [ 6,, -{l- 8,)F'-/ ] = oT,' (10a)
u

j
/*! Eg.

where, Kronecker delta 8jj is 1 if i=j and is zero otherwise.
Equation (10a) can be written in matrix form as,

{ oT' } (10b)[A]{B} =

Equation set similar to (10b) are derived for each enclosure
viz. MV-SV annulus, SV-liner annulus and sodium free level-
roof slab enclosure. . In agn. (10b) , the coefficient matrix [A]

- is only-a function of surface emissivity and shape factors.
Hence once [A] is calculated, its inverse [ A ]-' can be
calculated and kept stored once for all. Then for any set of
surface temperature (T} the radiosity can be simply calculated
as

,

s

| (B} = [ A ]-' { aT* } (10c)
,

2.3 Evaluation of Shape Factors

From first principles, the shape factor from surface 'i',
i arbitrarily oriented to surface 'j' (see, Fig 4) is given by.,

(Cosp, Cosp, dA, dA,y =

. ,.,

Aj AI L -

Application of Stoke's theorem to convert the surface i
integrals into contour integrals, as detailed by Sparrow and |

i Cess (2], leads to

1 -

)[In(r)dx,dx + In(r)dy,dyj + In(r)dz,dz,) (12)
'

F,.j = 2 4 ) j

,

4 Y %

Cj Cl

where, x, y and z are respectively horizontal, vertical and
depth-wise directions. Analytical expressions for shape
factors are available only for elements sharing a common edge
and elements facing each other[2] . For other cases they have
to be numerically evaluated. In the present 2-D analysis, the
depth-wise direction is, theoretically, of infinite length.
However, for the numerical evaluation of the shape factors, it

|
!
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is taken .sufficiently long, but finite, compared to the
lateral dimensions. As a cross-check, the total sum of the
shape factors (IF,_j ) from any element 'i', to all the

J
surrounding elements 'j' was evaluated and found to be very
close to unity. Typically about 200 steps in the z-direction
was needed when the elements concerned do not share a common
edge and about 1000 steps was needed when they share a common
edge.

2.4 Governing Equatione for Fluid Flow

The conservation equations of mass, momentum and energy
for a laminar, viscous, incompressible and Newtonian flow ( of
nitrogen )in 2-Dimensional Cartesian co-ordinates are:

Mass:

O O (pv) 0 (13)g(pu) g+ =

Momentum:

'
BP a au a( au ) (14)a (puv)a 2 y + g( y)p(pu ) ++ =

a( av)a(pv) _ BP a( De)B 2g(puv) = + ++ g
+ PK8( I - T,) (15)f

.

Energy:;

g,(K BT{ } (16)5(pC,u T,) g(pC,v T,) 3(K BT, )a a a a
+ = + g,g, ,

In egns . (13) - (16) , Boussinesq approximation is invoked to

i treat the fluid as incompressible and to account for the

buoyancy force in the height-wise momentum egn. (15) . The
density p is evaluated at the reference temperature T, . Inf

egns. (14) and (15), the non- gravitational pressure P p +=
,

|
pgy, where p is the thermodynamic pressure.

3.0 COMPUTER CODES

3.1 SHELL
.

'

The formulations given in sec. 2.1-2.3 have been
converted into a computer program SHELL. The program consists

,

of two parts.

| The first part calculates the emissivity-shape factor

j matrix [A] for each enclosure and its inverse [ A ]-' . The

| enclosing surfaces are broken into a predetermined number of
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elemental surfaces. For example, the annulus between MV and SV
is broken into 76 elemental surfaces, with 26 each on MV'and
SV and:12 each:on Baffle-? and. annulus bottom. This part need
to. be executed only onct as the coefficients of [A] are
constants.

..'The second part determines the temperature distribution in
'

the shells / structures forming the enclosures. It first

calculates tentative radiosity values (B),for various ,

enclosures, using the appropriate [ A]d and the assumed initial ,

temperature distribution in the structures. Once the tentative
values of (B} are.known, the discretisation equation set (5), !

for..each structure ( such as MV, SV, liner etc., see Fig 2 ) !

is formed. These equation sets are solved by Thomas algorithm ;

[3]. Since ' eqn. (5) , is non-linear, iteration is necessary. |
This inner iteration is repeated till the absolute sum of the

-

residues in the discretisation equations is less than 10-3 i

for each structure. With these fresh temperatures of the I

structures, fresh radiosity values 'are evaluated. For these f

fresh radiosity values, again the structural temperatures are t

calculated- This outer iteration is continued till the

normalised change in the structural temperature is less than i
.

I
10-5 ;.

3.2 THYC-2D
r

THYC-2D solves egns .~ (13) - (16) , to find out the flow and >

temperature distributions in nitrogen, by the control volume i

based discretisation method (3). It uses a staggered grid

arrangement, wherein the velocity components are stored at the
*

faces of the control volumes while the pressure and ;

temperature are stored at-the centre of the control volumes. ;

To resolve the Pressure-Velocity coupling it employs the ;
,

SIMPLE algorithm [3). It uses the Upwind scheme for combining
the convective and diffusive fluxes, during the process of |
deriving the discretisation equations. The discretisation |

equations are solved by Thomas algorithm, employing 2-

directional sweep [3]. Convergence is declared once the

normalised absolute sum' of the residues in the discretisation t

equations reduces below 10-5 |

3.3 Boundary Conditions and Coupling of THYC-2D and SHELL

For the calculation of temperature distribution in the
structures, SHELL uses the fluid temperatures, Tr , estimated by
THYC-2D. For the specification of boundary condition on the
liner, which is surrounded by the biological shield concrete
and the shield cooling air coil, a 1-Dimensional radiation-
conduction model ( which considers the heat transfer in the
concrete as purely radial ) is used. similar 1-D models are
adopted for the specification of boundary conditions in the
radial gap between roof slab and MV and in the axial gap
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between baffle-2 and roof slab bottom. The temperature
distribution in the sodium pool during DHR condition is taken
f rom .1-Dimensional study [4], involving modelling of reactor
core, hot and cold pools, decay heat removal system etc.

|
1

In THYC-2D, no slip boundary condition is used for the l
velocity components on the solid surfaces. For the calculation J
of temperature distribution in nitrogen space, the structural

'

temperatures calculated by SHELL are used as boundary
conditions. The program SHELL is incorporated as a subroutine
in THYC-2D and is called during each iteration of THYC-2D.

It may be highlighted here that the convective motion of
argon cover gas has been accounted by specifying appropriate
heat transfer coefficient and bulk argcr Tas temperature.

4.0 COMPUTATIONAL DETAILS

A 28*28 non-uniform grid pattern was used in THYC-2D for
the estimation of nitrogen flow and temperature distributions.
Steady state solution was obtained by time marching method.
For the calculation of radiosity values, each enclosure is
divided into 76 elemental surfaces, compatible with the grid
employed in THYC- 2D. The emissivity of sodium and that of
structures exposed to sodium are taken as 0.05 and 0.2
respectively based on the experimental results of Furukawa et
al.[5]. Emissivity of surfaces exposed to nitrogen is taken as
0.6 (6]. The heat transfer coefficient of argon was taken as

210 W/m K In fact, no significant change in the temperature was
observed when it was reduced to 5 W/m2 g,

5.0 RESULTS AND DISCUSSION

5.1 Detailed Model

The stream lines and isotherms of nitrogen, within the
annuli are shown in Figs 5 and 6. The axial temperature
distribution in the MV, SV and the innermost liner are shown
in Fig 7. During DHR condition, the sodium pool is stratified.
This is reflected in the isotherms of nitrogen in the annuli.
Above the sodium free level (11 m), MV is exposed to cover gas
at a temperature of 475 deg. C. Above baf fle-1, it sees roof
slab at a temperature of 120 deg C. This leads to a reduction
of MV temperature from sodium free level to MV-roof slab
junction. This situation of cold temperature above hot
temperature establishes natural convection in nitrogen. The
left leg ( adjacent to MV ) of the natural convection loop is
deeper than the right leg (adjacent to SV) . This is because,
above the sodium level, SV temperature is higher than that of
MV. This is due to the fact that MV is cooled by argon cover
gas and roof shell while such phenomena are absent in the case
of SV. .The SV primarily looses the heat, it acquires by
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radiation from hot regions of MV, by re- radiating to the cold
regions of MV. The axial temperature gradient in the MV, as a
function of height, is shown in Fig 8. It can be seen that the
gradient is high at sodium free level and at MV-roof slab
junction (12.8 m). The numerical value at the sodium free
level is 1019 deg C/m while at MV-roof junction it is 1800
deg C/m. The heat flux to roof slab through baffle-2 is

2estimated as 3070 W/m ,

|

5.2 Simple Model

To reduce the temperature gradient, different geometric
arrangements as shown in Fig 9, were studied. The THYC- |

2D/SHELL- combine was found to take large computer time, l

especially for the convergence of the nitrogen flow field. In
order to assess the importance of natural convection, the

program SHELL was used to find the heat flux and temperature
distribution by

(i) completely neglecting natural convection of nitrogen
and

(ii) accounting natural convection in a simplified way
using a' bulk heat transfer coefficient and nitrogen

temperature, referred to as ' simple model'.

The MV temperature distribution above sodium level,

obtained from detailed as well as simplified models are shown
in Fig 10, for the reference case, i.e. case-1. It can be seen
that the temperature gradients predicted by the various models
are quite close. Such a comparison was carried out for case-2
also and similar conclusions were arrived at.

The temperature distribution in MV, above sodium free
level, predicted by the ' simple model', is shown in Figs 11
and 12, for different cases. The salient results are presented
in Table-l. The major findings of the study for different
geometric arrangements are as follows:

- Removal of baffle-1 increases the temperature gradient
of MV at sodium free level by 250 deg C/m.

- Removal of baffle-2 reduces the temperature gradient at'

MV-roof slab junction by about 270 deg C/m. But it increases
2the heat flux to roof slab through baffle-2 by 2300 W/m .

- Removal of insulation between MV and roof slab shell
increases heat exchange between MV and roof slab, the roof
shell being maintained at 120 deg C. Because of this, the

temperature 'of MV in the top region reduces. This leads to a
reduction in the temperature gradient at MV-roof slab junction2

by ~250 deg C/m and the heat flux through baffle-2 by ~350 W/m
.

As already mentioned, in MV, temperature is the maximum
at sodium free level and hence the temperature gradient around
this region should be as low as possible. It is also preferred
to have low temperature gradient near MV-roof slab junction.
Moreover, the heat flux to roof slab through baf fle-2 should
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be. as low as possible. Based on these considerations,. the
geometry of case-2 is the optimum one,

6.O SL284ARY

This paper has highlighted the details of the methodology
adopted to analyse conjugate heat ' transfer in multiple
enclosures with application to the Prototype Fast Breeder
Reactor. The iterative use of two codes SHELL.and THYC-2D has
been explained. The computer time has been optimised by
adopting a simplified model, grossly accounting natural
convection of nitrogen, without affecting the results and |
hence the conclusions. Effects of different geometry, with and ;
without insulation, on the temperature gradients in the main '

vessel and heat flux to roof slab have been brought out. It
~has been found that case-2 provides a good compromise between
temperature gradient in main vessel and heat flux to roof slab <

through baffle-2.

:
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L NOMENCIATURE

!

A, A - area of surfaces i and j (m#)3 3

dA , dA - riemental parts of surfaces i and j (m*)
i 3

.

B- - radiosity (W/m*)

} C, C - contour of surfaces i and j (m)
i 3

C - specific heat (J/Kg-K) !p

h - heat transfer coefficient (W/m*K)
2 .

H - radiant heat flux (W/m )
K - thermal conductivity (W/m-K)

r - distance between the elemental surfaces i & j

'
t - thickness of the shell (m)

T - temperature of the shell (K)

Tr - temperature of the fluid (K)

Try - reference temperature of the fluid (K)

u, v - velocity components in x & y directions (m/s)
,

x,y,z - horizontal, vertical Capth-wise co-ordinates '

a - absorptivity of the surface

p - coefficient of volumetric expansion (K-1) '

p, - angle between the surface normal of dAi and
the line connecting dAi and dA3 e

andpj - angle between the surface normal of dA3 '

the line connecting dA3 and dA 1

e - emissivity of the surface ,

p - viscosity of nitrogen (N-s/r.*) !

p - density of nitrogen (Kg/m') :

a - Stefan-Boltzmann constant (W/m*K')
'

y - reflectivity of the surface

i

|
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Table-1: Results of Parametric study by simple model

Temp. grad. at Temp. grad. at Heat flux to

Case MV-roof sodium free roof slab
junction level through

(deg.C/m) (deg.C/m) Baffle-2 (W/m;2
4

l

Case-1 1800 1019 3070

Case-2 1488 1045 2716

Case-3 1218 1061 5000

Case-4 1140 1308 4755

Case-5 727 1406 3046

Case-6 800 1349 3720

Case-7 325 1293 5240

| Case-8 420 1045 5700

Case-9 633 1273 2755

|

|

|

|

|

|
|
|
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ABSTRACT

This paper describes the development of computational modeling for hexcan wall
failures under core dismptive accident conditions of fast breeder reactors. A series of out-
of-pile experiments named SIMBATH has been analyzed by using the SIMMER-II code.
The SIMBATH experiments were performed at KfK in Germany. The experiments used
a thermite mixture to simulate fuel. The test geometry of SIMBATH ranged from single
pin to 37-pin bundles. In this study, phenomena of hexcan wall failure found in a
SIMBATH test were analyzed by SIMMER-II. Although the original model of
SIMMER-Il did not calculate any hexcan failure, several simple modifications made it
possible to reproduce the hexcan wall melt-through observed in the experiment. In this
paper the modifications and their significance are discussed for further modeling
improvements.

|
t

1. INTRODUCTION
|

| The formation of an escape path for the molten fuel and steel through the inter-
subassembly gaps can terminate a transition phase under core disruptive accident (CDA)
in fast breeder reactors (FBRs) leading to neutronically benign configuration [1].
Therefore, it is a crucial issue to calculate properly the time, position and size of a hexcan
failure in the evaluation of the consequence of CDA. Maschek et al. [2] and Niwa [1]
assessed that no power burst could be expected any more in a CDA sequence if more than
30% of the fuel inventory was discharged from the core.

Royl et al. studied the fuel removal through subassembly gaps during the
disruption phase ofloss-of-flow accidents [3]. Stansfield discussed the phenomenology
and modeling of hexcan failure under thermal attack of molten core materials in
SCARABEE tests [4]. Peppler and Will analyzed the hexcan failurcs observed in
SIMBATH series tests and classified them into three types of failure mode [5]. Recently
a hexcan failure modeling in the SURFASS code was reported by Tosello et al [6].

For the examination of hexcan failure mechanism, a typical 7-pin bundle test of the
SIMBATH experiments,i.e., VTh83, was calculated by SIMMER-II. We selected this

,

i test, because it was well examined through previous studies [7, 8]. The SIMBATH
represents out-of-pile simulation experiments in fuel mock-ups using a thermite mixture,
that were performed at KfK in Germany. The VTh83 test simulated an unprotected loss-
of-flow-driven transient overpower (ULOF-d-TOP) condition. SIMMER-II is a powerful
tool to calculate a CDA sequence from initiating to transition phase. In spite of the
significance of hexcan failure as an escape path for molten core materials, the validation
and model improvement based on experiments have not been carried out for the related
model in SIMMER-II. In this study the modeling capability and desirable further
improvement are discussed through the calculation of a SIMB ATH test by SIMMER-il.
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2. REVIEW OF EXPERIMENT

Figure I shows the schematic arrangement of the SIMBATH VTh83. The main
part of the test section consisted of simulated active core, or thermite region, and
upper / lower simulated breeding zones. An aluminum-iron oxide thermite mixture was
filledin each pin. The test section had typical reactor dimensions. That is, pin diameter
was 7.6 mm with 8.8 mm pitch and the hydraulic diameter was 3.04 mm. The 7-pin
bundle was mounted in a hexagonal wrapper tube and sustained by spacer grids. The
exothennic chemical reaction of thermite typically set free the heat of 3680 J per
centimeter pin length. This resulted in an average temperature of the melt of 3500 K.
After the onset of thermite ignition, the first pin failure occurred at 64 m sec. The whole
thermite pins disintegrated in 350 ms. Tight flow blockages formed at 150 ms and 210
ms in the upper and lower simulated breeding zones, respectively, to bottle up the ,

!
thermite region. At 366 ms marked pressure oscillations were observed. Those were
assumed due to local thermal interactions between molten thermite and residual liquid
sodium. A molten pool formed around the bottom of the thermite region, which thermally
attacked the hexcan wall. Finally at 391 ms, the hexcan wall failed at -55 mm in the lower
simulated breeding zone.J

Figure 2 shows the X-ray photograph of the test section after the test [9]. It is
shown that the hexcan wall has extensively eroded and partially melted through. Based

,

on the experimental measurements and observation, the motion of melt in the pool prior to2

hexcan failure was assumed to be very slow and a separation of alumina and steel should
have taken place. The alumina concentrated in the upper portion of the melt. It was also'

deduced from the metallurgical analyses of the post-test failed hexcan. Under these
conditions a protective crust of alumina could not be formed on the hexcan wall surface so
that an intensive heat transfer from the melt to the surrounding wall took place. It resulted
in melting of hexcan wall over an axial length of about 20 mm.

3. COMPUTATIONAL TOOL

SIMMER-Il [10] is a two-dimensional thermohydruulics code coupled with
4

| neutronics. It uses Eulerian mesh noding on an r-z cylindrical or x-z Cartesian coordinate
system. Two fluid fields are defined, that is, liquid field for six liquid components and
vapor field for five vapor components. The two-phase flow regime is the dispersed
bubbly or droplet flow. The molten components can freeze on stmetures or solidify as
mobile particles. The molten fuel freezes only on the concave surface of hexcan wall. It
cannot freeze on cladding. The molten steel can freeze both on the hexcan wall and
cladding. The hexcan wal| can fa4 in two modes: either by thermal breakup, i.e., melt-

9

through, or by exceeding the temperature-dependent yield stress.;

For the study described here, minor modifications were introduced into the code.
According to the original model of SIMMER-II, molten fuel can freeze onto the hexcan
wall to form a crust. The crust can merely re-melt due to an intensive heat flux and does
not peel off. The analyses of SIMBATH experiments have reported the possible
exfoliation of a crust [11]. Morcover, under a molten pool where the molten thermite

|was well separated from stect,it was found that no protective crust could be established.-

Therefore, the model for the crust was modified such that the crust can consecutively
breakup. The regions and period for the crust breakup are specified by input.
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4, COMPUTED RESULTS

4.1 Computational Procedure.

Figure 3 shows the region modeled by SIMMER-II. The vertical section
including the thermite zone was modeled into 2 X 93 r-z mesh noding. In the first ring,

,

the innermost pin and associated liquid sodium were modeled. The second ring was for
the other 6 pins with liquid sodium, the hexcan wall and the bypass How area. In the
figure, the mitial material distributions were shown in terms of volume fractions. A

Ithermite mixtum is made of aluminum and iron oxide it reacts exothermically as follows.

-> Al2 3 + 2Fe + 4.11 kJ/g (1)2Al + Fe2 3O O'

In the modeling for this study, the molten thennite mixture consisting of alumina and iron-

was treated as single material component: liquidfuel in terms of SIMMER-II. Likewise
the molten thermite froze as being mixed so that it did not freeze selectively. For the
calculations following assumptions were made:

- The initial temperature of molten thermite mixture was 3500K,
i- The initial temperature of in-? n gas was 2500K,

- The freezing tempemture of tiermite mixture was 2200K,
- The minimum intact hexcan wall macroscopic,i.e., smeared, density was 100

3kg/m .

The input data for the calculations were set up at the 100 ms from the onset of
thermite ignition. At this time about 10% of the whole thermite pins had disintegrated and
a void region had developed in the coolant channel. There was a reason to start the
calculation halfway into the transient. That is, SIMMER-Il does not model the gas
ejection from failed pins to a single-phase coolant flow channel. The gas ejection is key
as the driving force to the materials relocation. Hence, a two-phase region must have
developed in the flow at the beginning of the calculations. The gas ejected from pins
dominated the development of the void region and following molten materials relocation.

4.2 Computed Results

(a) Base case
Here we discuss the computed results of base-case calculation, in which minor

modifications concerning thermite crust breakup were not applied [7, 8]. Figure 4
shows the calculated materials distribution at 0.391 s when the hexcan melted through in
the experiment. In the base case, a hexcan melt-through was not calculated. The whole
thermite zone was bottled up by flow blockages that formed both in the upper and lower
simulated breeding zones. Although at this time the molten thermite and steel mostly
drained at about the tx>ttom of the thermite zone, the thermal crosion of the hexcan
proceeded most severely around +300 mm.

(b) Crust breakup case
Figure 5 shows the calculated materials distribution at 0.391 s when the

modification of crust bmakup is applied to the themiite region. In this calculation, the
crust formed on the hexcan wall was broken up consecutively and practically no crust was
established on the hexcan wall of the thennite zone. Due to the lack of protective layer of
crust, the crosion of the hexcan wall proceeded more than the base case. However, the
hexcan did not melt through.
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According to the liquid-stmeture heat transfer model of SIMMER-II, the heat-
transfer rate per unit volume from liquid-Geld component m to stmeture-fic!d component
k, q,,, is calculated as

1h,,,h, A, a "' (2)q,a h,,, + h,1 - a, (T,,, - 7;)
'

where h,, and h, are heat-transfer coefficients for structure component m and liquid
I

component k, respectively; A,is the surface area per unit volume for structure component

k; a,, is the volume fraction of liquid-field component m, a, is the total structure-field
volume fraction; T ,is the temperature of liquid component m, and T, is the tempemture of

structure component k. The factor of a,/(1- a,) is applied, because the two-phase flow ;

regime in SIMMER-Il is the dispersed droplet flow. By the experimental observations i
i

from the X-ray films at the early stage of the pin disintegration, it was shown that the
I

dispersed droplet How was dominant. Later, however, when the molten thermite and
steel became rich in the test section, most part of molten materials spread on the hexcan
surface which formed annular How with droplets. A typical diagram of such a flow
condition is shown in Figure 7 [12]. Under this condition, the multiplication by the

factor, a,/(I- u, ), underestimates the heat-transfer rate.
In the calculations by SIMMER-II, the volume fraction of liquid thermite and steel

in the pin-disintegrated 7nne was about 0.1 in the later stage into pin disintegration, with a
peak value of 0.3. The total volume fraction of structure was 0.6 in the pin-disintegrated
zone. Based on these values, we performed three calculations with various multiplication
values for the heat-transfer rate. In the case 0, case 1 and case 2, the multiplication values
were 2.0,3.5, and 5.0, respectively. In the calculation case 0, the hexcan wall did not
fail. Figure 6 shows the calculated materials distribution of the case 1 at 0.350 s. The
hexcan wall melted away at +325 mm. A deep thermal crosion occurred around the
position of the melt-through. Figure 8 shows the history of hexcan wall temperature at
selected nodes. In the case 2 calculation, the hexcan failed at 0.290 s.

In the SIMB ATH 7-pin bundic experiments, five tests under UTOP and ULOF-d-
TOP conditions were analyzed for hexcan failure [5]. In four tests out of the five, the
hexcan failed. It was found that the locations and times of hexcan failure werc +240 mm
(0.283 s), +170 mm (0.165 s), +380 mm (0.318 s), and -55 mm (0391 st In the first
three tests, the hexcan failure occurred during the disintegration of thermite pins. Only in
the last test, VTh83, the hexcan failed after the completion of the disintegration of whole
thermite pins. With regard to the failure position, the calculated results of the VTh83 test
showed mther the tendency of the other threc 7-pin bundle tests. In the three tests, the
ablation and melt-through of the hexcan occurred in the thermite zone. The crusts once
built up on the hexcan surface were unstable under annular flow and locally detached,
which intensified the heat insertion from the melt into the hexcan leading to the hexcan
melting.

In the VTh83 test, the hexcan did not fail during the pin disintegration stage and,
later, the molten thermite formed a subassembly-scale pool in the bottled-up
configuration. It was judged from the experimental measurements that in the molten ,

|

thermite pool, the separation of molten alumma from molten stecl/ iron had occurred. This
promoted an intensive heat transfer from the melt to the hexcan wall and finally it caused
the hexcan melt-through. This process could not be modeled by SIMMER, because the
themlite mixture (molten thermite and steel / iron) was treated as a single mass component.
There was also a possibility that the hexcan melt-through began from an azimuthally local
point at about same height of the hexcan. Namely, the heat flux could locally attack the
hexcan wall. Such a localized thermal attack cannot be modeled in SIMMER-II, because
it is a two-dimensional code. However, by the detailed examinations of the experiments,
any exact explanation was not found why only in the VTh83 test the hexcan thermally
endured during the pin disintegration stage.

Anyway, we assume that detailed mechanisms of the stability of crusts on the
hexcan surface and the thermohydraulics within the bottled-up pool can determine the
course of hexcan failure more precisely. Based on the above discussions further model
impmvements and validation concerning hexcan failure should be took place for: (1) two-

1401



phase flow regime,(2) formation and exfoliation of crusts, and (3) melt attack in three
dimensional manner.

;

5. CONCLUSION

The hexcan wall failure of SIMBATH experiment was analyzed by SIMMER-II.
It was found that some simple modifications to enhance the heat flux from melt to the
hexcan wall were very effective to reproduce the hexcan melt-through observed in the
experiment. Concerned with these modifications, further improvements and validation
were pointed out for SIMMER-II.
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ABSTRACT

This article presents the basic physical phenomena and scaling criteria of decay heat
removal from a large coolant pool by shgle-phase and two-phase natural circulation flow.
The physical significance of the dimensionless similarity groups derived is evaluated. The
above results are applied to the SUCO program that is performed at the Forschungszentrum
Karlsruhe. The SUCO program is a three-step series of scaled model experiments
investigating the possibility of an optional sump cooling concept for the European
Pressurized Water Reactor EPR. This concept is entirely based on 3assive safety features
within the containment. The work is supported by the German uti.ities and the Siemens
AG. The article gives first measurement results of the 1:20 linearly scaled plane two-
dimensional SUCOS-2D test facility. The experimental results of the model geometry are
transformed to prototypic conditions.

.

1. INTRODUCTION
In recent years new safety requirements for the next generation of nuclear power plants

have been formulated. The complete accommodation of even severest reactor accidents
within the containment for any period of time and the restriction of fission product releases
to the environment (below 1 vol.N'd) is the most progressive claim for future nuclear
power plants. In addition more and more passive safety equipment is intended to be
implemented. Supposing a core melt down accident and considering the problem of melt
stabilization, these requirements can be achieved by an initially dry spreading of the core
melt on the containment basemat in combination with a passive sump water flooding and
passive cooling from above. This proposal is sketched in figure 1. Additional information
is given by Weisshnupl and Bittermann [1], Knebel [2] and Kuczera et al. [3]. The reactor
pit and the spreading compartment are connected by a sloping discharge channel that is
closed by a sacrificial steel plate. After a certain time, the steel plate passively fails due to
the accumulating core melt and refractory material. The core melt, then, eventually covers
the bottom of the spreading compartment that is dry during normal operation. The bottom
and lateral structures of the s preading compartment are equipped with a protection layer for
thermal loads. The spreading compartment is connected with the In-Containment
Refuelling Water Storage Tank by pipes for water flooding. These pipes are closed during
normal operation and opened passively by the hot core melt. Limited flow rates are

,

allowed in order to prevent energetic fuel-coolant interactions. In case of a LOCA, only a .

very shallow water layer can be farmed in the spreading compartment as a consequence of !
condensing steam [1]. After the flooding of the core melt, the decay heat is transferred

'
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from the core m:lt to the sump water by conduction, convection and evaporation. A natural
sump w;ter circulation transpris the decay heat to water cooled heat exchangers. The heat
exchangers are located in sub-com 3artments of the spreading compartment to protect them
from thermal radiation during tie period of dry core melt spreading. In addition,
condensers are provided. Considering the decay heat decrease with time, the short-term

. behaviour of the system is characterized by two-phase natural circulation phenomena due
to the high local heat fluxes along the core melt surface whereas the long-term behaviour
shows single-phase natural circulation. A secondary system that is an intermediate natural
circulation loop finally removes the decay heat to the environment. The core melt interacts
with the sump (coolant pool) creating a stable stratification. The homogenization of the
coolant pool temperature by flow mixing re3 resents a crucial aspect for the reduction of
thermal loads to system components. In adcition, it is of interest under which boundary
conditions it is possible to keep the coolant pool locally or entirely subcooled. The safety
grade of the system is greatly increased in respect to accident transients if the coolant pool
is large enough to provide an intermediate heat storage. The correct simulation of the
single-phase and two phase natural circulation and of the pool mixing process is an
important requirement for a down-scaling procedure. A licensable proof must be based on ,

both extensive observations in scaled model experiments and validated three-dimensional I

calculations.

|
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Figure 1: Optional sump cooling concept of the European Pressurized Water Reactor EPR.

2. SCALING CRITERIA
Before designing scaled model experiments simulating the optional sump cooling

concept given in figure 1, one has to develop scaling criteria that account for the concept-'

relevant physical phenomena. These are the limits of core melt coolability, first, under
. short-term two-phase natural circulation and, second, under long-term single-phase natural

circulation. In addition, one is interested in the heat transfer mechanisms along the core'

melt, heat exchangers and condensers, the temperature / velocity field and the flow pattem
in the coolant pool, the influence of geometrical parameter variations, e.g. cross-sectional
flow areas, heat exchanger design and r.rrangement, sump water height.

Following the considerations of Ishii and Kataoka (4), the scaling criteria for a natural
circulation system can be obtained from the integral effects of the local one-dimensional
balance equations along the natural circulation loop.
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2.1 Sirgle-ph:se similarity grorps
A non-dimensionalization of the balance equations gives for single-phase flow the

following set of similarity groups.

buoyancy fom
Richardson number Ri = # ""x (l),

14 inertla force

6 = (4, + K), a ##I####"I " (2) |Friction number .

inertia force i

(
"" ## ##"*###" ^### ###" ##

x .(3) |Stanton number St, =
pc,,u,d, axial fluid convection heat transfer !

I,
(4)Length ratio 4 = I,

.

Cross-sectional flow area ratio 4=#1 (5)
a,

IIere, g is the acceleration of gravity and p is the coefficient oflinear thermal expansion
of the coolant. 4, and K are loss coefficients accounting for all frictional and orifice losses
respectively in the i-th section of the loop. The loss coefficients will generally be a
function of geometry and velocity. a is denoted the heat transfer coefficient. p and c are
the density and the heat capacity of the coolant. d, is the hydraulic diameter. The rele,,vant
distance along which the buoyant up- and downdraft act is denoted by 1,. a, is a
characteristic cross-sectional flow area. The characteristic velocity scale u, and

temperature change scale AT, can be deduced from the momentum and the energy balance
for stationary conditions and a heating power per unit volume of 4, as follows.

( y ll.1

2 p g 4, I,'
(6)u, =

p c, Z(S/ 4')
.

\ l )

AT, = A" I" (7).

p c, u,

The pool mixing that is characterized by the Richardson number, occurs
3redominantly by entrainment of cold fluid from the heat sink that appears as a
lorizontally spreading quasi-free jet, into the hot updrafling fluid above the heat source.
The entrainment mainly depends on the vertical pool temperature stratification and on the
horizontal cold fluid velocity. The Stanton number scales the decay heat removal by the
heat exchangers, in addition, geometrical similarity groups giving length scales and cross-
sectional flow area scales can be obtained. In order to preserve similarity of the single-
phase natural circulation and of the overall mixing process the similarity group ratios (R) |

tbetween the model (M) and the prototype (P)

U = flu /U (8)n r

must be unity.
In addition, a characteristic time scale for charging or discharging heat into or out of

the coolant pool that acts as an intermediate heat storage can be derived. It is the ratio of
the total enthalpy of the coolant pool to the total power of the heat source.

:

|
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p c, (T, - Ty)
~

'(9)L= ,
.

,9

Here, T,- T is.the ' temperature, difference between primary and secondary side of the
system, p is,the heating power G per unit volume V of the coolant pool. This time scale
can be non-dimensionalized by the steady-state turn-around time between heat source and

,

= heat sink.

,. d . (10)
. ,,

Thus, a dimensionless transient time scale is obtained

fl, = 2t (11)
L

~

that is a measure for the integral heat up or cool down behaviour of the system.

Besides the integral momentum and heat transfer, the local fluiddynamic state that
may he laminar or turbulent and, moreover, vary across the coolant pool is a crucial aspect
of a buoyancy induced mixing process. The magnitude of the Reynolos number and the

' Peclet number is commonly used as a criterion for the transition from laminar to turbulent
momentum and heat transport, respectively. In geometrically similar small-scale models
that use the same working fluid as the prototype, the power and thus the velocity are
reduced. Therefore, the Reynolds number ratio may differ significantly from unity and the
flow conditions may change from turbulent in the prototype to laminar in the model. In
order to simulate the mixing process in the coolant pool correctly, it must be assured by an
adequate scaling of both the geometry and the power that the turbulent flow condition of
the prototype is at least qualitatively maintained in the model. This requirement practically
limits the size of a scalec model experiment.

2.2 Two-phase similarity groups

For a two-phase natural circulation system Ishii and Kataoka [4] derive the following
additional set of similarity groups from a perturbation analysis after the introduction of the
drifl-flux model into the balance equations.

Phase change number Na = F"|P" = fluid residence time
1:, / lo reaction time

Subcooling number N,,, M * AP = subcooling (13)*

Ah Pa latent heatw

N, = Y. 2 = drift transport
I1A)Dri1111ux number *

P, u, convective transport

N , = "b = inertia force (l5)Fraude number r
8 ole gravityforce *

Density ratio y, = .P1 = vapor density (l6)*

Pi fluid density

' N, =I= I" = wall friction force II7)Friction number *

2d inertia force
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Here, the subscripts G and L denote the gas and the liquid phase represcntatively. Q; is the
volumetric gas exchange rate, Ah ; is the latent heat, Ucy is the vapour drift velocity and ey
is the void fraction.

The phase change number N takes into account the change of phase due to the heatm
transfer to the sump water. The subcooling number N,g scales the suScooling of the sump
water entering the heated section and, thus, the dimension of the purely liquid region along

the core melt. These two numbers, N [ons of a natural circulation system. The drift fluxand N ,, are important for the scaling of both the3
dynamical and the steady-state condE
number N, describes the relative motion between the liquid and the vapor phase and, thus,
the kinematic similarity of the system. As the drift velocity Uc# depends on the flow
regime, the drift flux number is the similarity group that accounts for the flow patterns and
the void fraction distribution. Agcin, in order to 3 reserve similarity of the two-phase
natural circulation the above set of similarity groups aas to be the same in the model and in
the prototype.

3. MODEL EXPERIMENTS ON THE SUMP COOLING CONCEPT
,

At the Forschungszentrum Karlsruhe the feasibility of the optional sump cooling
concept is investigated and demonstrated by the SUCO program that consists of three
consecutive scaled model experiments summarized in table 1. These experiments are aimed

'

to investigate the short-term and the long-term behaviour of the natural circulation within
the flooded spreading compartment only. The process of flooding itself and possible
energetic fuel-coolant interactions are no objectives of these studies.

: Ta' ole 1: SUCO program at the Forschungszentrum Karlsruhe.

I Parameters EPR- SUCO SUCOT SUCOS-2D
1500 MW PWR Volume 1:20 Volume 1:356 Lengths 1:20 t

Scale 1:1 Power 1:20 Power 1:356 Power 1:20 /4 !3
>

'

! Heights 1:1 Heights 1:1 Heights 1:20

| Working fluid water water water water

: Spreading Area, m' 160 8 0.45 0.4/4

j Water Height, m 5.5 5.5 5.5 0.2 75
.

Decav Heat, MW 25 1.25 0.07 0.003125/4
'

1 Heat Flux. W/cm' 15.6 15.6 15.6 0.783
i ,

^

The first scaled model experiment is the geometrically similar 1:20 linearly scaled
plane two-dimensional SUCOS-2D test facility simulating a representative slab of the

' simplified geometry of figure 1. A sketch together with the main dimensions and
,

components is given in figure 2. The width of the test facility - giving the representative
.

slab- is 25 % of the scaled width. The test facility consists of an insulated glass tank
allowing various flow visualization measurement techniques. The working fluid is water.

'

'
,

The core melt is simulated by a copper plate that can be heated from below with three
identical heating rods mounted in grooves that divide the plate into three independent
sections. The plate is insulated from below. The heat exchangers are modeled using flat
plate heat exchangers that can be operated individually relative to volume flux and inlet ,

temperature. In order to measure the temperature field within the pool and the sub-
,

' _ -

compartments the SUCOS 2D test facility is equipped with six traversable thermocouple
fences with 55 thermocouples altogether. Figure 2 shows one schematic - fence '

representatively. The thermocouples are of type K [5] with 0.5 mm outer diameter. The
measunng system consists of isolated measunng pods with an internal PT100 resistance
thermometer as reference junction and a 16 bit analog-to-digital converter. ;

The objectives of this small scale test facility are integral phenomenological thermo-
,

4

hydraulic investigations for the long-term single-phase behaviour. This test facility allows
.

1

'

1411
r

_ _ _ _ _ _ _ _ _ _ _



-trav;rs2ble

- thermoczpie f=ce (1 cut cf 6) heat
' exchanger

'

[ f,
,-. ; .

h
g V / En

)c:, - Pool - -

8)*** '""[ | 5.| -} l } | |-.
PVCf heated... . . . .. ....:

ma,muu,w.w m ,w.m
-copper plate- - - - - - - ,

0.45 m x 0.225 m insulation

IFigure 2: Sketch of the SUCOS-2D test facility at the Forschungszentrum Karlsruhe.

an easy variation of the geometry, e.g. cross-sectional flow areas. The dominating integral
sical processes, such as pool mixing, are scaled correctly as the Richardson number

. ra o Rl, and the transient time scale ratio TI,, are equal to unity.
The second scaled model experiment is the real height SUCOT test facility with a

volume and power scale of 1:356. The local heat flux ratio g is kept equal to unity.y
Providing a realistic surface structure of the heated plate this test facility allows-the
investigation of two-phase natural circulation phenomenology such as flow- pattems, ,

formation, rise and collapse of bubbles and flashing. Using the same working fluid as in i

and the !the real reactor, this test facility preserves the phase change number N
subcooling number N correctly. In addition, an identical void fraction distrT$ution and !u

|thus same flow patterns as a function of geodetic height are produced with this model. The
SUCOT test facility is in its building up phase and is gomg to give first experimental [
results by the end of1995. ;

As final step, a SUCO test facility that is a plane two-dimensional slab of the real }
geometry with a volume and zwer scale of 1:20 is under consideration. This test facility i

could provide the coolability ;imits of a two-phase or single-phase natural circulation sys- i

tem together with the demonstration ofits operational performance. All components except !
!for the core melt are of real materials. The transferability of the experimental findings to

the prototypical three-dimensional effects is done either by an additional small-scale three-
dimensional test facility or by numerical calculations using the FLUTAN [6] code. |

1

4. EXPERIMENTAL RESULTS

The SUCOS-2D test facility is equipped with traversable thermocouple fences. A !
calibration of the thermocouples gives deviations ofless than 10.05 K in reference to a |
PT100 resistance thermometer between 20 * C and 80 *C. The energy losses from the test t

facility to the ambient are below 8 %. Most of these losses are via the top surface where i
the thermocouple fences are introduced into the test facility. ;

Figure 3 gives a characteristic shadow graph of the SUCOS-2D sump geome with ;

both heat exchangers in operation and a chimney blockage of 67 %. The section of e test |
facility that connects the sump with the upper sub-compartments is referred to as chimney. ;
A chimney blockage of 67 % gives the geometrically similar scaling of the prototypical !

tgeometry.

i

l

I

i
!

!
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Figure 3: Characteristic shadow graph of the SUCOS 2D sump geometry.
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Generally, a clockwise rotation is observed that is confirmed by numerical results
given in [3]. One can clearly detect a downdraft and an intense mixing in the lower part of
the sub-compartment parallel to the vertical heat exchanger and a distinct partial downdraft
out of the chimney. Tie sub-compartment parallel to the vertical heat exchanger is referred
to as vertical compartinent in the following. The horizontal flow along the heating plate
produced by the quasi-free jet results in a well-defined mixing zone and a more or less
uniform and stagnant pool above. The flow paths are indicated qualitatively using arrows.

-d givqs characteristic normalized temperature profiles
(T- TFigurp/w-T ) of thermocouple fences 1,2 and 6. The pool temperature T is
the mean,)va ue of three,thermocouples introduced in the pool. The temperatures are taken

y uy

relative to the heat exchanger inlet temperature T ,. The positions of the thermocoupley

fences and of the three thermocouples to measure the pool temperature are indicated
schematically in figure 4a. The origin of the cartesian coordinate system is in the front left
corner of the pool. The thermocouple tips of fences I and 6 are positioned in the middle of
the chimney (x = 52 mm) and the vertical compartment (x = 552 mm) respectively. Both
heat exchangers are in operation, each having a coolant mass flux of 20 g/ s with an inlet
temperature of 20 C. The chimney blockage is 67%. The results show a very
homogeneous vertical temperature distribution in the pool and the chimney. This is due to
an intensive mixing process and a good homogenization of the coolant pool temperature
(figure 4b). Besides close to the heated plate, lower temperatures are observed only within
the mixing zone. Close to the heated plate at y = 5 mm and y = 25 mm, fence 2 shows a
linecr temperature increase. Below the jet a zone of recirculation with higher temperatures
is observed at x 2 350 mm. At the measuring positions y = 50 mm and y = 100 mm that is |

'

at the end and above the mixing zone, respectively, the normalized temperatures are 2 %
below or equal to the normalized pool temperature (figure 4c). Fence 6 m figure 4d gives
the mixing of cold and hot fluid in the lower part of the vertical compartment producing
the cold jet.

Generally, the experiments give an increase in pool temperature with increasing heat
exchanger inlet temperature. The introduction of a chimney blockage of 89 %, and thus an
increase in &w resistance, increases the pool temperature. The maximum mean
temperature differences within the whole natural circulation system are below /0 K.

The key question with scaled model experiments is the transfomiation of the
experimental results to prototypic conditions. One objective of the SUCO program is to
find out under which boundary conditions it is possible to keep the coolant pool locally or
entirely subcooled in the long-term behaviour. This is a crucial aspect for the reduction of
thennal loads to system components. Thus, one is interested in a transformation formula
that gives the prototype pool temperature as a function of the model pool temperature, the
model heat exchanger inlet tempeture and geometric parameters. The heat exchanger
inlet temperature is looked upon a.t characteristic for the ultimate heat sink temperature.

The derivation of a transformation formula is divided into two steps. First, one has to
describe the heat transfer mechar. ism at the heat exchanger in terms of a Nusselt-Reynolds
correlation. As one has a natural circulation flow that is induced by a temperature
difference between a heat source and a heat sink, a forced convection heat transfbr
correlation can be used as a first approximation.

0.0155 u d'"' Pr" .
fotd

Nu (l8)
A t vj

Here, A is the thermal conductivity, v is the kinematic viscosity and Pr is the Prandtl
number. The heat transfer coefficient ot can be written as

*
ot = (T, - T ,) (19)

y
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'^with (T,-Ty,) being the characteristic difference between the vertical compartment
fluid temperature and tie he t exchanger inlet temperature. In order to avoid the vertical
compartment temper:ture th_t is difficult to measure, and to find a simplified expression
for the characteristic temperature difference in the model, figure 5 relates it to the heat-

| exchanger inlet temperature and' to geometric parameters. ' Depending on the heat
exchangers in operation one finds linear relationships.with identical slopes a and differenti

ordinate offsets b.
)

(T - Ty,), = a T ,u + b '. (20)
; r y

1

i

J

h. 15
!

: %
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i 52 52.s , ;-
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Figure 5: Characteristic difference between the vertical ompartm nt fluid temperature:
and the heat exchanger inlet temperature - T . ., y versus the heat

!
exchanger inlet temperature T ,,,u. (0)Vertic d fo.nzontal, (A) horizontal ;

g
and (D) vertical heat exchanger m operation. j'

| By introducing eq. (19) into eq. (18), forming the ratio between model and prototyx
. -

and including eq. (20), the characteristic temperature difference in the prototype can x !
4- 1

written as
~

(Tr - L,,,,), = 6.35-(a Ty,,,, + b), . (21)
;

!
! IIere, according'to table 1, the local heat flux ratio q~, can be derived as proportional to the

j length scale ratio I,.
Second, the vertical compartment fluid temperature Tr has to be related to the pool '

temperature T,s. Using eq. (7) together with eq. (6) this gives .

,

;

(Tra - T )r = 2 7'(Trs - Tr)u . (22) |i' r

liere, the volumetric heating power ratio q, is e ual to unity as is given in table 1. TakingI :

the Friction number ratio in eq. (6) equal to unify is a conservative approximation for the
'

j !
range of Reynolds numbers investigated.

! Finally, the combination of eqs. (21) and (22) results in an expression for the prototype |
,

|
| pool temperature.

(T,s - Ty,), = (6.35- 2.7)(c Ty,,, + b), + 2.7 (T,s - T ,), . (23)y

,

I Taking the decay heat at a time of ten days into the accident, which is taken as the end .

[ of the short-term two-phase and beginning of the long-term single-phase behaviour, and a |

secondary side temperature of 20*C, one gets prototype pool temperatures of T,s = 80*C j
4

| with both heat exchangers in operation, T,s = 108'C with the horizontal heat exchanger ;

i in operation and T,s = 116'C with the vertical heat exchanger in operation. This means
!

! !

i- |

3

1415 |
l

.

e , . - - - --+---m-T- ..--i,n.4. w- . - - - .-e- - --- ew- e ww ai *ar - - - , .



that the reactor sump can conditionally be kept subcooled et the beginning of the long-term
behaviour.

In order to lower the pool temperature the heat transfer has to be improved. This can
easily be done by introducing more heat transfer area. Future model experiments will be
.cquipped|with a second vertical heat exchanger along the left wall of the vertical
compartment and an array of vertical heat exchangers sitting on top of the horizontal heat
exchanger, their axes being parallel to the main flow direction. Thus, the stable stratifica-
tion above the horizontal heat exchanger and its thermal isolation can be broken up.

i5. CONCLUSIONS

At the Forschungszentrum Karlsruhe the SUCO program provides the means to
demonstrate the basic physical phenomena of passive decay heat removal from a large
coolant 2001. Using three consecutive model experiments the two-phase.short-term and the
single-ptase long-term behaviour can be scaled correctly. First measurements with the
SUCOS-2D test facility give a qualitative view of the temperature field within the sump for
the long-term single-phase natural circulation. A stable natural circulation is found for all
operational conditions investigated. Optical' investigations show a well-defined mixing
zone above the heated plate and a more or less uniform and stagnant pool above. An
increase in heat exchanger inlet temperature and an introduction of flow resistances result
in higher pool temperatures. The coolant pool acts as an intermediate and homogeneous
heat storage.

.

A transformation of the experimental results of the model to prototypic conditions
results in a subcooled reactor sump in the long-term behaviour. The optional sump cooling
design realizes a reliable, passive long-term decay heat removal system.

Future work is directed into detailed parameter variation studies, mainly regarding
heating power as a function of time and location. In addition, more effective heat
exchanger arrangements and more heat transfer area will be introduced in order to increase
the subcooling of the reactor sump.

NOMENCLATURE
a cross-sectional flow area, m'
a slope eq.(21), dimensionless
A. cross-sectional flow area ratio, dimensionless
b ordinate offset eq.(21), HK

heat ca 3acity, J/ kg K
/c hydrau ic diameter, m
f two-phase friction factor, dimensionless
/ Friction number,dimensionless
g gravitational constant, m/s#
h. enthalpy, J/ kg
K orifice loss coefficient, dimensionless
I length, m
L length ratio, dimensionless
N, drift flux number, dimensionless

friction number, dimensionless
Froude number, dimensionless
phase change number, dimensionlessm

N subcooling number, dimensionless

Nf density ratio, dimensionless
Nu Nusselt number, dimensionless
Pr Prandtl number, dimensionless
i volumetric heating power, W/m'
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q wall heat flux, W/m
G hecting power, W

,

Rl Richardson number, dimen.rionless
St Stanton number, dimensionless

|
.

T temperature, K
u velocity, m/ s

'

!U vapor drift velocity, m/s
, n'

V volume, m''

Greek letters
heat transfer coefficient, W/m'K :f a

. D expansion coefficient,1/ K !

i r volumetric mass exchange rate, kg / m's ,o :
4 c void fraction, dimensionless

A thermal conductivity, W/mK |

kinematic viscosity, m'/ s. ,v-

iL frictional loss coefficient, dimensionless
FI, transient time scale, dimensionless-

p density, kg /m'
'

'

- t time scale, s ,

Subscripts .
j G gas phase _ !

'

HX,in heat exchanger inlet
i i-th section .

.
-

: L liquid phase ,

m mixture .

!M model4

P primary side, prototype :*

R ratio
sub subcooling !

S secondary side
j

.
SC sub-compartment ,

! W. wall :

O reference constant ,..

!
'

'
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CONTAINMEN'l ATMOSPIIERE RESPONSE TO EXTERNAL SPRAYS

Joseph Green and Kazys Almenas
Nuclear & Materials Engineering Department

University of Maryland at College Park
College Park, MD 20742

ABSTRACT

The application of external sprays to a containment steel shell can be au effective energy removal method
and has been proposed in the passive AP-600 design. Reduction of the steel shell temperature in contact with the
containment atmosphere enhances both heat and mass transfer driving forces. Large scale experimental data in this
area is scarce, therefore the measurements obtained from the E series tests conducted at the German HDR facility |

deserve special attention. These long term tests simulated various severe accident conditions, including external j
spraying of the hemispherical steel shell. This investigation focusses upon the integral response of the HDR |

containment atmosphere during spray periods and upon methods by which lumped parameter system codes, like !

CONTAIN, model the underlying condensation phenomena. Increases in spray water flowrates above a minimum
value were ineffective at improving containment pressure reduction since the limiting resistance for energy transfer
lies in the noncondensable-vapor boundary layer at the inner condensing surface. The spray created an unstable
condition by cooling the upper layers of a heated atmosphere and thus inducing global natural circulation flows in
the facility and subsequently, abrupt changes in lighter-than-air noncondensable (H/He) concentrations. Modeling
results using the CONTAIN code are outlined and code limitations are delineated.

1. INTRODUCTION
i

The use of external sprays on tne outside surface of the containment steel shell has been proposed as a
means of energy removal in passive designs. This has renewed interest in the area of condensation heat transfer in
general and in external spray induced condensation in particular. The field of condensation heat transfer in the
presence of noncondensable gases has been extensively studied in the past. A recent review of the relevant literature
is provided in the work by Green [1] Classical studies of the subject are presented in publications by Sparrow [2,3]
Minkowycz [4], Mori [5] and Fujii [6]. Although insightful from a theoretical standpoint, such detailed boundary
layer solutions are generally not useful for performing containment analysis. For this purpose a range of approaches
which can be implemented into nodal system codes have been formulated. The most extensively used methods
employ the analogy between heat and mass transfer as described by Herr [7], Vernier [8] and Bestion [9]. The
analogy method is the basis for the structural heat transfer model implemented into the USNRC best estimate code
CONTAIN (Murata [10]) as well as other codes such as COMPACT (Smith [11]), GOTHIC (Kennedy [12]) and
MAAP4 (Paik [13]). More specific studies in this area include the analysis of condensation energy transfer processes
for geometries and surfaces used in components of the advanced design reactor systems and containments. Of recent
interest has been the experimental and analytical work reported by Dehbi [14], Siddique [15,16], and Vierow [17].
Huhtiniemi [18], and Stein [19] note enhanced heat transfer over that of a vertical plate for condensation on the
underside of a cooled wall and attribute this to the effect of falling film droplets and enhanced natural circulation
mixing of the gas-vapor boundary layer. Application of external sprays to containment cooling has been evaluated
by Covelli [20] who provided one of the earliest analysis of the use of outer shell sprays as a pressure reduction
method during the later stages of severe reactor accidents. He presents a mechanistic and simplified numerical model
of external containment sprays in order to deduce imposed structural thermal stresses. These studies provide a
groundwork for understanding the integral response of containment atmospheres to external spray.
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In spite of extensive theoretical studies and a large data base dealing with various aspects of condensation,
very few studies are available which simultaneously treat extemal sprays and condensation heat transfer in the
presence of noncondensables. This is especially true for experimental data obtained in large scale experimental
facilities which can be scaled with reasonable certitude up to prototypical size and conditions. In general, recent
experimental data obtained from small and large scale test facilities (SST and LST) associated with the AP-600
design are maintained proprietary (Kennedy [12,21]. Wright [22], Spencer [9], and Peters [24]). Some data is
available from the small scale facility of Cha [25]. In this context some of the experimental results obtained as part
of the IIDR Ell test series deserve further analysis.

I

|The llDR facility has provided large scale experimental containment results in a number of containment
safety related areas. Of interest to this paper are two tests (El1.2 and El1.4) intended to model the impact produced !'

on the containment by a small break transient of very long duration (up to 56 hrs) which leads to core damage.
During the evolution of the transient a wide range of energy / mass source terms were simulated. This included
pr4 w system blowdown,long term decay energy input, release of a heated mixture oflie and 11 to simulate the2

.S-water oxidation reaction as well as heating of the sump water to simulate energy input due to core melt.at

Th %sts have been extensively documented in the past (Bader [26), llolzbauer [27], Wenzel [28]. and Valencia

[M W. Near the end of these two lengthy tests, spray water was applied to outside surface of the steel
conta..: ment dome. The spray was cpplied at constant but step-wise increasing flow rates for a total time of ~4
hours. Since the 11DR facility is extensively instrumented a large data base regarding the containment atmosphere
and structure response during a spray event has been generated. The uniqueness of this database is due in part to
the llDR facility instrumentation not typically available in otner test facilities. This includes atmospheric
composition measurements and atmospheric velocity meters oriented in several directions. This aspect of the E series
tests has not remained completely unnoticed. Thus Tuomisto [31] made use of Covelli's work coupled with results
from the llDR El1.2/El1.4 experiments for application to the Loviisa VVER-440 containments. They found that the
natural circulation heat and mass transfer analogy methods considerably underestimate the experimental energy
transfer to the llDR steel shell. In their case the estimate of an upper pressure envelope was desired therefore the
models were accepted as adequate since they lead to conservatively overestimated containment pressure. The study
showed that the calculated ilDR containment pressure using a single volume representation is highly dependent upon
the method used for determining the internal condensing / convective heat transfer coefficients whereas changes in

spray mass flowrate (even by factors of 2x) did not produce significantly different results.

This study focuses on the data collected during the spray periods of the liDR E series tests and on the
implications that these experimental results have for the modeling of containment response by means of nodal system
codes.

2. IIDR CONTAINMENT ATMOSPIIERE RESPONSE TO EXTERNAL SPRAYS

1

Experimental geometry and conditions'

-

The KFK IIDR facility is a decommissioned light water reactor containment having a volume of 11,060 m'

and height of 60 m. As shawn in Figure 'R is a highly compartmentalized facility, and while this complicates

analytical efforts, this is the price paid foi > . . g with an actual containment. The gain is that the experimental
results implicitly incorporate the effect of a realistic inventory of internal heat sinks and surfaces. Of import.mce'

to this study is the 3 cm thick steel shell which surrounds the facility and which is separated by a 60 cm width
annular gap from the outer concrete superstructure. Over 700 instrument data channels are recorded for a typical

This includes traditional thermocouples and pressure transducers along with measurements of gastest.
concentrations, local atmospheric velocities and internal structural temperatures.

As noted, the E series tests extended for tens of hours during which the containment was subjected to a j

range of boundary conditions expected during a long term, severe accident. The boundary condition of special

|
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interest to this study is the step wise incremented spraymg of the external upper half of the hemispherical dome.
This occurred late in the test sequence when internal containment conditions were approaching thermal equilibrium.
For both the El1.2 and Ell.4 experiments containment pressure was allowed to decrease to approximately 1.75 bar

via natural cooldown prior to the onset of spraying. In both tests the extended injection of external steam as well
as the introduction of the 85%/15% (by volume) helium / hydrogen mixture has ceased. As shown in Table 1, the
roughly 4 hr spray period begins with an initial mass flowrate of 6 kg/sec which is raised in 2 kg/s increments as
the test progresses.

Only the uppermost portion (upper 5 meters) of the dome region shell was sprayed during these tests. A
schematic of the spray head placement and the location of temperature instrumentation is shown in Figure 2. The
spray was delivered through an arrangement of 48 spray nozzles (32 at 45 meters,12 at 49 meters and 4 at 50
meters) and the runoff was collected at the 45 meter elevation in a plastic gutter apparatus. The spray water I
temperature was nearly constant at 10*C. |

In order to determine the heat transfer to the steel shell, several sets of four thermocouples were placed at
the elevations shown in Figure 2. These measurements trace the time history of the heat transfer path from the inner
containment atmosphere to the gas space in the annular gap. The balance of this section reviews measurement results
which are impacted by the external spray.

Pressure and Temperature Response

The containment pressure response during shell spray periods for the two E-series tests are shown in Figure
3 along with associated CONTAIN code model predictions. The decrease in pressure just prior to the initiation of
sprays is due to natural cooldown following the cessation of external steam introduction. The first qualitative
observation which can be made is that the rate of pressure decrease is not visibly dependent upon the outer shell
spray flowrate. This is a direct illustration of the circumstance that once the outer shell is completely wetted (this
is achieved by the lowest spray rate of 6 kg/s), the principal resistance to energy transfer is transposed to the
noncondensable atmospheric diffusion layer on the inside surface of the steel shell. An approximate quantitative
assessment of the pressure response shows that a change in the pressure decrease does occur for both tests during
the spray periods. Two periods can be distinguished: an initial one showing a larger pressure decrease rate, followed
by a period during which the rate of pressure decrease is smaller. For example, during the Ell.4 test for the first
~50 minutes after initiation of sprays, the rate of pressure drop is approximately ~4 Pa/s while for the 160 minutes
until the end of spraying the rate decreases to ~1.2 Pa/s. The response of the Ell.2 experiment shows a similar
transition occurring after ~135 minutes of spray duration, with roughly similar

TABLE 1 - HDR OUTER SPRAY CHRONOLOGY

EVENT TEST El1.2 (min.) TEST El1.4 (min.)

End of Gas Introduction 772 2200

End of Steam Introduction 959' 27906

'

Start @ 6 kg/s 975 2800

Increase to 8 kg/s 1095 2920

Increase to 10 kg/s 1155 2980

Increase to 12 kg/s 1185 3010

End of Spray 1200 3012

& NT~"
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values of the linearized depressurization rate for the two periods. Neither of the transitions are correlated to changes
in the spray now rate and the significantly different time of their occurrence implies that the cause for the change
are processes which occur on the inside of the shell. In this particular case it is the higher atmospheric stratification
and the resulting internal atmospheric currents which determines the delayed transition to lower depressurization rates
for test Ell.2. As described elsewhere (Wolf [32,33), Valencia [30J) steam and gas introduction for the Ell.2 test
was performed high in the containment resulting in highly stratified conditions.

|
Atmospheric pressure is an integral parameter influenced by all processes occurring in the containment thus

a better illustration of the energy transfer rates occurring locally is provided by the measured traces of the steel shell ;

thermocouple quadruples shown in Figure 4. The figure shows that temperatures in the annular space and at both
I

metal surfaces respond to changes in the spray mass flowrates. However as seen, after an initial period, the
containment atmosphere temperature is in effect 'decoupled' from the changes occurring in the shell temperature.
This is shown especially clearly Dr test Ell.2 where a decrease in shell temperatures produced by a larger spray
now rate at -1100 minutes is accompanied by a constau (and at some locations a slightly increased) nearby internal
atmospheric temperature. The test data shows that the rate of decrease in containment temperature and pressure are
not influenced by increased external spray flowrates. Other phenomena, in this case the initiation of containment
wide atmospheric currents, are dominating the internal containment response.

The above observations are relevant since they illustrate that during a long duration accident (for these tests

sprays are initiated ~16 and 46 hours after the break) the containment atmosphere response can not be considered
independently, but must be analyzed together with the thermal history of all the internal structures. It is the
structures, which by virtue of their considerably larger heat capacity will dominate atmospheric cool down and
depressurization rates. The response of the containment atmosphere will therefore be strongly influenced by changes
in internal circulation currents which influence energy transport to and from internal heat sinks, and will respond only
in a secondary and delayed manner to changes in outside boundary conditions like external sprays.

Atmospheric Concentration Measurements

Relative steam and gas concentration traces from instruments located in the dome region are shown in
Figures 5 (a.b) and 6 (a,b) for the El1.4 and El1.2 tests respectively. For both tests the initiation time of the
external sprays can be clearly deduced from these measurements. As would be expected, the spray caused increase
in the condensation rate leads to a drop in the volumetric steam concentration. Since the figures depict the relative
molar concentrations, the decrease in vapor content is mirrored by a corresponding increase in both air and lighter
noncondensables.

|

The vapor content figure can provide a partial explanation for the already noted variation of the |
depressurization rate. The figures show that for both tests the vapor removal rate changes once the relative vapor I

concentration reaches the 20 to 15 molar % level. The relative vapor concentration has a large inDuence on the
condensation rate, but this is only a partial explanation, since the change in vapor content also alters the relative
atmospheric densities and leads to an initiation of recirculation currents. The direction of these currents can be i

inferred from the concentration measurements obtained by instruments located above the two main vertical flow
'

paths. For the El 1.4 test, concentration measurements located in the elevator shaft register a sharp increases in steam
concentration (Figure 5d) while a corresponding decrease for the spiral stair side (Figure Sc) is seen. Steam from
the lower segment of the containment is carried up the elevator shaft side of the containment via the natural
circulation flows. The dome atmosphere, which has become depleted in steam, then flows downward into the spiral
staircase. Molar gas mixture and noncondensable levels show an anticipated opposite effect. Gas concentrations
in the containment dome region are seen to rise during the initial 50 minutes of El1.4 spraying. Green [1] shows
that once the global Dowpath is set in motion at 2850 minutes, a sharp drop in the gas concentration is realized for
the elevator shaft pathway with a corresponding rise for the downward flow in the spiral stair. Gas at higher j

elevations is then transported to lower levels by the sweep downward.
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In the case of the Ell.2 experiment, global circulation patterns up and down the containment are not
evident. Rather there is indication of upward motion in both major flow passages. From the start of spraying until
~1120 minutes the steam concentrations on both sides of the llDR containment remain relatively constant. After
that time steam fractions drop sharply (Figure 6 c d). Evidence of the downward progression of mixing flows is seen
by the time delay between the sharp change in measured concentrations as depicted in these two figures. Gas
mixture concentrations show an anticipt.ted opposite behavior, staying relatively constant at ~2.5% for the initial 2
hrs of spraying and then rapidly rising to over 12% by volume once flow patterns are developed. A somewhat
cluttered illustration of the light gas concentration measurements during external spraying is given in Figure 7. The
highly stratified atmosphere is slowly mixed, down to the 16 meter level, by the flow patterns developed as the result )
of the external sprays. |

!

Velocity Measurements

A less successful, but nevertheless interesting indication of containment atmosphere motion is provided by
a series of turbine-like velocity-meters located in the major flowpaths. An approximate indication of flow direction
can be inferred via the use of two turbine-meters placed at 90* angles to one another. Atmospheric motion,
especially in the dome region can acquire various directions, thus these instruments can not be expected to reflect
the entire flow field. Another limitation is that the lower limit of detection for these instruments is 0.1 m/s. In spite
of these drawbacks, the instruments do manage to provide direct evidence of the initiation and decay of strong

- internal circulating currents. Selected examples of atmospheric velocity measurements during the spray periods are
presented in Figures 8 and 9.

As shown in Figure 8 (a), for the El l.4 test, the external spray generated immediately measurable (although
intermittent) velocities in the uppermost dome region ranging from ~10 to 30 cm/s. At :.he same time the shaft
velocities (Figures 8(c) and 8(d)), remain below the levels at which the turbine is initiated until ~50 minutes after
the beginning of the spray period. At this time strong flows are registered moving up the elevator shaft side and
down the spiral stair sides of the llDR containment. Figure 8 (c) & 8 (d) record velocities ranging from I to 2 m/s
in the open shafts which once initiated increase in magnitude. The flow pattern encompasses nearly the entire
containment, with velocities exceeding 1.5 m/s measured even at a 10 meter elevation.

As has been noted, during the Ell.2 test steam was introduced at a higher elevation, leading to remarkably
stable temperature and concentration stratification. It required a duration of the spray period in excess of ~2 hours
until sufficient steam was condensed in the dome region to establish significant natural circulation flows. The
initiation of these flows is illustrated in the velocity measurements shown in Figures 9 (a-d). As seen, all the turbine-
meters are quiescent during the first ~2 hours of the spray period. At ~1100 minutes of test time, the turbines are
able to register atmospheric velocities, first high in the dome region and short!y thereafter also in the shaft regions
which connect to the lower sections of the containment. The velocities do not reach the levels noted for the Ell.4
test nor do they penetrate as low in the containment. This is reasonable, since for the Ell.2 test the steam is placed
preferentially in the upper regions of the containment and consequently, after the dome steam is partially condensed,
less is available to move upwards along the vertical shafts.

Internal energy transfer rates

The energy transport to and from the structural surfaces of the HDR containment has been analyzed in detail
by Green [1]. It is shown that the process depends primarily on local atmospheric composition, the surface to
atmosphere temperature difference and the local atmospheric velocity. Other parameters, such as pressure, surface
condition, film thickness and film turbulence have only secondary influences. From the modeling standpoint, of the
three noted primary parameters, the most problematic is certainly the local atmospheric velocity. Reference [1]
proposes a modification to the CONTAIN code which leads to an improved utilization of the computed inter-
compartmental velocity, but it should be expected that within the framework of lumped parameter codes the ability
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to represent local velocity will remain limited. Inspection of the available measured energy transfer data provides
insight into the influence of this parameter.

A brief quantitative analysis of the serial thermal resistances to heat transfer from the externally sprayed
cooling water to the inside atmosphere of the containment is instructive. The outside liquid film formed by the
flowhg cold spray water can effectively be ignored in this case in comparison to the remaining resistances since the
large flow and the cold temperature (10*C) yield high heat transfer coefficients. As a result, the convective heat
transfer from the film surface to the flowing annulus gases is not analyzed further. (Unlike the AP-600 design these
HDR tests did not include a significant flow of the annular gas counter-cunent to (n. J!ing film. Significant
evaporation of the external liquid film is not evident.) A second resistance to heat transfer is provided by conduction
through .he steel shell. The thermal conductivity of the 3 cm thick shell is ~43 W/m*C which equates to a resistance
of 7.0010'' m *C/W, Conduction through an inner condensate film will vary depending upon the film thickness and2

temperature. Inclusion of a 0.5 mm thick film along with a typical layer of paint / rust produces a combined resistance
m *C/W, The measured experimental heat transfer coefficients (to be shown) were predominantly underof ~lx10~8 2

2 2
500 W/m C during spray periods (in fact predominantly in the range 100-300 W/m *C). This confirms that the

3 2
inner convective / condensing boundary layer would yield a high-end resistance of 2x10 m *C/W thus forming by

!far the major barrier to heat transfer.

As shown in Figure 2, at various locations of the steel shell, a " quadruple" set of thermocouples measure
the local temperature from the outside gap to an atmospheric temperature near the interior shell surface. The time
dependent temperatures can be used to infer local heat fluxes and heat transfer coefficients using inverse heat transfer i

'

calculations based on the methods of Beck [34). Representative time traces of the inferred heat transfer coefficients
for both tests at the 48 meter elevation of the dome shell are shown in Figure 10 (a), (b). As a rule, inverse
computation methods yield quite ' noisy' results, this is emphasized in this case because of the high conductivity of

<

the carbon steel. Nevertheless,in spite of the clearly evident fluctuations, a meaningful average value of the internal L

surface heat transfer coefficient (h) can be inferred. It is thus instructive to compare these values with other ,

measured results and expected trends.

The measurements show that during the spray period, the experimental heat transfer coefficients first trend
downward and subsequently, over significant time periods (on the order of 1/2 hour) exhibit constant or upward
bulges. The initial trend approximately follows the change in the vapor concentration, the most important parameter

.

determining h magnitude. However, as shown in Figure 5 (a) the vapor concentration continues to decrease for the ,

entire spray duration, but the inferred h value is reasonably steady at ~225 W/m'*C over lengthy time spans. The!

remaining heat transfer measurements at this elevation follow this pattern with some locations showing substantial
;

increases in the value of h when global flows begin at 2850 minutes. The only measured parameter which!

| approximately tracks these changes is the local velocity. Tuus comparing Figures 9 (a, b) and 10 (b), shows that
the increase observed at ~1100 minutes for test Ell.2, coincides with the onset of measurable atmospheric motion.;

This quantifies the importance of local atmospheric motion and also illustrates the limitations in h modeling in the'

framework of lumped parameter codes.

As noted, at the time the sprays are turned on in the E test series, the transient has progressed for a long
time and various internal structures have reached or are approaching thermal equilibrium. The initiation of sprays

;

disturbs this equilibrium by introducing a new energy sink, and when it does so, the containment structures are no;

longer being heated by the atmosphere but instead are acting as sources of energy. 'the pressure reduction is then
governed by the natural cooldown of the entire containment. For example, note in Figure 3 that when the external
sprays are stopped, the containment pressure for both tests exhibits a slight increase with time over extended periods.

'

No additional energy sources are being provided at this time, so this is an illustration that energy is being removed
from the structures as they cool and deposited into the atmosphere thereby causing the rise in pressure. |

|

This process can be observed by examining the temperature and profiles for a representative concrete heat |

structure located at 23.5 meters in the spiral stair of the HDR containment. The concrete block has been i

i

! !

|
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instrumented with thermocouples at 5 and 15 mm from the exposed surface and is one of those located directly in
a major i owpath. Applicable temperature traces over the period of shell spray for both El1.2 and El1.4 are shown
in Figure 12 (a,b). Once flow patterns are established for both tests it is seen that the atmospheric temperature just
adjacent to the structure face is measurably lower than the temperatures internal to the block and the inferred (inverse
heat transfer calculation) surface temperature. This implies not a condensing environment but rather an evaporating
one.

3, MODELING OF EXTERNAL SPRAYS USING TIIE CONTAIN CODE

The CONTAIN code version 1.12(cl10v) was utilized to model the Ell series of experiments using the
nodalization schemes shown in Figure 12. As the figure shows, the upper dome is segmented so that the region
encompassed by the external spray can be represented by separate nodes. The resulting CONTAIN code generated
pressures are shown in Figure 3. Details regarding the models and the overall ability of CONTAIN to evaluate
conditions for the El1.4 and El1.2 tests can be found in the reports by Green [1] and Tills [35] respectively.

In general, as the comparisons shows, the ability of the code to reproduce the time history of an integral
parameter such as pressure is satisfactory. As should be expected, it produces a better match for the relatively
homogeneous atmospheres prevailing during test El 1.4, then for the highly stratified atmospheres which characterized
the Ell.2 test. For both tests, the code underestimated the amount of energy removed during the spray periods and

there' ore over predicted the containment pressure. Ilowever, considering the complexity of the llDR containment,
the variety of boundary conditions present during the tests and comparing this to the simplicity of region averaged
parameters that a nodal approach imposes, the achieved agreement is quite remarkable.

It is certainly reassuring that the most important parameter determining containment integrity, the
atmospheric pressure, can be evaluated with a high level of confidence. However, this does not imply that all
energy transfer rates cre modeled adequately. The long term pressure is strongly dependent on the balance between
the energy source terms and the heat capacity of the internal heat sinks. When energy transport to heat structures
becomes conduction limited, the importance of an accurate representation of the time dependent energy transport rates
in the evaluation of containment pressure decreases. The limitations of nodal methods have been analyzed in
numerous publications, a number of which are noted in the introduction. This section considers several phenomena
which are unique to modeling of external sprays.

The most important phenornenon determining the accuracy of energy transport across a steel shell has
already been noted. Namely, once sufficient external spray volume is available that the outer surface is wetted, the
diffusive noncondensable rich boundary layer which forms on the inside of the shell surface becomes the major
resistance to heat transfer. The total energy transport rate will then be sensitive to those model features which
represent this resistance.

The CONTAIN surface heat transfer model is based upon the heat and mass transfer analogy. The total
heat flux to a structure is evaluated as the sum of condensing, convective, radiative and aerosol contributions. In
the analysis of the E.ll tests, energy transfer rates due to aerosols and radiation are small and are not considered.
The algorithm implemented in CONTAIN first determines a convective Nusselt number using empirical correlations
based upon an appropriate choice of a flow regime. A more detailed explanation of the heat transfer model in
CONTAIN is provided in references [10,1].

Ileat transfer from the steel shell to the external water film is one of the primary limitations of the
CONTAIN code version used. For this work a constant energy removal rate from the modeled dome structure was
imposed. Several values were tested (heat transfer coefficients to the annulus region ranging from 300 to 3000
W/m'*C) with the result being that the predicted response was relatively insensitive to this value since the limiting
resistance was krated at the inner condensing surface. Ilowever, it is expected that variations in the external film
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thickness and even patches of wet and dry areas would develop leading to non-uniform energy removal rates from
the shell. This is especially relevant to the AP-600 where the film flows along the length of the exterior shell. !

'
Recent code enhancements (not available for this investigation) have been implemented in CONTAIN which allow
for external film tracking and film evaporation.- These enhancements are currently being tested.

I

Geometric Efects

One of the characteristics of the HDR external spray tests is that only the upper segment of the containment j

shell was wetted. Figure 2 shows that the segment in question encompasses the curved hemispherical portion of the )
upper dome region. This makes a comparison with theoretical models more difficult because the majority of studies !"

analyzing condensation in the presence of noncondensable gases considered flat vertical or horizontal surfaces. The j
variable orientation of the hemispherical interior surface can impact the evaluation of the internal resistance to heat j

transfer in two ways:
'

1) The empirical correlations used in CONTAIN apply either to horizontal or vertical surfam. |

2) Indirect evidence suggests that not all of the condensate formed on the hemisphere runs off as a surface film.
A portion of it " rains out" in the form of droplets. Falling droplets would increase the turbulence in the
noncondensable enhanced boundary layer and alter heat transfer rates. )

Although inconclusive, test data from the spray period does hint that droplets are falling from the dome
surface rather than flowing along the inner surface. Inner shell thermocouple measurements at elevations just below
the : pray apparatus do not register the passing of a cooler liquid film as would be expected. The presence of falling
droplets is also indicated by sudden step temperature decreases observed for exposed dome region thermocouples.
This is attributable to drops which occasionally intercept the exposed thermocouple bead thus lowering its
temperature.

1

!

Lighter-Than-Air Noncondensable Gases !

As noted in the introduction, a He/H mixture was released into the HDR containment atmosphere prior to
2

initiation of external sprays. The subsequent transport and distribution of these gasses has been documented
elsewl cre [30, 32, 33]. In this study we consider only the effect they have on the thermal resistance of the'

noncondensable boundary layer.

Lighter-than-steam noncondensables, as expected, act in some respect quite differently when compared to ;

heavier gases such as air. Thus the higher diffusivity of these lighter gases will reduce inhibition to condensation
;

heat transfer. Once transported into the gas-vapor boundary layer the He and H are more likely to diffuse back into2

the bulk mixture, j

in another respect the lighter than steam gases can have an inhibiting effect. Thus for vertical surfaces their I

accumulation in a boundary layer will have an ' inverse' impact on density driven flows. That is, whereas an
accumulation of heavier-than-steam gases, as well as density increases produced by lower boundary layer
temperatures, will generate downward motion of the gaseous boundary layer, the accumulation of lighter than steam
gases, will reduce these differences, and if they are present in sufficiently high concentration could reverse the
direction of the buoyancy driven flows entirely. Under natural circulation conditions, correction for such density
effects can be accommodated through the use of a modified Grashoff number as proposed by Vernier [8].

Gr * = S ( T.,- T,) + y (X -X.)]3
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Presently, condensing heat transfer models used by the CONTAIN code do not inewporate modifications
to account for such boundary layer stagnation. f

l

For the above listed reasons it can be anticipated that the CONTAIN code can model the energy transfer
rates observed in the hemispherical surfaces only to a limited extent. As shown in Figure 13 (a-c) that is indeed the
case. The figures present a comparison of the experimentally inferred heat transfer coefficients during the spray ,

periods of Ell.2 and Ell.4 with equivalent values computed by the standard, as well as a ' modified' CONTAIN
model. The modified model implemented the above definition of the Gr number. As a benchmarking point, the
figures also include the extensively used Uchida [36] correlation which is dependent only on the local vapor to
noncondensable mass fraction.

As shown, the experimental values are significantly greater than any of the CONTAIN models and higher
as well as the single parameter Uchida correlation. This observed difference illustrates the impact of the following
phenomena not accounted for in the calculations:

Local atmospheric velocities.-
;

Increase in boundary layer turbulence due to falling condensate drops.*

The models used have several additional limitations such as the noted issue of surface orientation, the

! enhancement of diffusivity by He and 11, the alteration of the buoyancy by the same gases and a list of even more2

l secondary effects. However on the basis of extensive comparisons of separate effect and integral heat transfer
measurements with model results, it is concluded that the noted two are the dominant ones. On the basis of the'

|
available experimental information it is difficult to asses their individual contribution quantitatively.

|
,

( 4. CONCLUSIONS

The use of external containment sprays to reduce containment accident atmospheric pressures has been
proposed for advanced reactor designs. In the presence of noncondensable gases it is the diffusive gaseous boundary
layer on the inside surface of the containment steel shell that represents the major resistance to energy removal and
therefore must be well understood. This investigation has focussed upon the integral response of the IIDR
containment atmosphere to external shell spraying during the El1.2 and El1.4 experiments and the methods
employed by the best-estimate tool CONTAIN in modeling such condensation related phenomena.

! The HDR test data shows that increased spray mass flowrates above the minimum rate which wetted the
outer surface did not result in appreciably increased energy removal rates. This is a direct consequence of the
resistance imposed by noncondensables gases at the inner condensing surface of the shell. The rate of energy
transport across the shell is therefore strongly influenced by phenomena which innuence this boundary layer.

One of the effects of the external sprays is that by cooling the upper containment atmosphere an unstable

| density inversion is generated. Eventually, global natural circulation flow patterns developed for both tests. These
flows serve to break up and mix the gas-vapor boundary layer and thus enhance energy transfer rates over those of
stagnant conditions.

The effect of the induced atmospheric motions upon measured heat transfer rates is clearly demonstrated
,

during both tests. Steam concentrations in the dome region over these time periods decrease significantly yet the
! heat transfer values do not show the anticipated decrease expected from such a large change in composition. The

inferred heat transfer parameters show that bulk atmospheric motion can counteract the effect of increased
noncondensable gas concentrations. In the case of Ell.2, the heat transfer coefficients show clear downward trends
in heat transfer rates due to the effect of increased noncondensable gas concentrations resulting from the initial 130

I minutes of shell spraying. No measured velocities were recorded during this time period. Shortly thereafter, the
1
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i

unstable situation created by the spray, produces bulk motions which in turn cause the measured heat transfer<

coefficients to increase or hold constant during the remainder of the spray procedure. !
'

|
The CONTAIN code was used to model the Ell experiments with reasonable results. The code does not

capture all of the aspects associated with outer shell spraying such as droplet formation or the effects of lighter-than-
air noncondensable gases. Modifications such as a revised Gr number correlation and analogy defect correction
factors are still insufficient to reproduce HDR experimentally measured heat transfer coefficients. Further
modifications which include the effect of bulk atmospheric motions, a wavy film interface and boundary layer mixing

'

due to falling droplets would aid the codes ability to model external shell spraying.

This work was performed under contract #NRC-04-91-062.
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- Figure 3 (a) - Experimental & Predicted Pressures
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Figure 4 (a)- Shell Temperatures
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Figure 5 (a) - Steam Concentration Figure 5 (b) - He + H2 Concentration
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Figure 6 (a) - Steam Concentration Figure 6 (b) - He + H2 Concentration ;
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Figure 7 - Experimental Gas Concentrations
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Figure 8 (a)- Velocity in Dome Figure 8 (b)- Velocity in Dome
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Figure 9 (a)- Velocity in Dome Figure 9 (b)- Velocity in Dome
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Figure 10 (a) - Location 33 @ 48 m.'
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Figure 11 (a)- Concrete Block #84
E11.2 - Spray Period
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Figure 13 (a) - Shell Heat Transfer Figure 13 (b) - Shell Heat Transfer
E11.4 - Location 34 - 48 meters E11.4 - Location 32 - 48 meters
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Figure 13 (c)- Shell Heat Transfer
E11.2 - Location 34 - 48 meters

| 1500.0

!

I
i

1000.0

t
E
1 /
1 1
0 1

- LEuperirisnt

E
"

500.0

WifiedCON1AIN*

% ,'s-
|hth$%,M1

Col 4T
~-"

]
975 1025 1075 1125 1175

Time (minutes)
1442



MODELING OF LOCAL STEAM CONDENSATION ON WALLS IN PRESENCE
OF NON-CONDENSAELE GASES,

APPLICATION TO A LOCA CALCULATION IN REACTOR CONTAINMENT
USING THE MULTIDIMENSIONAL GEYSERff0NUS CODE

L.V. BENET, C. CAROLI, P. CORNET, N. COULON, J. MAGNAUD

Commissariat i l'Energie Atomique, DRN/DMT/SEMT,91191 Gif sur Yvette cedex
FRANCE

ABSTRACT

This paper reports part of a study of possible severe pressurized water reactor (PWR)
accidents. The need for containment modeling, and in particular for a hydrogen' risk study, was
reinforced in France after 1990, with the requirement that severe accidents must be taken into
account in the design offuture plants.

This new need of assessing the transient local hydrogen concentration led to the development,
in the Mechanical Engineering and Technology Department of the French Atomic Energy
Commission (CEA/DMT), of the multidimensional code GEYSER /TONUS for containment
analysis.

A detailed example of the use of this code is presented. The mixture consisted of non-'

condensable gases (air or air plus hydrogen) and water vapor and liquid water. This is
described by a compressible homogeneous two-phase flow model and wall condensation is
based on the Chilton-Colbum formula and the analogy between heat and mass transfer.

Results are given for a transient two-dimensional axially-synnnetric computation for the first
hour of a simplified accident sequence. In this there was an initialinjection of a large amount of
water vapor followed by a smaller amount and by hydrogen injection.

1. INTRODUCTION

During a core-melt accident, oxidation of the fuel cladding produces a large amount of
hydrogen, which may burn (more or less slowly) or detonate spontaneously when the hydrogen
concentration reaches a given value (approximately 10% volume concentration, see Figure
4.f). Such an explosion could damage containment integrity.

Increasing interest it. .ssessing the hydrogen risk led, during the '80s, to work in two
directions. In one, multi-compartment codes were developed, based on a lumped parameter
approach. In the other, general multidimensional codes were used for solving mass, energy and
moraentum equations using spatial discretization.

'Ihe first approach was sufIicient due to the main characteristics of concrete containment (high
thennal inertia and low thermal leakages) and because heat transfer is very eflicient in steam
condensation. Lumped parameter codes like CONTAIN, RALOC, JERICHO or MAAP [1]
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give a realistic representation of the pressure evolution but underestimate the stratification and
are sensitive to the sub-compartment splitting.

Multi-dimensional codes like GOTHIC /WGOTHIC [2] or GASFLOW/HMS [3] give a good
representation of stratification in large volumes, but there are few versions which take into
account mixed garrliquid behavior. These codes also require very long computing times.
Nevertheless, they are able to predict local hydrogen concentrations, thus providing indicators
of deflagrations and detonations.
Iflumped parameter codes are likely to be used for a long time by safety authorkies for the
overall analysis of accident scenarios, it will be increasingly necessary to associate these with
detailed studies carried out with mechanistic codes so that the assumptions made in the lumped

parameter codes can be justified. Hus, CEA/DMT has undertaken a program for the
development of a representative containment code, GEYSERff0NUS, and for experiments
using a specifically instrumented containment mock-up, MISTRA [4], for support end
validation of the modeling.

The overall objective of our work is to contribute to' overcoming the hydrogen risk in a
possible reactor accident. Our immediate goal is to calculate local hydrogen concentrations
during all the transient stages in a loss-of-coolant-accident (LOCA).
From a hydraulic viewpoint, a typical accident can be characterized by injection of a large I

quantity of water vapor, followed by hydrogen release in the containment. Such accident I

sequences may last several hours or even days. ;

For this, a coupled multi-dimensional-lumped parameter code is needed in order to analyze
complete scenarios. GEYSERff0NUS, which is based on existing software programs, serves
as an overall homogeneous modeling tool.

<

2. MAIN FEATURES OF THE CODE ,

We started from the existing TRIO-EF [5][6] and CASTEM 2000 [7] muhi-dimensional codes
developed by CEA/DMT. These are general programs dedicated, respectively, to thermal

'

.

hydraulic and mechanical analysis. We developed multi-D and 0-D operators and algorithms to
'

{ solve the coupled equations describing the mixture behavior. We use the GIBIANE object-
i oriented language to manage the data (objects) and the operators, which provides great
! flexibility in constructing various numerical algorithms.
: GEYSERff0NUS is a set of independently executable procedures formed using the

TRIO /CASTEM " tool box". The code construction and structure is detailed in a companion

j paper presented at this conference [8].

! The numerical method is based on the approximate solution of mass, compressible Navier-
i Stokes and energy equations. Turbulence is modeled by a constant eddy viscosity but it could

! be computed (in the future) with a K-c model, now available in TRIO. We use a mixed finite-
volume / finite-element discretization. The finite element method (Galerkin weighted residual; ,

method) with linear elements is used for the spatial discretization of momentum equations [5].
For all other conservative equations, a finite volume integration is used. Time discretization is
obtained by a first order scheme associated with an upwinding of the convective terms :
(MUSCl.).

1

i

"
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p 3. MODELING -

We use a h:mogene:us two-phase flow modst ne different species, sir, water vapor, water
droplets, hydrogen, have the same velocity and temperature. He gas mixture is considered to -

] be a perfect, viscous, compressible gas and its physical properties (viscosity, diffusivity, heat

,i capacity) depend on the mixture composition but not on its temperature.

Equations
i We solve 5 conservation equations (total density p in kg/m3, total water density p, in kg/m3,
i momentum p V in kg/m2/s, specific intemal energy p e in J/m3, hydrogen density p, in kg/m3)

coupled with the equation of state (P = (y -1) p e). The mass of water includes both vapor !

.2 and suspended droplets.
Equilibrium is assumed to be instantaneous. Bulk condensation occurs if the thermodynamic

:
equilibrium leads to a partial water vapor pressure above the saturation pressure at the local |

:

! temperature. ,

: Equality between these two pressures determines the liquid mass quality. Hus, we assume that
2 the water droplets remain in suspension in the mixture because the droplets are micrometric ,

and at low concentrations.,

I
i . Mass transfer :
j Mass transfer to the walls by condensation is based on the Chihon-Colburn approach and the f

*

l analogy between heat and mass transfer.
He mass condensation rate is given by: {

'

}
a
'

j, = hp, - p.,(T )) Sh
: ;

.

; et is the vapor diffusion coefficient
D the containment diameter'

p, the vapor density
'

p.,(T.) the saturated vapor density at the wall temperature |'

| Sh is the Sherwood number and by analogy with the Nusselt number can be written [10]:
i

! Sh = 3.656 + 0.021 Sc .6Re.800

k
L

Re = p V D is the Reynolds number
i

;
>

i'

Sc= "Dis the Schmidt number:

! p

| is the mixture dynamic viscosity f,
,

!

His mass flux is removed from the mixture at the wall. ,

- '

At present, water condensing on the wall and its energy disappear from the calculation. In
future computations, this mass could flow to the containment base and a fraction ofits heat ,

| could be transferred to the concrete.
y .:

; Heat transfer :
The heat flux at the computational boundary is divided into two parts. He first corresponds to

'

convection heat transfer and the second to condensation.
!
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Heat transfer by convecti:n at the wallis modeled by a heat exchange coeflicient and a given
wall temperature that is time-dependent. This is n:w cbtained by a semi-empirical correlation-

for the Nusselt number [9]:

Nu = 3.656 + 0.021 Pr .6Re.80o

with Nu = H D
-A

His the heat transfer coefBeient
A the mean thermal conductivity of the mixture

Pr = p Cp is the Prandtl number -
A

The condensation heat transfer is given by :

j. = j E,

c, is the vapor intemal specific energy (J/Kg)

In order to simplify these preliminary calculations we use constant transfer coefEcients, in the
future we could use wall functions.

|

4. CALCULATIONS

Geometry:
The mesh consisted of 304 quadrilateral elements representing half of a PWR dome with a

height of 36 m and a radius of 22 m. The water vapor or hydrogen was injected from the i

reactor pool along the symmetry axis through a surface area of 83 m .

Initial conditions:
totalpressure relative humidity mixture temper. wall temper.

t=0s 0.1 MPa Pv/Psat = 0.9 40 C 37 C

Boundary conditions: {
Two simplified accident sequences (first hour), belonging to the small break LOCA category, |
were carried out. These computations for the main containment volume were 2-D and axially-
symmetric. There were no mass or heat transfers at the containment base except for the ;

injections.
i

Eirst sequence.:

vapor inj. rate H, inj. rate pressure inj. temper. inj. wall temper.
1" step totalpressure

t = 0 to 1 mn 556 kg/s 0 kg/s of the mixture T,,,(P) 37 C
d2 step totalpressure T = 37 + 2 t

t = 1 to 60 mn 18 kg/s 0 kg/s ofthe mixture T,,,(P) T( C), t(mn) '

|
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e

For the second step, two computations were made in order to evaluate the importance of thei ,

|wall temperature:
- Computation 1.a: the wall temptrature increased linearly with time (2 C/ min) to model the

.
_

heating of the wall. This increase was estimated by using a previous 0-D JERICHO calculation.
- Computation 1.b: the wall ten:perature remained constant (37 *C). In this case the
condensation rate is clearly overestimated because the condensation heat is partially
transmitted to the wall
We will essentially comment on computation 1.a.

Se_cdseauence: ,

vaporinj. rate H inj. rate pressure inj. temper. inj. walltemper. |
2

|

l" step totalpressure

t = 0 to 1 mn 556 kg/s 0 kg/s of the mixture T,,,(P) 37 C ;

2"' step totalpressure T = 37 + 2 t

t = 1 to 10 mn 18 kg/s 0 kg/s of the mixture T,,,(P) T(*C), t(mn)

3 step totalpressure T = 37 + 2 td

t=10 to 60 mn 0 kg/s 0.15 kg/s of the mixture 627 C T(*C), t(mn)

!Convergence criteria:
We solved the set of all partial differential equations and the equation of state for the !

unknowns p , p , p , , pV , pe and P by an implicit method. .

[
.

Internal iterr,tions (denoted i) were performed for all of the unknowns (including p, , y and

p , (T )) at each time step. The convergence criterion was, for each unknown X: |
|Max |X, - X _,| / Max |X,| < 2x10".i

5. RESULTS

5.s First seauence (no hydrogen release) :
i

General description of the transient: '

The overall variation during the vapor injection transient is described by an initial rapid
increase (first step) in mass (Figure 1.d) and pressure (Figure 1. b). The same rapid increase is

-

seen in the mean temperature (Figure 1.a) and wall condensation rate (Figure 1.f).

The first step (556 kg/s vapor injection rate) ended at t = 1 mn:

end la vapor mass air mass total relative mean condensation

step pressure humidity temperature rate (walls)

t=lmn 32 tons 55 tons 0.26 MPa 0.9 139 C 43 kg/s

Computation 1.a:
For the second step, the injection rate was reduced to 18 kg/s. Pressure and temperature ,

variations are reversed because mass removal becomes greater than injection. The gaseous |

mixture loses vapor and is cooled while the wall temperature increases. Thus, the wall |
|condensation rate decreases and mist appears (see Figures 1.e and 1.d). '

At approximately 10 mn, there is a new slow inversion of the pressure evolution. The pressure
and temperature again rise rapidly after the mist disappears (at t = 33 mn).
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Our calculation ends at t = 1 h and the parameters are (Figures 3.d to 3.f):

end of vap::r mass air mass total relative mean condensation
2"d step pressure humidity temperature rate (walls)

t = 1 hour 66 tons 55 tons 0.4 MPa 0.93 155 C 0 kg/s

0-D analysis:
He vapor injection rate and wall temperature determine all the thermal-hydraulic behavior and
the latter controls the extracted mass and heat fluxes. The pressure, which is uniform
throughout the containment volume, is the main parameter controlling both condensation and
system temperature. The variations with time are qualitatively the same as those obtained by
lumped parameter codes (see Figures 1.a to 1.f). '

In figure 1.f we can see a change in the slope, approximately after 10 mn. At this time the |

condensation rate was falling under the injection rate (18 kg/s). This also corresponds to a
pressure minimum. Then the pressure rise slows down the decrease of the condensation rate.

The increase in energy due to the pressure rise in the first minute of the transient sequence is j

the major contribution to the average gas heating and is the reason for the rapid disappearance
i

!of the bulk condensation front that is fonned at the beginning of the injection. At t = 1 mn, the
relative humidity is 0.9 and the average temperature is 70 C higher than that obtained without
compression with mixing alone. We can observe the same effect during the pressure decrease j
phase (1 < t < 10 mn). This pressure decrease creates a rapid cooling which induces bulk
condensation. These effects can be seen in Figure 1.c, which compares the real temperature
variation with the isentropic equivalent temperature variation for air or vapor alone.

By comparing figures 1.a and 1.e, it can be seen that the temperature remains almost constant
,

between 10 and 33 mn, which also corresponds to the presence of mist during the same time.
This may be explained by the fact that the mist increases the thermalinertia of the system and,
in particular, reduces the overall heating rate during the second step.

He large effect of wall temperature is seen by comparing the two computations 1.a and 1.b.
There is an appreciable pressure increase with the 2 C/mn increase in wall temperature.
Computation 1.b with a constant wall temperature (37 C) and the same vapor injection rate
shows a regular pressure decrease. This points out the importance of both the fraction of heat
transferred to the wall and wall heating. We will focus on these effects in future work.

2-D analysis:
Only the pressure is uniform in the containment volume (<1% difference between top and
bottom).

The different velocity fields, for both injection rates, show common features (see Figures 2.d
or 2.f):
- a plume ofvapor-rich gas quickly rises above the injection area along the symmetry axis,
- boundary layers extend along the roof and the upper part of the wall,
- a large toroidal dead area between the above two limits, where the velocities are very low. .

During the first minute, the flow regime moves from forced to mixed convection. Dunng the
,

same time, the vapor injection velocity decreases from 10 to 5 m/s (because the density of 6

injected vapor increases). The plume velocity is always about 10 m/s. The second step is pure
,

free convection.
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In all cases, we observe a more er less steep mass stratification in this dead area (see Figures

2.s to 2.c and 3.f).
T

He . density variations producing these flows are created essentially by the different
'

proportions ofvapor in the gas mixture. At t = 1 mn, the mass fraction of vapor at the axis is
,

0.9, while it is 0.05 in most depleted vapor region. At this time, the stratification is the steepest

! with a highly enriched vapor pocket (75% vapor mass fraction) at the highest level and very
little vapor at the bottom (Fig 2.a). He steepness of the stratification then decreases with time.

Temperature is not correlated with mass here (Fig 2.c and 3.a or 3.d and 3.f), as opposed to
incompressible flows. For example, we do not observe any thermal stratification, except at the
beginning (t = 30 s).

,

i
Detailed analysis from 1 to 60 mn-
- I to 10 mn: a new free convection regime is formed, consecutive to a dramatically reduced ,

injection rate. We can see that in this phase both pressure and temperature are decreasing. The :
'

flow regime appears to be rather unstable (see Figure 2.e).
The new rising plume with less vapor, and which is therefore heavier, cannot penetrate the
light mixture pocket in the upper section of the containment. This mixture slowly becomes ;

heavier due to the combined effect of wall and bulk condensation. Bulk condensation appears
. first along the walls, which are colder. The plume rises to the top of the containment after 10 ;

mn (Fig 2.f) when the vapor mass fraction in the upper cellis reduced to 40 %. |
At t = 10 mn, a wide cell of superheated vapor remains in the intermediate dead area (see Fig. |

3.c). Vapor stratification is weakened due to vapor loss. The total pressure is 0.21 MPa and
the mean temperature 99 C. :

- 10 to 33 mn: this corresponds to a free convection regime, with a fully developed plume and
!

suspended droplets. This presence of mist characterizes this phase (see Fig. l.e).
The injected vapor is warmer than the bulk and therefore it condenses when entering the ,

containment. The mass ofliquid in suspension reaches its maximum at t = 20 mn and fills the
whole space (meaning that all the mixture is saturated). Evaporation of the mist slows down
the rate of pressure and temperature increases. The rate of wall condensation continues to
decrease, but less rapidly than during the first phase, because the higher section of the i

containment is once again supplied with vapor.
At t = 33 mn, the mass fraction of vapor has increased up to 43 %, there are no longer any
droplets in the mixture and there is no more wall condensation because the wall temperature ,

approaches the bulk temperature.

- 23 to 60 mn: this corresponds to the dry inflation of the containment. There is no more
condensation and the pressure increases linearly following the injection. The temperature also
increases rapidly.
The mass stratification decreases, whereas the mixture becomes richer in vapor. The bulk of

the vapor is superheated and there is still a warm cellin the dead region (see Fig. 3.d). .!
|

l

5.b Second seauence (0.15 kg/s hydrogen injection) |

1

ne average values are shown in Figures 1.a,1.b and 1 e and their spatial distribution in
Figures 4.a to 4.e. The overall features, appait from hydrogen behavior, are the same as those
previously described.
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We can cbserve, at least f:r this simulati::n, the foll: wing behavior:
- hydrogen is rapidly spatially diluted by the mixture,
- hydrogen stratifies and the steepness of this strati 6 cation increases with time.
Secondary effects induced by stopping the vapor injection are:
- bulk condensation lasts longer and is greater. 'Ihis is due to the fact that there is no longer
any energy added by a pressure increase and thus no funher heating.

Our aim in obtaining these multi-dimensional resuhs was to locate the mixture composition in
the Shapiro diagram. Three points of the mixture are in Figure 4.f, one in the stratification,
another in the plume and the third close to the injection area. We recall that this computation is
only for illustration, in particular the injection ofpure hydrogen may be unrealistic.

,

6. CONCLUSIONS

As yet, we have only the first version of the GEYSER /TONUS code dedicated to evaluation of i

the hydrogen risk in a severe reactor accident. The multi-D features can also contribute to a
better understanding of the physics involved.

In panicular, this allows us to point out the main aspects of the flow stmeture (plume,
boundary layers, stratification in the intermediate region). We can also observe the imponance
ofheat and mass transfer at the wall as well as the energy imparted by the pressure increase.

The most important thing is to be able to predict hydrogen distntution, panicularly for
stratified flows or in presence of mitigation systems. These predictions can be used as staning
points for combustion or detonation computations.

A set of basic validations will be carried out in the near future. It is also planned to use several
CEA mock-ups such as MISTRA [4] and COPAIN [l1] to assess the models.
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ABSTRACT

This paper presents several approaches in the modelling of wall condensation in the
presence of noncondensable gases for containment codes. The lumped-parameter modelling
and the local modelling by 3-D codes are discussed. Containment analysis codes should be
able to predict the spatial distributions of steam, air, and hydrogen as well as the efficiency of
cooling by wall condensation in both natural convection and forced convection situations. 3-D
calculations with a turbulent diffusion modelling are necessary since the diffusion controls the
local condensation whereas the wall condensation may redistribute the air and hydrogen mass
in the containment. A fine mesh modelling of film condensation in forced convection has been
developed taking into account the influence of the suction velocity at the liquid-gas interface. It
is associated with the 3-D model of the TRIO code for the gas mixture where a k-e turbulence
model is used. The predictions are compared to the Huhtiniemi's experimental data. The
modelling of condensation in natural convection or mixed convection is more complex. As no
universal velocity and temperature profile exist for such boundary layers, a very fine
nodalization is necessary. More simple models integrate equations over the boundary layer
thickness, using the heat and mass transfer analogy .The model predictions am compamd with
a MIT experiment. For the containment compartments a two node model is proposed using the
lumped aarameter approach. Heat and mass transfer coefficients are tested on separate effect
tests and containment experiments. The CATHARE code has been adapted to perform such
calculations and shows a reasonable agreement with data.

i INTRODUCTION

This paper presents several approaches in the modelling of wall condensation in
presence of noncondensable gases for containment codes. Different types of modelling
concepts are tested on both separate effect tests and integral containment experiments. The
lumped parameter modelling and the local modelling for 3-D codes are discussed with respect
to the basic phenomena and to their simulation in containment analysis codes.

In the new generation of nuclear reactors, more attention is drawn on the efficiency of
the containment cooling including passive residual heat removal systems. Advanced
containment codes should be able to predict the spatial distribution of steam, air and hydmgen
as well as the efficiency of cooling by wall condensation in both natural convection and forced
convection situations. Then,3-D calculations with a turbulent diffusion modelling are
necessary since the diffusion controls the local condensation whereas the wall condensation
may redistribute the air and hydrogen mass in the containment.
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A~ fine mesh modelling of film condensation in forced convection is proposed,
,

associated with the 3-D model of the TRIO code [1] for the gas mixture where a k-e turbulence
modelling is used. " Laws of wall" are used. Hey take into account the influence of the suction

.

velocity at the liquid gas interface, and the possibility of a wavy interface, affecting the viscous
sublayer thickness. The model predictions are compared to the available experimental data like;

the Huhtiniemi's experiment [2,3].
The modelling of condensation in natural or mixed convection is more complex than the

|
ideal forced convection case. A multi-dimensional calculation of mass diffusion through such
boundary layers encounters physical and numerical modelling difficulties. A very fine:

! podalization may be tequired as these is no universal velocity profile similar to the logarithmic |

inertial sublayer in the forced convection case. Some - existing models correlate the transfer |
.

coefficients through the boundary layer, but the origin of the boundary layer must be specified j4

: and the heat and mass transfer coefficients depend on the distance from this origin. These :

!correlations use the analogy between heat and mass transfer, and a correction factor for highi

mass transfer rates. A selection of heat and mass transfer coefficients is proposed for both

: natural and forced convection. A hybrid Grashof number is used for natural convection
j condensation taking into account both temperature differences and mass concentration ,

'

gradients effects on density differences. The modelling results are compared with a MIT;

; experiment [4,5].
For the calculation of the containment compartments a two-node model is proposed'

using the more classical lumped-parameter approach. Different heat and mass transfer -

1

coefficients are tested on separate effect tests [4,5] and integral containment experiments [6,7].
The CATHARE code [8] has been adapted to perform such calculations. The adaptation. .

consists in modifying the volume module to describe film condensation. Two models have
.

beu tested. One is close to the Uchida [9] correlation. The other uses the Nusselt theory for a
laminar liquid film flowing down a vertical wall and a semi-empirical correction factor to take |'

j into account the noncondensible gas presence. Calculation results show a reasonable agreement ;
'

; with data.
All the proposed models are assessed with respect to two major concems:

.

- the accuracy of the piedictions'

- the applicability to a containment code taking into account numerical limitationst ,

From this discussion, the characteristics of a containment code are defined including i

i both fine mesh 3-D modelling and lumped-parameter ap roach for the compartments. De final
,

objective of our work is to develop a containment coc e using the 3-D module (10] and the
;

Volume module [11] of the CATHARE code. Tl e 3-D module -provided with the k-c model of'

the TRIO code- could be used for large compartments and the Volume module (0-D module
with lumped-parameter model) for small compartments of a containment. The use of:
CATHARE modules for the containment will allow a very easy coupling between the

j thermalhydraulic calculations of the reactor circuit, of the containment and of some inside
;

; containment safety systems. |
!

! CLASSIFICATION OF FILM CONDENSATION PROCESSES .
I

| There are two types of condensation on cold walls: filmwise and dropwise. Filmwise

!
condensation occurs when the condensate wets the surface and a liquid film is formed.
Dropwise condensation occurs on non-wetting surfaces, where the vapor condenses in drops ,

which grow and roll over the surface. It is commonly accepted that filmwise condensation is ,;

: more common than dropwise condensation in containment buildings as the dropwise |

1 condensation usually changes quickly to film during the initial period of condensation. then
only the film condensation is considered. Depending on the conditions (film Reynolds number,
wall inclination...t) the film may be laminar smooth, laminar wasy, or turbulent wary. One

; must also distinguish films developing on vertical walls , inclined walls or horizontal walls as
condensation will occur mainly on side walls and on the roof of the containment. The wall;

! inclination mainly affects the film dynamics and its wavy stmeture,

p
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Forced convection condensation may exist along walls of a containment when gas
movements are created by a steam break discharge jet, by spray actuation, or by any other
momentum driven cause.

1

Large natural convection cells in the containment may be -among other things, such as
break location- the result of heterogeneous condensation, or of temperature and
noncondensable gas concentration gradients. Such convection cells may create wall boundary
layers similar to the previous forced convection case. But smaller scale natural convection
boundary layers may also be established along venical wallr In this last case, called the natural
convection condensation, the flow in the boundary layer results from local density gradients
created by the condensation process itself and the gas velocity parallel to the wall outside the
boundary layer (extemal velocity) is zero. The mixed convection condensation correspond to a
boundary layer with a non zero external velocity and when the velocity profile in the boundary
is significantly affected by local density gradients. To be fully rigorous, any boundary layer
associated with condensation in the presence of noncondensable gases is in mixed convection
or natural convection conditions as it includes temperature and gas concentration gradients.

CLASSIFICATION OF FILM CONDENSATION MODELLING APPMACHES

The film condensation in the presence of noncondensable gases invo'ves many physical
processes. The heat flux through the wall is controlled by several thermal resistances:

-1- thermal resistance of the wall which is a high resistance for a concrete wall
-2- thermal resistance of the liquid film which mmains generally low
-3- thennal resistance associated with the gas to interface transfers

These three resistances are in series and are added. In the presence of noncondensable gas, the
third resistance is in fact the combination of two resistances in parallel associated to the
convective and condensation heat transfers. The convective heat flux is controlled by thermal
exchanges within the gas boundary layer. The condensation term is generally much higher than
the convective term. It is controlled by the mass diffusion of the vapour through the
noncondensable gases which accumulate near the interface. In the situation of interest, the
mass diffusion and the wall thermal resistance are the governing processes. However, a pure
steam condensation may exist on containment structures during the blowdown phase of an
accident, and the two first resistances control the transfers.

The following classification of modelling approaches is proposed:

-A- Local models with 3-D containment calculation
-A1- Full 3-D boundary layer calculation
-A2- 3-D boundary layer calculation using " law-of-wall" or " wall functions" (see for

example Kim [12]) for the inner layer
- A3- Models with transfer coefficients through the boundary layer
-A4- Models with averaged transfer coefficients through the boundary layer

-B- Lumped-parameter approach

In tvoe A models, a 3-D calculation of the gas mixture flow is performed in the containment

space. It generally includes a turbulence model of the k-c type. These models are able to predict
the mass, momentum and energy diffusion effects on the velocity, temperature and
noncondensable mass fraction space repanition.

When all boundary layers along the walls are calculated with sufficient accuracy -Type
M , the model is able to predict all transfers in the boundary layer and the redistribution of gas
components due to condensation with accumulation of noncondensable gases near the film
interface. Such models require a turbulence model accounting for low Reynolds number effects
and a very fine nodalization with several meshes in the viscous sublayer.

Type A2 models use laws of wall applicable in the logarithmic zone of the inner layer
which are well established at least for forted convection boundary layers. This allows a coarser
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mesh size near the wall without significant degradation in the prediction of the transfers and of
the gas components repartitions.

; Type A3 models do not calculate precisely the boundary layers and use transfer
coefficients for momentum mass and energy. They use correlations f::r the friction coefficient,
the Nusselt number and the Sherwood number. A much coarser meshing can be used as the

j first node near a wall can be outside of the boundary layer. The abcissa from the beginning of
the boundary layer is a parameter of the correlations. In the complex geometry of a
containment, it may be difficult to specify where are the beginning of all boundary layers ;

;

particularly when convection movements are created by a steam jet or by other processes.
However rather precise correlation are available for some ideal cases such as : natural;

convection or forced convection along a vertical flat plate. Then such models may be an
acceptable alternative when CPU cost considerations do not allow a fine nodalization. It must
be mentioned that these models cannot calculate correctly the internal circulation of the
boundary layer with the associated noncondensable gas relocation effects. .

*
i

The Tvoe A4 is a further sim)lification of A3 where the transfer coefficients are
averaged over the whole length of the mundary layer. Only the length scales such as vertical

~

wall heigth or roof dimension have to be specified. A worse prediction of the space repartition
of the wall heat transferinduces some loss of accuracy.

The Type B lumped-parameter approach does not calculate the space repartition of the velocity,
" temperature and noncondensable gas fraction within the containment. Only averaged scalar
,

qumtities (pressure, temperature, mass fractions) are predicted in one or a few control :

volumes. These model use also boundary layer transfer coefficients. However, the forced
convection case cannot be treated as there is no gas velocity prediction. Moreover the numerical

,

diffusion associated with the reduced number of control volumes does not allow a precise

! calculation of temperature and component mass fraction repartition. Due to these important
shortcomings, a conservative approach is generally used in the choice of the heat transfer

;

coefficients.4

| This classification is not exhaustive. One can also imagine for example to use an integral

! method for the boundary layer calculation, or a 1-D boundary layer modelling coupled to a 3-D
containment calculation. Such methods were not considered in the present work. Only type A

.

j and B method could be implemented rather easily in the TRIO code. The current version of the
TRIO code can calculate the dynamics, and heat and mass transfers for a mixture of several; ,

gases. Turbulent diffusion is predicted using a k-e model associated with classical laws of
wall.;

IMPLEMENTATION OF FILM CALCULATION IN THE TRIO CODE'

Mass and momentum equations are solved for the films along all walls. A heat transfer
coefficient through the film is also written. |
Mass balance equation:

86 Pr + div( S.pr Vr)=dr (1) |
St

Momentum equation in the laminarfilm case:

t.dx = pr ByDu' dx = (S - y).(pf - p ).g. sine.dx + t .dxg i

and after integration, the mean film velocity is:

V, = - (pr -Ps).g. sin 06 +2 r2 ti 6 (2)i 3g
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S::lving equati::ns 1 and 2 d termines the film thickness 6 and the mean film velocity as

functions of ti and dI', The hen transfer is simply:

4;, = b.(T; -T,)
6 (3)

For the turbulent condensatefilm, more complex expressions are used for the mean velocity
and heat transfer coefficient. Following Kim [12], the universal velocity profile for a flow
between parallel plates is used (12duc [13]).-

PROPOSED MODELLING OF THE TURBULENT FORCED CONVECTION
CONDENSATION

The proposed modelling is of type A2 with a 3-D boundary layer calculation, a k-c turbulence
model and laws of wall. The same approach was tested by Kim [12] but it is here improved by
taking into account the interface suction effects due to condensation.

Let us consider first the smooth interface case.
For a forced convection boundary layer without suction effect, the fluxes of momentum and
heat to the wall are calculated by correlations which are derived from the universal velocity
profile. The efficient diffusivities of momentum and heat near the wall are calculated from the
well known logarithmic profiles for velocity and temperature. But, these logarithmic profiles
do not hold for forced convection boundary layers when a significant mass transfer occurs at
the wall. As the mass transfer rate increase, the momentum, thermal and mass transfer
boundary layers will be reduced in size because of the suction effects due to the condensation
process. This reduction in the boundary layer willincrease heat and mass transfer coefficients.
With the classical hypothesis of the turbulent forced convection boundary layers, the total
apparent shear stress I, molecular plus turbulent, is constant near the wall and equal to the

wall shear stress t, in the inner region of the boundary layer :

I (y) = t, (4)

In presence of a liquid film, the interfacial shear stress t, replaces T, .
When suction effect is considered, Kays [14] has shown that shear stress profile can be

written as: - - = 1 + vi (u+ - u; ) (5)
+ +

Ti
where u is the velocity parallel to the wall

I~t
l

u* is the friction velocity : u*= h P
"

u+ = - -is the dimensionless velocity parallel to the wall
u.

ui = A s the dimensionless velocity parallel to the condensate interface.i
u.

v7 = *i s the dimensionless velocity perpendicular to the interface.i
u.

According to many authors, the expression of the mixing length in the inner layer
1=Ky

with K being the Von Kannan constant
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|and y* = Y " "* the dimensionless wall distance,
v

is still valid for forced convection with suction when the mass flux is not too high.2

Then, in the same manner as eq.4 results in a logarithmic velocity profile , eq. 5 gives the'

more complex profile :
+'2.. + ' y+ ' ' exp'10,8.vivi + -1.in

. = 2.K - (10,8, 2
.

t ,-
(6)u. - ui Y. ,

,

i'

' l

This law applies in the range 30 < y+ < 100 ; this part of the boundary layer is called inertial |:

sublayer. This eq untion 6 is used as a boundary condition for the momentum equations in the j

directions parallel to the wall.
Similar laws of wall for the themial and mass transfer boundary layers can be deduced from i

the previous law. Heat and mass transfer eddy diffusivities can be obtained using the i

'

Reynolds-Colburn analogy for momentum, heat and mass transfer. This analogy states the
; equality of eddy diffusivities. The turbulent Prandtl and Schmidt numbers

Pr = 1 and Sc = 1
'

ts
As D' ,

are equal to 1 in- the Reynolds analogy. The constant value 0.9 resulting from several code ;'

validation calculations is taken in TRIO although some measurements have found non-uniform i
2

values of this term. However, it is a reasonable and convenient approximation for fluids for Pr !
1

: and Sc > 0.5. |

#
"1 = K ,y+2 M = K.y+.

2.K.in(10,8, 2 ;
-

2 i Y 0,8.vi ;+ expSo
v , By+ t ,.

| .

,
'

| With these expressions, the temperatuie and air mass fraction dimensionless profiles are:

- 2.Pr t' -

T+ = *b 10,8.vi 'y+'+1
.exp(13,2.Pr.vi ) vi

+l + (7) ,

.. |vi 2.K 2 (10,8,
- ,

.
-

t ,

1

1 vi _10,8.vi ' y++ ' + l
32Sq+)vi (8)y,+ , )+

vi 2.K 2 (10,8,+
( ,

.
,

T+ = p.c.(T; -T).u. (9)| where
@gi

"i ~ " " *
! and Xa+ = . (10)

L
P

$si: convective heat flux,

| j; : mass diffusion flux at the interface. ji = drX,i = -pX,; V .i

dPi s the interfacial mass flux.*

1

i
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The resulting expressions cf the convective heat flux Osi(from eq.7 and 9) and mass transfer

flux dr (from eq 8 and 10) are used as boundary conditions for the energy and mass balance
equ:tions.The first point P cf the meshing must be at a distance from the interfitee located in
the inertial sublayer. Boundary conditions are also necessary for k and c. Assuming that, in
this inertial layer, the turbulence production is equal to the dissipation rate,

0.8[
e=1"='"vK y+ 1+ v7(u+ - u7)-

YIn +cxp '(3 3)
2p &y _2K (10.8, t

and:
- -M

"2

= 7c; 1+ v7(u+ -uf)'
" ' * *'

(12)k=
c .. ,,

The interface temperature is at saturation conditions:

T = Tsat(P ;) (13)i y

Pvi is calculated assuming an ideal gas mixture:

1 P;y
X,; = ( )'

3_P 3_My

< n>
An energy balance at the interface gives:

@;, = 4,; + H,i dP (16)

The coupling between the film calculation (for example eq.1 and 2) with the 3-D calculation is
made using eq. 6,7,8,9,10,11,12,13,14,15.

The possibility of a wavv interface i s also taken into account. Indeed, if a wavy interface
occurs between the vapor and the liquid film, this promotes the condensate rate, by affecting
the viscous sublayer thickness ys. Following Kays [14], this sublayer thickness is modeled as
a function of the roughness Reynolds number i

Reg = "*y, * ,

where the effective roughness ks can be correlated (Kim [12]) by Wallis's simple correlation :
,

'

ks = 4.6

S : mean condensate film thickness ;

for Rek < 5, ys = 10.8 : interface behaves as perfectly smooth ;

i
for Rek > 70, ys = 0. : interface behaves as fully rough !

a

For simplification, a linear evolution of ys is assumed in the transition range 5<Rek<70. [
In the case of a fully wavy interface, the near wall mixing length is modified to- i

1 = K (y + 6yo) and Sy,= 1 0.031 Reg [
u.

Taking into account the suction effects, the law of the wall is modified to:

|
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~

| 2.K[' Reg
O C

vi 32.6y g
i

i ' u* - u;* = - .'
-

. vi

e i and dr expressions (from eq. 7-9 and 8-10) are replaced by : i

s-
;

:

! ddr.(T-T;) . |
kgi " - 2ft s ;

4

+ o o Y
I 1 -(1+ vi . Reg .2,pr . 2.K.In Reg

' +1 +

. ,

;

| 4i 4=N'i |
'

-

dr - - , - 2.Sct ,

|+ o 0 "i ' 'I +1 -1X,i.< (1+ vi . Reg .2.Sc '%.2.K .in Reg
-

.

-

;3

3_ - !

: .

| Velocity profiles, heat and mass transfer laws, and boundary conditions for k and e for the i

transition range were also obtained. j
.

i

|
~

MODELLING OF THE TURBULENT NATURAL CONVEC1 ION CONDENS ATION
.

.

I

f he use of wall functions
*

! The natural convection condensation case is more difficult as there is no universal velocity i

! 3rofile as the logarithmic law or modified logarithmic law for the inertial layer. Probably i

xcause of experimental difficulties, the characteristics of turbulent natural convection [

t boundary layers are not yet fully clarified and the modelling is still subject to controversy. Yet, !

| some authors (Kim [12] , Nin [15] , Triboix [16] ) use a temperature profile of forced ;

j convection type. But Nin and Triboix noticed that calculations using law of wall derived from !

i this profile predicted heat transfers which wem sensitive to the mesh size near the wall or j
' interface. It means that there is some inconsistency between the law of wall and the calculated ;

t

profile resulting from the turbulence model. Specific laws of wall taking correctly into account;

buoyancy effects on velocity and turbulence profiles would be necessary. Henkes et al ( [17] , ;'.

!

; - [l8] ) have studied a natural convection boundary layer, trying to develop such wall functions.

F They conclude that no fully satisfactory wall function is still available.
i In the absence of adequate laws of wall, a full 3-D calculation of the boundary layer including
; the viscous sublayer may be an alternative (modelling of type A1). This requires a much finer
; nodalization near the wall (First node at about y+ = 0.1 according to Herrero [19] ). Attention

must be paid to the turbulence model. The buoyancy forces have indeed a significant influence;
on the turbulence field in natural convection and mixed convection. A stable density

: - stratification damps turbulent fluctuations whemas an instable stratification enhances turbulence

production. Additive terms for the k and c transport equations are required. Such terms which-

are functions of a " flux Richardson number" were proposed by Rodi [20] and are
j

! - implemented in the TRIO code [1] . A low-Reynolds number k-e model is also required. Jones
j and Renz [21] have studied the turbulent natural convection condensation using such a model

[22] and recommend it. The implementation of a low-Reynolds number model in TRIO is in;

: progress.
;
'

ne use of transfer coefficients:,

1
A more simple approach consists in the use of transfer functions which do not require a 3-D:
calculation of the boundary layer (type A3, A4). Heat and mass transfers at the interface are 4

i

= calculated using Nusselt and Sherwood number correlations. |

1

1

1463
I

E

,

!
; !
i ;

4

- - - -n



- $,;.x dr.Xai.x
Nu, = A.(T -T;) Sh,=

p.D.(Xa;-Xa )

x is' the abcissa from the beginning of the boundary layer.

In natural convection, a Grashof number must be defined which must take into account density
differences due to both temperature and noncondensable gas gradients (Vernier [23,24] ).- The
following " hybrid" Grashof number is defined:

Gr, = [$ (T., - T;) + y (Xai - Xa )]. 8

with:

p
IO M OP- P

'

p &T p DX,

Classical conelations [25] may be used:

(10 < Gr Pr < 10 ) Nui = 0.56 (Gr Pr)U'"4 8Laminarflow:

Transition range : (108 < Gr Pr < 10 0) . Nui = 0.13 (Gr Pr) 331
'

Turbulent flow: (1010 < Gr Pr ) - Nui = 0.021 (Gr Pr)U'#
'

and, using the Reynolds-Colburn analogy,

(10 < Gr Sc < 108) Sh? = 0.56 (Gr Sc)U'"4Laminar flow:

Transition range : (108 < Gr Sc < 1010) Sh' = 0.13 - (Gr Sc)U33
Turbulent flow: (1010 < Gr Sc ) Shi = 0.021 (Gr Sc) '#

The correlation for the transtion range has the advantage to result in transfer coefficients
independent on the abcissa x . Classical correction functions [26,23,24] for the suction effects .

have to be applied: $g; = 0 e ;0 and dF=0 drg

The ruperscript (0) corresponds to values without any suction effect. |

0 Ln(1+R) R'= X""-Xa;
R Xaj

i

This model has been implemented in the 3-D code TRIO. A coarse meshing is allowed as the
first point of the node has to be in the bulk, outside of the boundary layer.

| }

I~ CALCULATION RESULTS !

| Forced convection model |

; The pmposed model for forced convection is compared with the experimental data of t
HUHTINIEMI [2,3] : an air-steam mixture flows into a rectangular channel with a condensing

~

;

aluminium surface that has a painted surface finish. The mixture flow was concurTent in all the i

3 tests with condensate flow. Several test series were performed, with the orientation of the
i condensing surface varied from 0-90 (plate surface was facing downwards at 0 ), with an air .

mass fraction from 0 to 0.87, and with an inlet velocity of 1 to 3 m/s. The experimental,

I !

! !

!
'

1464
!

d

!

,, - . - - - - r - * - . - - . - - - ,



- . . . - -. - --- - - - - . - - - - . --. .- .-.

uncertainty in heat transfer coefficient measurements was determined to be cpproximatively
10%. He t transfer rates were cbserved to increase with f1:w velocity and vapor content.
'Ihe model predictions are compared to experimental data for:

verticalcondensing plate Vin = 1 m/s .

vertical condensing plate _ Vin = 3 m/s I

horizontal condensing plate Vin = 1 m/s
,

'

Figures 1,2 and 3 compare the measured average heat transfer coefficients and predictions
with two wall functions: .

- without suction effects (using classical forced convection logarithmic laws)
'

'

- with suction effects as described above
All predictions underestimate the heat transfers. However, taking into account suction effects ,

;

- sigmficantly improves the results. Predictions for Vin = 3 m/s deem acceptable considering the
experimental uncertainty. But for the low velocity case (Vin = 1 m/s) the remaining ,

underprediction suggests that pure forced convection wall functions are no longer valid in this i

case which is closer to the mixed convection. This is confirmed by Figures 4,5 and 6 which {
present sensitivity tests to the mesh size near the wall. y+(1) corresponds to the position of the

'

first calculated node. For Vin = 3, the predictions do not depend on y+(1) in the range where
the velocity profile (eq. 6) is assumed to be valid. This proves the consistency of the ,

turbulence model of the 3-D calculation with the law of wall. On the contrary, the mesh
i

sensitivity obtained for Vin = 1 in both horizontal and vertical cases shows some
inconsistency. Surprisingly, the experimental average heat transfer coefficients for these two
cases are rather similar although density gradients are respectively perpendicular and parallel to
the gravity force. It is known that for the horizontal case, the density stratification is unstable

-

,

and creates additive mixing effects. For the vertical case, other processes having a similar
effect should be identified.

Figure 7 presents the local heat transfer coefficient along the plate. A slight increase in
ithe local heat transfer coefficient at the exit of the test section could be interpreted as an

evidence of density gradient effects. Local heat transfer rates are highest at the beginning of
the cooled plate and decrease due to developing concentration and temperature boundary
layers. But the decrease is compensated by the development of a natural circulation pattern /Ihe
decreasing trend is underestimated and the increase is not predicted. Predicted heat transfer ,

rates decrease with air mass fraction and lower velocity, as expected. i
,

!

Nunral convection mnM

The simple model with transfer coefficients (type A3) was used to calculate the MIT ;

steam condensation experiment [4,5) in the presence of air. The experimental apparatus
-

consists in a cylindrical steel vessel that is 5 m long and 0.45 m in diameter. Inside the vessel
is placed a condensing cylinder made of a copper tube 3.5 m long and 0.38 m in diameter. The
vessel is fully insulated so that condensation takes place only on the surface of the copper

! cylinder. An initial mass of air is present in the vessel. Steam is generated at the bottom of the
vessel by heaters immersed in boiling water, at a rate that keeps the vessel pressure at a!
constant predetermined value. Bulk velocities are very low in these tests and a pure natural|
convection condensation occurs. Steady-state is teached when the steam flowrate equals the

|
condensate flowrate and pressure is constant.,

The conditions of the calculated test are:
Pressure P = 3 bars j

F Steam flowrate Qv = 5.66 g/s !

Mean air mass fraction Xa = 0.34 .-

Calculations are performed imposing the experimental steam flowrate. The predicted steady-

' - state pressure is 3.3 bars corTesponding to an underestimation of the mass transfer coefficient.
A more extensive validation is required but this first result suggest that such transfer
corTelations may be adequate for natural convection.

;
i

1
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LUMPED PARAMETER MODELLING
,

The lumped-parameter modelling (type B) was also tested on separate effect tests (4,5] and
large scale tests [6,7] . The CATHARE Volume module is used. It is a 0-D module with a 2-

i fluid model. Mass balance equations am written for each component of the gas mixture and for
the liquid phase. Energy balance equations are written for each phase. They are coupled with
wall conduction calculations. Several such volumes may be coupled by junctions. At the
junctions, momentum equations are written, but phase velocities are only calculated at
junctions and not within the volume. Two heat transfer models have been implemented:

- The Uchida model[10]

- A modified Nusselt model

The Nusselt model was modified to take into account noncondensable mass diffusion effects.
The interface temperature is calculated using a simplified mass diffusion modelling developed
in the CATHARE code for film condensation inside tubes (Bestion [27], Coste [28]). The
condensation flux expression with suction correction factor becomes:

} Inr X" '*cond = Hvi dF = D p Sh Hvi L (Xaas

is simplified using a linearization:

$cond = F(X,) c "d (Tsat(Pv )-Tsat(Pv;)]
BT;

F(Xa) is an empirical function of the noncondensable mass fraction used as a correction
multiplier for the non linearity of the &cond expression. It was adjusted on film condensation
data in tubes [27].

The Sherwood number correlations for natural convection of the previous section are used.
The transfer coefficients are integrated over the whole length of the wall L

Comparison between anta and calculations

The MIT experiment [4,5] is used for validation of the film condensation models. Several tests
are calculated using a single volume for the vessel. The steam flowrate is imposed at the
bottom of the vessel. Figum 10 presents the ratio of predicted to experimental vessel pressure
for different mean air mass fractions. A maximum error of 7% (resp.16%)is obtained with the
modified Nusselt model (resp. Uchida model).

The Battelle Model Containment F2 experiment Phase 1 [6,7] is used for a validation on a
more representative geometry. Figure 8 presents the geometry of the experiment with several
compartments and the modelling with six volume modules of the CATHARE code. The initial
state is at air ambient conditions. The pressure is increased stepwise by injecting steam at the
bottom of Compartment R2 (Volume V2B). The thme first steps with pressures of about 1.2,
1.55,1.8 bar are simulated from zero to 65000 seconds. A sensitivity test with the upper
compartment R9 (Volume V2A) is divided in three volumes. In the calculation, the injected
steam flowrate is regulated in order to follow the experimental pressure. A comparison of
experimental and calculated steam flowrates is presented in Figure 9. It is overestimated in the
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calculations indicating an underestimated heat transfer and condensation rate. A better
agreement is obtained when the upper space is modelled with three volumes. This illustrates
the diffusive effects of a too coarse nodalization. In this test, the steam occupies only the

'

uppermost region of the containment and condensation occurs mainly on upper walls. Large
volumes spread the steam and increase the condensmg wall at::a. The acceptable predictions j

with the three volumes for R9 probably result from many compensating errors: |

A

CONCLUSIONS '

A review of modelling approaches for the film condensation in containment codes was
proposed. It ranges from 3-D modelling of the containment space with fine mesh calculation of
all wall boundary layers, up to lumped-parameter models.

A fine mesh modelling of the forced convection boundary layers with a k-c turbulence model
and wall functions is developed and implemented in the TRIO code. The validauon shows that
taking into account suction effects in wall functions greatly improves the predictions.

In the absence of universal wall functions for natural convection boundary layers, a fine mesh

modelling of this case requires a low-Reynolds number k-c turbulence model and a calculation
of the viscous sublayer. Further work is neccessary for assessing this method.

Such fine mesh modellings remain very CPU time consuming with present computers to be
used in industrial containment codes. But they are necessary for reference codes which could
be used for quantifying uncertainty of more simple codes or for some selected transients when
safety issues require a high accuracy.

Simple modelling with transfer coefficients associated to a 3-D calculation or lumped parameter
models may give acceptable results provided that appropriate correlation a e used. One must<

keep in mind that the prediction of noncondensable gases accumula''.on and relocation
processes cannot be precise when bmmdary layers are not precisely described.

A proj:ct of industrial containment code is in progress on the basis of the CATHARE code.
The small compartments could be modelled with the lumped parameter model. The large upper 4

dome will be modelled with the CATHARE 3-D module where heat and mass transfer !

correlations, and the k-c turbulence model of TRIO are being implemented. Fine mesh
modelling of wall regions would be also possible using the proposed models for natural and
forced convection.

NOMENCLATURE ~ '

c heat capacity

dF interfacial mass flux
D mass diffusivity
g gravity acceleration
Gr Grashof number
Hvl latent heat
K Von Karman constant
k turbulent kinetic energy
L walllength
M molar mass
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.

P-- >ressure
Pr handt! number
Py partial pressum of steam
Q mass flowrate
Re Reynolds number
Sc Schmidt number
Sh Sherwood number

'T temperature
V film velocity
v,u gas velocity components
x vertical abeissa
Xa noncondensable mass fraction
y distance from wall-

e dissipt. tion rate

8 mean film thickness
'

p density
)

I shear stress

0 angle between axis perpendicular to the wall and venical axis ,

p- dynamic viscosity

v- kinemetic viscosity

@ heat flux

A heat conductivity -

subscripts

a mlative to noncondensable gas
cond condensation
f relative to the fdm
i interface
g relative to gas
s relative to viscous sublayer
t turbulent quantity
v relative to vapour
w relative to wall

relative to bulk conditionsa
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AN INTERPRETATION OF PASSIVE
CONTAINMENT COOLING PHENOMENA

Hum-Jin Chung Chang-Sun Kang
Nuckar Inspection & Enforcement Division Department of Nuclear Engineenng
Ministry of Science & Technology Seoul National University
Jungang-Dong, Gwacheon. Kyunggi-Do, KOREA Silim-Dong, Kwanak-Gu, Seoul, KOREA

ABSTRACT

A simplified interpretation model for the cooling capability of the Westinghouse type PCCS is |

proposed in this paper. The PCCS domain was phenomenologically divided into 3 regions; |
water entrance effect region, asymptotic region, and air entrance effect region. The phenomena !

'

in the asymptotic region is focused in this paper. Due tr. the very large height to thickness
ratio of the water film, the length of the asymptotic region is estimated to be over 90 % of
the whole domain. Using the analogy between heat and mass transfer phenomena in a
turbulent situation, a new dependent variable combining temperature and vapor mass fraction
was defined. The similarity between the PCCS phenomena, which contains the sensible and
latent heat transfer, and the buoyant air flow on a vertical heated plate is derived. The
modified buoyant coefficient and thermal conductivity were defined. Using these newly defined
variable and coefficients, the modified correlation for the interfacial heat fluxes and the ratios

, of latent heat transfer to sensible heat transfer is established. To verify the accuracy of the
| corre!ation, the results of this study were compared with the results of other numerical

analyses performed for the same configuration and they are well within the range of 15 %
j difference.

INTRODUCTION ,

I
|

The advanced reactor containment design concept requires a passive containment cooling i

capability which provides an ultimate hc.t sink in an accident situation. Various passive I

containment cooling system (PCCS) designs, which use natural forces, were proposed by I

many organizations and most of them incorporate natural convection cooling mechanisms.
Among them Westinghouse type PCCS design * se m to have a stmng cooling capability
because it has an additional cooling mechanism - the evaporative cooling of the water film
which runs down along the steel containment vessel by gravitation. But due to the
introduction of this additional cooling mechanism, the estimation of the cooling capability by
either numerical or expenmental method is difficult in spite of the relatively simple geometric
configuration.

The expected PCCS phenomena are combined heat and mass transfer at the air-water |
interface, counter current flow situation of falling water and buoyant mixed-air flow, and |
highly turbulent natural convection air flow since the Rayleigh number for the proposed
system (at least 20 meters high) is greater than 10" Much experimental and numerical effort
has been made to estimate the cooling capability of the design but the inherent complexity of
the phenomena are not yet clearly identified.

In this study, based upon the system configurations and previous knowledge of the
physics of the system, a simplified interpretation model on cooling capability was sought.
Thmugh suitable approximations, the similarity between the PCCS phenomena, which contain
the sensible and latent heat tmnsfer, and the buoyant air flow on a vertical heated plate is
derived.

1477



PROBLEM DESCRIPTION AND DERIVATION OF GOVERNING EQUATIONS

Figure 1 shows the AP-600 PCCS configurations' Water film, running down along the
steel containment vessel, is heated by the containment wall and cooled by buoyant air flow,
which exhibits counter current situation.

# WATER
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Figure 1. AP-600 passive containment Figure 2. Schematization of PCCS I

Phenomena.cwling system.

Since the water film is cooled not only by sensible heat transfer but also by latent heat
transfer, combined heat and mass transfer phenomena are expected. Nucleate boiling,
entrainn ent of water-vapor, and wave generation at the interface of water and air flow am )
also possible phenomena but are not expected in view of the operating condition. Figure 2 (

'

presents the schematization of the possible PCCS phenomena.

Through the careful consideration of ther.
system dimensions and operating conditions,"

..o
Sfp some of the phenomena can be excluded inx,

$ the analysis. Since the diameter of them ,,,

f/W containment is large, the effects of curvatum ,

h are neglected and the calculation domain is i" 8"
o

Qf safely approximated to 2-dimensional |
* ' rectangular domain *, which is presented in |g*,gc

M - - = - - - - -\
Figum 3.

Due to high Rayleigh number (>10") in"

this system, the strong turbulent intensities
are expected in the natural convection mixedgf .

h. air flow.
Y" >

__
,,

According to the conceptual design of
T = the Westinghouse PCCS, the containment

; ;

height should be larger than 20 m and water
film thickness should be less than 1 mm. It

Figure 3. Simplified calculation domain. means height to thickness ratio of water film
is greater than 20,000. Water film flow

characteristics depend on film Reynolds number which is function of both film thickness and
i viscosity. For the thin water film in this system, laminar water film flow assumption is

1478

__. - - _ _ _ _ _ _ . _ . . _ _ -- - _ _ . - - _ _ _ - _ _ __- . - _ _ - _ _ _ _ - - _ _ _ - _ _ _ _ _ - _



- - . . . . - - . - - _ _ . . _ _ _ - - - ._ - - - _ - . _ .

1-

relevant. The data on Westinghouse PCCS were based upon the Westinghouse reports'. Thus
whether the thin film can reach the bottom and how the non-wetting parts can be prevented'

on containment surface am not considered in this study. But the film thickness variation along
the flow in containment heat flux condition is reported to be less than 15 % so that it is
reasonable to make a constant film thickness assumption. ,

Nucleate boiling and entramment of water vapor were not considered in the analysis due I
'

'

to the thin water film. The waves generated at the interface of water and air flow are
reported to have some effects on the interface heat flux but they do not change the major
scales. Therefore wave effects are not considered in the analysis. Table 1 summarizes the
critical parameter values used in phenomena modeling*

Table 1. Critical parameter values for gravity film and buoyancy-induced gas flow.

.

'
Assumptions Critical parameter values

i

Lammar liquid film - Rer s 15001

No film break-up 5 2 0.01 mm
No nucleate boiling q. 5 8 kW/m'
Lammar gas flow Ran s 10'4

; No entrainment 5 < 5 mm

!

i

The 2-dimensional, steady state, laminar flow in the water film is described by the
following equations:>

Momentwn
,

I

f(vi gy, ) + s = 0"' (1) i

Energy

ui g, = g(at B T, )
B T, a Gg,

E Entmnce Condition

xi = 0 ; ui = 0 , T = T. (3)i

; Heated Wall Condition
t

yi = 0; ui = 0 , T = T, = constant. (4) |i

The 2-dimensional, steady, turbulent, boundary layer flow in the mixed gas side is
governed by the following conservation equations along with Boussinesq assumption, which
assumes the flow is incompmssible except for the buoyancy terms in the momentum equation:

Continuity

,h=0 (5)ur
dx2 dy:
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Momentwn
# (6)g,, (v ., g,",' ) + g[B( T: - T.) + B"( M - W.)]u 3,",' + v g,"' =

sn a

Energy

aT: BT: 3 BT mn ax, + V: gy, = gy,(a,,g ,,)u s
,

Vapor Mass Cbncentration

u 3,, + v: gy,3%=k(D.,9%)9% (8)
n gy,

Entmnce Cbndition

u = 0 , v: = 0 , T: = T. , W: = W. (9)x: = 0 ; a

Adabatic Wall Condition

y2 = b : u = v2 = 0 , B T = 0 , B W: =0 (10)
i

s gy, gy,

!

The solutions from the liquid side and the gas side must satisfy the following interface |
conditions: :

!

Continuity Conditions

velocity ui = us=u, s

T = T:= T, (11)temperature i i

shear stress r r rf= =

Thermodynwnic Equilibriwn Conditions

BTn
'

Gi ~ As gy " Gam we + Ghasar=

(12)

-ks,BT:g,a ,+ mi hg
'

= ,

(13)mi = p,vs ,

vi =
3 3,

; y2 = 0. (14)

PHENOMENA SIMPLIFICATION
r

New deceivient variable ~

A . new dependent variable combining temperature and mass concentmtion can be
formulated in this specific problem. In a turbulent flow situation, the Reynolds analogy ,
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I

betwecn turbulent heat and momentum transfer can be readily extended to turbulent mass
7transfer. Thus Lewis number unity assumption is more valid . The values of the thermal

diffusivity and the mass diffusion coefficient in turbulent flows are the same and both the
energy and vapor mass concentration equatione are homogeneous. Thus one can conclude that
if the boundary conditions of energy and mass concentration equation fall in the same
class (e.g. Didchlet or flux boundary condition), the distributions of the solution regardless of
their absolute value should be the same. We will assume that the interface conditions for the
energy and mass concentration equations have the same form but it will be verified later in
this paper.

B* B( Ta - T=) + B* ( W - W-)2 2
(15)

B '( T - T=)=

Interface conditions

Interface conditions are the mathematical descriptions of physics at the air-water
interface. In this problem, the physical quantities which appear in the interface conditions are
ui, ri, Ti, qi, mi, and Wi. Among the six quantities, only two are independent. If us is fixed, ti
is automatically determined and vice versa. And if the interface temperature, Ti, is known, the
quantities, qi, mi, and Wi are determined thermodynamically. For the gas-liquid flow interf ace
problem, the effect of the interface shear stress is generally assumed to be negligible *. Thus
in this problem, there remains only one independent quantity, Ti.

Duct flow

PCCS geometry is a natural convection flow duct. The bulk temperature of mixed air
increases as it moves upward so that the buoyancy forces are different according to the
elevations. But in duct flow situation, the mass flow rate at all elevations should be the same
except for the negligibly small addition of water vapor. Thus with the buoyancy effect, the
chimney effect, which is very similar to the forced convection phenomena, is expected. Thus
duct height can be divided by the prevailing mechanisms; chimney effect dominant region and
natural convection effect dominant regien. As the chimney effect dominant height can be a
scale, the minimum requirement for the experimental facility height can be formulated by
comparing the forced and natural convection boundary layer "pressions. The boundary layer
expressions of natural convection and forced convection is fonnulated as:

_1 _1
d d (16)

(dr)w ~ L Rat, Pr3 ,

~8
~

(17)(dr)g ~ L Re t, Pr3 .

They mpresent the thermal distances between the heat-exchanging entities. The type of
convection mechanism is decided by the smaller of the two distances, since the wall will leak
heat to the neamst heat sink. Thus the natural convection dominar.t critedon is

(dr)x < (8)g (18)7 .

From this criterion a length scale is formulated;

2

La ~ "g 40
' (19)
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where 40 = B4T + f 4W. Using the reference data, the length of the cir entrance region is
estimated to be 1 m order.

8Table 2. Reference and input data .

i

a = 0.16 cm*/s L = 20 m
v = 0.48 cm*/s A = 0.3 mm
D ~ 1/To = 0.003 AT ~ 75 "C
D* ~ Me/Mv., - 1 AW ~ 0.5353

= 0.6081 uw,, ~ 2 m/s
2g = 9.8 m/s T. = 15 C

D ~ 3 x 10-8 m*/s Tw: 60-90 *C

This ineans that the prevailing heat transfer mechanism in the air inlet and in the rest of the
duct are different. Thus the test facility height should be high enough to prevent the entrance !

effects.
,

|

AsyJnototic Region

In view of the large height to thickness

\ ratio of the water film, the asymptotic region== -

g, h is expected. The film thickness is very thin
_

compared to its height. It means that the* -
,

@M
M velocity and temperature profiles of water film

will be quickly fully developed. Also due to
* the duct flow situation of air flow, there must

U
F{it

be two length scales in the water flow

[. h direction. This situation is presented in Figure
q f 4. The length scale of the water entrance
g effect region can be calculated by the fully
y,. developing distance i.e. the distance that the

L g evolving boundary layer of the water flow
g, % T approaches the film thickness.%

'

o .

" = d' ~ r44

L~ - (2W3

Figure 4. Phenomenological separation of the ai 2 ai vi

calculation domain.
This length scale is estimated to be less than

1 m. IIence fmm the two length scales, one can conclude that the length of the asymptotic
region is estimated to be over 90 % of the whole domain.

Vapor Momentum

t' It is well known that the momentum contribution in the mixed air flow due to water
vaporization can be neglected in view of the mass transfer analogy. Thus the blowing velocity
at the interface was not considered in the analysis.
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_ - _ _ _ _ _ _ - _ _ _ _ _ _ _
__ -



FLOW EVOLUTION CIIARACTERISTICS

In the derivation of the similarity, interface temperature condition is a key parameter but
it is also an unknown in this problem. Nevertheless one can expect that the interface
temperatures are determmed by the physical characteristics of each flow and also have a
trend along the flow direction. Hence in this analysis, we assumed the interface temperature
trend along the flow direction and then derived physically relevant interface temperature
condition based upon each flow chcracteristics.

. Water film flow evolution characteristin

The momentum equation for the water film is an ordinary differential equation and the
boundary condition on heated wall is known and the interface condition can be assumed to be
a free shear stress condition due to the previous reasoning on liquid-gas interface. Thus the
solution is

ui(yi) = -p yi2+ yi . (21)

8
Since the maximum-minimum principle is valid in the heat equation , the analytic solution of
the heat equation using the maximum velocity is possible with the unknown interface
condition. The assumed interface temperature condition can be written as:

Tf x2) ~ x2 " . (22)

Thus the analytic solution for the heat equation is
e

Ti= 1 - yi + P yi ( L -ri)"2

(23)

+P$ [oexp(xn jt(xi- A))M cos ix (L2 -xi) "-ldA)sinja E ,s

1-3 1x

where

$ - T"7,',- T.
=A. (24)Ke A,

lhtoyant_nir,J10w evalution characterislic

Using the new dependent variable, the goveming equations for the buoyant air flow are i

(nmsformed as follows,

du2 +h=0 (25)
Bx2 Byz

,

Bu2 B u, B*u2 m+ g82 ,
u2 g,z + t,2 g,z-

=
sig., g ,z 2

228 B B., 881 2 @
z g ,z + t>2 g ,g = pz., g,2u 2 ,

where pz., = a ., = D ., -z 2
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The self-pmservation analyses are possible. This means that if we change the cconfinate
systems imm xr-ys to xs-y /6, where 6 is the boundary layer thickness, the solutions can be
divided by the amplitude function which depends only on xi and the profile function which
depends ' only on ys/6. Substituting the following equations to the transfonred equations, the
balance between each quantity reve..!s.

u (x ,ys) = A(x ) /(n) (28),

v (x , ys) = B(x ) h(v) (29),

8:(x2,ya) = 7*(x ) h(n) (30)-,

'
where n= (31)d( ) ;.

The results are I

6~x",
'B ~ x -" ,

A ~ x2 8-8" , (32)

T' ~ x ' - 4 " .
,

Above results reveal the relationship between all the physical quantities and the assumed
interface condition (22).

:

Interface Temocrature Condition

As denoted in Figure 5, the analytic solution of the energy equation of the water film
shows the interface heat flux behavior with respect to x1 and n;

_ idQu p g ,, _

(33)n-2

= - h + ( La -ri)" + h-[exp(-xx'i'(xi-A)] 2n(L -xi)"~1dA)2

1

Meanwhile from the self preservation analysis of the buoyant air flow, the interface heat flux
should be

1
( L: - xi) ' ,.1'Qu ~

Q( L: - xi) "'I .=

where P, Q are unknown constants, defined at the arbitrary x1, where the water film
temperature is nearly linear.

As in Figure 5, two interface heat flux behaviors are by chance very similar.
.
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f

' ' ' qu
f
| 600

I

| 40
j

|
200 $ 15 i

4

, 0 2
00Ei*I

.
,1 0 m,

-0.5 -0.5
,

j 0

! n 0.5 n 0.5

! 1 1

k
j Figure 5(a) Behavior of interface heat flux Figure 5(b) Behavior of interface heat flux

|
w.r.t. xi and n from the analytic solution w.r.t. xi and n from the self preservation

i of water film of buoyant air flow

|
,

|
The above two equations should be

simultaneously satisfied at the interface.
i

j N Equating the two equations at the interface,
i

the interface temperature condition can be
ga,
"" estimated.!

| toon

|
T,- Ts ~ T - T. '(L -x ), + f,( n .)f)

* '** 5 T,- T. i

n* T,- Tit ,

(.n 1,

= ( L - xi) g,_1
'-o. '

e

a 0.5
*

I whem ( ..) =

l

D
f [exp(x/j8(xi-A))2i(L: -xi)" dA'"

|100
'

j 0 Figure 6 shows the interface heat flux ratio''
, 7 with respect to xi and n. Regardless of x1, the-" ' 8:8
| o ,, o.:

interface heat flux ratio should be unity in
j

i
order to simultaneously satisfy both water and

j Figure 6. Behav.ior of interface heat flux air flow characteristics. From Figure 6, one i

ratio w.r.t. xi and n. can conclude n should be 0 i.e. Interface

j temperature should be constant. Since this
.

i condition is satisfied, the above assumption on the new dependent variable, 6, is proved to be

j reasonable. i

I

!

SIMILARITY
i
j Based on the above analyses, since the interface temperature is constant in the
j asymptotic region, the buoyant mixed air flow in the PCCS and the natural convection air

flow are governed by the same class of equations and boundary conditions. In other words,a

! the equation (25)-(27) have the same form as the governing equations and boundary
| conditions for a buoyant air flow system except for using D' and k' instead of 6 and k.
i
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Therefore the two systems are similar. In the combined heat and mass transfer phenomena
interface heat flux are expressed by

1 B T,
(36)ai = - k'I g,,|

where

k'= -{'k ,, + p,D .,h " 1 - Wu Tii- I% '-7G1
1 I%

2 2 t 1

,

And buoyance force term expression is

gB2= gB'(T - T.) (37)

f% - W. '!,where / e B + B* 7
73- T. ,

if the parameters are properly absorbed in the transformation procedure, both systems are
governed by one set of equations. It means that the solution for each system is identical in
form. Thus one can conclude that if D' and k' are used in place of 6 and k in buoyant air
flow solution and/or correlation, the interface heat flux for the mixed buoyant air should be
estimated.

VERIFICATION
!

IUsing these newly defined variable and coefficients, the interfacial heat fluxes and the
ratios of latent heat transfer to sensible heat transfer are computed using McAdams

8correlation, which is one of the adopted correlation in Wii-GOTHIC . It is well known that
the heat trar'sfer from the water film is governed by the gradient of the air flow temperature
profile and the adiabatic wall mainly affects the tail part of the temperature profile. In this ,

sense, it is a proper natural convection heat transfer correlation in this Ra number range. )

Substituting the equivalent conductivity and equivalent buoyant coefficient to McAdams
correlation,

Nu = 0.13 (Cr Pr) va (38)

or
rB 'JT ''h = k ' x 0.13 (39)

.av

The interface heat flux expressions from water and air are:

T,, - Ti
ai = - ki 3 .

(40)

02 = h(Tr)(Ti - T.) .

Equating the above equations, the interface temperature and heat flux are calculated. Also the
ratio of latent and sensible heat transfer can be calculated by

j p,D . h 1, l%.i-I%.-T .,- T . )2

a4 , t 1-1%.i 2 2 J (41),

k .,c. a 2
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To verify the _ accuracy of the modified correlation, the results of this study are to be
compared with other studies. But in view of the Rayleigh number expression, the contamment
height is the only parameter that affects Rayleigh number in third power. The Rayleigh
number in this system is larger than 10". To achieve the similar turbulence intensity and to
overcome the entrance effect of water film and air, the experimental facility height scale
should be the same scale, order of 10 m. No other method, say increasing AT, will be
sufficient in achieving similar Rayleigh number. Also the questions on whether the thin water
film covers the whole containment outer vessel and how to prevent the non-wetting area, are
not clearly solved yet.

Due to the present lack of relevant expenmental data, the results of this study should be
compared with the results of numerical analyses. The results of the numerical study in
reference 3 and the data provided by the personal contact with author, Mr. Kang were used
in comparison. The study in reference 3 adopted the same goveming equations and boundary
conditions and were performed for the same configuration. But in this verification only
constant wall temperature condition and 0.06 kg/m s film flow rate condition were considered.
As denoted in Table 3, the results are well within the range of 15 % difference.

Table 3. Comparisons of the results from scale analysis and numerical method.

(a) Interface heat flux (W/m') (b) Ratio of latent to sensible heat transfer

Tw(*C) Scale Numerical Relative Tw(*C) Scale Numerical Relative
analysis method error (%) analys.is methcd ermr(%)

70 3781 4442 -14.9 60 6.8 7.2 5.4

h 3$ 3|j $80 6902 6573 5.0

90 12730 11753 83 90 18 5 18.1 2.2 -

CONCLUSION

The similarity between the PCCS phenomena, which contain the sensible and latent heat
transfer, and the buoyant air flow on a vertical heated plate was derived. This means that if
we know the solution (or correlation) for the buoyant air flow system, we can uae the
solution (or correlation) also for the PCCS system. In this sense, this interpetation model is
very simple to use and to apply in similar situation such as water drop covers the whole
vessel without running down.

:
In the course of the study, three length scales were derived - Li, la, and 10 m - two

: length scales reflect the ei and water entrance effect and one the turbulent intensity. Using
the length scales, one can design an experimental facility in his/her purpose.4

This study also has some restriction. If the containment wall temperature is so high that
the water film dries our mnning down, and if the water film thickness is so large that the
entrance effect becomes too large to provide asymptotic region the similarity might not be
established. And also wave effects are not included in this study.

Mathematically the similarity for the constant wall heat flux condition can be shown. But'

physically, due to the drying-out possibility the result is less feasible. Surely in the
containment situation, the constant temperature assumption is more likely than the constant

;

wall heat flux assumption.
Based upon the comparison with another calculation, the results of this study are well

within the range of 15 % difference, which is a reasonable for this analysis. For the most
probable operating conditions, the errors are near 5 %. This interpretation model is therefore

-

,

considered to reflect the PCCS phenomena reasonably well.
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TABLE OF NOMENCLATURE .

i

|

b gap thickness a. thermal diffusivity
.

D diffusion coefficient D thermal expansion coefficient
F nondimensionalized stream funtion D* concentration expansion coefficient'

.g gravitational acceleration 5 boundary layer thickness ,

h heat transfer coefficient 61 viscosity |
hr, latent heat of evaporation v kinematic viscosity

|
k coductivity a similarity variable4

1 L containment height A water film thickness
L length of film entrance region t shear stress'

L2 length of the asymptotic region 8 modified temperature
La length of water entrance region p density
M molecular weight A(x), B(x), T*(x)
m mass transfer rate amplitude function for u, v, and 0
P, Q unknown coefficient f(n), h(9), k(n) profile function for u, y, 6
p pressure
4 heat flux Subscript
T temperature p density -

T nondimensionalized temperature 1 water film
2 mixtum aru x velocity component
a ar-y y velocity component
f IIISx longitudinal coordinate
I mterface.

y transversal coordinate
mlet mie,t
.

W mass fraction of vapor ,

e effective coefficient
y vaporRa Rayleigh number
w wallRe Reynolds number

Pr Pmndt! number x local value
ambient=

Nu Nusselt number
FC forted convection
NC natural convection
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Deiciled Thermal-Hydraulic Cemputstion into a Containment
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6, quai Watier BP 49 12-14, avenue Dutri6voz
F-78401 Chatou Cedex 01 - France F- 69628 Villeurbanne - France

AHSTRACT
,

This paper deals with numerical predictions of the influence of water sprays upon
stratifications into a containment building using a two-dimensional two-phase flow code. Basic
equations and closure assumptions are briefly presented. A test case in a situation involving
spray evaporation is first detailed to illustrate the validation step. Then results are presented for
a compressible recirculating flow into a containment building with condensation phenomena. ;'

INTRODUCTION
,

The subject of this work is the numerical prediction of compressible recirculating two-phase
flow into a PWR containment building when a primary loss-of-coolant has occured. Such an
accident can degenerate into a severe one with an exagerate production of steam and
noncondensable gases such as CO, CO2 and particulary H2 es well as high temperatures and
pressures. To limit them, heat exchangers, which are being studied, can be used. However, the
flow which is generated can produce a thermal stratified zone at the top of the building (due for
example to a bad efficiency of the exchangers) and damage the structures. To remove such
stratified zones and homogenize the atmosphere, cold water is sprayed from the top of the
building, therefore creating a two-phase recirculating flow. The aim is then to simulate the
behaviour of such flows using numerical codes.

Basically, two approaches can be used to model turbulent two-phase flows loaded with
small inclusions : Lagrangian and Eulerian. In the Lagrangian formulation a large number of
particles trajectories are calculated using a previously computed fluid flow field, and several
iterations can be necessary to get a solution which accounts for the mutual interaction of the
two phases (see, for example, Sommerfeld /6/). In the Eulerian approach, or two-fluid model
approach, separate governing equations are written (and solved) for the mean characteristics of
both phases, coupled through the interphase transfer terms. In practice, even in the Eulerian
formulation, the closure assumptions, which have been used and validated, are based on the
Lagrangian analysis of the single particle behaviour. However for many industrial situations,
the dispersed phase loading is quite large and the interaction phenomena between phases take
prominent part. In this kind of flows, the Eulerian approach which leads to an implicit coupling
between phases may become inevitable.

Consequently, a two-dimensional numerical code M61odif /1,2/ and, more recently, a three-
dimensional one ESTET-ASTRID (3D) /3/ have been developed and validated for several years
at the "Laboratoire National d'Hydraulique" for the predictions of fluids-inclusions (bubbles,
droplets or particles) turbulent recirculating flow. Thus, separate Eulerian conservation
equations are formulated for both phases including interphase transfer terms (mass, momentum

2and enthalpy). Turbulence fields in the continuous phase are predicted by means of a q -c eddy
viscosity model with additionnal terms which account for the interaction between the two
phases. Modelling of the dispersed phase turbulence is achieved by an extension of results
obtained in the framework of the Tchen's theory for dispersion of discrete particles transported
by homogeneous turbulent fluid flows. The object of this paper is to briefly describe the main
features of the models (which are in great details described in /1,2,3/) and to present and
discuss their application to problems of gas stratification in the containment building.

1489



. __ _ . .

1. SET OF. EQUATIONS

The governing equations for turbulent reactive two-phase flow have been derived directly
from the local instant conservation in single-phase flow by density-weighted averaging with in
addition local balances of mass, momentum and energy at the interface :

3 8
a pg Ug i = Fg (1)y a pg + gg

where, Ug,i is respectively the mean velocity for the continuous (k=1) and dispersed (k=2)

phases, ag the volumetric fraction, pg the mean density and Fg the rate ofinterfacial mass

transfer between phases,
3 8 ~3

P + ag pg giu pg g g,i + at pg Ugj Ug,i = - auU ig

8

p) ag pg < u"g,i u"gj >g + Ig,i- Ug,i Pg
(2)

where P is the mean pressure of the gaseous phase, Igi the part of the interfacial momentumi

transfer between phases after substraction of the mean gas pressure contribution, u"k,i the

ductuating part of the local instantaneous velocity, < >k the averaging operator associated to
1

phase k, with

U ,i = < ui >k < u"k.i >k = 0 (3)k

and
a 3

C ,g Ugj g Tg =TC ,g g g + a pgu Pg p g pk
J

B
C ,g < 0"g u"gj >, + H - Hg Pg Wp agpg p g

J

where Tg is the mear. temperature of phase k, C ,g the specific heat of phase k and 0" thep

corresponding fluctuations, H the rate ofinterfacial energy transfer between phases.g

Fg Ig,i and H satisfy :g

2 2 2

[ Ig = 0 [ Ig,i = 0 [ Hg = 0 (5)
k=1 k=1 k=1

,

2. MODELLING OF INTERFACIAL TRANSFER

2-1 Interfacial mass transfer

The rate of interfacial mass transfer between phases is formally derived from the local
analysis of the quasi-steady-state evaporation of a lonely spherical droplet, by averaging on the
dispersed phase, neglecting the turbulent Ductuations of the gas properties viewed by the
droplets :

6 1-Xy

I=-I=GP1y yD Sh Log (6)l 2 2 y 1 -Xm
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where X is the mean mass fraction of vapour in the gaseous mixture, Xy,,1 the value aty

saturation obtained from Clausius-Clapeyron expression in terms of the mean characteristics of
the droplets, Dv the molecular diffusivity of the vapor in the surrounding gaseous mixture and
Shv the Sherwood number, given in terms of the mean droplet Reynolds number Re and
Schmidt number Sc :

pi < v > il 4'r
Sh = 2. + 0.55 Re /2 Sc'#3 Re = Sc = (7)

l

Mi Pi D,y

2-2 Interfacial momentum transfer

The analysis of local balance of forces acting on an isolated droplet subject to evaporation
process leads to the following average expression :

F + I'k.i (8)Ig,i = U ,i go
1

|

| The first term on the right hand side of the equality characterizes the momentum transported
iby the mass flux exchanged between phases, the corresponding velocity U ,i s equalled to the! o

mean dispersed velocity U ,i . The second term represents the phase interaction force induced| 2

by the local perturbation of the fluid flow due to the droplets influence /2/. For large density
ratio, it reduces to the drag force contribution written in terms of the particle relaxation time :

l' j ,i = - I'2.i = U2 P2 V,,; / T[2 (9)

us7
1/t[2 = < V > Co= 1 + 0.15 Re (10)r

| V,,i, the averaged value of the local relative velocity between each particle and the
surrounding Huid, can be expressed in terms of the total difference between the mean velocities'

and a drifting velocity V .i which accounts for the transport of droplets by large scale turbulentd

fluid motion.
According to theoretical results in homogeneous turbulent flows, V .i is written usingd

| Boussinesq hypothesis with a dispersion coef5cient given in terms of qi2, the covariance

|
between the velocity Ductuations of each phase and an eddy-particle interaction time /1/ :

I da2 1 dait
V .i = - D12 (II)d

a2 SX ai 8xii

1

D'12 = 3 912 T'129: 2 = < u" j ,i u"2.i >2 (12)

2-3 Interfacial enthalpy transfer

The rate of interfacial enthalpy transfer can be obtained from the local analysis in the general
form :

FI=Hr+R (13)g o g k
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The first term on the right hand side of the equality characterizes the enthalpy transported by
the mass flux exchanged between phases and accounts for the heat of evaporation, the
corresponding enthalpy Ho is equalled to the vapour enthalpy at the temperature of the
droplets. The second term represents the phase interaction term induced by the local
perturbation of the fluid flow due to the droplets influence, and can be written in terms of the
difference between the mean temperatures :

T -T /(2 (14)
'

IT = - D'2 * G P2 C .2 2 ii 2 p

1/(2 = P2
Nu (15)

p.2 d

where Nu is the mean Nusselt number given by :
,

Nu = 2. + 0.55 Re /2 Pr'#3 Pr = C ,i (16)l
p

2-4 Additional equations

The closure of the equations set is completed by the computation of further equations :

- a state equation for the gaseous mixture and correlations for thermodynamic properties,

- a balance equation for the mass fraction of vapour in the gaseous phase X, :

8 8 8

a Pi g y+ a pi U ,i Xy = 8
i i i ai pi K'i Xy + 1-X P (17)X y i

- a balance equation for the number of droplets per unit of mass of the dispersed phase X
*

d

8 8 8 8 (18)

U .i K d =g a2 P2 K'2 g d - X I + FX XX3 P2 g d + G P2 d 2 d22 2

where F , the rate of change in the number density due to breakup and agglomeration, is
d

assumed to be negligible. N , the number of droplets per unit volume of the two-phased

mixture can be written in terms of the variable X and leads to a local expression for the meand

diameter:

N = a2 P2 X nil /6 = 1/ p2 X (19)d d d

3 TURBULENCE MODEL

All the correlations are computed with the help of the eddy viscosity concept :

BU.m
pg < u"g.i u"g3 >g = - pgv,g B U g,i + B UU 2 2 k

g g + 7 ij pg q + pg v,g (20)S gx

1492

_ _ _ _ . . . . . .
.

. y



. - - _ _ . _ _

pg < u"ti 0"3 >g = - pg K[ BTg (21)g

v't and K[ are computed for each phase. q[ is the turbulent kinetic energy of phase k :

2q= < u"g,i u"k,i >k (22)

i

3.1 Continuous phase turbulence

2
The continuous phase turbulence is computed by means of a q -E eddy viscosity model /8,

9/ with additional terms which account for the interaction between the two phases for the

| turbulent kinetic energy and its dissipation rate, respectively /2,7/ :

} Eg

H , = ot P W 912 - 2 q} + Ve r.i H , = C ,3 3 H, (23)V
| q 2 e c q

T12 91

| 3.2 Dispersed phase turbulence
!

Turbulent predictions of the dispersed phase are achieved by an extension of results for the
Tchen's theory of dispersion of discrete particles by homogeneous and steady turbulent fluid
motion /2,4/. They can be computed fmm the continuous phase ones :

2 9r ' 2
q$ = q 92=2qi q,= (24)

1 + q, 1 + q, t[2

The time scale of the fluid turbulence viewed by the particles, or eddy-particle interaction time,
relates to the fluid Lagrangian correlation function computed along particle paths and is mainly
affected by the mean particle relative motion :|

_1
2tj2 = tj 1 + Cp(2 (25)

| the characteristic time of the eddy-particle interaction with the fluid Lagrangian turbulent time
scale defined by :

Tj = - C qf 223
-

4r = V, / y qi (26)
l~

Finally

v'2 = TI2 412 + TI2 q$ K = D$2 + TI2 q$ (27)2

Extensive details of the models can be found in /2,4/.

4. NUMERICAL METHOD

The numerical method is based on finite differences / volumes discretization and an
incremental version of the original fractionnal step method /5/ :
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- an advection step solved by the method r,f characteristics with high order of interpolation
to minimize numerical diffusion

- a diffusion step which take into account all the contribution explicitely (pressure, source
terms,...)

These two steps are solved separately on each phase :
- a pressure step, which take into account the mass conservation of the two-phase mixture

by solving a quasi-elliptic equation for the time increment of mean pressure.
- a strong momentum coupling between phases is achieved by an implicit computation of

the time increment of the interphase transfer term.

More details can be found in /1,3/.

5. VALIDATION : Spray evaporation in turbulent air flow

In order to validate the numerical method, the models and the closure assumptions,
| computations have been carried out previously for many turbulent two-phase flow

configurations and, in particular, the predictions have been compared with detailed
experimental results for gas-solid flows (round and plane jets, swirling injection, vertical
channel flow, pulverised coal combustion) and bubbly flows (vertical and horizontal pipe
flows, sudden expansion) /1,2,3/. Another test case more representative of the following
practical application is presented here.

The test case is based on experimental data from the LSTM of Erlangen /6/. It consists in a
spray evaporation of isopropyl alcohol in a collowing annular heated air. Figure 1 shows the
test case description. The configuration is axisymmetric.

At each inlet, velocities, temperatures, turbulent quantities distributions for the two phases,
mass flux and diameter distributions of droplets for the dispersed phase are imposed. At the
walls, a wall function approach is used.

The inlet temperature of the droplets are 31 C, while air is injected at 80 C. The mesh is
maded up 56x101 nodes.

Various results including velocity and temperature fields as well as radial profiles are
presented in figures 2 to 6.

Predictions concerning velocity and mass fluxes are in good agreement with mesurements.
The computed mean diameters are not so well predicted apart from the flow stream direction ;
this is probably due to the very low value of the volumetric fraction in such zones which leads
the results to be very sensitive to exceptional large droplet crossing. As a matter of fact, it is
very difficult to account for this effect both in the modelling approach and in the mesurements.

6. APPLICATION: Spray into a containment building

Spraying water is a safety method to decrease temperature and pressure into a containment
bailding and homogenize the atmosphere when an accident like a primary loss-of-coolant has
occured. Due for example to a bad efficency of heat exchangers, stratifications may appear.
Local accumulation of hydrogen may take place leading to explosion. Furthermore, high
temperature gradients can generate severe stresses on structures.

Calculations have been performed to a schematic configuration shown in figure 7. It
corresponds to the upper part of a real building. All the equipments such as steam generators,

| bridge,... are neglected and the geometry is supposed to be axisymmetric. The mesh contains

| 54x81 nodes.
An initial computation is performed,in order to simulate the influence of heat exchangers to!

the motion of the atmosphere when an accidental production of steam feeds this volume. The
production corresponds to 20 Megawatts residual power at i10 C and to 7.33 kg/s of steam.
The flow consists of air and saturated steam (one phase flow, considered as a mixture of
gaseous species). Ileat exchangers are numerically simulated by sink mass and energy terms.

As seen in figures 8, the computation predicts a thermal stratification at the top of the
building and a laminar zone with very low velocities.

This state is taken as the initial state for a second computation which then simulate the
effects of a cold water spray upon this stratification. The spray inlets are shown in figure 7. Its
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total rate is 280 kg/s. The mean diameter of water droplets is 100 microns and their temperature
is 20 C. Walls are supposed adiabatic.

This computation neglected the enthalpy transported by the mass flux exchanged between
phases (first term on the right hand side of equation 13). Future computations will take into
account this term.

The total simulation represents 70 real seconds Steam condenses upon the drops as they
fall through gaseous mixture. Contrary to the previous validation test, condensation takes place
instead of evaporation. Yet, the model remains the same.

Figure 9 displace a sequence showing the behaviour of the two-phase flow via the
temperature and velocity fields of the continuous phase.

The stratification is quickly destroyed and the mixture becomes more and more
homogenized. This is due at the beginning to the influence of the momentum transfer from the
water spray and then by the gravitational effects generated by the temperature gradients. Even
though condensation is not negligeable from a thermal point of view, it does not contribute
very much to the destruction of the stratification and the homegenization of the atmosphere.

In order to analyse the flow and see the interaction between the droplets and the gas flow, a
computation considering a constant diameter of the droplets (100 microns) has been performed.

Figure 10 shows the 9r quantity field (see equation 24). 9r denotes the ration between the time
scale of the fluid turbulent motion viewed by the particles (T :2) and the characteristic time oft

F12). Except near the lower part inlet, yr is globallyparticles entrainment by the fluid motion (t
much greater than unity. This means that particles dispersion is quasi controlled by transport
due to gas turbulence, that is by Ve,i , the fluid particle turbulent drift velocity defined by
equation 11. So, inertial effects are negligeable.

The %r quantity field (see equation 26) is shown in figure 11. %r directly influence the i :
t

2

value in regard with t i, the time scale of the energetic turbulent eddies (equation 25). In thet

major pan of the computational domain, $r is much less than unity, which denotes that particles
disperse as a passive scalar, except in the lower part where particles dispersion efficiency is
reduced by the trajectories crossing effects due to the settling velocity.

Of course, size particles is not constant. The inlets :froplets may have various diameters and
may evoluate with condensation. However, another computation with 500 microns diameter
for droplets (maximun size which can be obtained at the inlets) remains the same qualitative ,

'

results.
Finally, the model proposed could be simplified, directly computing the mean dispersed

phase velocity V .i rom the mean continuous phase velocity V ,i, the mean relative velocityf i2

V,,i equal to the settling velocity and the mean fluid particle turbulent drift velocity Vp. Thus a j

transport-diffusion equation over a2, the volumetric fraction of particles, is onl3 e aired. !

Nevertheless, crossing trajectories effects have to be taken into account.

CONCLUSION

A separated two-phase flow model, developed for p:edicting fluid-inclusions turbulent
recirculation flows, has been detailed. A validation case has been presented, and satisfactory
agreement between experimental results and numerical calculations have been observed for
mean quantities. The same model has been used to compute the influence of cold water sprays
upon a stratified state into a containment building, when heat exchangers are not efficient
enough. Such a situation is quickly eliminated and the atmosphere tends to be homogenized in
terms of temperature.

Up to now, noncondensable gases such as CO, CO and especially H have not been taken2 2

into account in these computations ; the main reason is the inlet boundary condition which is
actually not precisely known. Future computations will aim at applying global codes to the
lower part of the building in order to obtain realistic inlet rates of such quantities. This would
be used as inlet boundary comlition to compute the noncondensable fields into the upper
volume of the building.
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NOMENCLATURE

V .6 : fluid-rarticle turbulent drift velocityCp : specific heat 4

D. : molecular diffusivity V,.i : mean relative particle-surrounding fluid
lik : mean k-phase enthalpy velocity

Ik.i. l'i. : Interfacial momentum transfer xi : coordinates

Xd : number of particles per unit of massk : refer to phase k (k=1 gas, k=2 droplets)
X' **^" *"P "' *"'' ""Cd "K'g : turbulent diffusivity
Xv. : mean mass fraction at saturation

Na : number of particles per unit of volume
Nu : N isselt number ak : k-phase volumetric fraction

Pk : rate of ir.terfacial mass transferPi : caseous pressure
ql turbuint kinetic energy Ta : rate of change in the number density

E : gaseous turbulent dissipation rateqi2 : covariance betwen the velocity i

fluctuations of the two phases Hk : rate oiinterfacial enthalpy transfer
Pr : Prandtl number Hk . interaction energy fluid-droplet |

| c "n Uni : s urce terni for turbulent energy
'""

Sc nun
Un ; s urce tenn for dissipation rateSh, : Sherwood number

t : time pk : mean k-phase density

T,k : mean k-phase temperature V' : k-phase turbulent viscosityk
ui : fluctuating part of the instantaneous

0[ : fluctuating part of the instantaneous
#*P"""*U. . an k-phase velocityk
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ABSTRACT

Free convective condensation in a vertical enclosure system under consideration consists of a sealed, verti-
was studied numerically and the results were com- cal enclosure containing a fixed amount of noncon-
pared with experiments. In both the numerical and densable gas with pure vapor entering from below.
experimental mvestigations, mist formation was ob- Condensation takes place along an isothermal cooling
served to occur near the cooling wall, with significant wall, generating a thm liquid film that returns conden-
droplet concentrations in the bulk. Large recirculation sate back through the inlet boundary.
cells near the end of the condensing section were gen- Because enclosure condensation with noncondens-
erated as the heavy noncondensing gas collecting near ables can be characterized by strong natural convec-
the cooling wall was accelerated downward. Near the tive forces and the boundary conditions are inherently
top of the enclosure the recirculation cells became nonlinear, convergent solutions have remained elusive.
weaker and smaller than those below, ultimately dis- Models which make use of stagnant gas approxima-
appearing near the top of the condenser. In the exper- tions and shut-off regions are not valid when the natu-
iment the mist density was seen to be highest near the ral convective effects become important This study is
wall and at the bottom of the condensing section, aimed at uriderstanding the unstable, tutural convec-
whereas the numerical model predicted a much more tion flows which may occur in such systems and their
unifonn distribution. effect on heat transfer. Various simplifying assump-

The model used to describe the formation of mist tions are used to develop a model which retains most
was based on a Modified Critical Saturation Model of the important phenomena while remaining
(MCSM), which allows mist to be generated once the tractable.
vapor pressure exceeds a critical value. Equilibrium, Flat plate boundary layer analyses of condensation
nonequilibrium, and MCSM calculations were per- in the presence of noncondensables have been con-
formed, showing the experimental results to lie ducted by many investigators. Some of the works in-
somewhere in between the equilibrium and nonequi- clude those by Minkowycz et al. [1], Sparrow et al.
librium predictions of the numerical model. A single [2], Hijikata et al. [3,4], Legay-Desequelles et al. [5],

'

adjustable constant (indicating the degree to which and Jones et al. [6].
equilibrium is achieved) is used in the model in order Minkowycz and Sparrow [1] considered the natu-
to match the experimental results. ral convective condensation occurring on a vertical flat

plate in the presence of noncondensable gases. For
steam-air mixtures at low pressures and temperatures

INTRODUCTION and low air concentrations in the bulk, thermal-diffu-
,

ision, diffusion thermo, and interfacial resistance were
The objective of this work is to model and under- found to be second order effects. They found a signif-

stand the fundamental phenomena that occur in a two icant reduction in the overall heat transfer rate com-
component, two phase reflux condenser. The two pared to the pure vapor Nusselt solution, owing to the
components consist of vapor (condensable species) accumulation of noncondensable gas near the
and a gas (noncondensable species). The vapor is condensing surface and a corresponding reduction in
further separated into two phases (vapor and liquid) the vapor pressure (and therefore the saturation tem-
and the liquid phase is treated as a dispersed mist or perature) near the interface. They found that super- |

'

fog. The system schematic is shown in Fig.1. The heating became more important when the noncon-
1501
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densable gas was present, owing to the decrease in la- The phenomena related to condensation in enclo-
tent heat transfer relative to the sensible heat transfer. sures can be quite different from those found in free
In a later paper, Sparrow and Minkowycz [2] consid- convective condensation. Dunn and Reay [14] pro-
ered the heat and mass transfer taking place by forced vide an overview of the fundamental and design con-
convective condensation on a horizontal flat plate in siderations for closed, stable condensers along with a
the presence of noncondensables by treating separately description of the variable conductance behavior that
the liquid film and gaseous boundary layers. In occurs when noncondensables are present. The sim-
putting aside the examination of variable fluid property pliGed flat front modelis described in Dunn and Reay
effects, their analysis of steam-air mixtures showed [14]. The model assumes that the interface between
the reduction in the heat transfer rate was less sensitive the active condensing and shutoff regions is perfectly
to the presence of a noncondensable gas than the grav- flat and the length of the active region can be calculated
ity induced flows studied earlier by Sparrow et al. [1]. by knowing the noncondensable gas inventory and

In the works by Minkowycz and Sparrow [1,2], system pressure. Peterson et al. [15] developed ana-
the vapor was assumed to undergo condensation only lytic and numerical methods for use in the analysis of
at the liquid-vapor interface and the potential for con- two-dimensional gas-loaded thermosyphons that do
densation in the bulk gas phase was ignored. In con- not assume a perfectly flat interface between the con-
trast to this assumption, Hijikata et al. [3,4] studied the densing and shutoff regions, resulting in a simplified
effect of imposing an equilibrium condition on the integral formulation for the design of stably stratified
condensing vapor (within the bulk gaseous phase) and condensers. However such stable analyses are not
found that the effect on transport can be important for applicable when the natural convective forces become
Le > 1 and/or when hirge temperature differences exist important.
between the bulk flow and the wall. tie works by For unstable systems, Peterson et al. [16] con-
Jones et al. [5] and Legay-Desequelles et al. [6] are ducted experiments using steam-air mixtures in order j

similar in nature to those of Hijikata et al. except to study the stability and bifurcation phenomena that
turbulence in the vapor phase was also considered occur in systems containing species with different
those works [5,6]. molecular weights. They found that increasing

The conditions for supersaturation and subsequent Rayleigh numbers induced a series of bifurcations that
fog formation have been . lied in detail by Toor [7] ultimately led to large scale chaotic fluctuations.
and Brouwers [8,9). Both ,vorks assumed that mist Aiding and retarding convective motion induced by
was allowed to form in such a way as to satisfy local density differences due to differences in molecular
equilibrium conditions. Brouwers [8,9] found that weight, were studied by Mori and Hijikata [17]. They |
mist was more likely to form at low system pressures found boundary layer separation to occur when the |
(owing to increased curvature of the saturation line) difference in molecular weights between the gas and 1

and when Le>l (owing to the increased diffusional vapor were large, resulting in significant heat transfer
transport of energy over that of species). augmentation. Fox et al. [18], using the methods de-

The issue of nonequilibrium bulk phase condensa- veloped here, conducted a study on binary mixtures in
tion h s been investigated by Rosner [10], Epstein a closed thermosyphon. With hexane-pentane mix-
and Rosner [11], Hayashi et al. [12] and Sekulic [13]. tures, the more volatile and lighter species (pentane)
These investigators made use of the Critical was found to stratify in the upper portion of the con-
Supersaturation Model (CSM) in order to study the denser, shutting that region off to condensatien. I

impact on heat and mass transfer in boundary layer Using hexane-Ril> mixtures, the downward flows of
systems. In the CSM mist is allowed to form only the more volatile and heavier species (Rll) were ,

when the vapor pressure exceeds some critical value. found to induce varying degrees of instability |

IThe work by Epstein and Rosner [11] predicted that (depending on the species loading and power level)
mist droplets, once formed in sufficient quantities at that markedly affected the heat and mass transfer,

Isome critical supersaturation, rapidly grow to a size Further work using steam-helium and steam-air mix-
for which surface tension effects become unimportant tures in verticai Oux thermosyphon with mixed and
and the mist is then in thermal equilibrium with its forced convective condensation is presented in [19].
surroundings. Sekulic [13] used the CSM to model Although many of the separate effects of conden-
the condensation inside a boundary layer where the sation in the presence of noncondensable gases have
vapor pressure exceeds the saturation pressure up to been studied in detail before, knowledge is lacking in
critical supersaturation but beyond which equilibnum the combined effects that may occur in the natural
is then assumed, giving rise to a discontinuous jump convective condensation that occurs inside enclosures.
in the vapor pressure and concentration. Similarly, The early works in condensation discussed above

Hayashi et al. [12] applied the CSM to a turbulent typically' focused on the steady, boundarv layer forms ,

convecuve field, modifying the supersaturation ratio, of the governing equations that are applicable to the
, '

S. to account for turbulent fluctuations. study of flows over flat plates or the flow inside tubes.
1502
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Few attempts have been made to study the complex, The experiments consisted of a vertical condenser
time dependent flows that occur in condensers loaded loaded with a steam / air mixture operating under total ,

'

with vapor / gas mixtures containing species with dif- reflux. Steam entered the bottom of a rectangular
ferent molecular weights. Only the experimental condenser through a diffuser and underwent conden-
works of Peterson et al. [16] have studied these effects sation on a single aluminum wall. Figure 1 presents a
in any detail. In addition the issue of condensation in schematic of the experimental system. The dimen-
the bulk gas phase has not been applied to the study of sions of the condenser were 15 cm wide by 15 cm
condensation in enclosures when the natural and deep by 190.4 cm tall. The aluminum condensing
forced convective effects are of comparable magnitude plate was 106.6 cm high and cooled by seven identical

i and when transient effects become important. The cooling plates mounted on the backside of the con-
; work presented here attempts to build on the knowl- densing wall. Each of the seven plates contained an ,

edge gained by previous investigators of more simpli- independent coolant conduit, machined in a spiral pat- '

fied systems by combining most of the relevant tern to provide uniform cooling. Because the
physics into a comprehensive model in order to de- condensing plate was only the last 56% of the total
scribe the condenser discussed below. condenser height the first 83.8 cm acted as an entrance

length in order to damp fluctuations and non unifor-
mities in the entrance flow. Condensate returned to

1. EXPERIMENT DESCRIPTION the evaporator (not shown) through a drain line at the,

bottom of the condenser before returning again as
steam.'

The hot energy removed through the cooling plateFmmisw
was measured using two separate techniques: 1) Heat,

y^ Flux Meters (HFM) and 2) Coolant Energy Balance
a

M
$ = HFM 7 (CEB). The heat flux meters consisted of an array ofi

f four thermocouples embedded in a Teflon strip. The
= HFM 6 Teflon strips were located in grooves which were ma-

3.o g, g chined into the test wall. A linear least squares fit was
d E

/] / s = HFM 5 used to obtain the temperature gradient inside the wall.

{ The coolant energy balance method was accomplished
,

,

% = HFM 4 by measuring both the rise in the coolant temperaturei

| and the coolant mass flow rate between the inlet and
utlet for each cooling plate.

i
' = HFM 3 The system was allowed to reach steady state after

approximately 15 minutes, with a steam / air mixture atE "
=HFM,, 1 atm. Small leaks in the svstem allowed air to entereq

or exit the condenser in orlier to maintain the system~
E

S =HFM1 pressure at 1 atm. The average mixture temperature, '
V_ T,,c,, was varied between 50 and 90 *C. The cooling ,

'

plates were held at a nearly constant 30 *C.
P= 1 atm Because the system is' truly three-dimensional, the

T, = 30 C use cf a two-dimensional model is questionable.
However, it was noted in the experiment visualizationx

50<T <90 C that the primary flows were substantially two-dimen-
sional, owing to the shear layer generated near the wall

Ze which drives the flow in only one di.ection (down). !
e Adiabatic This is similar to an infinitely deep (into the paper as

is.2 cm viewed in Fig.1) shear driven cavity, ignoring the
presence of the front and back walls and their influ-

'

4 Cooled ence on the flow. Of course this is not precisely the
p

~ ' case since there is always some three dimensional ef-
fects; this may help to understand some of discrep-< >
an ies between the results of the experiments and the

0.15 m numerical model.

Figure 1 Experimental Apparatus and Model i

Schematic
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2. MODEL DESCRIPTION n,ored after a few seconds into the quasi-steady tran-
sient.

2.1 Simplifying Assumptions
For simplici ; transport properties are set con-*

Various simplifying assumptions are used in the stant. In reahty such properties as c , , and k varyy
modeling of the system under consideration. Some of with composition and temperature. The variation of
the assumptions result from physical considerations such p perties is neglected in favor of concentratmg

,

while others are necessary in order to make the prob- n ade zed forms of the goveming equations.
,

,

lem more tractable. The primary assumptions used in
the formulation are briefly described below. The system pressure is assumed low enough that.

deviations from ideal gas behavior can be safely ig-
The vapor, gas, liquid mixture is assumed to be a n red. This also allows the use of a constant latent

o

continuum, with a dispersed phase of liquid mist heat of vaporization that is mdependent of pressure.
,

droplets existing throughout the flow. The volume Also, the volume fraction of liquid droplets is very
,

fraction of droplets is very low small since the density of liquid is much higher than
,

af = V /V < 2.0 x 104 (where V is the volume oc- vapor at low pressures, allowmg the gas / vapor /hquid ,cupied by the liquid droplets and his the mixture vol-
f

***** to be treated as a continuum that ignores the,

i

ume), and their influence on the flow and transport
f'" ' ' ,'um f articles.P'

properties is ignored. Further, the density of the
droplets is assumed to be sufficiently low that interac- Tmport is specified to occur by convection and |.

tion between the droplets can be ignored. In additto,n ordinary diffusion alone. The energy fiux due to i
the droplets are assumed to be smaIl enough that their species interdiffusion, as described by Bird et al. [21],

'

relaxation time is short enough to ignore any shp be- is neglected (owing to the specification of a constant
,

tween the phases. These approximations are consis- specific heat cp = c v = cp,g). The Dufour or
diffusion-thermo effe,1 =tent with those used by previous mvestigators of sys-

,

ct w ch is usually of minor im-
tems with mist formation, Legay-Desesquelles et al. portance is also neglected. Also mass diffusion as a
[5], Hijikata et al. [4], Toor [7] and Brouwers (8,9]. result of the thermal diffusion or the Soret effect is

neglected since the temperature gradients are not ex-
The flow in the vapor, gas, liquid mixture is as- tmme. See Minkowycz et al. [1] and Bird et al. [21]

o

sumed to be laminar. No attempt is made to include a f r a d,scussion of these approximations. In general,
,

i
turbulence model for the higher convective velocities, the primary transport phenomena are governed by the
This approximation may reduce the transport rate in couphng between the cutmuity, momentum, and
the regions of high recirculation and incipient turbu- species equations. It turns out that these equations are

,

lence' weakly coupled to energy, although teaiperature ef-
fects on the buoyancy term are present (to a lesser ex-

For simplicity the density is specified to be spa- tent than composition) and temperature changes due to
o

tially constant, except for the source term in the verti- mist formation may be sigmficant near the wall. Sm, ce
cal momentum equation (buoyancy). This approxi- mass transfer by species condensation and naturalmation results in a significant simplification of the convection due to species gradients govern the ,domi-
goveming equations and reduces the computational ef-

"".iit transport phenomena of interest here, the simph-fort. It should be stressed that the main reason for ,

fying assumptions used for the energy equation are
imposing this idealization is for simplicity. However, likely to be second order effects.some discussion of this idealization is given in [19].

* The initial conditions discussed in Sec. 2.5 are
highly idealized. However, they serve as a starting 2.2 Governing Equations
point for the calculation until the quasi steady-state From the assumptions given in Sec. 2.1, the gen-
Dows are achieved. Issacci et al. [20] have shown that

,

eral equation for all conserved quantities can be written
the mitial transient involves the formation of acoustic

as:
waves which may alter the pressure and velocity field
during the initial transient. They found that such initial g
fluctuations based on sonic behavior can safely be ig- _(p)+ y.(up)= V I' +S (1)

Bt

1
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Table 1 Terms of the Conservation Equation

i

Equation & F S

l

Continuity F 9 0

Momentum (x) fu Vu -dP /dxm

|

i

Momentum (y) FV Vv -dP/dy+FBm

< ,

#"kVT+h (py +p )DVEnergy pH ofg g
< Pv + Pg ,

r 5

A'
Vapor pv (pv +p )DV -nig

<Pv + Pg ,

Mist Pt 0 m

f ' 0
P"

Vapor + Mist pv + pt (Pv +Pg)DV
< Pv + Pg ,

|

where & is a scalar or vector field subject to convec- each phase based on the local conditions. The source I
J

tive transport u , diffusive transport F, and source term in the vertical momentum equation can be written

quantity F is the buoyancy force given by)the differ-as S= -dP /dy+ Fs, with F =(p-F g. Theterm S. Table 1 lists the conserved quantities along m 3
with their transport terms. 3

These equations are not fundamental but rather ence between the local and average densities.

forms derived using simplifying assumptions. The In addition to the transport equations presented
quantities u and v represent the mass average velocities above, an equation of state for the vapor (which gov-
defined as pu =p tr +pyu +pjuf, where uf is the erns the local density for use in the momentum equa-

g,g y

velocity of rpecies 1. The quantities py, p ,and pf tion) can be written assuming ideal behavior. The va-g
represent the mass per imit volume of mixture for the por pressure corresponds to the total pressure
vapor, gas, and liquid respectively. This notation is (Dalton's law) and the local vapor density (ideal gas
consistent with the previous works of Toor [7] and law)in the following way (and similarly for the non-
Legay-Desesquelles et al. [5]. The mixture densities condensable gas):
should not be confused with the single phase densities

i RT oby themselves,i.e. pf * 1000 kg / m3, rather pf s the Py = Px = py =pRT >" (2a)density of the mist or fog per unit volume of mixture. y

v v iThe mass fraction of each component is defined as
_ PgRT m

ch = pf/p The source term in the liquid phase equa- g
p ,p ,88 Af Af i

,

tion and the smk term in the vapor phase equation, m,
# #

represents the volumetric mist formation rate. The
vapor and liquid equations are added together in order
to remove this unknown quantity. The local density of
liquid comes from the mist models discussed in Sec j

2.3. which are used to partition the constituents into
1505
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temperature, T = T,). It should be noted that the la-m"" g tent heat could ofjust as easily been applied to the lig-
My Af uid phase by defining the enthalpy datum: H =0,g y

whem x = ,x=g g with the liquid enthalpy written as,y g g g
H = c f(T - T,)- hfg(T,). The difference is arbi-"+ + f pg y y y

v g v s trary smce there is just one datum for the substance
water. In Eq. (5b), behaves like the " heat of reac-

= pej. The quantities M and M are the tion" in the chemica reaction systems presented by
and pblar weights of vapor and gas respecfively, xKays and Crawford [22]. In fact, the formulation for

y

molec y

and 2, the mole fraction of vapor and gas respectively both systems is similar although most chemical reac-

and the piacts pm and p the local vapor and tion systems do not involve the formation of a liquid
y

gas densities respectively. In . (2) the local vapor phase. By expanding the summation for the diffusive
density is based on the equation of state. At a fixed fluxes of enthalpy and noting that the sum of the dif- ]
vapor pressure (constant vapor density), Eq. (2) indi- fusive fluxes of mass is zero (IPj = 0) we can write t

cates that a decreasing vapor mass fraction results in the follosving equation for the diffusive flux of energy
an increasing mixture density p. In this case, when (assummg equal specific heats):

mist formation is present the local density increases
through the formation ofliquid droplets. The equation

Fu = h ry + kVT (6)of state for the liquid is determined from the relation: -

/g
V + O = 1 and Sec 2.3. discusses the details of

ho# + Ww the vapor and liquid are partitioned into eachl

2.3 Mist Formation
luation (2) makes use of the fact that the sum of

the partial pressures of vapor and gas must be equal to The following section is devoted to the develop-
the total pressure. From Eq. (2) the local mixture ment of the mist formation conditions and result in a
density for use in the source term of the momentum liquid /vapcr equation of state. The total enthalpy is the
equation is then sum of constituent enthalpies given in Eq. (5)

weighted by the species mass fraction:
P

A* (} H = E m;H =c (T - T ) + hjgm (7)
' m" + m * f p o y

LRT
8v s> where ej is the mass fractice of each species (i=v, g,

and I for the vapor, gas and 'd respectively). In
The energy flux originates from two terms: principle, the value for c snould be given by ap

Fourier conduction, and mass diffusion. We can write weighted sum of the individual c f's, i.e.p
the diffusive energy flux as follows c = Emjc f. Instead, for computational case, c isp p p

set equal to the value of a single constituent.
Fu = IFjHg + kVT (4) The treatment of mist formation has been consid-

i ered previously by other investigators, including the
boundary layer analyses of Hijikata et al. [23] and

where Hi s the enthalpy of component i and F the Brouwers [8,9]. Hijikata [23] postulated that the va-i f
diffusive mass flux of component i. The enthalpy of por/ gas mixture jumps to local thermodynamic equi-
each species is fixed by the datum: H = 0 at T = T , librium once the conditions for mist formation areg o
and H = 0 (for saturated liquid water at T = T ). met. Hijikata's method is modified here somewhat byf o
The enthalpy difference between the vapor and liquid assuming that the vapor / gas mixture is in one of three
is given by the latent heat of vaporization: states:

H - H = hrg(T ) for saturated liquid at T = T . They f o o
enthalpies of'each component are then written as: Model 1: Complete nonequilibrium (th = 0).

H= cpg (T- T ) (5a) Model 2: Complete local thermodynamic equilibrium.
g o

H = c ,,(T- T )+ h (T ) (5b) Model 3: Partial equilibrium (partial supersaturation).y p o fg o

H = c f(T-T ) (Sc) The conservation equations for the vapor and mistf p o

contain the condensation rate, rh, the rate at which va-
where T is a reference temperature, taken to be that at por condenses into mist. This value is negative in theo
the stan of the transient (the isothermal cooling wall vtpor source and positive in the mist source. By
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combining the equations for vapor and mist we obtain Th:oretical expressions for S have been developed
a simplified equation for the total quantity of vapor based on kinetic theory. Carey (24] gives an explicit
and mist, co f. This action eliminates the unknown expression for S in terms of the vapor temperature andy

condensation rate, dr. The lost information is replaced surface tension.
by forcing the mist and vapor to be in one of the three

'- ~

states given above. When equilibrium or the equilib-

S =. (P )ygg = Cexp' E.(-In J.)U2rium fraction model (MCSM) are used, the following y
"

logic is used to partition the vapor and liquid (note that P ,(T ) 2(E.)U2 +(-In1.)3/2for convenience of notation, the mass fraction sa y

--(9)coj = pj/K is used):
-

where
superheated condition (co f s co ,):y y

r 3U2- -

316xtr \
m = m f; mj = 0; co# = 1 - co (8a) J. Jpt xM RT .

< y
>

nag 2aNs, _Psat(T)_ , E = 3kgR T pf
= 233 |y y y

mist condition (co j > co ,):y y
The quantity 1 is the nucleation rate,

6 3/ = 10 nuclei /m s, NA Avogadro's number, ks the 'e s

l~'#'' Boltzmann constant, a the surface tension of the lig-
s" = m"# ; mf = co5.f - co"; co = 1- m f(8b)

und droplets, and pf the density of the h,guid droplegs.
, ,

8 y

'1 - m"3 / The value for the nucleation rate J = 10 nuclei /m s
where is taken from Carey's text [23]. This value was found

to match well with experimental results for a number
#" and of different systems. The constant C modifies the

m (T) = =
M' P 1 theoretical prediction in such a way as to balance the'v3

py + pg 1+ --1 model between the critical and equilibrium conditions.
g

M P,a,(T) Syy > For C=1 the theoretical predictions given by Eq. (9)

S = (P )SSE
are approximately 2.3 times smaller than the criticaly saturation ratio seen in the experiments by Yellott

P ,(T) [25]. A value of C=0.75 is used in the model to bringsa
S to around 1/3 the experimental value. Thus the

where co ,(T) is the maximum mass fraction of va- model supersaturation is only about 1/3 the experi-y

por which can be supported before mist formation oc- mental value but is short of full equilibrium. The
curs, Psat(T) the saturation pressure of pure vapor and constant C is used as an adjustable parameter that can-

h(P )3gt is the vapor pressure at the supersaturation
not be determined a priori but rather is used to match

y,

mit the experimental data. Different valuer vf C can be
s discussed in Sec 1.2, previous investigators used to adjust the supersaturation ratio S ,in turn :

have made use of the CSM, assuming that once criti- altering the point at wluch mist is allowed to form. )
ical supersaturation is reached, the vapor pressure

drops either discontinuously to the equilibrium value l

or a particle growth theory is invoked in order to 2.4 Global Mass Balance and System Pressure |
model the transient nature of the droplet kinetics. In order to calculate the global rate of change of |
Unfortunately, for a transient (on the macroscale), el-
liptic problem such as the one bemg modeled here, the density, the mass flux is integrated over the boundary ||

, , to obtain the rate of chan8e of inventory. Density si
CSM must be modified in order to avoid the disconti- assumed to vary temporally but not spatially, except ,
nuities that give rise to numericalinstabilities. The f r the buoyancy terms m the momentum equation.
Eulerian based modeling pursued here precludes the The mtegration yields the followmg global mass con ,

,

use of any transient / kinetic droplet analyses. The servadon equadon: |Modified CSM used here (MCSM) consists of a cor-
rection factor applied to the expression for the critical !7, y 3

1 Isupersaturation ratio S. This correction factor allows gp - -

dx - (1, + J,),dy (10)j
WH .,(1, + J,)gmist to form at some point below the critical supersat- -=

dturation but remain supersaturated without a discontin-
,

, ,

uous jump to equilibrium. The model then strikes an :

approximate balance between full critical supersatura- where W and H are the width and height of the con-
tion and full equilibrium. denser respectively shown in Fig. I and the total

fluxes across each boundary come from the boundary
1507
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conditions. Equation (10) provides the necessary re-
lation for the discrete temporal change of density. 1

The system pressure is obtained by assuming ideal "I= 9 l I ,i (14)v
8gas behavior for the steam / air mixture and by noting

that the average density is equal to that given by a
summation of the discrete local densities over the en- Using the above equation for the convective flux of
tire condenser. The local density is integrated over the gas, the summation of the total fluxes of each species
condenser to give at the interface results in the following mass balance:

!h = El = E(UPk -Tg), = u(py +pi);-- T ,; (15)
ff w li,W c k y

,

P1
*

* (x,y)dA = 1
g + e ) dA

(11) where the subscript i denotes the value at the interface,P-

A
A 'o 'O the subscript k denotes the species index (i.e. k=g, v,v* RT*

orI) and T ,f s the diffusive flux of vapor at the inter-i00 Myj(M yg
face,

A". energy balance at the interface results in thewhere A = HW and dA = dxdy. Normally, a similar f11Wmg
integration of energy over the system domain would
also be required in order to determine the state of the

,
= -k +(upy - T );h/g (16) |system. However, in Eq. (11) the temperature de-

termmed by the mist formation state given in Sec. 2.3 q, = -k, dx ,*j y dx y
;

y,f
is assumed to be constant over the period At. This )
obviates the need for a similar integration of energy by where k, and k are the wall and vapor thermal con-

!

y
assuming that the change m temperature is small over ductivities respectively. In principle the temperature

,

the discrete mtegration time. The left hand side of Eq. drop in the liquid film must also be known in order to
(11) is the average density and the pressure is constant make use of Eq. (16). In practice, however, for the

,

so it can be removed from the m, tegration. Solving for panicular cases studied in this work, the primary resis-
the system pressure yields tance to heat and mass transfer is in the vapor phase

_ and the temperature drop through the liquic film and
pRHW wall are not discussed here funher. One can assumep= fi)

I." 11 that the interface temperature is nearly equal to the wall
dxdy temperature without significant loss in accuracy,

However, this approximation was not used in the< >

**T 8+S complete model presented in [19]. Refer to [19] for av

M detailed discussion of the treatment of the liquid and00
'Mg y# wall side heat transfer. We can use the expression for

the velocity at the interface given by Eq. (14) to
The pressure is used to determine the interface tem- rewr te Eq. (16) as
perature at the condensing surface and P is self-ad-
justed so that the entering vapor mass and condensing 7 3

mass flow become equal. dT dT Pv+Pg
T ,ghfg (17)-k = -k -

y
w OX y OX Pgw,i v,i < n

2.5 Boundary Conditions where Pv.i =Pv,sa,(P,Tg). Again, because the pri-
The interface between the vapor and cooling wall mary temperature drop occurs in the vapor phase,

thr,ough tfe#(P,Tg) = pv sar(P,T )is easily accommo-
and the heat fluxis impermeable to noncondensable gas and the diffu- py f = py w

liquid film and wallsive flux of vapor and gas are equal and opposite,i.e.
dated by the relatively low heat flux coming from the

J ,f = (ups -I )g = ("Pg + I [ = 0 (13)
vapo ph e.

g g v

amount of noncondensable gas the net flux of gas
where i ,g is the total flux of gas at the interface, both across each boundary must be zero, i.e. J = 0. Theg g
convective and diffusive. At the interface vapor is top and left side boundaries are adiabatic and solid,
condensed and carried away by a thin liquid film. The The right side boundary is both the condensing and
above equation can be solved for the velocity at the adiabatic depending on the vertical location. The heat
interface: and mass flux at the condensing wall is given by the
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interface condition. The heat flux and mass flux enter-
ing the system comes from the heat load or power Q'. @ t=0 (20)
Since la = c (T, - T,)/h a 1, the sensible heat of u = 0; y = 0; H = my,oh ;py = py,o;, p g fg
vapor u ignored in the heat balance on the system.
The following boundary conditions are imposed on

P _ P ar(T )M" -s m =0
-

the governing equations of the vapor, gas, liquid mix- RT,my'o
ture. A homogeneous Neumann type boundary con-
dition is specified for the motion pressure field. It has

*Iiere py,ois the n. . ial vapor density and m ,o is theut
.

been proven that homogeneous Neumann boundary .
y

conditions for the pressure ensure a consistent scheme mtial vapor mass fraction. Without any applied
independent of the Reynolds number at all types of Power the system would remain stationary, smce the i

,

boundaries, including solid walls and inflow / outflow vapor / gas combmation is at the saturation pressure i
,

boundaries (Huser et al. [26] and Gresho [27]). given by the wall temperatur,e and no condensation '
Although, the vapor and liquid conservation equations takes place. Only increases m pressure will induce

,

are combined in order to eliminate the mist formation c ndensation and subsequent bulk motion of fluid.
,

rate, boundary conditions for each phase are necessary The total number of moles of gas set by the mitial
,

_

condition does not change, p = 9 ,0, wherefor completeness. Because the mist is swept towards _ g 8
the liquid film, a zero gradient boundary condition is Pv,0 + Pg,0 = 90-

imposed on the liquid phase at the condensing surface.

@ >=0 (18a) 2.6 Discretization

II = -; l = [ Q' ;/ = 0; dP* = 0 The incompressible flow model developed here
'

O'u = 0; y = vin;I ' t imposes a finite non-zero divergence that is spatiallyv
Y/gg, constant, resultmg m a correction to the contmuity

,

/

equation which can be handled in a straightforward

@ y=H (18b)
manner in a predictor-corrector scheme once the tem-
poral change in global density is calculated appropri-

u = 0; v = 0; Jff = 0; Jy = 0; J = 0; gp* = 0 ately. This simplification results in a tremendous
f dy savmgs because the som,e velocities are not used to

@x=0 (18c)
restrict the time step size.

The governm, g equations are discretized on a stag-
, ,

u = 0; v = 0;1y = 0; J, = 0;1, = 0; gpm-=0 gered mesh, with velocities defined on the cell bound-
dx aries and scalars at the center. The pressure-velocity

coupling is satisfied using a variant of the Marker and
@ x= W (18d) Cell method (MAC) presented in Fletcher's [28] text.

dp The temporal discretization of the momentum equa-
; v = 0;ljf = q,; J + J = rh ; g] = 0; gp* = 0tion is accomplished in the following manner:u= y f c g

(p u)"+I -(p u)" = -V" Ju - V P*"+I + S (21)
where the J s represent the total flux of each quantity atp
(U, m , and of) normal to the boundary, W the widthy

of the condenser, # the height of the condenser, and where V" is the discrete divergence operator and Ju
Q'the linear heat rate applied to the evaporator. The the total flux of momentum including both convective
entering velocity, vin, comes from an energy balance and viscous terms. We postulate the velocity and
at the evaporator: pressure fields to behave in the following way:

O' u"+1 = u* + u' (22)
(19)=

ph Wfg
,

P*"+I = P,"n + P*' (23)
'

The initial conditions are set so that the velocity
everywhere is zero, the temperature is at the cooling where u* is an approximation to the velocity field at
wall temperature, the density is that given by the pres- time n+1 and u' is a correction that allows the mass

,

sure through the ideal gas law, and the pressure is at
,

the saturation pressure for the coolm, g wall tempera- continuity equation to be satisfied. Similarly, P,'n "iS
the correction to the motion pressure field at P ,mture. The imtial conditions are then wntten as
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where P is the computational pressure, a second or- Solving Eq. (28) for the pressure correction results in

der approximation to the real motion pressure, Huser the following Poisson equation:in'

et al. [26]. Inserting Eq. (22) and Eq. (23) into Eq. \

V p,,n
pn+1/ 1 F"+I -#" + V u* -(29)

,

. (21) results in the following equation:'
2 .

At p" At
b' yne,_(p,)n- pn +1,,' ,

+< =
;

; At At ' The boundary conditions for Eq. (29) come from the
- prescription of the normal velocity at the boundary.

, .

-V"Ju - VP,8 + {-VP' } + S (24) From Eq.' (25) since the velocity is known on the
r

,

boundary for the time step n, the velocity correction is
.

;

In Eq' (24) the quantities in braces represent the cor-
identically zero, leading to a homogeneous Neumann ;

| rection terms. The velocity correction, u', corre- condition for the pressure correction, Eq. (29). A
'

sponds to the pressure correction P,'n and the terms in
multigrid method is used to solve the above Poisson

, ,

equation that results in an order of magnitude increase
braces are set equalto each other: m the convergence rate over the standard Successive

Line Over kelaxation (SLOR)' coupled with a Tri-'

At
! u' = - VP,'n - (25) Diagonal Matrix (TDMA) algorithm and is discussed

yg
9 in detail by Fox [19].

The nonlinear convective terms are solved for us- )
.

The predictor step can then be written as
ing the flux corrected transport (FCT) scheme devel-

,

!

oped by van Leer [29]. Such FCT schemes have ,

$

I proven useful in high speed shock capturing modelsnu .
.

P u -(pu)n but have been all but ignored for viscous incompress-
_ _yny" _ ppn + S* (26) ible flows. Recent studies [19,30] have shown thatn

: At FCT schemes 'can be used with great success in the
;

modeling of low speed flows wl.ere the steeper gradi-
| Continuity must be satisfied at the new time step. The ents in the scalar in vector fields are resolved mcely
I discrete representation for continuity is expressed as with minimal impact of numerical diffusion.

' -

+ Vu"" = 0. (27)--

p" At 2.7 Modeling:

The numerical model was modified in a attempt to
|

The first term of Eq. (27) represents the discrete,
simulate the experimental system. In the interest of

j global change in density throughout the condenser, reducing the computational effort associated with a
i The term is necessary in order to obey global continu-

large computational domain the entrance length was
i ity. The transient density term acts as a mass source reduced from 83.8 cm to 50 cm in the model. This
j or sink for the continuity equation. Typically, the ve-

locity components in incompressible flows are charac- approximation appears to be valid considering the

: terized as divergence free vector fields. However, the largest flow structures are no larger than the condenser,

introduction of a source or sink term does not limit width (15 cm) and entrance effects ought to be negli-

our ability to make use of the incompressible solution gible beyond a few widths (3.2 widths). Only the!

i
: algorithms, so long as the source or sink is introduced right side of the condenser was made available for

condensation, all other surfaces were specified to be
i in a consistent manner.

Using Eq. (26) for the initial guess of the new ve- impermeable and adiabatic. The solution procedure;-

locity field, and Eq. (25) for the velocity correction, was modified to search for a constant pressure rather

Eq. (27) can be rewritten as than to dissipate a specified heat load. With the
amount of noncondensable gas fixed, the power was
varied automatically until both the inlet and outlet

y pn+1_pn
+ V(u* + u') =

mass fluxes resulted in a pressure of 1 atm. Different
g mixture temperatures were achieved by varying the

P at
(28) noncondensable loading. Although the final point is

r 3
I reached through different means in the experiment (air-. ._ # nn

-n
-l ~P +V u* - VP' =0
p" At pn+1 leaking in and out with flow rate given) and the nu-m

merical model (steam flow rate adjusted with air con-( >

centration given), the system parameters are the same
once a quasi steady state is reached.
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A grid resolution of 64x128 was used in the nu- Reynolds numbers found there (convection dominates
merical simulation, resulting in a maximum grid over diffusion in the bulk).'

Reynolds number, Re = vAy/v < 500 (such Re is
within the range found suitable for the application of

; the FCT algorithm used here [19]). The resolution of 3. EXPERIMENTAL RESULTS-more microscale detail would be computationally ex-
- pensive and would reduce the size of the overall pa-

rameter space investigated in this work. ,, * g
Unfortunately, the experiments were conducted'

; long before the model was developed and the discrep- [ )
ancy between laminar and turbulent flow behavior is:

i difficult to justify. The model is strictly laminar where 3P77%
(O 4 s Ms "Qi

as the experiments were found to be turbulent at times
j and in various places. No attempt was made to extend

the model to include turbulent behavior. This fact may g & Mm:

j help to account for some of the discrepancies seen r f f ig j
' between the experiment and model results.

It should be stressed that the correction factor ap-
plied to the MCSM model is purely ad hoc. No at- h
tempt tojustify or determine the value of C was done. ; 4 g

E g. A
: It stands to reason that it ought to be less than unity 1s

and greater than zero. Determining the precise value @ @?:1 1

.

would require an extremely detailed model describing g 3
the dynamic growth and translation of droplets in a p

,

| strongly coupled flow field. The value C=0.75 was e.

; chosen simply to match the experimental results best. 8
'

It is only one attempt to wed theory and experiment
but the valise itself, as well as how one determines L is

! questionable at this time. More than likely, the v<lue Decreasing Water
DmP et Densityl

! ef C has a strong dependense on many of the experi-
mental parameters and model assumptions and should
not be taken as constant for different situations,

i

i

i

2.8 System Parameters

The thermophysical properties of air were used in
the calculation in order to reduce the number of vari--

ables being solved for in the model. This approxima-
,

: tion will likely yield adequate results, particularly near
the condensing surface where the air concentrations ,

! are relatively high and the transport is most sensitive @
to the thermophysical properties. The wall tempera- [dture and the }ransport properties _used were

! Tw=303.15 K, hfg =2.256x106 J/kg , cp =1.0x103 y
,

| J/kg-K, k =0.03 W/m-K, =20.7x! 0 6 N-y

s/m2,k =0.653 W/m-K, g=467.3x10-6 N-s/m2.'
i

pj=1000 kg/m3. The mass diffusion coefficient was
again estimated using the method described by Bird et Figure 2 Observed Experimental Flow Patterns<

al. [21] using the wall temperature Given the range in
air concentrations and temperatures the use of constant A review of the experiment results show a

,

properties is also questionable. However, because the strongl patural convective flow field. The
,

! sharpest gradients occur near the wall, it is appropriate
Fr = Fv /(gApW) difference between the evaporator(based on the calculation where

to use the temperatures and compositions found there Ap is t density
to estimate the overall transport properties. The bulk and wall) for even the strongest forced convective'

flow is not affected 'strongly by differences in the flow at high power is significantly less than unity
transport properties due to the relatively large (Fr<0.04), resulting in a flow in which natural con-
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vection dominates. For these systems when Fr<<1 down below. The mist formation and distribution is
the resulting flows are found to be substantially natural somewhat similar to that seen in the experiment except
convective in nature. Figure 2 is a plot of the observed the distribution in the bulk is more uniform than that
Dow patterns and mist density distribution inside the seen in the experiments. A heavy misty layer near the
condenser. The condensation at the wall brought va- wall was generated which fed into the lower regions,
por and gas toward the surface, resulting in the accu- creating a high mist concentration down below.
mulation of a heavy, noncondensable rich fluid. The Although the instability in the condensing bound-
visual ebservations indicated a primarily two-dimen- ary layer caused some fluctuations in the local heat
sional flew pattern. As the gas fell downward a set of transfer coefficient, the magnitude of the fluctuations
recirculation cells were generated. The strength and were not large and the variations are not plotted here
size of the recirculation cells grew as the gas acceler- for the sake of brevity.
ated downward. Large recirculation cells spanning the
width of the condenser were found in the lower re- wy --

[b'_
r

gions of the condensing section (as ascertained by vi- f
sual observation of the mist motion). The cells be- y
came weaker further up in the condenser and spanned n ;

-

|

only a fraction of the condenser width. Ultimately, the
| - [@

1 o !

condenser, with velocities reduced to a fraction of O [ 1Dow became relatively quiescent near the top of the
E 1 /

'jwhat they were lower in the condenser. j
- *The mist concentration was found to be the highest g

'

near the bottom of the condensing section and near the
'

Swall. The sensiMe cooling near the wall was larger
' >than the diffusive mass transfer, i.e. Le = a/D < 1,

? tand subcooled regions developed, owing to the in- --

[ .

'

creased rate of thermal diffusion over mass diffusion, 7 f -

[2
--

resulting in the formation of subcooled regions. The [ j .

q!,
_

tMsubcooled regions generated near the wall fed into the o R

lower portion of the condenser as the heavy, misty O I N
layer accelerated downward. The recirculation regions

a= " ' . ~2 -
near the bottom of the condensing section mixed with
the subcooled fluid near the wall.

Figure 3 Streamlines and Mist Distribution
4. MODEL RESULTS

(Tmix = 78.2 C)
Three sets of calculations were performed using

the parameters listed above, one for each mist model Although the qualitative agreement was good be-
(equilibrium, nonequilibrium, and MCSM). The ve- tween the theory and experiment a comparison of the
locity and scalar fields were found to fluctuate in time local heat transfer rates shows some discrepancies.
until a quasi steady flow was achieved, after which the Figure 4 is a plot of the local heat transfer coefDcient

i Ductuations were reduced and the time average mass for two specific cases. The local heat transfer coeffi-
flow in was equal to the time average mass flow out cient is defined as h = q"/(Tmix - T ), where q" is'

w
by condensation. Figure 3 is a plot of the streamlines the local heat Dux and Tmix the mixture temperature
and mist density distribution for a typical run using the (defined as the average temperature along the center- i

MCSM model. The lighter regions in Fig. 3 represent line of the condenser and typically within 1 K of the
regions with a lower mist density. The Dow did not average temperature of the entire condenser). Both the
vary significantly over long integration periods, how- experimental data points along with the results of the
ever three seconds of the transient are shown in Fig. 3 MCSM calculations are presented in Fig. 4. At the top
in order to show where the recirculation cells were of the condense:, the heat transfer coefficient was high
generated. The similarity between the numerical but decreased further down t!'e condensing surface.
calculations and experiment is noteworthy. Strong This decrease, seen in both the theory and experiment,
recirculation cells near the end of the condensing sec- was due to the growing boundary layer which gener-
tion occupied the width of the condenser, with weaker, ated a diffusion layer barrier to mass transfer. The

| smaller cells higher up. The Dow became mostly magnitude of the heat transfer coefficient was some-
! parallel to quiescent in the upper portion of the con- what higher in the model than in the experiment. In
| denser, with the velocities a fraction of what they were the middle of the condensing section the heat transfer
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. coefficient plateaud somewhat, possibly a result of the creasing Tmix and lowering the heat transfer coeffi. I
competing effects of a growing boundary layer offset cient for a constant q". Moreover, the curves gener-

by an accelerating, unstable flow which tended to ally predict higher heat transfer coefficients for
augment mass transfer. Ultimately, the large scale re- increasing mixture temperatures. If the temperature is
circulation regions near the bottom of the condensing increased due to the liberation of latent heat, the curve

section served to disrupt the boundary layer, alter- is shifted to the right, further reducing the heat transfer

nately carrying vapor rich regions toward and away coefficient compared with the ideal nonequilibrium,
from the wall resulting in a sharp rise in the heat trans- supersaturated case. The dual effect of shifting the
fer followed again by a decrease. Near the end of the curve to the right for increasing equilibrium along with j
condensing section the theory underpredicted the ex- lowering the heat transfer coefficient by changing the '

periments somewhat, possibly due to the truly three reference temperature resulted in a strong variation of ,

dimensional effects coupled with increased numerical the heat transfer coefficient between the full equilib-

diffusion at higher flow velocities. However, the gen- rium and nonequilibrium cases.

eral character as well as the numerical values were in
1000 . , i -

reasonably good agreement. 8 : O experiment HFM :
: A experimentCEB

~

6

' # # *
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' '
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Figure 5 Overall Heat Transfer Coefficient -10

o 20 40 60 80 100
Experiment and Model

Axial Position (m)
Table 2 provides the results for each calculation

Figure 4 Local Heat Transfer Coefficient - Experiment performed. Each data point represents at least 20
hours of CPU time on a Sparc 10. Each data point isand MCSM taken at an instant in time, with averaging too costly to,

; Figure 5 is a plot of overall heat transfer coefficient perform for every point. Ho,vever, the numbers do,

; for the experiment and the three different mist models not fluctuate significantly in time and represent rea-

!
used in the calculations. Comparison of the overall sonably stable values for use in comparison with one

|
heat transfer coefficient tends to average out the differ- another. The table gives values for the average mass

ences somewhat in the local heat transfer coefficient, fraction of water (liquid and vapor), Eyf; the average

resulting in unusually good agreement in Figure 5 mass fraction of water vapor alone, By; the mixture
K ; the average gas density (gasbetween the MCSM model and experiment. The tra- temperature, Tmix (3)); the latent and sensible heat-

loading),s,p (kg/mditional nonequilibrium or supersaturated model g 2

coefficient, h (W/m3(W)/m ); the average heat transfer ifluxes, q and q",tended to overpredict the heat transfer coefficient.
K ; and the magimum absojute ;

;

Conversely, the full e.quilibrium model tended to un- and relative liquid mass fractions, ef, and ofL.
t

derpredict the overall heat transfer coefficient by about
the same fraction. The Modified Critical Saturation The last two terms are defined as

.

Model (MCSM) used here resulted in excellent -

agreement between the two extremes, indicating tilat 9/ (30)|the real system probably lies somewhere in between e,ab4 _ Pi + Pv + Pg
"

,

'

*

full equilibrium and nonequilibrium. The differences l
*

between the three curves are do primarily to the libera-
tion oflatent heat caused by the formation of mist. As

1

mist is generated the temperature increases, in turn in-
.

1

;
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The relative contribution oflatent and sensible heat#'
m[,%ax=Pt+Pv (31) transfer to the overall heat Dux demonstrated the im-

portant effect of mist formation on the heat and massmax
transfer. For the supersaturated model, the sensible

Equation (30) represents the maximum mass fraction heat flux was a small fraction of the combined total of
of liquid based on the total density, whereas Eq. (31) latent and sensible heat transfer. Closer to equilib-
represents the maximum mass fraction ofliquid based rium, the MCSM model yielded a higher fraction of
on the amount of local water (vapor and liquid but not sensible heat transfer to the total heat flux and a corre-
gas) and is usually interpreted as the quality in two Sponding decrease in the latent heat Dux due to the re-
phase mixture calculations. duced species gradient. At full equilibrium the latent

The first six entries in Table 2 employed the equi- heat flux was reduced further and the iacreased sensi-
librium model(inverse supersaturation 1/S=1.0). The ble heat transfer was an appreciable fraction of the total
latent heat transfer increased signincantly as the vapor heat transfer. In the equilibrium cases, since up to
mass fraction increased. Similarly, the sensible heat 25% of the heat transfer was by sensible heat and all
transfer increased as the mixture temperature in. the entering steam was removed at the condensing i

creased. The result gave rise to an average heat trans. surface (as both vapor and mist), up to 25% of the in- |
fer coefficient that increased sharply over the mixture coming steam was removed in the form of mist. This
and temperature range. The maximum absolute mass competition between latent and sensible heat transfer
fraction of liquid was just under 20% at the highest generally served to offset each other. Figure 6 is a plot
mixture temperature. The maximum relative mass of the overall heat Dux as a function of the vapor plus
fraction of mist (quality) was almost 80%. In some liquid mass fraction for the three models. Figure 6
locations the vapor fraction was found to drop by up removes the dependence on mixture temperature since
to 80% due to the mist formation. The total amount the bulk mass fraction is independent of the mixture
mist formed in the condenser is given b" differ- temperature. The data indicates that the total heat,

ence between Qf and R. The difference reealts in a transfer was not altered significantly by the formation
maximum of 6%. In addition the latent heat transfer of mist. This result is consistent with previous inves-
(mass transfer) at p, = 0.42 kg/m3, was reduced ap. tigations which found the net result on the total heat
preciably comparedlo the MCSM and supersaturated transfer to be negligible, owing the trade off between
models, owing to a reduction in the gradient of the va. the reduction in latent heat to an increase in sensible
por mass fraction near the condensing surface. heat as more mist is formed (Legay-Desequelles,

The next nine entries in Table 2 employed the 1986 and Toor,1971). In other words, the total heat
MCSM model. The inv se saturation ratio varies input is constant, and since energy conservation dic-
from 0.54 (towards r, . equilibrium) up to 0.70 tates that the energy must be removed somewhere, the
(towards equilibrium).1 te vanance in 1/S is a func- system is not sensitive to the actual mode of heat
tion of the temperature dependence of E transfer, be it latent or sensible.
same gas loading (p " 0.42 kg/m3)q. (9). For the, the MCSMg
model resulted in a lower mixture temperature, owing
to the reduction in the amount of mist formed. As in 10'

. i i i i :
the equilibrium model, the heat flux and heat transfer ! :'

' - a equitibrium :coefficient increased sharply as the mixture tempera.
i ture and vapor mass fraction increased. The MCSM 2 O McsM

model, however, resulted in far less mist formation io' -
0 5"P'"""""*! d

.

cp,

compared with the equilibrium model. The highest "s o !6 :
Iabsolute liquid fraction is under 10% while the highest $ : 9 :4

relative liquid fraction (quality) is only 50%. '

:. 2 . / '

The last eight entries in Table 2 employed the J A

nonequilibrium or supersaturated model. The super-
- d 1

saturated model resulted in the same trends as before U a -

but in this case no mist is formed. Again, by compar-
~

-

ing the same gas loading (p = 0.42kg/m3) the super- ' '
g

-

saturated model showed a much lower mixture tem- 10'
.'2 o.'6 o.'8

'

perature than for the MCSM and equilibrium model, 0.4 1.0

owing to the complete lack of mist formation that %
would liberate latent heat and a much higher latent heat
transfer rate due to the increased vapor concentration Figure 6 Total Heat Flux for Different Models
near the wall (mist was not allowed to form).
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Table 2 Resub of Steam-Air Calculations

Model 1/S By; B Tmix Pg 95: esen h mQ mL"
y

equilibrium 1 0.13 0.10 54.5 0.88 389 102 20 0.04 0.59

equilibrium 1 0.19 0.16 63.0 0.80 961 228 36 0.05 0.59

equilibrium 1 0.25 0.20 67.7 0.73 1187 285 40 0.10 0.75

equilibrium 1 0.30 0.25 72.6 0.65 1524 356 45 0.10 0.75

equilibrium 1 0.48 0.44 83.9 0.42 3231 632 73 0.14 0.67

equilibrium 1 0.58 0.52 87.9 0.33 4327 777 90 0.17 0.79

MCsM 0.54 0.18 0.18 50.8 0.81 944 49 48 0.007 0.08

MCsM 0.58 0.29 0.28 61.5 0.65 1688 105 58 0.019 0.17

MCsM 0.59 0.32 0.31 63.5 0.61 1971 147 65 0.026 0.27

MCSM 0.61 0.38 0.36 67.9 0.54 2710 267 80 0.044 0.41

MCsM 0.64 0.48 0.47 74.0 0.42 4003 443 104 0.058 0.50

MCsM 0.66 0.58 0.56 78.2 0.32 5005 566 120 0.083 0.47

MCSM 0.69 0.77 0.76 85.6 0.15 9668 897 201 0.090 0.33

MCsM 0.0 0.82 0.81 86.9 0.12 11060 959 225 0.081 0.27

MCsM 0.70 0.87 0.87 88.6 0.08 12995 1038 258 0.074 0.23

supercaturated 0 0.32 0.32 51.3 0.62 2194 68 110 0 0

supersaturated 0 0.49 0.49 59.2 0.42 4036 121 138 0 0

supersaturated 0 0.58 0.58 65.7 0.33 5304 157 154 0 0

supersaturated 0 0.67 0.67 72.6 0.24 7098 210 180 0 0

supersaturated 0 0.75 0.75 78.3 0.17 9456 280 213 0 0

supersaturated 0 0.80 0.80 81.7 0.14 11423 337 245 0 0

supersaturated 0 0.85 0.85 85.7 0.10 14234 421 286 0 0

supersaturated 0 0.87 0.87 86.9 0.08 15680 462 308 0 0

Although the vapor mass transfer was altered by
the presence of mist, the total heat transfer remained c VT + h Vef = c VT+h ,Ve (35) I

P f8 P h iv
nearly the same because of the mereased sensible heat
transfer. The balance between latent and sensible heat The gradient of the vapor mass fraction given in Eq.
transfer can be understood as follows. When
1 - my,f = 0 (true for the calculations presented here),

(35) can be inserted into Eq. (33) yielding the total

the total heat flux without mist formation can be writ.
heat flux with mist formation:

i

ten as:
q =-pDh Ve? Le(VT +(Le-1)VT) (36)h

go = -pDhg my -kVT* (32)V
For Le approaching unity, Eq. (36) reduces to Eq.

Eq. (32) assumes that the specific heats are equal. The (32) indicating that the total heat flux with and without -

| total heat flux with mist formation can be written simi- mist formation is the same. The condition that Le be
| larly as (ignoring the effect ofliquid on the diffusion): identical to unity is not entirely necessary so long as i

Le is near unity the relationship between latent and
sensible heat energy transfer will be the similar, result

q = -pDh Y"v - kVT (33)h ing in similar overall heat transfer as shown m Fig. 6; ;
thus although the overall heat transfer remains the:

The enthalpy comes from Eq. (7) and is set equal to same the mode of heat transfer is altered depending on '
' same value with and without mist formation: the degree to which mist is formed.
,

H = c (T -To)+h *0 * C (T -To)+ h *v(34)p h P h

Taking the gradient of Eq. (34) results in the follow-
ing:
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5. CONCLUSIONS ence of non-condensable and interfacial resistance,"
,

International Joumal of Heat and Mass Transfer 10.
Steam-air mixtures contained in a vertical reflux

I829-1845 (1966).thermosyphon were studied using the numerical
model and compared with existing experiments. The [3] K. Hijikata and Y. Mori, " Forced convective con-
quahtative and quantitative agreement was good. The densation heat transfer with noncondensable gas on a
experimental data for the overall heat transfer coeffi- venical flat plate," International Joumal of Heat andcient was found to lie somewhere between the full

Mass Transfer 16.2229-2240 (1973).equilibrium and nonequilibrium models. The MCSM
model was used to match the experimental data with [4] K. Hijikata and Y. Mori, " Forced Convectivethe numerical model by postulating that some fraction

,

Condensation Heat Transfer of a Gas withof equilibnum is attained everywhere in the condenser Condensing Vapour Around a Flat Plate," &alrather than full equilibn,um atjust the condensing sur- Transfer - Japanese Research 2,81-101 (1973).,

face only. The MCSM model contains one vanable
parameter and can be used to investigate the effect of
mist formation on the heat and mass transfer by [5] F. Leday-Desequelles and B. Prunet-Foch, " Heat,

ad mass transfer with condensation in laminar andvarying the equilibrium fraction, turbulent boundary layers along a flat plate,"Although mist formation may reduce the vapor International Journal of Heat and Mass Transfer 29.mass transfer rate by up to 20%, the total mass trans- I95-105 (1986)*fer and heat flux are not largely impacted by the pres- l

ence of mist, owing to the balance between latent and [6] W.P. Jones and U. Renz, " Condensation from asensible heat transfer. For closed systems, however, turbulent stream onto a vertical surface," International
the temperature nse of the bulk due to the formation of Journal of Heat and Mass Transfer 17, 1019-1028 !
mist may result in large changes in the predicted heat '

(1974)'transfer coefficients. For open systems, the reference
state at infinity is not affected by the formation of mist [7] H.L. Toor, " Fog formation in boundary valueand the impact of m,st formation on the overall heat problems," ALChE Journal 17. 5-14 (1971).i

transfer coefficient is small The vast majority of con-
,

densation calculations assume nonequilibrium behav- [8] H.J.H. Brouwers, " Film models for transport phe-ior to generate heat fluxes for use m research and de-
, nomena with fog formation: The classical filmsign work. This study points out that, though the model," International Journal of Heat and Mass

nonequilibrium assumption may often be mcorrect,
Transfer 35.1-11 (1992).the error does not impact the heat transfer coefficient

in open systems with a fixed reference temperature. [9] H.J.H. Brouwers, " Film models for transport phe-The difference, however, for closed systems is impor- nomena with fog formation: The fog film model,"tant and must be kept m mmd. In fact, this study sug- Intemational Journal of Heat and Mass Transfer 35,
gests that mass transfer coefficients may be supenor

13-28 (1992).to heat transfer coefficients for use in charactenzmg
, ,

and correlating heat transfer data in closed, condensing
systems. Unfortunately, vapor concentrations are are [10] D.E. Rosner, " Enhancement of diffusion-limited,

of ten difficult to measure expenmentally, particularly vaporization rates by condensation within the thermal

when mist formation is present. Nevertheless'
boundary layer 1. The critical supersaturation approx-
imation," International Journal of Heat and Masssignificant changes in system tem erature may

accompany mist formation and this act should be Transfer 10.1267-1279 (1967)-,

c} t in mind when performing experimental investiga-
[11] M. Epstein and D.E. Rosner, " Enhancement of

'

diffusion-limited vaporization rates by condensation
within the thermal boundary layer 2. Comparison of
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Jaf: volume fraction ofliquid droplets af = V /Vf
.. :It ~ diffusive flux

' time step (s) (Eq'. 3-26) -
'"

At,

g' . dynamic viscosity (kg/m-s)
2y -: kinematic viscosity (m /s)

sj L species mass fractionLmg =pg/p
<<p conserved quantit

, density (kg/m3) y.'p-
p: average density

Suoerscriots.
first guess velocity field *o-

|- , velocity _or pressure correction
, ,

n. time step n --
0 initial
1' final ~

' Subscripts -
e; . evaporator

-

g- gas phase .
-i- index or interface.. !

!in ~ inlet -
!

l _. . liquid phase (mist)
, sat- . saturation :

iu- Lvelocity
-y vapor phase
vi vapor +11guid ,

'w -wall -
'0 initial-

.

./
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Condensation in the Presence of Noncondensible Gases:
AP600 Containment Simulation

M.H. Anderson, M.L. Corradini

Department of Nuclear Engineering and Engineering Physics
University of Wisconsin, WI 53706

Abstract

The Westinghouse Electric Corporation has designed an advanced pressurized
' light water reactor, AP600. This reactor is designed with a passive cooling system
to remove sensible and decay heat from the containment. The heat removal path
involves condensation heat transfer, aided by natural convective forces generated
by buoyancy effects. A one-twelfth reale rectangular slice of the proposed reactor
containment was constructed at the University of Wisconsin to simulate coaditions
anticipated from transients and accidents that may occur in a full scale containment
vessel under a variety of conditions. Similitude of the test facility was obtained by
considering the appropriate dimensionless group for the natural convective process
(modified Froude number) and the aspect ratio (H/R) of the containment vessel.

An experimentalinvestigation to determine the heat transfer coefficients asso-
ciated with condensation on a vertical and horizontal cooled wal| (located in the
scaled test section) at several different inlet steam flow rates and test section tem-
peratures was conducted. In this series of experiments, the ncn-condensible mase
fraction varied between (0.9-0.4) with corresponding mixture temperatures between
60-90*C . The heat transfer coefficients of the top horizontal surface varied from

(82-296)W/m K and the vertical side heat transfer coefficients varied form (70-
2

268)W/m'K. The results were then compared to boundary layer heat and mass
transfer theory by the use of the McAdams correlation for free convection.

Introduction:'

A primary concern itivolved in the safety of nuclear power generation is the
prevention or mitigation of an accident occurring in which radioactive byproducts :

may be released into the atmosphere One such event is a primary syatem pipe
'

break, in which a large amount of primary system water discharges and flashes into
steam. This wit! ,use an increase in pressure and temperature in the containment
atmosphere. Tlas increase in the pressure and temperature must be controlled j

by some mechanisrn before the containment structural integrity is compromised. |

The mechanisms which are currently in use for operating light water reactors rely
Iprincipally on active safety systems to spray cold water into the containment to

condense the steam. These active safety systems require the use of AC power to
drive the injection pumps, which must be supplied by either backup diesel generators
or off-site power. This not only adds further cost to the plant construction but !

'

also adds more mechanical components whose reliability must be considered in

1519

\
i

h



_ _ _ _ _ _ _ _ _ _ _ _ .

the event of an accident. New advanced reactor designs have included the use of
passive cooling techniques which seek to take advantage of the natural circulation
process within containment, eliminating costly mechanical components and adding
improved reliability. The Westinghouse Electric Corporation has designed a 600
MWe pressurized light water reactor ( AP600) that utilizes these concepts integrated
into the passive safety system.

The AP600 utilizes a passive containment cooling system (PCCS) to tran;fer
sensible and core decay heat from within the reactor containment to the atmosphere,
during an accident, without compromising the containment vessel. The PCCS in-
corporates large water reservoirs situated above the containment vessel that are
opened allowing water to flow by gravity over the containment shell. This assists
natural circulation in removing heat primarily during the initial hours of an acci- ,

dent when the core decay heat is high. A water film develops from the flow of water |
over the outer shell of the steel containment which provides an evaporative cooling I
mechanism which increases the heat transfer coefficient on the outside of the con- |

tainment. This heat sink causes the steam inside the containment to condense on 1

the inner surface. This results in an overall increase in the heat removal capability
of the containment structure. The energy removal rate is therefore governed by
the evaporation of the water film on the outside of the containment and the energy
transferred by condensation of the steam in the presence of non-condensible gases
on the inside of the containment (1).

A series of experiments investigating the condensation of steam in the pres-
ence of noncondensible gas was conducted to measure the resulting heat transfer
coefficients. Several tests were performed with differing ratios of air, helium, and
steam to quantify the effects of non-condensible gases that may be present in the
containment during an accident. The introduction of helium was used to model
the possible presence of hydrogen gas in the containment atmosphere due to clad
oxidation. This light non-condensible gas could have a variety of different effects.
It could alter the effective diffusion coefficient and may also preferentially collect
near the top of containment, due to the small molecular weight of the gas, which
would increase the noncondensible gas barrier.

The set of experiments described in this paper differ from most previous stud-
ies [7,3] due to a similar aspect ratio to the AF600. In past tests this was not
the case and some of the important aspects of the heat transfer phenomena may
have been overlooked, so that specific separate effects could be studied. For ex-
ample; lluhtiniemi (3) investigated the effects of orientation of a cooled surface on
condensation along with differing forced flow convection studies and Pernsteiner [4]
considered the effects of helium concentrations. These studies were similar to the
current tests except that they lacked the similar aspect ratios between tae AP600
and there facilities. One of the major factors that we wished to resolve with our
current study is the possible enhancement of the overall heat transfer rate due to
mixed convection effects as the length scale increases. Our facility was designed to
account for these effects by maintaining proper aspect ratios, while still being able
to make precise measurements.

f
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Experimental Facility.

Our facility for testing the effectiveness of the AP600's PCCS heat removal
capabilities is shown in Fig [1]. It consists of a rectangular shaped test section 243.8
cm tall,1.*2.9 cm wide and 31.8 cm in depth with a horizontal and vertical aluminum
condensing surface located in the upper right hand corner of the apparatus. A
Sussman model ES-7L boiler is used to provide the steam flow into the test section.
The energy removal takes place on horizontally and vertically oriented cc,ndensing
surfaces, which are held at a constant temperature of approximately 30'C by cooling
plates bolted to the back side. Coolant water, supplied by a Neslab IIX-150 constant
temperature bath was passed through a series of Dwyer RMC-141 flow meters into
the cooling plates. The steam flow rate was measured with an ASME spec. orifice
flow meter, and throttled to a mass flow rate sufficient to produce a steady state
test section temperature of 60,70,80,85, or 90'C.

Figure [2] is a schematic diagram of the test section. It consists of a front and
back sheet of 1/2" thick ploycarbonate (Lexan ). The two 1.5" thick aluminum
condensing plates are located in the upper right hand corner of the test section.
Each plate is 36" long and 12" wide, which yields a total surface area of 864 sq.in.
The test section was constructed to minimize the thermal conduction from the
cold condensation plates to the rest of the test section. This would minimize any
secondary conduction effects.

The two condensing plates were constructed from 2024t351 aluminum plate
machined to 3'x1'x1.5". Thermophysical properties of the aluminum, needed in the
heat transfer coeflicient calculation were determined at TPRL (Thermo-physical
Properties Research Laboratory) [2]. A surface finish similar to that of the proposed
AP600 containment was obtained by sand blasting and coating the Aminum plates |
with a 3.75 mil thick coat ofinorganic zine paint. A ret of three probe holes were
drilled into the back side of the condensing plates every six inches to allow for the ;

int.crtion of thctmcomph heat flux meters Fig [3].

Measurement Techniques

The heat flux meters (llTFM's) mentioned above were one of the two indepen-
dent means of measuring the heat transfer coefficient. The IITFM's provided a
local measure of the heat transfer coefficient. The second method, an energy bal-
ance on the coolant fluid (CEB), provided an average heat transfer coefficient over
the area of a 6"x12" coolant plate. The IITFM's consisted of a set of four E-type
thermocouples encased in a 3/16" O.D. stainless steel tube separated by a distance
of 5/16" (E-type thermocouple grade wire was used because both elements have
a low thermal conductivity, good resistance to corrosion and high Seebeck coeffi-
cients). The heat transfer coefficient was determined by recording the temperature
at each thermocouple location in the probe. By knowing the temperature gradient
in the plate we could find the heat transfer coefficient with the equation:

p*. .
(1)h = T,ng, - %q
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Where h is the heat transfer coefficient, & is the thermal conductivity of the
aluminum plate, Tmi, is the local test section mixture temperature and T,,,f s thei
plate surface temperature. Assuming a linear temperature dependence the plate
temperature is given by the equation:

,

' ' " *
T i m(r) = x + Tuca . (2)dr

The second method of determination of the heat transfer coefficient was a
coolant energy balance. Temperature controlled water was passed through a flow
meter and then through coolant channels in the coolant plates. As the coolant !

flows through the channel the temperature increases due to the removal of energy I
ifrom the test section. The temperature difference between the incoming water and

the exiting water was measured with a series of E-type thermocouples. An energy
balance on the liquid would then result in the heat flux which in turn could be used q

to calculate the heat transfer coefficient. I

C(V'AT)9,, _ peoo (3)
'

, , . j6-
4

I

0,,

h = Tms, - T,,,j (4) I

|
Where p,,,, is the density of the coolant (water), C is the specific heat, V' is the ;

!volume flow rate and Ai is the area of the cooling plate. Tms, is the bulk gas
'

temperature measured at a distance of about 3 inches from the cooling surface and
T, rf s the coolant plate surface temperature. This method of the determination of

*

i
the heat transfer coefficient is different than the liTFM's because this methodology :

measures the heat flux as an area average over the surface area of the coolant |
plate. The llTFM's measure the heat flux in the vicinity surrounding the probes.
Although these are two different types of measurements they should yield similar >

results and they were found to agree to within 10% for the tests considered.
. !

Scaling Consideration
; i

;4

; The experiments were designed to represent a two-dimensional slice of the up- }
i per dome of the AP600 containment;i.e., from the radial center to the wall of the i

relatively open region above the operating deck in the containment. This repre- |

| sentation assumes that any flow patterns are axisymmetric along the center of the !
] containment. In addition, the size of the experiment is small enough (1:12 linear *

: scale) that we must consider how the governing dimensionless groups are affected by i

| these geometric distortions. In the past, our method ofinvestigation of the conden- I
'

sation heat transfer upon the cooled surfaces similar to the AP600 walls indicated !
that for a large number of conditions a mixed convection regime may be present in |

' the containment for low forced convective velocities; i.e., less than 1-3 m/s [3,4]. ;,

Based on this analysis it seems that the most appropriate dimensionless group to !
,

{ preserve in our experiments is a modified Froude Number given by the expression: i

Fr = ApgL (5)'

,

t

!

|
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where p is the density of the gas mixture, Ap is the difference in density between
the bulk gas and the gas mixture near the interface at the cold wall, v is the bulk
gas velocity, g is the gravitational acceleration and L is the characteristic length.
For our analysis we have assumed that the gas velocity can be represented by the
steam velocity entering the upper-dome containment from a compartment below the

'

operating deck. This dimensionless group is felt to be the most important because
it is the ratio of the natural convection forces to the forced convection forces in the
volume.

Experimental Results

A series of experiments were conducted to categorize the effects of condensation
in the presence of noncondensible gases. It was first necessary to investigate the
effects of the test section walls. The test section was designed to mimic a two di-
mension slice of the upper portion of the containment, as described previously. The
test section width was only about I foot, therefore it was necessary to document
the effect that these walls had on the heat transfer coefficient in the y-component
(width) of the test section. To investigate any signincant gradients we took mea-.

surements of the heat flux in the aluminum plate in three different positions in the
y-direction 1.5",6", and 11.5" as measured from the front of the test section. The
results of this investigation showed that the variation of the heat transfer coefficient
in the y-direction were less than the error in the measurements. This does not
preclude any wall effects on the velocity field , however it does suggest that the test
section can be considered as two-dimensional at least in respect to the heat transfer
coeflicients. Since the heat transfer coefficient is a function of the bulk velocity this
would also suggest that there is little change in the y-direction velocity close to the ;

condensing plate. |

The remainder of investigations discussed in this paper consider condensation j

in the presence of differing noncondensible concentrations, including the effects of
the presence of helium in molar amounts between 0 and 30 % The tests were
conducted by filling the test section with either air or a known gas mixture of air
and helium. This was accomplished by passing a stream of compressed air and a
stream of compressed helium through separate flow meters. By adjusting the flow
rates of the two different gases we could obtain an approximate air / helium ratio.
After the gases were injected local gas samples were collected in the bulk of the
test section and analyzed, to determine the true mass fractions of air and helium,
on a mass spectrometer. Then steam was injected into the atmosphere at mass
flow rates sufficient to raise the test section bulk atmosphere to a quasi-steady state
temperature of 60,70,80,85,or 90 V' as measured by a thermocouple pmitioned as
shown in Figure [2]. The test section was allowed to exhaust the air v. "aelium

mixture to the surroundings in order to maintain a test section pressure 011 atm.
therefore setting the non-condensible mass fraction for a given temperature. The
gas in the test section was exhausted into a reservoir of water to prevent outside
air from entering the test section as the steam was injected. When one of the
above temperatures was reached another gas sample was taking to determine the
exact mass fractions of the relevant gases for that particular text. Figures (4,5]
are graphs of typical heat transfer coefficients that result from a test section bulk
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temperature of 80'C. Figure (4) gives the heat transfer coefficients measured on the
horizontal condensing plate and Figure (5) gives the heat transfer coefficients on the
vertical plate. The dotted line depicts the heat transfer coefficient measured with
the IITFM and the bar graph indicates the heat transfer coefficient measured with
the CEB method. The errors calculated from sample and error analysis techniques
are shown for both methods with corresponding error bars. A definite trend in the
heat transfer coefficient was observed. As we move along the vertical plate from the
top of the test section down, the heat transfer coefficients decrease fairly steadily
until reaching a vertical distance of approximately 40 cm from the corner of the test
section. At this point there is a slight increase in the heat transfer coefficients which
usually continues across the rest of the condensing plate length. The behavior of the
top (horizontal) plate seems to be more sporadic than the vertical side plate. The
top plate consistently has a higher heat transfer coefficient than the vertical plate. f
There also appears to be a slightly higher discrepancy between the HTFM's and
the CEB measurements of heat transfer coefficients of the horizontal plate, however .
they still lie within the error of the measurements. The effects of the increased heat
transfer rate and the discrepancy in the two methods of measurement may be a
result of droplet formation and the presence of rain from the top surface.

The inorganic zinc coating of the condensing surface promotes film-wise conden-
sation, however as noted by lluhtiniemi (3) (who used a similar coating) at angles
of less than l' and with velocities less than 1 m/s droplets will form on the sur-
face. Visual observation of the horizontal plate confirmed the presence of droplet
formation along with a liquid film, while the vertical plate was observed to have
pure film-wise condensation. The droplets on the top plate varied in size from
approximately 0.2 cm to 0.5 cm. The presence of the droplets could have many
effects on the heat transfer coeflicient. They tend to effectively increase the heat
transfer surface area and perhaps increase the heat transfer coeflicient due to the
enhancement of turbulent mixing caused by the droplet departure.

The procedure used in the introduction of helium slightly differs from what
would occur in a actual accident scenario. We supply an initial concentration of
air / helium mixture then enter steam. In an actual LOCA the steam entering the
containment atmosphere would have reacted w;th the zircaloy cladding in the reac-
tor pressure vessel. This oxidation reaction would replace some of the steam with
hydrogen gas. In our experiments the amount of helium ,o air ratio stays constant
while the total noncondensible gas mass fraction decreases with test section bulk
temperature. This difference does not alter the experimental findings however, a
correction of the amount of noncondensible gas introduced in the experiment may
have to be made to compare this data to an actual accident scenario. Figures
(6,7] show the effects of increasing the helium molar concentration of the total
non-condensible gas. There appears to be a degradation in the heat transfer co-
efficient in the horizontal plate a distance of approximately 23 cm from the right
hand corner and on the vertical plate approximately 68 cm from the top corner of
the condensing plate. This usually occurred when the helium concentrations were
above approximately 4% however some tests with helium concentrations above this
value did not always exhibit this phenomena. The origin of this degradation is not
known, it may be some sort of random flow phenomena caused by the light helium
gas accumulation, or it may be some yet undetected systematic error. Other than
this unexplained local reduction in the heat transfer coefficient the introduction of
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helium seems to have little effect. This was also observed by Pernsteiner [4]. Ile
attempted to explain this by considering that the increase in the diffusion coefficient
of steam through helium was offset by a stratification of additional noncondensible
gas near the condensing surface thus creating little change in the resulting mass
transfer.

Modeling Analysis

In an effort to compare the experimental results to boundary layer heat and
mass transfer theory we used the McAdams correlation for free convection. This
correlation relates the Nuse-It Number to the Grashoff and Prandit Numbers as
follows:

Nu = 0.13GrlPri (6)

To obtain a similar correlation for mass transfer, which accounts for the majority
of the total energy transfer, the McAdams correlation was used with the momentum
heat and mass transfer analogy. Thus, the Nusselt Number is replaced with the
Sherwood Number and the Prandit Number with the Schmidt Number. In the
development of the McAdams correlation it was assumed that the flow across the
plate was tangential thus the normal flow was neglected. In our situation there is a
superimposed effect due to the normal component of the velocity, which will result
in an increase in the total heat transfer coefficient. To account for this normal flow
Bird et.al [6] suggests a multiplication factor be added in addition to the change of
dimensionless numbers.

Sh = 0.13Grl cIO (7)S

where e is the correction factor and is given by:

0 = In(R + 1) (8)Ri

R #' ~ D
(9)

1 - r4
The above equations which were developed from similarity arguments are di-

mensionless and independent of the length scale (Peterson et.al.) [8,9]. They were
also arrived at considering the Grashoff number based on a temperature difference
rather than the Grashoff Number based on the total density dirTerence. In our ex-
periment the density is a function of both temperature and steam concentration.
To include the effects of the concentration gradients it was felt more appropriate to
use the Gnshoff Number based on the total density difference, rather than just the
temperature differences.

Gr = (10)
la

The mixture properties of the bulk along with the properties at the condensing
wall were used in the calculation of the convective heat transfer coefficient and
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Temperature 'C 60 'C 70 'C 80 'C 85 *C 90 'C

llTFM llorizontal 88.23 115.24 209.50 229.84 295.28

plate W/mseg
CEB llorizontal 82.32 112.04 195.32 238.15 303.17

2Plate IV/m 'C
llTFM Vertical 70.53 95.24 168.40 178.02 230.66

2Plate TV/m *C
CEB Vertical Plate 71.07 99.79 173.32 201.74 267.45

(V/m**C
McAdams Correla- 71.06 106.28 162.61 206.46 273.13

2tion IV/m 'C
m,s/m.ar 0.133 0.218 0.355 0.455 0.586

Do 4.147e- * 4.062e-* 3.977e-6 3.809e-* 3.644e-*

Table 1: Comparison between Experimental Data and McAdams Correlation

the condensation heat transfer coefficient. The convection heat transfer coefficient
can be determined directly by the definition of the Nusselt Number. In order to ,

calculate the cu ymsation heat transfer coefficient it is first necessary to calculate |
i

the mass trarlsfer coefficient xm from the definition of the Sherwood Number. An
approximation of the diffusion coefficient of steam in air was calculated from the
fol|owing equation recommended by Rohsenow et.at (5).

Ta/2 g i
Do = 0.0069 -+- (11)

P(V,'I" + V,'I )3 Afa his

where T is the temperature in 'R, V. and V are atomic volumes given in table 14.16

of reference [5], and P is the pressure in atmospheres. The mass flow rate is then
given by the expression:

m = nm(C, - Cw ) (12)

where C, and Cw are the local vapor concentrations of the bulk gas and the wall
respectively. The condensation heat transfer coefficient is then found by substituting
the previous equation into the expression:

_ m(i,,6ulk - $ , wall)i f

lbulk - Twall
The total heat transfer coefficient from the bulk to the wall is the sum of the

contributions of the convective heat transfer and the condensation heat transfer
(hs : = he,n., + heong). The results of this analysis are compared with selected data

'in table [ 1).

.
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I

;

Conclusions )

i

Experiments were conducted to determine the heat transfer coefficient of steam !

in the presence of non-condensible gases, on horizontal and vertical cooled condens-
ing plates with a similar surface finish to the Westinghouse AP600 containment. .

'

The aspect ratio of the experiment to the proposed containment was maintained to
allow investigation of mixed convection effects. The results were found to yield heat
transfer coeflicients similar to those found by lluhtiniemi and Pernsteiner which sug-
gest that there is not much effect of mixed convection. It was found that the heat
transfer coefficient on the top (horizontal) surface was higher than that on the verti-
cal plate by 10-20 %. This observation was possibly due to the presence of droplets
on the upper surface as compared to a film on the vertical surface. Further work
is needed to attempt to quantify the effects of the differing modes of condensation.
Iluhtiniemi [3] noted that at increasing angles of an inclined plate or increasing
velocities across the plate surface the presence of the droplets diminish and a film
forms on the plate surface. This suggests that one could study the effects of the
presence of these droplets by inclining the horizontal condensing plate at differing :

. angles.
Comparison of air / helium / steam tests with differing molar fractions of helium

were found to have little effect on the overall heat transfer coefficients. This is
consistent with the findings of Pernsteiner [4], however other investigators Dehbi [7]
have noticed some effect in the IITC for large mole fractions of helium. The test con-
ditions in our apparatus were limited to bulk temperatures ranging between 60-90
*C with pressures of one atrnosphere. In this range of test conditions the McAdams
Correlation for heat and mass transfer was found to predict the experimental results
to well within 10% for the vertically cooled surface.

It is not yet known if the correlation will correctly predict the average heat
transfer coefficients outside the range of tests. Actual containment pressures are
usually in the range of 2-4 bar therefore the effects of higher pressures on the IITC
need to be investigated. The current tests were conducted with a uniform steam
injection system, whereas in accidental situations there may be a significant plume
of steam from a particular location in the containment; e.g., the steam generator
compartment. The effects of this more realistic distribution of steam injection could
change the velocity field inside the test section thus alter the IITC. To obtain a
more realistic energy removal rate the above mentioned factors will be investigated

,

in future experiments.
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ABSTRACT

A new hydrogen management strategy is being developed for the Loviisa ice condenser
containment. The strategy relies on containment wide natural circulations that develop, once the ice'

condenser doors are forced open, to effectively produce a well-mixed behavior, and a correspond-
ingly slow rise in hydrogen concentration. Levels can then be kept low by a distributed catalytic
recombiner system, and (perhaps) an igniter system as a backup, while the associated energy
releases can be effectively dissipated in the ice bed. Verification and fine-tuning of the approach is
carried out experimentally in the VICTORIA facility and by associated scaling /modelling studies.

:,
VICTORIA represents an 1/15th scale model of the Loviisa containment, hydrogen is simulated by
helium, and local concentration measurements are obtained by a newly developed instrument
specifically for this purpose, called SPARTA. This paper is focused on experimental results from
several key experiments that provide a first delineation of key behaviors.

I

1 INTRODUCTION

' The Loviisa nuclear power plant is a two-unit VVER-440 owned and operated by Imatran
Voima Ltd (IVO). The reactor containment has a free volume of 57 000 m', a design pressure of
1.7 bar(a) and an ultimate failure pressure of 3.25 bar(a). The containment was equipped with a
Westinghouse-type ice condenser containing 835 000 kg ice in two sections. Ice condensers are
very efficient heat sinks during the initial phase of the accident (lasting at least 5-10 hours from the
beginning of the accident, depending on the scenario), which is the reason why the containment
design pressure is rather low. *

The containment features described above cause the Loviisa containments to be somewhat
sensitive to pressure loads resulting from hydrogen combustion. The failure pressure can be
exceeded in global deflagrations of mixtures containing rather moderate hydrogen molar fractions.
The ice bed is not necessarily efficient in moderating these loads. The steam component of a
hydrogen-steam-air mixture is removed through efficient condensation in the ice bed, which results
in local hydrogen enrichment of the gas mixture. Therefore ice condensers add a new dimension of ;

complexity to the hydrogen management problem compared to e.g. a large dry containment. ,

i
,
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In the early 80's, severe accident scenarios with substantial hydrogen generation (assuming
75% core zirconium oxidation) were analyzed. As a result of that work, glow plugs powered from
the emergency diesel generators were installed into the different compartments of the containment.
At the moment, we are developing a new severe accident management (SAM) strategy for the
Loviisa NPP. The philosphy behind this work was described in [1]. A key aspect of this plant-
specific approach is consistency in considering all significant containment-threatening phenomena,
and in dealing with phenomenological uncertainties. We use accident management to reduce or
eliminate many of these uncertainties. Hydrogen combustion is one possible hazard to containment
integrity, and therefore the hydrogen issue is being analyzed anew within this framework
of developing a consistent SAM strategy for the plant.

The objective of our hydrogen management strategy can be formulated as the aspiration to
avoid any hydrogen combustion mode or event that would cause a loss of containment
integrity. This obviously implies excluding the possibility of detonation. Our criteria are actually
more limiting than so, since we should also avoid clobal deflagrations. High temperature diffusion
flames could also cause a loss of containment integrity,if they occurred close to a containment wall
penetration.

To achieve the strategic goal there are certain accident management options available. One
important measure to avoid steep local hydrogen concentration gradients (risking local detonability)
and to cause hydrogen concentrations in compartments to increase gradually (ensuring possible
deflagrations are local and facilitating hydrogen removal without ignition) is orovidinc sufficient
mixing of the containment atmosphere. To provide mixing, either forced convection, i.e. installing
fans, or natural convection due to existing density gradients could be considered. Controlled
removal of hydrocen from the containment is another necessary accident management measure in
the Loviisa containment. As mentioned above, currently around 70 glow plugs are installed in each
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contcinment. Today, also battery-fed ' passive' spark igniters are available. The use of passive |
catalytic recombiners is a rather new, attractive method to safely remove hydrogen from the |
containment atmosphere. The most convincing way to achieve our goal would be to create non-
flammable conditions in the containment. Different oost-accident inerting or dilution approaches
have been studied in [2].

We have determined the most promising accident management measures from the above list
to be studied more extensively for the Loviisa plant. The presence of ice creates large density
differences in the containment atmosphere. Therefore, ktning the ice condenser lower inlet doors,
intermediate deck doors, and top deck doors open at an early stage of the accident would enable a
global convective loop to be created in the containment, see Fig.l. The driving force behind this
loop is completely passive and independent of power availability. The use of catalytic recombiners ,

for hydrogen removal is also an attractive option in the Loviisa containment. This method is
appealing since it is passive in start-up and operation, it recombines hydrogen far below the lower
flammability limit, it operates also in a steam-inened atmosphere, and since it constitutes an
additional mixing mechanism in the containment. Glow plugs or igniters would act as a back-up
safety measure in case of any unanticipated hydrogen releases into the containment. Post-accident
inerting cannot be considered feasible to a containment with a low design pressure but lacking an
efficient venting capability. Therefore, the proposed hydrogen management strategy is a combina-
tion of convective loop mixing and hydrogen removal by means of catalytic recombination
and deliberate ignition. Validation of the loop mixing concept and dimensioning of the hydrogen
removal system (also determining recombiner and igniter locations) are goals of the ongoing
hydrogen analysis work at IVO.

Having determined the approach to hydrogen management above, several issues can be
raised as to the feasibility of this concept. Does the convective loop stop functioning when all the
ice has melted? What happens if hydrogen is released into the containment before start-up of the
convective loop? Could we encounter strong stratification of gases while the convective loop is
operating? Could we otherwise encounter local enrichment of the gas mixture while the loop is
operating? Do we have scenarios where all the ice has melted before hydrogen is released into thed

containment? A comprehensive experimental / analytical effort is underway in pursuing these issues.
The experiments, which are the subject of this paper, are carried out in an 1/15th-scale model of
the Loviisa containment (the VICTORIA facility), with helium as the hydrogen simulant.

The experimental facility will be described in Section 2.1. We have also modelled the
convective loop analytically to be able to scale the experiments to reactor dimensions. This model.

is now being extended into a containment zonal model, which will be our tool to demonstrate the
feasibility of the proposed hydrogen management strategy, and the dimensioning and location of
hydrogen removal capacity. We have studied the availability of ice in different accident scenarios
by means of energy balance calculations. We have also studied the mechanisms of hydrogen
generation of the Loviisa core geometry, since the hydrogen generation and release rate is an
imponant parameter when catalytic recombiners are used for controlled removal of hydrogen. ,

This paper is focused on experimental results from several key experiments (in VICTORIA) |

that provide a first delineation of key behaviors. In particular, these three experiments, and the
results/ discussion include: (a) mixing behavior in the containment dome (experiment 43), (b)
stratification in the lower compartment, and mixir.g in the upper dome under nearly isothermal
conditions (experiment 44), and (c) mixing behavior when hydrogen is released "early", before the
ice beds have been penetrated-through by steam i.e. before the inception of the global natural
circulation loop (experiment 45). Velocity measurements are made using an LDA system, and
helium concentrations are measured on-line, and locally at 10 positions in the containment, using a
new instrument especially developed for this purpose, the SPARTA (Spark Transient Analyzer).
The principle of this instrument and an initial demonstration of it in VICTORIA have been
presented previously [3). The present paper provides the first data from a full implementation in
VICTORIA (10 measuring points) for the intented experimental program. For convenience, we
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include here brief descriptions of VICTORIA and SPARTA.

2 VICTORIA TEST RIG AND MEASUREMENT TECIINIQUES

2.1 VICTORIA

The experimental facility, VICTORIA, was constructed at the IVO Power Plant Laboratory
for studying containment thermal-hydraulics during small-break LOCAs and severe accidents (4].
The facility is a scale model of the Loviisa containment with a linear scaling factor of 1:15, see
Fig. 2. The height of the vessel is 4.6 m and the diameter is 3.14 m. The model and the Loviisa ice
condenser containment are geometrically similar. Concrete structures in the containment are made
of concrete in VICTORIA, too. There are six different release locations (four of them into the
lower compartment, one into the RCP room dead-ended compartment, and one into the cavity) to
select from. Steam, water, and helium are released through a common, adjustable nozzle directed
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either downwards or upwards. The ice condenser model was built so that one of the ice condenser
sections at a time can be moved into or out from the model. The section consists of four levels of

l
ice handling baskets, with a total of 12 baskets in each section. In one basket there are 15 lattice
cases, and in each case there are 6 ice batons. Ice condenser lower, intermediate deck, and top deck
doors and bypasses are modelled. Containment internal and external spray systems are also
modelled. The external spray system is the long-term residual heat removal system in a severe j

accident, cooling the containment through the dome steel shell.
The data acquisition system is based on a 386-processor micro computer with two PC TO S-

NET-adapters and S-NET network to IMP (Isolated Measuring Pads) data collectors in which the
collection is controlled by the computer program. This IMP system is very flexible. Temperatures
are measured inside the vessel in about 300 points. Humidities are measured in 10 different loca-
tions. Total pressure, pressure differences between compartments, and water level height are also

;
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2.2 HELIUM CONCENTRATION MEASUREMENT',

As mentioned in the introduction, helium concentrations in the VICTORIA vessel are
measured with a new technique, with an instrument called SPARTA. The method being applied is :

- based on emission spectroscopy, where a high-voltage spark is created between two electrodes in
- the gas mixture. The appearance of the emission spectrum depends on the composition of the gas
mixture. Even a low' helium molar fmetion shows as growing peaks at certain wavelengths of the

- spectrum. By measuring the intensity of those peaks, one can derive the helium concentration of the
- gas mixture. The instrument _and its different modes of operation are described in detail in [3].

~

We noticed during the first test runs with SPARTA, at that time using only 3 to 5
sampling points, that sparking / detecting can be carried out quite frequently. A frequency of 10
sparks each minute was quite feasible. Therefore we decided to extend SPARTA by improving the
sampling arrangement. In this way, we were able to have 10 measurement points in VICTORIA, j

without having to use several spark chambers. Fig. 3 is a schematic of the extended SPARTA. The i

pumping rate of the 10-channel peristaltic pump can be adjusted. In experiments 44 and 45 we used 1

a sampling flow rate of 40 ml/ min per line. Ten lines are continuously pumped, and the exhaust is
close to the sampling point. This way we avoid a net flow out of the VICTORIA vessel, which is
important since its free volume is rather small (about 21 m'). The sampling lines are plastic tubes

'

with a diameter of 2 mm. The samplinF and exhaust nc, zles are expanded to have diameters of
|about 5 mm. Therefore, sampling gives rise to a flow velocity at the nozzle of only a few centi-_
*

meters per second, which is a low velocity compared to typical gas velocities due to the convective
loop in the vessel. One channel at a time is selected for sampling into the spark chamber. The ;

distance and volume between the large circulation loop and the spark chamber is miniaturizd. This
|

.way we ensure that the sampling delay between these two points is only a few seconds, and
sparking can take place frequently. |

|
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As explained in (3], the sanpled gas mixture has to be drird of steam before entering the
spark gap. For this purpose we have a hygroscopic material holder containing a color indicator and,

Molecular Sieves in each line. A new feature of extended SPARTA is the heated air flow through
the hygroscopic material holder at all times when that particular channel is act being sampled into
the spark chamber. The air flow serves to regenerate (dry) Molecular Sieves, and has proved to be
quite a useful feature of the new arrangement.-

.

2.3 LOCAL GAS VELOCITY MEASUREMENTS

Local gas velocities in the upper compartment have been measured in experiments 43 and 44 !
with a fiber-optics laser-doppler anemometer (LDA) system. The measurement points are shown in i

Fig. 4. Measurements were made close to the ice condenser top decks. They also enable us to i
quantify the volumetric flow rate of the global convective loop. The top deck doors were removed
(in accordance with the accident management strategy), but the flow area was restricted to 1/3 of
the total top deck door area to produce a better defined flow profile. The LDA probe was moved

-

by means of a light rotating steel wheel between the different measure-ment points. In experiment'

45 the LDA measurements were omitted to make sure mixing is not caused by the measuring
procedure itself.

3 PROCEDURE OF EXPERIMENTS 43-45

3.1 EXPERIMENT 43

Experiment 43 was carried out with original SPARTA using 5 channels. The results will be;

reported here, because the experiment is an interesting demonstration of the mixing behavior in the
upper compartment. The sampling points are shown in Fig. 5. Another objective was to see how a
configuration with only a small fraction of the ice present in the ice condensers at the onset of the
experiment would affect the convective loop. We started the experiment with only 25% of the ice
left in each ice condenser section, that is, one layer out of four the (ice layers are shown in Fig. 2).
The ice configuration was symmetric, which means that both sections contained the third ice layer
from the top. At r=0 the ice condenser lower inlet doors were forced open. Intermediate deck

,
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and tap deck doors were removed. The top deck flow area was restricted as explained in S:ction
2.3.

Fig. 6 shows the steam and helium injection history of experiment 43 (the unit nl/s, normal
litres per second, expressed in 273K and 1.013 bar). Distributed uniformly in the VICTORIA vessel
this injection history would eventually cause a helium molar fraction of about 12.7% on a dry
atmospheric basis. This is actually a substantial amount of helium corresponding 2108% in-core
zirconium oxidation. Helium injection started at 15 minutes. At that time the LDA-measurements
confirmed steam had penetrated the ice bed, and initiated the global convective loop flow (indicated
in Fig.1) with upflow of gases through one ice condenser and downflow through the other one.
The release location in the lower compartment was symmetric with respect to the ice condensers,
between the two ice condenser sections, see Fig. 5. In the containment it would correspond to the
location of the quench tank. The small nozzle with a diameter of 5 mm was directed downwards.
Another important feature of the experiment was pre-heating of the lower compartment concrete
structures to about 50'C before the experiment. If this were not done, a significant scaling deviation
would occur. The structure areas are scaled as 1/225, and in this experiment energy input is scaled
as 1/3375. This implies the concrete structures would act as too efficient heat sinks in the short

;

term. |

I

3.2 EXPERIMENT 44

This was the first experiment using the extended SPARTA 10-point-system. The sampling ;

points are shown in Fig. 7.
Fig. 8 shows the steam and helium injection history of experiment 44. The new feature of

this experiment was to discontinue steam injection when helium was injected. The reason for this
was to study how well density differences due to helium only are able to drive the loop and to
study mixing behavior in the upper compartment (dome) in more isothermal conditions than in our
previous experiments. It is also a scenario motivated by the most probable hydrogen generation
mode in the Loviisa core. Since the hydrogen generation rate can be assumed to be limited by the
availablility of steam, almost all produced steam is consumed by zirconium oxidation. After some
time most of what is released from the primary system into the containment should indeed be

l'

2'

.- -. .. .,

g ,.--

- _

? L 5
Ta Gg ;

-
. . . .

$ /o.O<=@ ""
o-

O

Figure 7 Sampling points in experiment 44
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Figure 8 Steam and helium injection rates in experiment 44

hydrogen. The ice condenser door configuration was the same as in experiment 43. The helium
injection rate was 0.8 nl/s during 30 minutes. Distributed uniformly in the VICTORIA vessel this
injection history would eventually cause a helium molar fraction of about 6.9% on a dry atmo-
spheric basis. This corresponds to a 54% in-core zirconium oxidation in the reactor. Another
interesting feature of this experiment was creating stratifying conditions in the lower compartment.
This was done by slowing down the release jet and directing it upwards. The nozzle diameter was
here 12 mm. This way we attempted to maintain the Froute number of a release through the
quench tank rupture disk, which in the reactor has a diameter of 0.31 m.

The experiment was started with 50% of the ice in place in the ice conden3ers. The ice
configuration was again symmetric with the two middle ice condenser layers filled in each sec' ion.
The reason for selecting symmetric ice beds in the experiments reported here is conservatism. if ice I

happens to melt in an asymmetric fashion during the initial stages of an accident, the driving fo ce
to the convective loop flow will be larger. Also, if ice condenser lower inlet doors are allowed to
function as they are designed to (with four springs attached to each door causing a closing torque
as soon as the pressure difference across it is reduced) before they are forced open, the initial ;

'

melting behavior should be rather uniform and symmetric.
The lower compartment structures were again pre-heated to be as neutral as possible during

the experiment.

3.3 EXPERIMENT 45
i

Experiment 45 was also run with 10 concentration measurement points. The sampling points
are shown in Fig. 9.

- The objective of experiment 45 was to inject helium before steam had had a chance to
penetrate the ice bed. Therefore the global convective loop was not yet operating when helium
injection was staned. To achieve this situation, we started the experiment with 75% of the ice left
in the ice condensers. The sections were loaded in a symmetric fashion having three bottom layers
filled with ice. The ice condenser door configuration was the same as in experiments 43 and 44.
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Figure 10 Steam and helium injection rates in experiment 45

The initial steam injection was determined to be small enough not to penetrate the ice beu
during the first 25 minutes of the experiment. Prior to this experiment we were not sure about what
kind of behavior to expect, whether the helium injection would promptly initiate the convective
loop or not. If this didn't happen, one would expect to see rather fast concentration transients in the
lower compartment.

Fig.10 shows the steam and helium injection history of experiment 45. Another difference
from previous experiments (in t.ddition to attempting a " cold breakthrough" of the ice bed) was the
release scaling principle. In most previous experiments the release molar flow rates of steam and

3

helium have been scaled from an accident scenario with a factor of 1/15 (1/3375). Volumetric

1544
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. scaling c:uses the time scale of the accident scenario to be preserved in the experiment. In
experiment 45 we decided to preserve the Froude number, which means scaling the release molar
flow rates with a fcctor of 1/1523 (=l/871). This way the Froude number (U'/(g D Ap/p)) using
a typical compartment dimension D (scaled according to 1/15) will be preserved in the experiment.
This is important, since it causes the balance between inertia and buoyancy forces to be correct.

,

: The time scale, however, will be accelerated with a factor of 15*8 in the experiment.-

The helium injection rate was 1.43 nl/r during 15.5 minutes. Distributed uniformly in the
VICTORIA vessel this injection history would eventually cause a helium molar fraction of about
6.4% on a dry atmospheric basis. This corresponds to a 50% in-core zirconium oxidation in the
reactor. According to the Froude scaling principle the release mass flow rate of hydrogen would be
0.111 kg H /s during 3600 s in containment dimensions. The release nozzle arrangement was the

2,

; same as in experiment 43.
The lower compartment structures were again pre-heated to be as neutral as possible during

the experiment.2

l
; i

|
f 4 RESULTS AND INTERPRETATION !

,

j 4.1 EXPERIMENT 43

Experiment 43 is an illustration of the mixing behavior in the upper compartment, since all1

five sampling points are situated there. Fig.11 shows the results of the helium concentration
measurements. The molar fractions are here shown on a dry atmospheric basis. This doesn't cause a

>

large error to real concentrations, since temperatures are quite low in the upper compartment
,

'

throughout this experiment. At 49 minutes lapse time, whea the highest dome point shows a helium
molar fraction of 21%, the corresponding temperature is 35'C. Since the relative humidity is 100%,;

the steam molar fraction is about 4.8% (steam partial pressure of 0.056 bar by total pressure of
-

;
l.163 bar). Thus, the maximum helium molar fraction is corrected to 20%.'

In this experiment there is a very distinct density interface around the ice condenser top deck
level in the upper compartment. The density interface is caused by a temperature and a heliumi

|
concentration gradient, as shown in Fig.12. Fig.13 shows the temperature profile. Temperatures are
uniform in the dome region above the interface, and in the lower part of the upper compartment'

below the interface. It is interesting to see that the helium concentration below the interface rises to
the equilibrium value at about 120 minutes, while temperatures hardly rise at all. There is a'

pronounced steam molar fraction (or temperature) gradient even as the experiment is finished after
| 3.5 hours, as can be seen in Fig.13, whereas the helium is well mixed in the containmenti a

j atmosphere,
The concentration curves between the dome point (helium channel 2) and the deck point

(helium channel 5) are located right in the interface region, somewhat below the ice condenser top,

deck level. Channel 1 is in the middle t etween the don e and the deck, whereas channel 4 is on
approximately the same elevation, but close to the wall. Since those points are in the interface
region, even a small difference in vertical elevation causes a clear difference in the measured:

helium molar fraction.
Channel 3 is situated below channel 4 in the segment space. This is the lowest point of the

upper compartment, and it seems to follow the concentrations of channel 5 with a rather short-

.

;

delay.
Ice condenser temperature measurements indicate all ice has melted after 90 minutes. |

Fig.14 shows our measurements of the volumetric flow rate of the convective loop, as |

measured on top of the hot side ice condenser. There is a maximum flow while helium injection i;

|takes place. Towards the end of the experiment, the flow rate stabilizes around 351/s. Melting the
ice does not tend to slow down the loop, which is now being driven by temperature differences due

1545
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Figure 14 Volumetric flow rate in experiment 43 ,

i

!

to heat losses to containment structures. With a continuing steam injection into the lower j

compartment there are still sufficient density differences to drive the loop. |

The upper compartment mixing behavior is typical to all experiments of this kind. We have |

run several experiments where steam has penetrated the ice bed before helium was injected, thus
heating up the upper dome part of the upper compartment. The first experiment of this kind was

1547
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used cs an extmple in [3]. A st ble temperature stratification is created quickly and maintained
thoughout the experiment. Initially, there is a large helium concentration gradient across the
interface, but it decreases and vanishes as the experiment continues. It seems puzzling that helium

. is able to mix across this obviously very stable interface.
The first idea that comes to mind is that there is, despite the apparent stability of the

stratification, turbulent diffusic,i of species across the interface. Therefore we calculated the
Richardson number (Ri) across the interface. Ri is defined as

Ri = g Ap/p L / (Uw,)" (1)'

where L = the thickness of the interface, U ,= the velocity difference across the interface, and
Ap = the density step across the interface. Looking at the situation in the upper compartment at 49
minutes lapse time Ace Fig.11 and Fig.13), and using the following assumptions

i

T ,,= 34'C Xy,,,= 20.0% (helium molar fraction above interface)
T,,,,,, = 28 'C X,,3,, = 6.8% (helium molar fraction below interface)
L = 0.2 m (the distance from point 32 to 36 in Fig.13)
P,,,, = 1.163 bar
U = 0.5 m/s (the maximum local gas velocity e .:asured at the hot side ice
condenser outlet at that time)

we arrive at a Richardson number larger than unity (1.3).' As explained in [5], this implies a stable
situation. Turbulence produced by the shear flow along the interface should not be able to diffuse
through this layer. Therefore, turbulent entrainment cannot explain mixing across this density
interface. The characteristic velocity is an uncertain parameter, since we do not have local velocity
measurements along the density interface. The ice condenser upflow velocity, however, can be
considered an upper limit. The conclusion regarding stability of stratification is therefore valid. |

Thereafter we tested whether molecular diffusion of helium in air could account for transport |

of helium across the interface. :sssuming the molar fraction of steam insignificant (it is 4.6% above
'

the interface and 3.3% below it), we use the diffusion coefficient for helium in air in the given
d 2temperature and pressure, D ,,, = 0.61 10 m /s [6]. Assuming the diffusion process is stationary !y

with absolute flux of species equal to the diffusive flux across the interface, we use as an
,

approximation [7] '

Naa" = Du,.,,,, - ( Cu,,, - Cu,u,,)/L (2)
!

where Nu," = molar flux of helium through the interface, and C = is the molar concentration
i

expressed as kmoles helium per unit volume of gas mixture. Inserting the parameters, and assuming '

that helium is diffusing into a volume of 8.5 m , we arrive at the result that diffusion at 49 minutes3

:
lapse time could account for a helium molar fraction increase in the lower part of the upper j
compartment of 0.003 %/s. From the slope of channel 5 at that time, we see the helium molar

|
fraction increases by 1.5% in 12 minutes, that is 0.002 %/s. Therefore molecular diffusion seems |
to be a plausible explanation for upper compartment mixing behavior in this experiment. !

!

4.2 EXPERIMENT 44 !

Fig.15 shows helium molar fractions in the real gas mixture (including steam) during
experiment 44. In this experiment steam fractions are significant for the measurement points in the

j
lower compartment.

(
The result shows we indeed succeeded in producing a strong stratification of the lower j

compartment, since channel 7 shows high helium molar fractions during the helium injection phase. '

s

1548 +

,

!
- _- - _ - _ _ _ _ _ _ _ - _ _



Expertment 44

0.22 -

; ,

1| | | II!I

[(fi\ |
'

|
'

, - Channel 1. O m. Ngn' '
o 18

-

3 1|!
! ,

I" !
' I -

| | C W Adom.M j'
o 16 -

| i {
~ '

i | |
'

-*- cnanne z oorn. 2nd
! t -

|
' <i

g, o ia .. :

| | jed jj |
'

j i = cnmne s. oam. aro
3

f a12
.; _,_ Channel & C cold ed.

; .

| )
E o1 ! yk I

''
t

! -o- channw o. c not ua.;

!- '
'

.

b^I A,, I] oos - - channm 7. te non> ,-
'

'. N ,, : channes.Lc w |
i .,,

;I g h[}, '7 !
i ! - channeio. i.oment was! ( M f= ,

. ,

* . ~ . ~ -o- channe in omentiow
; p'--

,
;p,-:om

,,,

o@*AM .! ! | | : !: i ! : i
*2 2 aR A 9 % 3 S * R R 3 8 8 gg333yg3g

Lope. tim. (mmulos)

Figure 15 Heliurn molar fractions in experiment 44
i

|

iExperiment 44

0.050

h 0.045
5 0.040

f 0.035 , g-

( \ '
7 |j 0.030 w

| 0.025
8 0.020 -

2(
.

o
3 0.015 /.
p 0.010 --

4
r

j 0.005
,

* 0.000
*02M880%388RRE88@@3@@@@!S

Lapse time (minutes)

Figure 16 Volumetric flow rate in experiment 44

1549



75

M@ k
TDdPERATURE

UC. VERDCAL
*C

50 .

h.)
.

*s,
g ,7,

.-
40-

-

1 p.

4l/ : a,

d. s
' * ~ "

. s.r: e
.s

. (
|

) 20-
s n , , , s

0:00 0:30 1:00 1:30 2:00 2:30 |

l

29 - - 36 time, h
. _ _ _ 33 _. 37

34
- 35 DPDMG 44

Figure 17 Temperature profile of midplane in experiment 44

|
Stratification was broken up immediately as helium injection stopped and steam injection continu-
ed. The stratified layer is located above the main loop flow in the lower compartment, that is,
above the ice condenser lower inlet doors. The volume of this space is quite small (see Fig. 7),

i which is why this layer is not able to hold any significant fraction of the total amount of injected
helium. This spatially limited stratification is also indicated by the measurement results of channelI

6, which is located in the ice bed Of the ice condenser through which the global convective loop
flows upwards. This point sees approximately the same concentrations as the lower compartment
floor point (channel 8). When stratifi;ation is broken up, this point measures higher helium molar
fractions than the rest, until the entire vessel is well mixed. The possibility to stratify the contain-
ment lower compartment should be considered when the hydrogen management strategy is develop-
ed. One possibility to deal with the problem is to install passive catalytic recombiners in the lower
companment, since they have been shown to produce very efficient mixing of compartments.

Fig.16 shows the volumetric flow rates of the convective loop during this experiment.
Disruption of steam injection while helium was injected does not slow down the loop. Most of the
ice has melted efter 105 minutes. This does not slow down the loop in this experiment, either.

The mixing behavior in the upper companment is again interesting. Helium channels I and
2, above the ice condenser outlet level, show nearly identical helium molar fraction during most
pan of the experiment. Channels 3 and 4, below the ice condenser outlet level, are also right on top
of each other. The behavior of the wall points A and 10) is less well determined. The mixing

| behavior in this case looks somewhat differem from what we saw in experiment 43. The helium
| molar fraction increase rate of channels 3 and 4 in Fig.15 is clearly higher than that of channel 5
| in experiment in Fig. I1, despite the very slow helium injection rate in experiment 44. Channels 3

and 4 in Fig.15 are approaching the equilibrium molar fraction in a nearly linear way, whereas the
slope of channel 5 in Fig. I1 is decreasing with time. An imponant difference compared to

| experiment 43 is the nearly isothermal upper companment during the helium injection phase, see
|
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s'

'

: Fig.17.
- Next we will study the mixing mechCnisms in this experiment using the same methods as for '

I experiment 43. From Fig.15 one can see that the constant helium molar fraction increase rate at
- channels 3 and 4 between 27 and 57 minutes is approximately 0.003 %/s. Let us look at 40 !

minutes lapse time. From the measurements we get ]
'

$

' - T.,,,,, = T,,,,,, = 28 'C '!
L Xy,,,,,,,,, = 5.0 % ,

r Xy,3,, = 2.0 % |

| P,,,, = 1.071 bar
0.4 m/s (the maximum local gas velocity measured at the hot '' = ,

siu se condenser outlet at that time) f
;

J

If there exists a stable . tification, the Richardson number based on the above parameters |*
-

: should exceed some critical value. Let us assume RI,,,, = 0.25, which is the limit for onset of - ;
;
~ Kelvin-Helmholtz instabilities in this kind of a situation [5). For Ri to exceed this limit the !

dimension of the interface has to exceed a cenain value L,,,,. Carrying out the calculation results in |'

;

; L,,,,= 0. I 5 m
1

'

[ If the situation were the same as in the previous experiment, helium would diffuse across
that iraterface and mix into the lower part of the upper compartment. The diffusion calculation can -
now be carried out,'and results in the following instantaneous dX/dt (molar fraction increase rate) |E

I i

i dX/dt = 0.001 %/s ;

- Thus, it is not obvious that molecular diffusion alone would explain mixing in this ceae. The
calculated increase rate is clearly less than the observed 0.003 %/s. In addition, when gases are left;

j to stratify under the effect of a shear flow, the observed Richardson number for a stable situation is
usually somewhat higher than the used critical value of 0.25 [5]. This results in a larger L,,,, , and

an even slower molar fraction increase rate from molecular diffusion. However, one should be
cautious to draw conclusions in this situation. If the characteristic velocity (being an uncertain

,

p

parameter) is reduced while the Richardson number assumption is maintained, a thinner interface
will suffice to produce that Ri. In that case the molar fraction increase rate from molecular
diffusion approaches what was observed in the experiment.

Thus, the hypothesis that the mixing mechanism in experiment 44 is different than in'

experiment 43 can be neither confirmed nor rejected based on available information from this ;
'

- experiment. We decided to run experiments with a flow visualization system in the upperj
compartment to see whether flow across midplane of the upper companment is important to mixing

; in cenain accident scenarios.
:

4.3 EXPERIMENT 45e

;

[ Figures 18 - 20 (a) show helium molar fractions in the real gas mixture (inicuding steam)
and Figures 18 - 20 (b) show the temperatures of the sampling points in experiment 45. The
objective here was to see how transpon and mixing of species is affected by the fact that helium

,

injection is initiated before the global convective loop had started.

[ - Helium injection starts at 25 minutes. At that point of time no steam has reached the upper
compartment, as indicated by Fig.18 (b). The lower compartment (channels 7 and 8) experiences a l

fast helium concentration transient between 25 and 28 minutes. Also channel 6, on top of the i

second ira cendenser detects helium immediately. What then seems to happen is a " coldn
i |
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breikthrough" of the ice bed - a cold helium 4ir mixture with virtually no steam content reaches the
upper compartment. This gas mixture is actually colder than the upper compartment atmosphere.
Therefore, no stratification occurs on top, but the gas mixture is efficiently mixed into the entire
volume of the upper compartment. Note that channels 3 and 4 measure the same helium molar
fractions as channels I and 2 between 28 and 32 minutes. The breakthrough also initiates the
convective loop, which is indicated (among other things) by the sudden change of slope of the
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lowtr compartment concentr: tion measurements.
.

|

,

At 32 minutes the temperature distribution of the upper compartment is stabilizing, since the
temperature of channel 1 (the dome point) is now exceeding that of channel 2. This means steam is ;

'
now also finding its way through the ice bed into the upper compartment. What is very interesting
to see, however, is that channel 2 in the upper compartment consistently measures higher helium |

'
concentrations than channel 1. This means that there continues to be a local colder gas flow
containing helium into the upper compa:tment. The temperature of point 2 doesn't exceed that of- |
channel 3 until at 41 minutes. This assumption is confirmed by observations of the behavior of ;

channel 9. Channel 9 has the highest helium concentrations of the ice condenser points in
combination with a low temperature until 41 minutes.

. |
After termination of helium injection at about 41 minutes, the vessel atmcsphere is quickly

'

approaching the equilibrium molar fraction of helium, to be reached at about 65 minutes (see Fig.
18(a)).

There was plenty of ice left in the ice condensers even when helium concentration i

measurements were terminated at 120 minutes. :
!The fairly complex behavior of this experiment will require thorough analysis and modelling

.

2 in the future. One important observation was the fact that the convective loop was promptly )

initiated by the cold breakthrough of the ice condensers.,

i,

j

j 5 DISCUSSION ;

J
VICTORIA hydrogen distribution experiments have been run in order to illuminate the :

hydrogen behavior in an ice condenser containment. Several important phenomena were
-

1

demonstrated in these experiments. Since scaling is always difficult in a small scale test facility,
i modelling efforts are going on in parallel with the experimental work. We are currently developing ,

'
a zonal model, in which the different mixing zones of the containment are modelled in a;
phenomenologically sound way. Special attention has been paid to modelling the convective loop

j behavior, which is an important feature of our proposed hydrogen management strategy for the )

i plant. The model will be.a tool for demonstrating the feasibility of the hydrogen management
| strategy, and in determining the number of passive catalytic recombiners needed, and recombiner
!' location. The model will be used for blind pre-test calculations for VICTORIA experiments in early

{ 1995,
i
.

6 CONCLUSIONS.

:

i A new hydrogen management strategy is being developed for the Loviisa ice condenser .
containment. The strategy relies on containment-wide natural circulations that develop, once the icei
condenser doors are forced open, to effectively produce a well-mixed behavior, and a correspond-4

ingly slow rise in hydrogen concentration. Levels can then be kept low by a distributed catalytic
,

|
recombiner system, and (perhaps) an igniter system as a backup, while the associated energy
releases can be effectively dissipated in the ice bed. Verification and fine-tuning of the approach is'

carried out experimentally in the VICTORIA facility and by associated scaling /modelling studies.
VICTORIA represents an 1/15th scale model of the Loviisa containment, hydrogen is simulated by'

|helium, and local concentration measurements are obtained by a newly developed instrument

.
specifically for this purpose, called SPARTA. This paper has been focused on experimental results -

! from several key experiments that provide a first delineation of key behaviors. These include:
A natural circulation loop develops with one ice condensor in upflow and the other one in*

Idownflow, even with an initially symmetric condition.
,

The circulation loop is very effective in mixing the injected helium with volumes participat-*

3 i
'

.

'
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ing in the circulction; that is, all containment volumes bu. the lower ponion of the upper compart-
ment (from the ice condenser top deck level downward 6

Molecular diffusion mechanisms are important la equalizing concentrations throughout the*

containment in a time frame of 1-2 hours at the VIC'!ORIA scale.
Under certain injection conditions - pure helium, low velocity, upwards directed jet - it is*

possible to create a stratified condition in the lower compartment. Ilowever, it breaks as soon as the
injection stops, and overall mixing in the upper dome continues to be very effective throughout.

Helium injection alone is able to start the natural circulation flew before steam has*

penetrated the ice beds.
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ABSTRACf |

In this report an analysis of aerodynamic and heat transfer processes at the blowdown of
gas-dispersed mixture into the containment volume is presented. A few models for description |

of the volume averaged and local characteristics are analyzed. He mathematical model for
description of the local characteristics of the turbulent gas-dispersed flows was developed. The ;

calculation of aerodynamic, heat and mass transfer characteristics was based on the Navier- |

Stokes, energy and gas mass fractions conservation equations. For calculation of dynamics and ,

deposition of the aerosols the original diffusion-inertia model is developed. He pulsating j

characteristics of the gaseous phase were calculated on the base (k-c) model of turbulence 3

with modification to account thermogravitational force action and influence of particle mass j

loading. He appropriate boundaiy conditions using the "near-wall function" approach was ;

obtained. Testing of the mathematical models and boundary conditions has shown a good i

agreement between computation and data of comparison. He described mathematical models ,

were applied to two- and three dimensional calculations of the turbulent flow in containment
at the various stages of the accident.

INTRODUCTION

In the elements of containment there is motion of heat transport medium in both forced
and free convection modes. So during accident the forced convection flow realizes when the
process is beginning as a result of throw out of steam into the containment volume. Free
convection flow forms at the last stage of the accident development when the system
approaches to quasi steady state. For high rate of flowing out of steam-gas mixture and large
linear scale, the flow inside containment is turbulent and characterized by the large Reynolds
and Grashof numbers. Steam is removed from the containment atmosphere as a result ofits
condensation and fdm draining off the structures, walls and equipment. Moving matter in the
containment is a heterogeneous (two-phase or three-phase) system consisting of steam-gas
mixture, water and solid aerosols made by steam condensation, spray systems and destroying

of concrete and other surfaces.
In containment, the following types of heat and mass transfer takes place: heat transfer at

forced and natural convection in the volume, heat transfer at phase transitions, steam
condensation on the containment walls, evaporation ofliquid droplets, radiation beat transfer, i

heat transfer at the hydrogen combustion, heat conductivity through' condense film and the -!

containment walls. In the present paper, the first stage of a scientific program for numerical
simulation of the thermophysics processes is preseted. As the first stage, the predictions of
the three-dimensional turbulent single phase flow in the containment volume are carried out.
For calculation of dynamics and deposition of aerosols, the original diffusion-inertia model is
developed. This model is tested for various cases of the simple flows (jets and channels and
etc.).- The problem of film condensation of steam-gas mixture on the containment walls is

- considered.
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1. MCELING OF TURBULENT FLOW IN CONTAINMENT

Calculation of the hydredynamic charaderistics cf turbulent flows formed in the
containment volume is the main elaboration of the numerical code. In contrast to the well
known and widely .. sed numerical codes GOTHIC, CONTAIN, CONTEMPT, MELCOR,
WAVCO [1,2] based on hydraulic schemes, information, obtained using hydrodynamics
codes, allows us with essential accuracy to determine the convection and diffusion fluxes.
Rese fluxes not only form the temperature and concentration fields but also determine the
rates of the physical and chemical processes. Equally with the averaged characteristics of the
flow, the pulsating structure significantly affects the running processes.

For describing averaged and pulsating characteristics of the flow, the averaged Reynolds'
equations are applied together with the well known two-parametric "k-c" model of turbulence,
in spite of its simplicity this model allows to obtain satisfactory reliable data for' broad
spectrum ofproblems. He hydrodynamic computations are carried out for forced convection i

in the framework of a weak-compressible inert one-phase medium.
. The averaged equations of continuity and momentum are

op a- + pUk = 0, (1.1) j
,

Br BX k ,

i

a [-p(uju'g)+p(OXSU;+SU
2 SUapUi+apU Uk = BP k --i n S g)]+pgi. (1.2)+ i

Ox 3 6xOr axk OX OXi k k n :

In the framework of"k-c" turbulent model, it is assumed that Boussinesq's hypothesis of :

isotropic representation of the turbulent viscosity vT can be used for definition of the
Reynolds' stress tensor

1 2 SU'- bug
2SU"6ik). (1.3)(uj u'k) = 3 kS

T(Ag
' +ik V --

h i 3 &n -

r

In expression (1.3) the turbulent viscosity is defined by the Kolmogorov-Prandtl's formula

2vT = C k fg, ( 3,4)p
'

where C is a constant.p

The equations

apk apUnk BU
a [(p + pr ) OXOk ]-p(uj u'g ) OX

i+ = - pe, (1.5)
'

Br axk OX k Uk k k
i
,

ape apU c
a [(p + pr) axk.Oc ]-p E (Cic(uju'g)OXSU;+C !ct,

2c ). (1.6)| + = c
BT 6xk OX k og k j

'

are used to determine the turbulent energy k and the rate ofits dissipation c.
The values of the constants in equations (1.4)-(1.6) are picked out in accordance with [3]:

C =0.09, C le=1.44, C c=1.92, ok =1.0, og=1.3.2p

Equations (1.5), (1.6) can be written without the molecular viscosity terms for the areas of
,

| the flow far from the solid surfaces, where the viscous layer is formed. This formulation is ;

correct for large-sized objects (e.g. the containment volume), therefore it is practically |
impossible to use thc calculation grids including areas of the wall viscous flow. !
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I in accordanco to the ab:ve d: scribed high Reynolds' turbulence mod:1 (1.1)-(1.6) the wall
function method is used f r setting boundary conditions. Applying this method makes possible

,

both decreasing the amount cf numerical cells and using rcsults cf mod: ling c:mpound
,

physical processes canied out in objects with simple geometric properties (e.g. boundary!

layers on plate surfaces, flows in long pipes etc.). Moreover, on further developinga

mathematical models for more general cases (mixed convection, muhiphase flows,-liquid film
presence) the' authors will develop a methodology of specifying wall function as boundaryi

conditions. At the present moment there exist only a few studies on wall functions in more

[ - general cases than usual situations (e.g. for forced convection on a plate [3]); however they
are begininig to appear in the literature [4,5].J

in the framework of this approach h is assumed that the boundary conditions can be |
3

; defined not on the wall, but at some distance from h. Location of this point in the logarithmic

: ' layer (i.e. 30<y+<100) is a necessary condition. In this layer, the expressions of velocity
vector, turbulent energy and dissipation rate are [3]

4

j |U-U | = 1 In(y ) + A, u. = dtw / p, y = yu.w
|; ,

; u. ae v (1.7) j

| k=u /C , g = ,3 f ,,y ,2 i/2
p

where tw is the turbulent friction on the wall. i

i Values of the empirical constants are picked out in accordance with experimental data of |

turbulent boundary layer on smooth surface: ==0.41, A=5.5. Placing the velocity Uw into ,

expression (1.7) we take into account the motion on the surface, e.g. of the condense film. An
extension of(1.7) to the possible mass fluxes to the wall as well from the wall (condensation;

j or evaporation) is done in [6]. He account of wall roughness or film waviness may be carried j

out by varying the constant A.*

Below we present the resuhs of numerical modeling of hydrodynamics processes in thei
; containment volume. For the accident affected by the tearing of the circulated pipeline, the

steam-gasjets nm through the floor holes into the containment volume. From under the dome
of the containment, the steam-gas mixture goes into the outside circular split winere steam
condensation and water draining take place on the cylindrical part of the protection shell. So a
closed circulation of medium is established. As the calculations using integral balance codes
show, after the first 100 seconds of the accident, a state with almost constant pressure in the

,

volume and quasi-steady circulation are realized. These regimes are characterized by slow.

variation of summed up steam and droplet flow rates with time. Rese rates are approximately-

equal Rey can be estimated at a value of the order of 10 kg/s, that matches the volumetric
steam flow rate of 2500 m3 s under the pressure of 4 bars and at the temperature of 120 C.

'

/
ne pattern of steam-gas mixture in containment is determined by the location ofinjection

jets,~ by the irregularity of distribution of steam velocity and by the hydraulic resistance of
,

circular split steam outlets from the considered area.
Let.us consider the geometric size of the containment (fig.1). He dome diameter is 41 m,

the cylinder diameter is 36.4 m, cylinder height is 31.1 m. Between the cylinder and the dome !

there are a circular split ofwidth I m and a impenetrable ring ofwidth 1.3 m. Everyjet in floor j
g

is of area 3.4 m2 Two configurations ofjet inlets of steam were considered. In the first one :
(case 1) steam with equa velocities flowed through 12 jets, situated in groups of three jets |i

symmetrically about two perpendicular diametrical planes. He initial velocities of stream were
taken equal 60 m/s. In the second configuration (case 2) the steam was injected through 8 jets

,

,

'

of group situation that was synunetrical about only one diametrical plane. He velocities in
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these two cases were cqual 140 and 70 m/s respectively . He Reynolds' number was of order
10 . He grid generated f:r computations had total sizes 21x21x21. However in order to8

reduce the computation time, calculations were made only on half of the containment space
with reflection about one of the diametric planes. So the computation grid was reduced to
sizes 21x1lx21. The grid had singular lines on the surface of the cylinder.

Fig. 2 shows the pattern of flow circulation that formed in the volume for case 1. The
distributions of the velocity vectors indicates a very complex pattern of circulation in space. In
the bigger part of the containment volume that includes the bottom layer, the movement has
velocities in the region of 20%-30% of the initial ones. At the top of the containment dome
zones with recirculated flow are formed, but the size of these zones are not considerable.
Meantime, in the lower part of the space, a zone of low-velocity circulation forms. As a
whole, the flow is symmetrical not only about the plane of symmetry, but also about the
perpendicular one, which passes through the middle of the group jets. A sophisticated
treatment of the values of outlet velocity in the split indicates variation of flow rate around the
perimeter. This velocity nonuniformity is stipulated by the three-dimension effects due to the
adopted scheme of stream medium inlet. For the considered configuration, the variation of the
flow rate isi20% from the mean value.

Fig. 3 shows the pattern of circulation in the case of the essentially non-synunetrical
medium flowing into containment volume. It is shown by means of a section passed through
the axis ofjet that localinfluence ofjet stream continues up to the dome top. A notable fact is
that impulse of one single strongjet is 30% greater than summed up impulses of threejets in
neighborin), sector. It determines the direction of medium circulation in the plane of reflection
and in the whole space. Zones with low intensity motion do not stand out. The flow rate in the
bottom layer is fa<,ter in comparison with the earlier configuration and the flow rate variation
around the perimeter of the outlet circulate split increases to 30%. The essential irregularity of
the velocity field govems the high intensity of the turbulent energy that provides a high rate
diffusive mixing. The distribution of normalized turbulent energy of the gas phase are
presented by fig 4.
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|

i 2. MODELING OF DYNAMICS AND DEPOSITION OF AEROSOLS IN TWO-
l PilASE TURBULENT FLOWS
;

i Description of the processes of dynamics and deposition of aerosols in turbulent flows is
very imponant for various technical applications such as nuclear systems, fouling / erosion of.

j turbine blades, steam generators, etc. In this paper, the diffusion-inenia mathematical model is
presented. This model is based on the kinetic equation of probability density function (PDF) of

'

,

I distribution of aerosols in phase space of coordinates and velocities.
The equation for PDF of panicles ensemble in turbulent flow is derived from the equations

3

j of motion of an individual panicle

! dR dv
E P _ u-vP

) =v, 4 p+I . (2.1)Bdi p dr T: u

Expressions (2.1) are the egaations of Langevin type since the velocity of gas flow u and
j Brownian force fu are considered to be random functions. In order to pass over from dynamic
; stochastic equations (2.1) to statistic description of droplets distribution according to

_

velocities, the PDF in six-dimensional phase space x, v is introduced
'

P = (p) = (S(x - R (t))S(v - yp(t))), (2.2)p
i

'

| where P is obtained by averaging with respect to ensembles of realizations of random turbulent
fields ofu and f -B

'

The equation for PDF (2.2) can be derived using the technique of functional derivatives
; and assuming that the turbulent field of gas velocity is a Gaussian random process with known

autocorrelation function. The closure equation for PDF will be [7-9] !

j

!
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a3P 1

avg [(U - vg + Fg)P) = f" (u'iu'g ) aviavg
a k - +DP BP '

-+ vg +
at axg t Tu u

(2.3)
2 |Ds 8p g2P OV2

6 P ).n '

+8u(uju'g)(OX OV-++
OV OVOXkOV OVk i ni kT ku

The coefficients of droplet entraining by the macropulsation continuous flow motion are
obtained using a step approximation for two-time correlation function of the gas velocities

|pulsations [7,10]

- u = 1 - exp(-T / Tu), Eu = T /T -f =T /T - 1 + cXP(-T / Tu). (2.4) |f u u u u u u u

The equations for calculation of mass and impulse transfer in dispersed phase are deduced <

as a result ofintegration of the equation for PDF (2.3)
-as aev

+ u = 0, (2.5)
at axg

aeaevi + aeviyk =- a ($(v'iv'g))+$(U'. - v' F;)-gu(u'iu'g)OX+ (2.6).

Or axk OXk u kT

The equation for second moments of velocity pulsations of dispersed phase (v vj ) will be
,

aV-
$( (v'v')a i j + Vg a(v'iv'j)) =a ($(viv'jv'g), -@((v'iv'u) AJ+ >

& h Ak k k ,

(2.7) :

:
S ) 2$(viv'j).+(v'jv'g ) OX )+ 2$(f (u'ju'j)+ DSV'. 8 ;

iju
k T T Tu u u

For small particles the local-homogeneous approximation of equation (2.7) can be used ;

D*

B S. (2.8)(vjv'j) = f (u'iu'j)+ T| u ij
4 u

! From the equation of motion (2.6) with account of the expression (2.8) we can express the
droplets velocity using the method ofiteration according to relaxation timeT u;

o(F af < n'iu'k > _
i -Un SU ). (2.9)BUi ivi = U; -(D S3 ik +D g)aln$

*

u
i +t> N O

i
b Nk kn

The equation (2.9) shows that velocity interphase slip (dynamic non-equilibrium state of
phases) is induced by the presence of a concentration gradient, mass forces effect, droplet

i turbulent migration from the field of high flow turbulence to one where the level of turbulent )

j pulsations is low, and also by incitia transfer due to droplet trajectory deviations from the lines
'

i of gas stream due to curvature and as a result of flow unsteadiness.
; Substituting (2.9)into the mass balance equation (2.5) we obtain the diffusion equation for

]
droplet concentration

aU ]} =
.

o(F'
af < u'iu'k > - OU! a@ a {@[U;+t i

!
iu - Ugt +

|
St axi axk OT OX

(2.10) |
k

a [(D S g + D ) OXae }-
'

= 3i ik
OX .i k
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At T -> 0 the eq. (2.10) transforms into usual turbulent diffusi1n equation ofinenialessu

admixture

as 0@U'- S 8@
& [(dss g +D )& ]. (2.11)+ = i ik& h i ki

Terms, proponional to T in the equation (2.10), determine inenia effects induced by massu

forces, migration transfer due to non-homogeneity of turbulent pulsations field of carrying
flow velocity and inenia transfer as a result of flow unsteadiness and deviation of droplets
trajectories from the lines of gas stream due to curvature. Thus, the equation (2.10) in contrast
to the standard diffusion equation (2.11) allows to computation of small-dispersed droplet
transpon including of a number ofinenia mechanisms of transfer,

For solving the system of equations which describes motion of dispersed phase, it is
necessary to formulate the boundary conditions on solid or liquid (if there is film) surfaces
bounding the flow. In order to create the boundary conditions for the equations of dispersed
phase motion, as well as in the theory of rarefied gas, it is necessary to have the infonnation on
PDF of the droplet velocity distribution in the near-wall zone [9,11).

We assume that the PDF of particle transition from a situation before an impact with the
wall 1 into a situation after an impact with the wall 2 can be determined as

v , )S(v , + v , ). (2.12)P (2 /1) = x6(v , -4yw x x y y

If the distribution of the nonnal panicle velocity in the near-wall space is quasinormal, the
boundary condition for averaged velocities and second moments of ,elocity pulsations are [9]

2 2

V = 1_y 2(v'y ) (1 Vx 1_ y 2(v'y ))V = -(v'xv'y ). (2.13)y
-

x,1 +$yx 1 +X1+x x X

For small particles, when the concentration is calculated by the equation (2.10), the
boundary condition is presented in the form

2 '

=(l-x 2(v'y ) _ yy + U + T
aqD8@

D u y )@, (2.14)F
yy by 1+x x Sy

y

where q=T f ff is the factor of turbulent migration.uu u
To simplify the computation procedure when carrying out real calculations, the boundary j

conditions can be given not on the wall, but at some distance from it beyond the zone of the
viscous sublayer. In order to obtain the near-wall function it is necessary to find the droplet

,

concentration distribution in the near-wall zone and to detennine the deposition rate on the
'

wall G,=@,V,. The characteristics of the liquid dispersed phase in the near-wall zone are
detennined from the solution of the system of standard difference equations for concentration !

. (2.5), averaged velocity (2.6) and the second moments of velocity pulsations (2.7) [11]. On !

the basis of obtained solutions the following relation is proposed

(0,115 / B*t[8 + 2,5 10-4T ,5)u.$2
iGw= (2.15).

max [0,61; min (1,32 -0,27in t+;l)]

Fonnula (2.15) is valid for relatively small panicles (at T <100) when choosing
concentration of @i in the range of distance variance from the wall 20<y <100, where &
slightly varies with varying of y, ,

,

'
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For testing of the diffusion-inenia model the calculations for various simple two-phase
turbulent fl:ws (flow in the round jets and pipes) are carried out.

Let us consider fine-dispersed admixture flow in axisymmetrical jet. Flows conditions
correspond to experimental research represented in [12,13]. These works deal with the
experimental research in the field of small particles propagation in horizontal turbulent jet,
bleeding from the nozzle, the radius.of which is Ro=17.5 mm, with velocity equal to
Uo=45m/s. The dispersed phase was monodispersed system of particles with diameter d =7 p |p

3m or 17 m and density p =4500 kg/m . |p

f
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Fig.5. Fine-dispersed admixture concentration distribution alongjet axis

'

l- single-phasejet, experiment [14]; 2 - d =7 pm; 3 - 17 m, experiment [13]
'

p

Comparison between calculation and experimental data on variation of the admixture i

concentration along the jet axis at different values of panicles diameter d is shown on Fig.5.p

In case ofinertialess admixture (d = 0) monotonous concentration reduction with increase ofp
the distance from the nozzle is observed. When injecting a fine-dispersed admixture into thei:

| flow, its concentration increases in the beginning of the flow (so-called " lacing up" effect) and

j then panicles as well as inertialess admixture concentration decreases according to 4% ~1/x
law. The admixture concentration increase is explained by the non-monotonous character of

| turbulent energy alteration in axial and radial directions at high turbulence level in the initial

! pan ofjet. This phenomena evidences the considerable effect ofinteraction between particles
i and carrier flow turbulent pulsations on the admixture propagation character. As it is ot vious
| from Fig.5, as the panicles size increases the concentration maximum becomes more strongly

| pronounced which is explained by growth of turbulent migration imponance. Thus, the " lacing

[ up" effect, discovered in the experiments and lying in non-monotonous change of particles
concentration, is reproduced sufficiently well for the fine-dispersed admixture in the

.

framework of the approximation under consideration owing to turbulent migration process
taken into account.

Admixture concentration variations in the jet cross-section at different distances from
nozzle are given on Fig.6. The figure shows the non-monotonous character of concentration
change on the section in the initial pan of jet as well as in axial direction. This effect is;

determined by the displaced against jet axis maximum in turbulent energy radial distribution-

i

| [14]. With increase of distance from nozzle the value of maximum in turbulent energy profile
reduces and particles
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Fig.6. Radial distributions of fme-dispersed admixture concentrationin various jet ' cross- |

Isections
i

1 - x/Ro=4; 2 - 12; 3 - 40; a - d =7 m, b - 17 m, experiment [12];p
c- single-phase jet, experiment [14]

concentration lateral distribution becomes monotonous. In the panicle size range under
- analyses, the concentration radial distribution pro 61e is more sloping as compared with that of .

axial velocity; this phenomena evidences that the effective Schmidt number is more than one. !

His effect was often emphasized in research works devoted to two-phase jet flows (for !

instance [14j). However, in contrast with [14], in the present model, the above mentioned !
effect is accounted not by means of the Sc7 value increasing but as a resuh of viewing |

!turbulent migration. It should be noted that at large distances from nozzle inertia admixture
distributions differ slightly from those of the inenialess one, which is explained by the low

'

. level and smooth distribution of turbulent energy, and consequently by the fact that turbulent
migration is negligible.

Along with the " lacing-up" effect in a number of experimental works (for instance [15])
there was discovered the effect of wave type panicle concentration changing along jet axis.
The most pronounced character of wave forming is revealed in a definite range of flow initial
velocity change in the nozzle. He authors [15] explain the wave forming process by different
initial averaged slip between phases. Calculations of flow characteristics at different initial ;

values of cariier flow velocity were carried out on the diffusion-inenia model basis. He
'

resuhs obtained gave the evidence that despite practical absence of slip between phases at i

relatively high flow velocity values, the wave type character of admixture concentration ,

change along axis is realized (Fig 7). He available effect is explained by non-monotonous ;

variance of the coefHeient of particle entrainment into gas pulsation motion along the jet
induced by turbulence time integral scale change Tu and become pronounced at flow high
velocities. In this case as well as in the case of pure gas jet, with increasing of Uo velocity, the

-

jet becomes mere long-range and dispersed phase concentration on jet axis damps more :
slowly. !

Let us consider the problem of diffusion-inenia model application for calculation ofinner i

.
flows in pipes. He essential distinction between confmed and free flows is the possibility for i

panicles to deposit on the walls under the action of different physical nature forces: turbulent
and Brownian diffusion, inenia, turbulent migration and mass forces. Droplet deposition
processes under the action of turbulent and Brownian diffusion as well as turbulent migration
shall be considered. ,

:

1564

!



_. _ . -_ _ _ __ _ _. _

- @ ax -4

' #0

g2 g i'

e !1.0 .o g;

,

2-
.

&
3 8 6.

0.5 -
I o e

C
,

2'

! !

)

0 20 40 x/Ro
.

Fig.7. Flow initial velocity effect on particles concentration variation (4=23 m) alongjet axis

,

l.- Uo=20 m/s; 2 - 35 m/s; 3 - 70 m/s; 4, 5 - experiment [15]
#

Computations of droplet deposition processes in pipes with completely absorbing walls
were carried out on the basis of the given model. Computation were made for turbulent steam- !

droplet flow at P=1 bars and T=100 C in the channel with the diameter Do=0.1 m. Reynolds
; number variation was defined by means of varying steam velocity from Uo=5 m/s to Uo=50
, -

; m/s. Droplet sizes changed in the range between d =0.1 m and d =50 m.p p
Comparison of computation results of the deposition coefficient j+ dependence upon the4

! particle dimensionless relaxation time T+ with the experimental data collected in [16] is
represented on Fig.7. Given computation resuks correspond to the self-similar part of the flow
in the pipe at x/Do=100 and are obtained at different Reynolds number values of the main<

flow. The coefficient of deposition upon the wall is computed on the basis of the following
,

expression

Ro Ro

j + = @G "'$m = l@U rdr/ JU rdt, x x
um. o o

where $m is the mean discharge value of the droplet concentration in pipe cross-sections.
Dependence of B upon the dynamic velocity u and consequently upon the Reynolds

,

! number Re accounts for calculation data differentiation at small values of T+. For high inertia

droplets (r+>l), when the importance of Brownian diffusion becomes negligibly small, the
deposition coefficient is determined only by the parameter of T+. Reduction of deposition

_ coefficient with ncrease o t+ for very small droplets is induced by decrease of the Browniani f
3

i difF.ision coefficient, while for relatively high inertia droplets this phenomenon is connected
with increase of the role of turbulent migration. |

Solid lines on Fig.8 correspond to the formula |'

0,115 / B "t+3/8 +2,5 10"t+2,53
.,

3+ * '

1+10-3t 2.5 -
|
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wiich generalizes tha results cf numeric and analytic solutions cf the combined equations for
dispersed phase characteristics, cl: sed at the level of equations for the second moments ofp

| velocity pulsations, in turbulent flow near-wall field including viscous sublayer.
!
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Fig.8. Deposition coefficient dependence upon droplets inenia
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1 - calculation at Rc=1.510 (13=5.010 ); 2 - 6,010 (l.210 ); 3 - 1.510 (4.210 );
4 - experiment [16]

Proceeding from the following condition TsT < t it is rather simple to obtain evaluation ofo

diffusion-inenia model applicability range for turh6ent flow in pipe. In the near-wall field of
turbulent flow the integral time scale of pulsstions with high energy consumption is equal to
T =10v/u,2 [11,17], which leads to T.<10, determining diffusion-inenia model validity range

u
for panicles deposition calculation. Turbulence mean integral time scale on the pipe cross
section can be T,=lJu,=0.lRo/u.. The condition t u,/Ro<0.1 derives from the evaluationu

given above for the turbulence time scale. These conditions restrict the range of application of
the diffusion-inertia model for description of droplets concentration on pipe cross-section.
Fig.8 shows that the represented model describes well enough the droplet deposition process
even in some wider range of particle inenia variation (T+<100).

Thus, the results obtained prove the possibility of diffusion-inenia model application for
description of small droplet dynamics and deposition in two-phase tuibulent flows.

3. MODELING OF FILM CONDENSATION IN CONTAINMENT

One of the main mechanisms of heat removal from the containment is the heat transfer due
to condensation. Consider film condensation of the steam-gas mixture on the walls of the
containment structures on the base of the model operated with integral characteristics of
medium inside the containment during the unsteady heat transfer process [18]. The main goal
is to determine boundaly conditions (heat and mass fluxes) for multidimensional calculations

1
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- (via wall-function formulation) in description cf condensati:n process. He initial conditions
' are known - values Jom the previ us time step (prassure, temperature, concentration, etc.).
Heae values may be local (nodal) parameters for the case of mukidimensional formulation or
an averaged parameters for " lumped" formulation. ,

In film condensation process there are convective and condensation heat fluxes on the ,

inner surface.
|

q,,,, = a_(T - T,) (3.1)
!
'

qcond = j r (3.2)

He radiation heat transfer mechanism is not considered due to its negligible value. Sum of the |
inside heat fluxes must be in equlibrium with conductivity heat flux through the wall (q,) {
(fig.9).

'
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Fig.9 Heat and mass transfer in condensation

|
Sr - temperature front depth, ti<T2<T3

,

| Presence of noncondensables leads to necessity of liquid film temperature (T,)
; determination by mean of the partial pressure (concentration) of steam at interphase surface.

Aditional difficuhy concemed with unknown wall temperature ( T at fig.9) at the currenty,

: time step. To overcome these difficuhies, the iteration technique for concordance of heat and
mass fluxes in a near-wall boundary layer and through the liquid film developed in [18] was3

adopted. Two variants of the numerical algorithms are presented at fig.10.
,

He numerical procedure for the transient heat flux calculation includes the following
steps:

Guess the value ofinterphase temperature, T,, < T, < T,.

'

Calculate interphase parameters (concentration, mixture density etc.) using the relation i.

I

~ P, = f(T,).
Calculate convective heat flux using the difference approximation for multidimensional.

,

case and eq.3.1 for the integral formulation, where h is calculated using the well-knowncony

formulas for free and forced convection in enclosures with account of their directions (see [19]
for more details).

:
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Fig.10 Algorithms for calculation ofinterphase and wall temperatures i

'

BCM - bisection / chord method

4. Calculate heat flux due to condensation (3.2), where the condensation rate j is
evaluated as follows [20]

)

j = p, p*yo B C", (3.3) |

where C = C , / C ,, B = 1 - C;g g

P*=0oYs (3.4)

and po - mass transfer coefficient, which is calculated using heat and mass transfer analogy; ,

y, = 2.12Sch /(1+0.66Sc ), (3.5)1

modification used to account for film motion;

Yo = 4-(1-5)2 B, (3.6)
2

,

modification used to account cross-mass flux, and for laminar boundary layer: m=0.5, n=-0.5,
,

for turbulent - m=0.8, n=-0.2. |

Calculate heat flux through the wall (q,), using T., as the inner boundary condition and, i
.

for the outer boundary, q, = h,(T., - T ). ,'
Numerical solution of the unsteady heat conductivity equation was obtained using an implicit ;

scheme and Tri-diagonal matrix algorithm (TDMA). For the walls with low thennal ;

conductivity, the following formula for the heat transfer rate was used i

i

T., - T.
9" (3.7)R, + R .
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where
,

-n'a. 'j/|a
oT 1 1 1-e *,

'

(3.8),RR
w =. k _x a,'[2 out = h ut -xa.'k2

-
,'

2 2

w o
1+e ' =1+e =

- and T3=t-tT, where TT - time when ST=6w (fi 9)- !8
Compare qcony +9cond andqw. If residual is greater than the exit criterion, use.

bisection / chord algorithm logic to calculate a new value of T, and return to step 2. :
'

The calculation of the heat transfer through the film was done as follows

g ru = h.(T, - T., ) (3.9)
'

,

He formulas for hmm in the considered geometry (cylinder with hemisphere dome) were
,

obtained using the Nusselt assumption:
- hemisphere

PS* 2* J # E**E
h, = 1k[im , h = 0.787 'k[im (3.10)

3 q, Rvsm 1 -cos9 q ,Rvmm

. cylinder

hx=3 "" Pmmg , h = 1,04(%) (R + H)$3 -R
- t

f 3 ' 'I" pam8-. - (3.I1)3 3

am 9w R+x .
jvam 9wj 3v

where 9 - angle from the vertical, x - vertical coordinate from the top of cylinder, R, H -
-

cylinder radius and height.
To account for aditional features (e.g. nonunifomity of properties, waviness etc.) the

correction to formulas (3.10,3.11) for film heat transfer coefficient was made

h = huo s, (3.12)

where c - correction factor which is determined in accordance with [21]. .

Testing of the described procedure was made against experimental data by Uchida [22] !

obtained for free convection steam-air mixture condensation on the cooled vertical plate
i

14cm x 30cm in the pressure rye 0.101 MPa to 0.3 MPa and air concentration 0.1 to 0.96.
Comparison was also made with the analytic correlation by Whitley (23] for total heat transfer
coefficient

i
.1 , .1

h = 0.037rp v,'U, L**Sc ** In(1+ B) *(T, - T.J (3.13)* "
1

where r - heat of vaporization, L - length , U,- velocity at the ambient conditions,
,

B = (C , - C ,) /(C ,-- 1) - mass potential.g g g

Calculation results for the case of p, = 0.101 MPa and U, = 0.1 m/sec are compared against.

data in fig.ll. As shown in the 6gure, a good agreement is observed. At the same time,
correlation (3.13) gives lower values of heat transfer coefficient (6g.12) than the procedure

;

j described above. He, reason for this is the Couette approximation used to derive this
correlation.

|
+
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' SUMMARY AN3 CONCLUSIONS
~

1. For hydrodynamic calculation of turbulent flow in containment elements the mathematic
modelis presented. Calculations of averaged and pulsating characteristics of three dimensional

.

flow formed at both symmetric and non-symmetric locarized steam-gas mixture throwing were'

carried out. In both cases it is shown that great non uniformity of gas flow distribution around
|the circular slip perimeter ( as much as 30%) takes place.

2. A diffusion-inertia model for description _of dynamics and deposition of the small
,

acrosols in turbulent flows is proposed. 'Ihe model includes the diffusion-like equation for
j concentrations and the boundary condition for the deposition rate of droplets in the form of

wall-functions. Perfermed tests demonstrate applicability of this model for calculation of two-
,

phase turbulent free and confined flows.
3. The film condensation of steam-gas mixture on containment walls surface is considered.

'

On the basis of an integral parameters model, the boundary conditions calculation procedure
for steam-gas condensation is described.

Table of Nomenclature

T - time;
,

1 - spatial coordinates;'

a R , v - coordinate and velocity of particle;p p
y,V,v' - actual, averaged and pulsation velocity of dispersed phase;

;

; u,U,u' - actual, averaged and pulsation velocity of dispersed phase;
j F- extemal mass force;
; g - gravitational force;

f - Brownian force acceleration;; 3
4 P - gas pressure and probability density function;

@ -volume aerosols concentration; |
T - gas temperature;
k - turbulent energy of gas; heat conductivity coefficient;4

c - rate of turbulent energy dissipation;
i t - dynamic relaxation time of aerosols;o

2T. = T u / v - dimensionless time of aerosols relaxation;o
,

.| T -integral time scale of turbulence;u

L - integral spatial scale of turbulence

; d - diameter of particles;p

p, p - density of gas and dispersed phases;p,

, v - coeflicients of kinematic and dynamic viscosity of gas;'

HT, VT - coeflicients of kinematic and dynamic turbulent viscosity of gas;
Da - Brownian diffusion coeflicient; j

i

D = T,(ujuj)- diffusion tensor ofinertialess admixture;ij
M - molecular mass;

; u. - friction velocity;

x - longitudinal spatial coordinate;
y - transverse;

i

"

Sc7=v7/Dr- Schmidt turbulent number;
,

Sc3=v/D - Schmidt Brownian number;3
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v2 - di ensionless Brownian diffusion parameter;B = Sc3 /t m

Ro - universal gas constant;
C - mass concentration of component a in the gas mixture;a

L - mole concentration of component a in the gas mixture;

S(x)- Dirac delta-function;
h - heat transfer coefficient.
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GEYSERfrONUS : a coupled multi-D lumped parameter
code f r rret:r thermal hydraulics cnalysis

in case of severe accidents

|

M. Petit, M. Durin* , J. Gauvain
Commissariat s l'Energie Atomique

DMT/SEMT/TTMF
91191 Gif sur Yvette Cedex

France

ABSTRACT

In many countries, the safety requirements for future light water reactors include
accounting for severe accidents in the design process.

As far as the contairunent is concerned, the design must now include mitigation features
to limit the pressure and temperature inside the building. Hydrogen concentration is also
a major issue for severe accidents.

In this context, new needs appear for the modeling of the thermal hydraulics inside the
containment. It requires the description of co.nplex phenomena such as condensation,
stratification, transport of gases and aerosols, heat transfers. Moreover, the effect of
mitigation systems will increase the heterogeneities in the building, and most of those
phenomena can be coupled, as for example hydrogen stratification and condensation.

To model such a complex situation, the use of multi-dimensional computer codes seems
to be necessary in case oflarge volumes. The aim of the GEYSER /TONUS computer
code is to fulfill this need. This code is currently under development at CEA in Saclay. It
will allow the coupling of parts of the containment described in a lumped parameter
manner, together with meshed parts.

Emphasis is put on the numerical methods used to solve the transient problem, as the
objective is to be able to treat complete scenarios. Physical models of classical lumped
parmeters codes will adapted for the spatially described zones.

The code is developed in the environment of the CASTEM 2000/ TRIO EF system which
allows, thanks to its modular conception, to construct sophisticated applications based
upon it.

* Presently at : Conunissariat a l'Energie Atornique, IPSN/DPEI, CE Fontenay, BP 6,92265 Fontenay
aux Roses Cedex, France
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INTRODUCTION

The first studies of PWR containment behavior during a severe accident were performed
in the seventies. At that time, the mcin objective was to insure that no significant release
of fission products could occur during and after a core-melt accident. Then, containment
structure studies required the knowledge of the mechanical loading, that is the evolution
with respect to time of the mean pressure and the mean temperature of the internal
atmosphere. These evolutions were computed by codes developed with a a single node
appoach based on a global mass and energy balance. In this category, one can find, for
example, the CONTEMPT-LT [1] or MARCH 2 [2] codes. This approach was sufficient
because of the main characteristics of concrete containment (high thermal inertia and low
thermal leakages) and because thermal exchanges are very eflicient in case of steam
condensation.

During the eighties, hydrogen risk became more and more a concern. Then, modeling
activities have gone in two directions. On the one hand, multi-compartment codes have
been developed, based on the previous approach with additional coupling relationships
between compartments. Examp%s of those codes are CONTAYN [3], JERICHO [4],
MAAP [5] or RALOC [6]. This approach give good results with respect to pressure
evolution, but it underestimates the possible stratifications and is also sensitive to the

domain nodalization.

On the other hand, general purpose multi-dimensional codes were used for solving mass,
energy and momentum equations with a spatial discretization. In this category one can
find codes as GASFLOW / HMS [7] and GOTHIC / WGOTHIC [8]. This approach
yields good representation of stratification in large volumes but typically requires very
large computation times.

Lumped parameter codes are still likely to be used for safety analysis. But mechanistic
codes will be more and more requi.ed in order to justify some assumptions made in |

studies performed with lumped parameter codes. With this objective in mind, the |

a Departement de M6canique et Technologie n (DMT) of CEA has und3rtaken the |

development of a coupled multidimensional and lumped parameter code named
GEYSER /TONUS. The multidimensional representation is intended to be used in |

volumes in which hydrogen concentration heterogeneities (e g. stratification), that cannot |
l

be easily described by lumped parameter codes, are likely to occur. The lumped
parameter type of description, which will be comparable to what already exist in codes
like CONTAIN or JERICHO, is introduced in order to limit the computational efforts for

parts of the containment in which detailed description is not required. Anyway, the user !

will have the possibility to model each volume in one way or the other.
!

PHYSICAL MODELS

There are different physical models to be included in the code in order to have a good
representation of the phenomenons involved in the evolution of the containment
atmosphere in case of a severe accident. These models are listed below.
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For all the physical mod:Is presented, the computttions can be c:rried out either in 2D
or 3D.

Compressible two-phase flow

The main model to implement in the code was for computing flows composed of steam
with non-condensable gases (air, hydrogen, ..). The model must be able to treat
compressible flows because of the injection of mass inside the containment (essentially
steam and hydrogen) which leads to a general raise in the pressure. It is also expected
that the pressure level in the containment will remain quite low (typically less than five
bars in French PWRs). Thus, apan from the condensate on walls and inner structures,
only a very limited amount of water will exist as a liquid phase. If bulk condensation is
willing to occur, the droplets will be of micrometric size and will follow the gaseous
flow. These arguments have driven us to choose a homogeneous model for representing
the compressible two phase flows.

In the present model, the gases are assumed to be perfect (state equation). The physical
parameters of the mixture depends on the composition but not yet on the temperature.

Turbulence is accounted for by a constant eddy viscosity, but it is planned to incorporate,
in a near future other turbulence models, in particular a K-c model.

An implicit time integration scheme had been developed in order to be able to treat long
transients.

1

Condensation on walls and structures

The mass transfer by condensation on walls is modeled using the Chilton-Colburn,

l approach and an analogy between heat and mass transfer. This correlation is used
because more suitable local correlations are not available now. Furthermore, an
experimental program named COPAIN [9] exists in order to establish such correlations
which could be later included in the code. Also, the condensation rate is expected to be
high in the initial phase of the computed transients during which the rate of steam
injection is large, and so the situation will be one of mixed convection.

The computation procedure is the following :

* The heat exchange coefficient by convection is calculated using a semi-
empirical correlation on the Nusselt number Nu [10] :

Nu = 3.656 + 0.021 Pr" Re"

* Using the analog,y between heat and mass transfer, the Sherwood number Sh is

| written as [11] :

Sh = 3.656 + 0.021 Sc" Re"
|

| * The mass condensation ratej,is evaluated by the following expression :

| a
j, = -Sh(p - p (T,);:

* The heat flux rate by condensation 9,is then :
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9, = j, L

In these expressions, Pr is the Prandtl number, Re is the Reynolds' number, Sc is the
Schmidt number, a is the. vapor diffusion coefficient, D is the containment diameter, p is
the vapor density, pv.(T.) is the density of the saturated vapor at the wall temperature
and L is the latent heat of phase change.

:

|

' S ray || P

| An important mitigation system used in' containment buildings is the spray system. The |
main characteristic of such a system is to bring a great amount of water in a liquid phase |

,

inside the containment building. Due to the sizes of the droplets being geneat-d (roughly j
'

between 100 and 1000 pm), the homogeneous two phase flow model is not adequate for j

modeling such an event. Rather, it is important to take into account the diffe. *ce J
'

between the movements of the gaseous phase and of the liquid phase. For .:se:

! situations, a two fluid model has been developed. The formalism used for deriving the
equations is as exposed by ISHil [12].

| = In this formulation, the first fluid is composed of the gases (vapor and non-condensibles)

j plus the small droplets generated by bulk condensation if any. This fluid is the same as
the one described by the model for compressible two pnase flows. Fluid number two is;

i the collection of droplets generated by spray. For the mement, the spray model does not

] take into account the possible presence of aerosols. The effects which are modeled are
the pressure reduction and the mixing of the gaseous athmosphere, but not yet the

i removal of aerosols by spray.

} For the mixture, the supplementary assumptions as compared to the homogeneous model
j are the following :

if present, the small droplets generated by bulk condensation are not affected) e

: _ by the spray droplets, because bulk condensation is expected to be very limited
'' if any ;

| the volume fraction of the mixture is equal to unity, because the volume*

- fraction of the spray droplets is always less than 0.001.!

a

For the spray droplets, the main assumptions are :i

the droplets do not interact with one anotbr, because for a typical spray! e

!- system, the mean number of droplets per unit volume is low (around 2
droplets per cubic centimeter) ;-

,

the temperature is uniform inside a droplet and is equal to the interfacial! e

] temperature ;

when injected in the computational domain, all the droplets have the sameP e

size ;

$ the viscosity is neglected compared to inertia because the droplets have ae

density much larger than the one of the gaseous mixture and their;

i concentration is low. j

With this model, condensation can occur on the droplets, and their size is computed. For {
cach fluid, local conservation equations for mass, momentum and energy are solved. )
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Also added are equ:tions for the conservation of water and for the solume fraction of
the dropl:ts. Thus, a total of eight panial differential equations are solved, with
additional constraints being the state equation for both the vapor and air. For each non-
condensible gas to be added in the computation (for example hydrogen), another
conservation equation is to be solved in addition to the previous ones.

When deriving the complete set of equations, heat, momentum and mass transfer terms
appear. They are detailed below.

Mass Trani er : The mass transfer is generated by condensation of vapor on the droplets.f

The model used is a Chilton-Colburn approach as described above, but in this case
droplet Nusselt number Nua, is evaluated as [13) :

Nua,o = 2.0 + 0.6 Pr"' Rea,o'''

D|V -I"
the Reynolds number of the droplets, D the diameter of the

~with Re =
v

droplets, Vm the velocity of the mixture, b the velocity of the droplets, v the
kinematic viscosity of the mixture.

Momentum 7'ransfer . The momentum transfer is the result of friction of the gas on the
droplets. Assuming that the shape of the droplets is spherical, the drag force Fa is

t
'

expressed as [14] :

F, = Ck p_D'|V_ - V, (V_ - V,)!

! r u
I

with C4 the friction coeflicient being C, = 24
0.1103 + $eq u,

# cat Transfer : The heat transfer is the sum of two contributions. The first one is due to
convection and is computed using the Nusselt number Nua,o correlation. The second term
is the result of condensation on the droplets and is calculated as for condensation on
walls.

Other models

To complete the description, other physica! models are to be included in the capabilities
of the code.

For some of them, a first version has already been included in the TRIO-EF code [15,
16]. This is the case for acrosols transport [17]. Two approaches have already been

i investigated. In the first one, the Navier-Stokes equations are solved for a gas mixture.
Then, a velocity field is computed for aerosols which is a combination of the gas'

velocity, the particles weight and the Stokes drag force. Aerosols concentration is
calculated by solving a convection-diffusion equation, using a turbulent dispersion
coefficient for the particles. The second approach consist in applying a two fluid

,

modeling in a similar manner to what was done for spray. Work has also been performed
on wall functions for aerosols deposition in a turbulent flow.

The model which is eticipated to be included in the code is the first one because the
typical size of aerosols generated in the containment is small (around I to 5 pm). The
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agglomeration will not be modeled for this phenomenon takes place very rapidly at the
beginning of the transient [18,19]. Thus, we feel it is sufficient to conrider that at the
beginning of the calculation, the aerosols have a size equal to the mean size of the
particules and that will remain constant. If necessary, the initial size spectmm could be
divided into classes, with a convection-diffusion equation solved for each class in order
to compute the aerosols concentration. In any case, deposition has to be accounted for.

As far as thermal radiation is concerned, intensive' work has been done in the past to
model this phenomenon in transparent media [20]. For the last few years, focus has been
put on modeling thermal radiation in participating media. This model is relevant for the
containment because the atmosphere contains vapor and particles. Thermal radiation can
possibly modify the flows if high temperatures are reached, for example in case of

,

hydrogen combustion.

The chosen approach rely on a spherical harmonics decomposition with a P1
approximation. This method as proved to be efficient for coupling radiation equations
with other conservation equations (momentum equation in the case of the containment)
[21]. In a first phase, the radiative properties will be considered constant and will be '

determined by correlations as in the CONTAIN code. Then, if necessary, the model.

could be extended to take into account the spectral variation of the radiative properties,
using the Weighted Sum of Gray Gases method.

,

Other models as combustion and engineered safety systems are currently under
development. The work is also ongoing for both multi-D to 0-D and lumped parameter
types of elements. For the latter, the physics included is not expected to be different from
what already exist in the JERICHO code that was initiahy developed at CEA/DMT in
Saclay.

CODE CONSTRUCTION AND STRUCTURE

One of the main characteristics of the containment modeling under severe accident
,

conditions is to couple different physical phenomenons of various nature, as for example
j turbulent convection, thermics, aerosols transport, combustion, .

We also wish to be able to couple ditTerent types of spatial discretization :

. multi-dimensional for large volumes ;
i

nodes for compartments.e

These two constraints imply to develop original algorithms. This in turn induces to
I achieve a medular and versatile conception of the software. Also requested are advanced

capabilities in terms of language for manipulating data structures and implementing
algorithms logic.

*

We chose to use CASTEM2000 [22] and its user data manipulating language called
GIBIANE. The code has an object-oriented conception. One can manipulate objects
(data) by applying to them elementary operations defined in operators which are
independent from one another. Examples of operators are matrices construction, linear
system resolution and so on. Some operators implement loops and test conditions. They
are used to build algc,uthms such as time integration of the spray model.
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The development of the physical models described above have then been carried out in
two phases. The first phase was the transcription in CASTEM2000 of thermal hydraulics
of TRIO-EF. This phase provided basic operators for computing flows. The second
phase consisted in the writia of algorithms for two phase flows, condensation or spray.

The advantages of this stmeture are the following :

it is possible to develop in parallel different physical models ine

different, independent operators with a specified interface (objects
read, objects written) ;

it is easy to develop and test rapidly new algorithms written with the*

help of the data language that will induce possible reduction of the
execution time ;

the user has the ability to redefine operators, in order, for example, toe

test the effect of different correlation.

This allowed us to build, in a limited amount of time, tools for computing complex flow
situations.

Finally, CASTEM2000 gives the possibility to encapsulate the algorithms in generic data
sequences called procedures. These procedures present to the user a simplified interface
with only a limited number of parameters to define. The GEYSER /TONUS code consists
in a set of procedures dedicated to the containment modeling.

CODE VALIDAT:ON

i

The validation of the code can be divided in several steps. The first step will be to
'

validate the lumped parameter part. This will be achieved by comparison to other already
qualified codes that use the same approach, for example JERICHO or CONTAIN. The'

second step is to validate the multi-dimensio: ', part on analytical tests. There already
exist in the literature results for the diflerent physical processes (condensation,
combustion, ..). Then, the last step is to validate the code in a global manner, in
particular the coupling of the different phenomenons. Global tests, at large scale, have
already been performed (Battelle, HEDL, HDR, NUPEC). They are suitable for verifying
only mean values, because they are not heavily instmmented and because the boundary
conditions are not always well known.

Between both types of tests, there is a need for medium scale experiments with well
defined boundary limits and with an instrumentation designed to assist in the modeling
and validate this modeling. CEA/DMT has proposed to build an experimental facility
called MISTRA (23] to fulfill this need for medium scale experiments.

APPLICATIONS
,

An application of the code has already been performed on a typical severe accident
situation. The aim of the computation was to evaluate the evolution of the atmosphere in
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the free volume of a 900 MWe PWR containment after a small breck LOCA. This-
applicction is discussed in details in a companion pcper presented at the same conference ;;
[24].

:
An extended presentation of the spray model applications have already been presented

elsewhere [25].
j

in this paper, we will only present an application about the dynamic effect of spray on a
stratification. This application is intended to be only an illustration of the capabilities and
the results of the computation have not been checked against experimental data yet.
However the validation of the model is planned to take place in the future on both j

existing and future experiments performed at CEA. ;

The studied geometry is that of the large dry volume of a 900 MWe PWR. It is 44 meter .

'

large and the maximum height is 36 meters. The computational domain is composed of
about 2000 elements and the computations are carried out 'with a 2D plane model. There
is a vertical symmetry plane so only one half is represented. The computation is
isothermal. |

It is assumed that there is a spray system oflength 3.4 meters located at the top of the |

building on the symmetry plane. The diameter of the spray droplets is 500 m. They are i

injected with a velocity of 2 m/s.

The atmosphere is initially composed of air at the bottom and a mixture of 44% air,
47.5% vapor and 8.5% hydrogen at the top. There is a' stratification front located at an

!eleve. tion of about 20 meters (see figure la). The atmosphere, initially at rest, is at 3 bars

presswe.

Afto 35s (figure Ib), there is little interaction between the two zones. mixing is more
efhcient in the upper part (lighter gas) than at the bottom.

After 180s (figure Ic), there exist a jet oflight gas that start from the top and goes to the
bottom. The mixing now reaches also the heaier gas initially at the bottom.

After 270s (figure Id), a general recirculation has taken place inside the containment, and
the gases tends to become quasi homogeneous.

CONCLUSION

The basic physical models of the GEYSER /TONUS code have been presented. It is
already possible to compute flows in reactors containment under severe accident
conditions. Thanks to a spatial discretization, precise local informations can be obtained,
in particular for hydrogen concentration which is a major concern nowadays. By use of
an implicit method, the calculation oflong transients can be achieved at a reasonable
cost.

Further steps in the development will include improvements in the existing models,
implementation of new ones for other phenomenons, and validation on both separate ;

effects and global tests. The user interfaec will also have to be improved.

-

I

'
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