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ABWR DESIGN EELIABILITY ASSURANCE PROGRAM

1.0 INTRODUCTION

The ABWR Design Reliability Assurance Progras (D-RAP) {s & program performed by
GE Nuclear Ensrgy (GE-NE) to assure that the ABWR will be operated and
paintained in such & vay that the reliability assumptions of the probabilistic
risk assessment (PRA) apply throughout the plant 1ife. The plant owner/
operator will also have a RAP that shows that the plant is being eperated and
maintained so that safety i{s rot degraded. The PRA evaluates the plant
response to initiating events to assure that plant damage has a very low
probability and risk to the public {s very low. Input to the PRA includes
details of the plent design and assumptions about the ability of the plant
ovner/operator to operate and maintain the plant such that safety related
structures, systems and components (S5Cs) retain their reliability throughout
plant life.

This D-RAP will {nclude the design evaluation of the ABWR, It will {dentify
relevant aspects of plant operation, maintenance, and performance aonitoring of
plant §5Ce to assure safety of the equipment and limited risk to the public.

Also included in the D-RAP is & description of how the D-RAP wi.l apply to one
important plant system, the standby liquid control system (SLCS). The SLCS is
an example of how the principles of D-RAP will be applied to other systems
identified by the PRA as being important to safety. '

2. score

The ABWR D-RAP will include the design evaluation of the ABWR, and it will
identify relevant aspects of plant operation, waintenance, and performance
monitoring of plant safety related $SCs. The PRA for the ABWR will be used to
{dentify and prioritize those $SCs that are i{mportant to prevent or mitigate
plant transients or other events that could present a risk to the public.
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3 PURPCSE

The purpose of the D-RAP is to assure that *he plant safety as quantified by
the prohabilistic risk analysis (PRA) (s achieved by the design and that
information is provided to the future owner/operator so that plant safety is
maintainad through operation and maintenance during the entire plant life.

4.  OBJECTIVE

The objective of the D-RAP 1s to identify those plant components that are
significant contributors to safety, as shown oy the PRA, and to assure that
plant design provides §5Ce at least as reliable as that assumed (1 the FRA
The D-RAP will also specify operation, maintenancc and nonitoring requirements
that will assure that such components can be expected to operate throughout
plant 1ife at least as reliably as assumed in the PRA.

A major component of plant reliability assurance is risk-focused maintenance,
by which meintenance resources ars focused on those components that enable the
AEWR systems to fulfill their essential safety functions and on components
vhose failure may initiate challenges to safety systems. This focus of
maintenance vwill have a beneficial lapuect in decressing risk.

5. SSC IDENTIFICATION/PRIORITIZATION

The PRA prepared for the ABWR {s the source for identifying risk-critical S5Cs
that should be considered for design improvement and/or risk-focused mainten-
ance. The way the PRA (s used {s demonstrated in Figure 1. Those PRA cutsets
that contribute to core damage frequency (CDF) are identified; the top cutsets
that contribute significantly to the CDF are selected for evaluation of
component failures. Components whose {ailures are invelved in the top cutsets
ore identified. Of these, those components that may be critical as deternined
by consideration of aging and common cause failures are also identified. The
result is a 1ist of risk-critical components for further consideration.

Prioritization of the $SCs identified by the PRA (s also obtained from the PRA.

Those $5Cs with greater contribution to the CDF will be given more attention
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' . ‘
with regard to possible redesign and with regard to irentifying appropriate
maintenance tasks to limit the fallure probablility. {

6 DESIGN CONSIDERATIONS

The reliability of risk-critical $8Cs, which are identified in the FRA, vill be
evaluated at the design stage by appropriate design revievs and rellability
analyses of the identified equipment. Current data bases will be used to
{dentify appropriate values for failure rates of equipment as designed, and
these failure rates will be compared with those used in the PRA. Normally the
fallure rates will be the same, but some may differ because of recent design
changes. Whenever failure rates of designed equipment are significantly
greater than those used in the PRA, an evaluation will be pertormed to
deteimine that the equipment is acceptable or that it must be redes!gned to
achlieve a lover failure rate,

For those risk-critical $8Cs contributing a large fraction of the total CDF, as
indicated by PRA calculations, component redesign will be considered as a vay
to reduce the CDF contribution. (1f the CDF is acceptably low, little effort
vill be expended toward redesign.) If there are no practical vays to redesign
component, alternate SSC designs incorporating such features as redundant
components or backup systems will be evaluated. 1f there a‘e practical ways to
redesign a risk-critical $8C, it will be redesigned and the change in FRA
results will be calculated. Following the redesign phase, dominant $SC failure
modes will be identified so that protection against such failure modes can be
accomplished by appropriate maintenance. The design considerations that go
into determining an acceptable, reliable design and the $SCs that must be
considered for reliability focused maintenance are shown in Figure 2.

GL-NE will identify to the plant owner/operator the risk-critical S5Cs and the
reliability assumed for them in the PRA. GE-NE will also outline a RAP for the
plant owner/operator t~ follow to assure that PRA results will be achieved over
the life of the plant,
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7. DEFINING FAILURE MODES

The determination of dominant failure modes of risk.critical $5Cs will include
historical Information, analytical models and existing requirements. Many BWR
systems and components have compiled a significant historical record, so an
evaluation of that record comprises Assessment Path A in Figure 3. Details of
Pats A are shown in Figure &,

For those $5Cs for which there is not an adequate historical basis to identify
eritical failure mcdes, an analytical approach i{s necessary, shown as
Assessment Path B in Figure 3. The detuils of Path B are given in Figure 5.
The failure modes ident!fied in Paths A and B are then revieved with respect to
the existing maintenance activities in the industry and the maintenance
requirements, Assessment Path C in Figure 3. Detailed steps in Path C are
outlined in Figure 6.

b.  RELIABILITY FOCUSED MAINTENANCE

Once the dominant failure modes are determined for risk-critical 58Cs, an
assessment is required to determine the appropriaty saintenance activities that
will assure acceptable performance during plant life. Such maintenance may
consist of periodic surveillance inspections or tests, monitoring of SSC
performance, and/or periodic previntive maintenance (Ref. 1). The degision
tree covering these maintenance areas, is shown in Figure 7. As indicated,
some 55Cs may require a combinatior, of maintenance activities to assure that
their performance matches that assumed in the PRA.

Periodic testing of $SCs may include startup of standby systems, surveillance
testing of {nstrument circuits to assure that they will respond to appropriate
signals, and ‘nspection of passive components /such as tanks and pipes) to show
that they are intact and available to perform as designed. Performance
monitoring, in~luding condition monitoring .an consist of measurement of
output (such as pump flow rate or heat e  hanger temperatures), measurement of
magnitude of an important variable (sv . as vibratlou or temperature), and
testing for abnormal conditions (sur as oil degradation or local hot spots).
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Pericdic preventive maintenance is an activity performed it regular intervals
to preclude Z.oblems that could occur before the next PV (nterval. This could
be regular oil changes, replacement of seals and gaskets or vefurbishment of

equipment subject to wear or age related degradation.

Any planned maintenance activities must be integrated with the regular
operating plans so that they do not disrupt normal opsration. Maintenance that
vill be performed more frequently than refueling outuges must be planned so as
to not disrupt operation or be likely to cause reactor scram. Maintenance
planned for performance during refueling outages must be conducted in such a
wvay that it will have little or ne impact on outage length or on other

maintenance work.
9. OWNER/OPERATOR'S RELIABILITY ASSURANCE PROGIAM

The FAP that will be implemented by the ABWR owner/operator will also be
desiygned by that organization. However, GE-NZ will provide an outline of the
RAP for the owner/operator. This outline will identify the areas of
pmaintenance activities that should be included in the RAP. Several such aveas

are discussed below. P

9.1 Reliabil\ity Performauce Mo-irorigg: The monitoring of safety related S5Cs
during plant operation will be spe.ified in the own r/operator’'s RAP.. GE-NE

vill recommend the type and frequency of menitoring that will be required for
each SSC identified as importunt to the achlevement of “he salety.

9.2 Reliability Methodology: The method by which the plant owner/operator
will compar- »lart data to the SSC data in the PRA ¥ill be recommended by

GE-NE.

9.3 Problem Prioritization: GE-NE will specify, for each of the safety

related $5Cs, the importance of that item az a contributor to the CDF
calculated by the PRA. This will assist the owner/operator in assigning

priorities to problems that are detected with such equipment.

19+
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9.9 [Keedback to Designer The plant owner/operator will periodically compare
performance of safety related equipsent to that specified in CE-NE's PRA and

D-RAP, as mencioned in item 9.3, above. The outline for the owner/operator's
RAP (item 9.1, above) will contain a request regarding feedback of plant SSC
performance data to GE-NE in thuire cases that consistently shovw SSC performance
below that specified.

$.10 Program.atic Interfaces The D-RAP performed by GE-NE will be primarily
concerned with the design of the ABWR. The D-RAP will interface with design of

all equipment related to plent safety through design reviews and plant status
reviews. It will also interface through procedure reviews, for initial
equipment, with quality assurance and procurement,

The plant owner/operatur’'s RAP will address the interfaces with construction
startup testing, operations, maintenance, engineering, safety, licensing,

quaiity assurance and procurement of replacement equipment. An outline of such o
interfaces will be provided to the owner/operator by GE-NE.

10. D-RAP IMPLEMENTATION

sz example of implemenration of the D-RAP is given by consideration of the
standby liquid control system (SLCS). The purpose of the SLCS is to inject
neutron absorbing poison into the reactor, upon demand, providing a backup
reactor shutdown capability independent of the control rods. The sys“em is
capable of operating over a wide range of reactor pressure conditions. The
SLCS may or may not be identified by the final PRA as a significant contributor
to CDF or to offsite risk.

10.1 SLCS Descripgion

During normal operation the SLCS is on standby, only to function in event the
operators are unable to control reactivity with the normal control rods. The
SLCS consists of a boron solution storage tank, two positive displacement
pumps, two motor operated injection valves (provided in parallel for
redundancy), and associated piping and valves used to transfer .rated water

from the storage tark to the reactor pressure vessel (RPV).

« b+
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The pumps, heater, vulves and controls are powered from the standby powver
supply or normal offsite power. The pumps #nd valves are povered and
controlled from separate buses and circuits so that single active failure will
not prevent system operation. The power supplied to one moter vperated
injection valve, storage tank discharge valve, and injection pump is from
Division I, 480 VAC. The powe supply to the other motor-operated injection
valve, storage tank outlet valve, and injection pump is from Division II, 48O
VAC. The power supply to the tank heaters and heater controls is connectable
to a standby power source. The stancdby power source is Class 1E from an
on-site source and is independent of the off-site power,

All componerts of the system which are required for injection of the neutron
sbsorber into the reactor are classified Seismic Category 1. All major

mechanical components are designed to meet ASME Code requirements as shown

below.

ASME Design Conditions
Component Code Class PRPressure ITemperature
Storage Tank 2 Static Head 150 F
Pump /Motor 2 1560 psig 150 F
Injection Valves 1 1560 psig 150 F
Piping Inboard of
Injection Valves 1 1250 psig 575 F

The installation and preoperational inspections, tests, and/or analyses
together with associated acceptance criteria which will be undertaken for the
SLCS are given in Table 1.

«17-



Table 1.

Certified Design
—omaitment

1. The minimua
average poison
concentration in
the reactor after
operation of the
SLCS shall be
equal to or
greacer than 850

pp®.

2. A simplified
system configura-
tion in shown in
Figure 8.

Inspections, Tests, Analyses

1. Construction records,
revisions and plant visual
examinations will by
undertaken to assess
as-built parameters listed

below for compatibilicy with

3LCS design calculations,
1f necessary, an as-built
SLCS analysis will be

conducted to demonstrate the

acceptance criteria is met.

Crit{cal Parameters:

a. Storage tank pumpable
volume

L. APV water inventory at
70 F

¢. RHR shutdown cooling
system water inventory at
70 F

2. Inspections of
installation records
together with plant
walkdowns will be conducted
to confirm that the
installed equipment is in
compliance with the design
configuration defined in
Figure 8.

<kl
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SLCS Inspections, Tests, Analyses and Acceptance Criteria

Acceptance Criteria

1. It must be shown the
SLCS can achlieve a poison
concentration of 850 ppm or
greater assuming a dilution
due to non-uniform mixing
in the reactor and
ar~ounting for dilution in
the RHR shutdown cooling
systems. This
concentration must be
achieved under svatenm
design basi: condi.ions.

Validetion Attributes

Storage tank pumpable

sVvolume range 6100-6800 gal.

RPV water inveniory
< 1,000,000 1b

RHR shutdown coolihg system
inventory < 287,000 1b

2. The system
configuration is in
accordance with Figure 8.
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10.2 SLCS Operation

The SLCS {s initiated by one of three means: (a) manually initiated from .h«
main control room, (b) automatically initiated {f conditions of RPV pressure
above 1125 psig and startup range neutron monitor (SRNM) above 5% exist for 3
minutes, or (c) automatically initiated if conditions of RPV wvater level below
the level 2 setpoint and startup range ncutron monitor (SRYM) above 5% exist
for 3 minutes. The SLCS provides borated water to the reactor core to
compensate for the various reactivity effects during the required conditions.
To meet its reactivity objective, it is necessary to inject a quantity of boron
which producer a minimum concentration of 850 ppm of natural boron in the
reactor core at 20 C. To allow for potential leakage and imperfect mixing in
the reactor system, an additional 25% (220 ppm) margin is added to the above
requirement. The required concentration is achieved accounting for dilution in
the RPV with nor al water level and including the volume in the residual heat
removal shutdown cooling piping. This quantity of boron solution is the amount
which is above the pump suction shutoff level in the storage tank thus allewing

for the portion of the tank volume which cannot be injected.

10.3 SLCS Fault Tres

The top level fault tree for the SLCS i{s shown in Figure 9, with the top gate
defined as ‘ailure to deliver 50 gpm of borated water from the storage tank to
the RPV., Details providing input to most of the events in Figure 9 are

contained in the several additional branches to the fault tree.

Normally the risk significant $SCs would be determined from the total olant

reliability analysis (fault trees and event trees), but in this example results
of the system fault tree are given in Table 2. Six cutsets, or combinations of
events leading to system failure, combine to contribute a large fraction of the
total system failure probability. Seven events or failures contribute to these
top six cutsets, so the SSCs contributing to these events should be considered

as candidutes for redesign nr for risk focused maintenance.

-20-
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Figure 9. Standby Liquid Control System Top Level Fault Tree
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Table 2. Top Level Cutsets for SLCS Failure

CUISET  EVENTS'

OVFOO1HW  OVFOO2HW
OFLOOOHW

ECAO4LOH

ECAO21H

OPMOO2HW  OVFOO1HW
OPMOO1HW  OVFOOZHW

L T T S N

* Event names:
OVFOO1HW  Flov Diverted Through Relief Valve FOO03A
OVFOO2HW  Flow Diverted Through Relief Valve FOO3B
OFLOOOHW  Plugged Suction Lines From Tank
OPMOO1HVW  SLCS Pump A (COOlA) Falls to Mperate
OPMOO2HW  SLCS Pump B (COO1B) Fails to Operate
ECAO21d AC Power Cable 21 Failure
ECAO4LOH AC Powe Cable 40 Failure

22
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10.4 System De.ign Response

The SLCS system components identified in top cutsets of the total plant fault
tree would normally be considered for recesign or for risk focused maintenance,
as noted above. However, for this example the seven events identified by the
system fault tree are the areas most significant to system failure to carry out

its function.

Two of the events in Table 2 result from flow of SLCS fluid being diverted
through relief valves back to pump suction rather than into the RPV. Since
gate and check vaive fallures (which could result in relief valve operation)
are accounted for by separate events, these relief valve failures of concern
can be considered to be valve body failurcs or inadvertent opening of the
relief valves. Plugging of the suction lines from the storage tank could
result from some contamination of the tank fluid or coilectioa of foreign
matter in the tank. The pump failures to start upon demand could result from

electrical or mechanical problems at the pumps or their control circuits.

Two AC electrical system failures that contribute to SLCS system failure are
{dentified in Table 2. No further details of electrical system failures or
maintenance are included here. That leaves the five components noted above for

special attention with regard to reducing the risk of system failure.

a. Rodesign

1f the system reliability is already adequate to meet its goals, redesign will
not be necessary. Redesign considerations, if required, will include trying teo
identify more reliable relief valves, more r2liable pumps, and suction lines
less likely to plug. The latter might be :-hieved by using larger diameter
pipes, inlet strainers, or sultiple suction lines. Pump and valve rellability
might br enlianced by spec’. ic design changes or by providing greater redundancy
of equipment. Any ~..n redesign wou d have to be evaluated by balancing the
increase in reliability achieved against the added complication to plant

equipment and layout.

«23.
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If redesign is not necessary, or after redesign 1 s been completed, the
appropriate reliability focused maintenance should be {dentified for che three
SLCS component types identified by the fault tree and discussed above. This
begins with determining the likely failure modes that will lead to loss of
function. Examples of the types of failure modes that could impact reliability
of these identified components are shown in Table 3. The table is not a
complete listing of important failure modes, bu: is {itended to indicate the
types of failures that would b2 considered.

¢. Recommended Maintenance

For each identified failure mode the appropriate maintenance tasks will be
identified to assure that the failure mode will be (a) avoided, (™) ic Lmed
insignificant, or (c) kept to an acceptably low probability The type ol
maintenance and the frequency of doing maintenance are both i{mportant aspects
of assuring that the equipment failure rate will be no greater than that
assumed for the PRA. Examples of maintenance activities and frequencies are
shown in Table 3 for each identified failure mode”

-26-
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COMPONENT  FAILURE MODE/CAVSE RECOMMENDED MAINTENANCE

Relief
valve

Suction
Lines

Bocy leakage

Spurious opening,
spring failure

Spurious opening,
spring fastener
failure

Spurious cpening,
failure of valve
stem or disk

Fails to start,
electrical
problems

Fails to run,
mechanical
problens

Lines plugged
by sediment

Lines plugged
by precipitated
boron compounds

Visual inspection

Inspect closure spring for breaks;
measure spring constant; replace

spring.

Visual inspection of
spring fastener, replace

if necessary.

Visual and penetrant inspection

of stem and disk,

ultrasonic

inspection of stem, replace if

necessary.

Functional test of pump with

suction from test tank, no flow
from sto” age tank.

Measure pump vibration during

pump operation in functional test.

Disassemble/inspect pump for

corrosion, wear.
necessary.

Refurbish as

Sample storage tank water for

sediment; clean tank as necessary

Sample storage tank water for
‘~gree of sarturation of boron

agounds .

Increase tank temper-

. U¥Z L4 TIeCeSSELY.
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EXAMPLES OF SLCS FAILURE MODES & RISK FOCUSED MAINTENANCE

ERAQUENCY

24 months

10 years

10 years

10 yesars

6 months

6 months

5 years

6 months

1 month
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GLOSSARY OF TERMS

ALDF

D-RAP

CE-NE

Owmer
Opera

PRA

Risk-

The core damage firequency as calculated by the PRA.

Design Reliability Assurance Program performed by the plant
designer to assure that the plant will be operated and
maintaine in such & way that the reliability assumptions of the
PRA apply throughout plant life.

GE Nuclear Energy, ABWR plant designer.

/
tor The utility or other organization that owns and operates the
ABWR following construction.

Probabilistic risk assessment performed to identify and quantify
the risk associated witt the ABWR.

Reliability Assurance Program performed by the owner/operator to
assure that the plant operates safely, consistent with the PRA.

critical Those $5Cs which are identified as contributing significantly te

the CDF and/or to the risk to the public.

85Cs Structures, systems and components identified as being important
to the plant operation and safety.

REFERENCES

(1) E. V. Lofgren, et. al., "A Process for Risk-Focused Maintenance"”,

SAIC, NUREG/CR-5695, March 1991
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Enclosure 2

NRC/uE MEFTING ON RELIABILITY ASSURANCE PROGRAM
JANUARY 14, 1992

Nume__ . . Organization __ Mail Stop.
Chet Poslusry NR™/DAK/PDST 11-KH-03
Jeffry Snarkey NRR/DLPQ/LPEB 10-A-19
Lindi Carpenter NRR/DLPZ/LPEB 10-A-19
Tim Polic NRR/DLPG LPEB 10-A-19
Adel Ei-Rassioni NRR/DREP/PRAB 10-E-09
Jerry Wilson NRR/DAR/PDST 11-H-03
Nick Saltos WRR/DREP/PRAB 10-E-04
Ca) Tang GE-NE

Charlie Larson O

Adrian Heymer HUMARC
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