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ABSTRACT

The report contains the results of the NRC Staff's evaluation of shutdown and
low=power operations at U.S commercial nuclear power plants, The report
describes studies conducted by the staff in the following areas: operating
experience re’. il ¥ to hutdown and low-power operations, probabilistic risk
assessment of ¢ Li*w. . nd low-power conditions and utility programs for
planning and cerfigtiry activities during periods the plant is shutdown, The
report also docinev’  evaluations of a number of technical issues regarding
shutdown and lovay wver operations performed by the staff, including the
principal findirgs and conclusions. Potential new regulatory requirements are
discussed, ¢s w¢ 44 potential changes in NRC programs.
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1 BACKGROUND AND INTRODUCTION

Over the past several years, the NRC staff has become more concerned about the
safety of operations during shutdown, The Diablo Canyon event of April 10,
1987, highlighted the fact that the operation of a pressurized-water reactor
(PkR) with a reduced 1 -v*ory in the reactor coolant system was a particularly
sensitive condition., From NRC's review of the cvent, the staff issued Generic
Letter 88-17 on October 17, 1988. The letter requested tha. licensees address
numerous generic deficiencies to improve safety during operation at reduced
inventory. More recently, the incident investigation team's report of the loss
of ac power at the Vogtle plant (NUREG-1410) emphasized the need for risk
management of shutdown operations., Furthermore, discussions with foreign
regu’atory organizations (i.e., French and Swedish authorities) about their
evaluations regarding shutdown risk have vonfirmed previous NRC staff findings
that the core-damage frequency for shutdown operation can be a fairly substan-
tial fraction of the total core-damage frequency. Because of these concerns
reparding operational safety during shutdown, the staff began a carcful,
detailed evaluation of safety during shutdown and low-power operations.

On July 12, 1990, the staff briefed the Advisory Committee on Reactor Safeguards
(ACRS) on its draft plan for a broad evaluation of risks during shutdown and
low-power operation. On October 22, 1990, the staff issued the plan in the

for of a memorandum from James M. Taylor, to the Commissioners, “Staff Pian

for Evaluating Safety Risks During Shutdown and Low Power Operations." The
staff briefed the ACRS on the status of the evaluation on June 5 and 6, 1991,
and on June 19, 1991, the staff discussed the status of the evaluation in a
public meeting with the Commission. On September 9, 1991, the staff issued a
Commissir~ paper (SECY-91-283) which reported progress to date on the evaluation
and provived a detziled plan for addressing each of the technical issues
identified.

1.1 Scope rf the Staff Evaluation

In the staff's evaluation, "shutdown and low-power operation" encompasses
operation when the reactor is in a subcritical state or is in transition

1-1
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IV, Integrate technical results to understand risk,
v, Evaluate guidance and requirements atfecting risk management,
Vi. Recommend new regulatory requirements as necessary,

Consistent with this program plan, the staff and its contractors have completed
the following studies which, as indicated, are fully discussed later in this
report:

Systematically reviewed operating experience, incleding reviewing reports
of events at foreign and domestic operating reacto r, and documented the
findings in the AEOD engineering evaluation (Chapter 2);

o With assistance from the Science Applications international Curporation
(SAIC), analyzed a spectrum of events at uperating reactors using the
accident sequence precursor (ASK) methocology (Chapter 2);

Visited 11 plant sites to broaden staff understanding of shutdown opera-
tions, including outage planning, outage management, zad startup and
shutdown activities (Chapter 3);

. Reviewed, evaluated, and documented the few existing domestic and foreign
PRAs that address shutdown conditions {(Chapter &);

. Compieted and documented a coarse Level 1 PRA of shutdewn and low-power
operating modes for a PWR and a BWR through RES contractors at Brookhaven
National Laboratory and Sandia National Laboratory (Chapter 4);

With technical assistance from the 'daho National tngineering Laboratory
{INEL). completed and documented ceveral thermal-hydraulic studies that
address the consequences of an extended loss of residual heat removal
{Chpater 6);

s With technical assistance from Science Applications International

Corporation (SAIC), compiled existing regulatory requirements for shutdown
operation and importent safety-related equipment (Chapter 5);

1-3
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®  Coordinated a meeting with OECD/NEA (Organization for Economic Cooperation
and Development/Nuclear Energy Agency) specialists to exchange information
on current regulatory approaches to the shutdown issues in member countries,
including drafting a discussion paper on the various approaches {Chapter
§); and

b Met periodically with the Nuclear Management and Resources Counci) (NUMARC)
to keep the industry informed of NRC activities and to stay abreast of the
industry's continuing initiatives.

To integrate its findings from these studies and to define important technical
issues, the staff met for three days with contractors from several national
laboratories who had been working on the shutdown and low-power evaluation or
had special expertise in the issue. During this meeting, held April 30 through
May 2, 1991, the staff identified five issues that are especially important for
shutdow .nd a number of additional topics thai warrant further evaluation.
These issues are

# outage planning and control

% stress on personnel and programs

» training and procedures

12 technical specifications

¥ PWR safety during midloop operation

Topics identifisd for turther evaluation included:

. loss of residual heat removal capability
op containment capability

’ rapid boron dilution

¢ fire protection

. instrumertation

. ECCS recirculation capability

» effect of PWR upper internals

. onsite emergency planning

x fuel handling and heavy loads

1.4



Ry = ®  potential for draining the BWR reactor vesse)
: reporting requirements for shutdown events
need to strengthen inspection program

o

The staff proposed an evaluation plan for each of the issues and topics and
documented the plans in a Commission paper issued September 9, 1991 (SECY-
91-283). The evaluations have now been complete and the results form the basis
for the staff's technical findings and conclusions provided in Chapter 6, and
recommended actions as provided in Chapters 6, 7, and 8 of this report,
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¢ ASSESSMENT OF OPERATING EXPERIENCE

2.1 Retrospective Review of Events at Operating Reactors

The staff reviewed operating experience reports to ensure that its evaluation
encompassed the range of events encountered during shutdown and low-power
operation. The staff reviewed licensee event reports (LERs), previous studies
performed by the Office for Analysis and Evaluation of Operational Data (AEOD),
and various inspection reports to determine the types of events thet take
place during refueling, cold and hot shutdown, and low~power operation,

The staff reviewed events that occurred at foreign nu-lear power pleris using
information found in the foreign events file mair‘*ained for AECD at che Oak
Ridge National Laboratory. The AEOD comnilation included tre types of events
that applied to U.S. nuclear plants and those not found in a review of U.S,
experience,

In performing this review, the staff found that the more significant events

for pressurized-water reactors (PWRs) were the loss of residual heat removal,
potential pressurization, and boron dilution events. The more important events
for boiling-water reactors (BWRs) were (1) the loss of coolant, (2) the loss of
cooling, and (3) potential pressurization. Generally, the majority of important
events involved human error--administrative, other personnel, and procedural
errors, In December 1990, the staff documentea this review in the AEOD special
report, "Review of Operating Events Occurring During Hot and Cold Shutdown and
Refueling" which is summarized below. In addition, the staff selected 10
events from the AEOD review for further assessment as precursors to potential
severe core-damage accidents. This assessment is discussed in Section 2.2.

The AEOD special report encompassed events that had occurred primarily between
January 1, 1988, and July 1, 1990. An initial database was created which
included 348 events gathered primarily from the Sequence Coding and Search
System (SCSS) and significant events that occurred before or after the target
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period. Of the 348 events, approximately 30 percent were considered more
significant and were explicitly discussed in the AEOD report.

The events were evaluated hy plant type (1.e., PWR or BWR) and six major event
categories: loss of shutdown cooling, loss of electrical power, containment
integrity problems, loss of reactor coolant, flooding and spills, and overpres
surization of the reactor coolant system; for PWRs, boron problems were also
included. Less frequently occurring events, such as fires, were covered
briefly.

The results of the AEOD study are discussed in Sections 2.1.1 through 2.1.7,
Insights from the study are given in Section 2.1.8,

2,1.1 Loss of Shutdown Cooling

The loss of shutdown cooling is one of the more serious event types and can be
initiated by the loss of flow in the residual heat removal (RHR) system or by
loss of an intermediate or ultimate heat sink, Events involving loss of
cooling that occur shortly after plant shutdown will quickly lead to bulk
boiling and eventual fuel uncovery if cooling is not restored.

The evaluation included 13 PWR and 11 BWR events invelving loss of shutdown
cooling; these are listed in Tables 2.1 and 2.2.

More than 60 percent of the PWR events arose from human error--administrative,
other personnel, or procedural. Equipment problems accounted for 16 percent of
the events. The types of incidents that caused the events ranged from the RHR
pump becoming air bound, to loss of power to the RHR pump, to the malfunction
of the level indication in the control room,

These events resulted in temperature rises ranging from 15° to 190° (on the
Fahrenheit scale),

For the BWR events, approximately 60 percent were caused by human error--
administrative, other personnel, or procedural,
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2.1.2 Loss of Reactor Coolant Inventory

The chance that reactor coo.ant will be lnst from the reactor vessel can
actually increase during shutoown modes because large, low-pressure systems,
such as RHR, are connected to the reactor coolant system, The safety signifi-
cance of such loss is that it could lead to voiding in the core

ar ventual exposure of the core.

The evaluation included 22 events involving loss of reactor coolant, The
plants and dates of the events are listed in Tables 2.3 and 2.4:

The PWR events had various causes, such as opening of the RHR pump suction
relief valve power-operated relief valve (PORV) and block valves opening
simultaneously during PORV testing, and loss of pregsure in the reactor cavity
seal ring allowing drainage from the cavity. These events accounted for losses
of reactor coolant inventory of up to 67,000 gallons.

Many of the BWR events included in the evaluation were caused by valve lineup
errors and resulted in decreased levels or up to 72 inches,

Of the 10 PWR events reported in the AEOD evaluation, 6 were caused by human
errors and 4 were caused by equipment problems. Of the 12 BWR events included
in the evaluation, 10 were caused by human errors and only 2 were caused by
equipment failure,

2.1.3 Breach of Containment Integrity

A breach of containment integrity in itself may not be of great safety signifi-
cance, but this event, coupled with other postulated events, could substan-
tially increase the severity of the initial event. Also, a breach of contain-
ment integrity in conjunction with fuel failure could cause the release of
radioactive material. Eight events involving breach of containment were
included in the AECD evaluation, All were due to human error,
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Table 2,1 Table 2.2
Events Involving PWR Loss of Events Involving BWR Loss of
Shutdown Cooling Shutdown Cooling =
Plant Event Date Plant Event Date
Millstone 2 12/09/81 Brunswick 142 04/17/81
Salem ] 03/16/82 Susquehanna | 03/21/84
. Catawba 1 04/22/85 Fermi 2 03/18/88
k Zion 2 12/14/8% FitzPatrick 10/21/88
Crystal River 3 02/02/86 Susquehanna 1 01/07/89
Oconee 3 12/16/87 River Bend 06/13/89
Arkansas | 10/26/88 Pilgrim 12/09/89
e McGuire 1 11/23/88 Duane Arnold 01/09/90
RS Arkansas | 12/19/88 FitzPatrick 01720790
;‘ Braidwood 2 01/23/89 Susequehanna 1 02/03/90
,i Salem 1 05/20/89
fi Arkansas 1 12/06/89
votgle 1 03/20/90
; Table 2.3 Table 2.4
E Events Involving PWR Loss of Events Involving BWR Loss of
i Reactor Coolant Reactor Coolant
| Plant Event Date Plant Event Date
| Haddem Neck 08/21/84 Grand Gulf 04/03/83
y Farley 2 10/27/87 LaSalle 1 09/14/83
L Surry 1 06/17/88 Lasalle 2 03/08/84
| Secuoyah 1 05/23/80 Washington Nuc 2  08/23/84
San Onofre ¢ 06/22/88 Susquehanna 2 04/27/85
| Byron | 09/19/86 Hatch 2 05/10/85
Cock 2 02/16/89 Peach Bottom 2 09/24/85
; Indian Point 2 03/25/89 Fermi 2 03/13/87
| Palisades 11/21/89 Washington Nuc 2 05/01/88
| Braidwood 1 12/01/89 Pilgrim 12/93/88
; Vermoi.t Yankee 03/09/89
i Limerick 04/07 /89



Table 2.5

Events Involving Loss of Electrical Power

PRR Event Date Description of Event
Turkey Point 3 05/77/8% Loss of offsite power
Fort Calhoun 03/21/87 Loss of all ac offsite power
McGuire | 09/16/87 Loss of offsite power
Harris 10/11/87 lL.oss of power to safety buses
Wolf Creek 10/15/87 Loss of 125-volt dc source
Crystal River 3 10/16/87 Loss of power to one of two vital buses
| Indian Point 2 11/05/87 Loss of power to the 280-V ac uus
; Braidwood 2 01/31/88 Instrument bus deenergized
Millstone 2 02/04/88 Loss of power to vital 4160-V ac train
Yankee Rowe 11/16/88 Loss of power to two emergency 480-V buses
Fort Calhoun 02/26/90 Loss of power to 4160 safety buses
s BWR
, Pilgrim 11712/87 Loss of offsite power
3 Nine Mile 2 12/26/88 Loss of offsite power
| Millstone 1 04/29/89 Loss of normal power
| Washington Nuc 2  05/14/89 Loss of offsite power
;'_' River Bend 03/25/89 Division 11 loss of power
r Limerick 03/30/90 Loss of power to power supply uninterruptedly
J
f
)
i
l
|
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original database, Of the original 29 PWR events, more than 50 percent were
caused by human errors; 14 percent were caused by equipment problems, There
were only 7 BWR flooding or spil) events in the origina) database and the
majority were caused by human errors,

2.1.7 1nadvertent Reactivity Addition

Both PWR and BWR plants had experienced inadvertent criticalities, some of

which resulted in reactor scrams, The AEOD evaluation indicated that inadvertent
reactivity addition in PWRs was caused primarily by dilution while the plant

was shut down, Also boron dilution without the operator's knowledge was
identified as a potentially severe event, In BWRs, inadvertent reactivity
addition was most often caused by human error (the operator selected the wrong
control) and feedwater transients,

The events included in the evaluation are listed in Table 2.6,
2.1.8 Insights From the Review of Events

The original database of shutdown events included events and a majority of the
events had occurred since 1985, AEOD used experience and engineering judgment
in selecting which of the 348 events were the more significant, Those signi-
ficant events were then categorized to help AEOD determining the cause and
idertify any trending.

Two major observations became apparent in the evaluatien whether using the
original database of 348 or the narrowed database of 30 more significant events.
The first observation is that a greater percentage of the events were caused by
human errors than by equipment problems. The second observation is that the
events did not reveal new unanalyzed issues but instead appeared to represent
an accumulation of errors or equipment failures or a combination of the two.



Table 2,6

Events Involving Inadvertent Reactivily Addition

PWR tvent Date Description of Event

Surry 2 04/14-23/89 Boron concentration decreased by leak in RCP
standpipe makeup valve

Turkey Point 34« 05/28-6/03/87 Unable to borate Unit 3 VCT* because of
nitrogen gas binding of all boric acid
transfer pumps

Arkansas 2 05/04/88 Gas binding of the charging pumps from
inadvertent emptying of the VCT*

L Foreign reactor 1990 Boron dilution from a cut steam generator
tube that had not been plugged

L Millstone 1 11712776 Withdrawal of the wrong control rod and a
? suspected high worth rod

i Browns Ferry 2 02/22/84 Withdrawal of high worth rod

}

1y Hatch 2 1177785 Feedwater .ransient

; Peach Bottom 3 03/18/86 Incorrect rod withdrawn

s

A River Bend 07/14/86 fFeedwaler transient

i

{ Oyster Creek 12/24/86 Feedwater transient

* VCT = volume control tank

e i
F

TR TN N Y 1T Byl D R e b il YO e YU Ty ol - A TRE S



R

----- T T A e e B AR e B e e ST A e

2.2 Aecrdent Sequence Precursor Analysis

Using the accident sequence precursor (ASP) method, the staff and its con-
tractors, Oak Ridge National Laboratory and Science Applications International
Corporation (ORNL/SAIC), evaluated a sample of 10 shutdown events that could be
significant. The staff reviewed this sample to determine the conditional
probability of core damage, that is, the probability of core damage given that
the initiating event has already occurred, from each type of event selected

in order to help characterize the overall shutdown risk for U.S. nuclear power
plants. As discussed in Section 2.2.1, the 10 selected events reasonably
represented the reactor population of BWRs, PWRs, and the various vendors,

To date, the ASP program has been largely concerned with cperational events
that occurred at power or hot shutdown. Methods used in that program to
ident fy operational event. considered precursors, plus the models used to
estimate risk significance, have been developed over a number of years., In
particular, the ASP core-damage models have been improved over time to reflect
insights from a variety of protabilistic risk assessment (PRA) studies., In
applying ASP methods to evaluate events during cold shutdown and refueling,
the same analytical approach was used. However, accident sequence models
describing failure combinations leading to core damage had to be developed,
with little earlier work as a basis,

This analysis was exploratory in nature. Its intent was to ensure that operating
experience was assessed systematically, to develop insights into (1) the types

of events that have occurred < ing shutdown and (2) which characteristics of
these events are important to risk, and to develop methods that could be used

in a centinuing manner to analyze shutdown events. The staff did not intend to
use this effort to make comparisons with analyses of at-power events .n the ASP
program.

The following section describes how the 10 events that were analyzed were
selected. Section 2.2.2 summarizes the development of core-damage models and
the estimation of conditional probabilities suitable for event ranking.
Finally, Section 2.2.3 describes the results of the analyses and overall
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findings, The complete detailed analysis for each event is documented in
Appendix A,

2.2.1 Selecting Events for Analysis

The staff selected 10 events that had occurred during cold shutdown and
refueling for analysis. The staff chose these events after it had (1)
reviewed the AEOD evaluation of non-power events discussed in Section 2.1
and (2) performed confirmatory searches using the Sequence Coding and Search
System, a database of licensee event report (LER) information main.ained at
ORNL .

Events chosen were considered representative of the types of events that could
impact shutdown risk and that could be analyzed using ASP methods. These
events concerned loss of reactor inventory, loss of residual heat removal, and
loss of electric power. One event involved a flood that had safety system
impacts. The events chosen Tor analysis were considered more seriovus than the
typical event observed at cold shutdown,

Events were also chosen so that all four reactor vendors were represented in
the analysis. This allowed the staff to explore modeling issues unigue to
different plant designs und to develop models thet could be applied at a later
date to a broad set of cold-shutdown and refuelinu events,

The 10 events chosen for analysis are listed in Table 2.7. The 10 events are
sorted by date and by vendor in Table 2.8. The 1990 loss of ac power and shut-
down cooling (SDC) at Vogcle 1 is not included in the list because it had been
evaluated previously with the ASP methodology.

2.2.2 Analysis Approach

The staff analyzed in detall each of the events listed in Table 2.7. This

analysis included a review of available information concerning each event and
plant to determine system lineups, equipment out of service, water levels and
reactor pressure vessel (RPV) inventories, time to boil and to core uncovery,



Table 2.7

— e

Cold. Shutdown and Refueling Events Analyzed Using ASP Methods, by Docket/LER No,

Docket/
LZR No.

Description of Event (Date)

Conditional
Core-Damage
Probability*

271/89-013

285/90-006

287/88-005

302/86-003

10,000 gal of reactor vessel inventory was
transferred to the torus at Vermont Yankee
wher maintenance stroked-tested the L0C
valves in the out-of-service loop of RHR
with the minimum flow valve already open.
More than 45 min required to locate and
isolate the leak. (3/9/89)

Loss of offsite power (LOOP) with the
emergency diese! generators (EDGs) not
immediately available at Fort Calhoun,
Breaker failer relay operated to strip
loads, but EDG design feature prevented
auto loading. (2/26/90)

Loss of ac power and loss of RHR during
midloop operation with vessel head on at
Oconee 3. Testing errors caused a loss of
power to feeder buses resulting in loss of

SOC with no accompanying reactor temperature

or level indi_ation. (9/11/88)

RHR pump shaft broke during midloop

operation at Crystal River 3, Pump had been

in continuous operation for about 30 days.
A tripped circuit breaker delayed placing
the second train on-line., (2/2/86)
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Table 2.7 (Continued)
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Conditional
Docket/ Core-Damage
LER No. Cescription of event (date) Probability*
458 /89-020 15,000 gal of servicé water fioodeu the 1.0:10'5

auxiliary building when a freeze seal failed
at River Bend, One RHR train, normal spent
fuel pool cooling, and auxiliary and reactor
buiiding lighting were lost. (4/19/89)

*The estimated conditional probabilities are only cunsidered usable for the

ng of the 10 events. The probability values cannot be compared
with conditional probabilities calculated in the ASP program for events
occurring at power.

relative ranki
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Table 2.8

Cold Shutdown and Refueling Events Analyzed Using ASP Methods, by Vendor

in Conditional

: Docket/ Core-Damage
LER No. Description of Event (Date) Probability* -
GENERAL ELECTRIC (BWR)

i

;_ 271/89-013 10,000 gal of reactor vessel inventory was 1.0:(10'6

f transferred to the toru: at Vermont Yankee.

; (3/9/89)

387/90-005  Extended loss of RHR at Susquehanna 1. 2.7x107

' (2/3/90)

? 397/88-011 Loss of reactor vessel inventory at WNP-2, a.sx10‘5

| (6/1/88)

i 458/89-020 15,000 gal of service water flooded the 1.0x10'6

. auxiliary building when a freeze seal failed

at River Bend. (4/19/89)

| BABCOCK AND WILCOX (Pwi)

267/88-005  Loss of ac power and loss of RHR during 1.7x10°8

| midloop operation with vessel head on at

3 Oconee 3. (5/11/88)

f

; 302/86-003 RHR pump shaft broke during midloop 1.4;(10"6

operation at Crystal River 3, (2/2/86)
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Table 2.8 (Continued)

I e

Conditional
Docket/ Core-Damage
LER No. Description of Event (Date) Probability*
COMBUSTION ENGINEERING (PWR)
285/90-006  Loss of offsite power (LOOP) with the 3.6x10"°
emergency diesel generators (EDGs) not
immediately available at Fort Calhoun,
(2/26/90)
382/86-015 Loss of RHR during midloop operation at 2.1x10'4
waterford 3. (7/14/86)
WESTINGHOUSE (PWR)
323/87-008 Loss of RHR at Diablo Canyon 2 while in 5.2:10'5
midloop operation, (4/10/87)
456/89-016  RCS inventory loss at Braidwooa 1. 1.0x10°C

(12/1/89)

*The estimated conditiona' probabilities are only considered usable for the
relative ranking of the 10 events. The probability values cannot be compared
with conditional probabilities calculated in the ASP program for events

occurring at power.
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vesse] status, and so on. This involved review of fina) safety analysis
reports (FSARs), augmented inspection team (AIT) reports, operating procedures,
and supplemental material in order to understand the system interactions that
occurred during the event, the recovery actions and alternate strategies that
could be employed, and the procedures available to the operators,

Once the event had been characterized and its effect on the plant was under-
stood, event significance was estimated based on methods used in the ASP
program. Quantification of event significance involves determining a condi-
tional probability of subsequent core damage given the failures that occurred.
(See Sectirn 2,2.3 for the current limitations in this approach.) This was
estimated by mapping failures observed during the event onto event trees that
depict potential paths to severe core damage, and by calculating a conditional
probability of core damage through the use of event tree branch probabilities
modified to reflect the event. The effect of an event on event tree branches
was assessed by reviewing the operational event specifics against system design
information and translating the results of the review into a revised condi-
tional probability of branch failure given the operational event,

In the quantification process, it was assumed that the failure probabilities
for systems observed to have failed during an event were equal to the like-
lihood of not recovering from the failure or fault that actually occurred,
Failure probabilities for systems observed to have degraded during an opera-
tiona) event were assumed equal to the conditional probability that the system
would fail (given that it was observed degraded) and the probability that it
would not be recovered within the required time period. The failure proba-
bilities associated with observed successes and with systems unchallenged
during the actual event were assumed equal to a failure probability estimated
by the use of system success criteria and train and common-mode failure
screening probabilities, with consideration of the potential for recovery. The
conditional probability estimated for each event was useful in ranking because
it provides an estimate of the measure of protection remaining against core
4amage once the observed faiiures have taken place.
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Event tree models were developed to describe potential core-damage sequences
associated with each event, For the purposes of this analysis, core damage
was assumed to occur when RPV water level decreased to below the top of active
fuel (TAF). Choice of this damage criterion allowed the use of simplified
calculations to estimate the time to an unacceptable end state. Cnre damege
was also assumed to occur if a combination of systems, as specified on the
event tree, failed to perform at a minimum acceptable level and could not be
recovered.

The event tree mode) used to analyze an event was developed on the basis of
procedures that existed then, These procedures were considered the primary
source of information available to the operators concerning the steps to be
taken te recover from the event or to implement another strategy for cooling
the cone, Since procedures varied greatly among plants, the event trees
developed to quantify an event were typically plant and event specific, [vent
trees applicable to each analysis are described in Appendix A,

In developing branch probability estimates for the cold-shutdown models, the
probability of not recovering a faulted branch before boiling or core uncovery
occured frequently had to be estimated. Applicable time periods were often 6 to
24 hours.

There are no operator response models (especially models out of the control
room) and equipment repair models for these time periods. For the purposes of
this analysis, the probability of crew failure as & function of time for
non-proceduralized actions was developed by skewing applicable curves for
knowledge-based action in the control room by 20 minutes to account for
recovery time outside the control room. A minimum {trun.ated) failure proba-
bility of lxlo" was also specified. For long-term procedural zed actions,
recovery was assumed to be dominated by equipment failure, and operator failure
was not addressed. The probability of failing to repair a faulted system
before boiling or core uncovery occurred was estimated using an exponential
repair model with the observed repair time as the median,

Probability values estimated using these approaches are very uncertain,
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Unfortunately, these same probabilities significantly influence the conditional
core~damage probabilities estimated for the four more significant events and,
therefore, those conditiong’ probabilities are also uncertain,

The impact of long-term recovery assumptions 1s 1llustrated below, Changes in
conditional probabilities resulting from a factor-of-three change in the
nonsrecovery estimates are listed for the Susquehanna and Waterford events,

As can be seen, within the r:ige shown, the conditional probability for both
events was very strongly related to assumptions concerning long-term recovery,

Operator response 1s probably the most important issue determining the
significance of an event in shutdown, and until ft is better understood, the
relative importance of shutdown events compared to events at power cannot be
reliably estimated,

2.2.3 PResults and Findings

The conditional core-damage probabilities estimated for each event are listed
in Table 2.7 and shown in Figure 2-1. The calculated probabilities are
strongly influenced by estimates of the likelihood of failing to recover
initially faulted systems over time periods of 6 to 24 hours. Very little
information exists concerning such actions; hence, the conditional probability
estimited for an event involved substantial uncertainty. Additionally, some
conditional probabilities were strongly influenced by assumptions concerning
(1) the plant staff's ability to implement non-proceduralized short-term
actions, (2) the actual plant status at the time of the event, and (3) the
potential for the evan: Lo have occurred under different plant conditions,
Berause of these factors, the estimated conditional probabilities are only
considered usable for the relative ranking of the 10 events, The probability
values cannot be compared with conditional probabilities calculated in the ASP
program for events accurring at power,

The distribution of events as a function of conditional probability 15 shown

in Table 2.9. The result for the 1990 loss of ar power and SDC at Vogtle 1
is also included for completeness. The analysis performed for the Vogtle ]
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event 1s also provided in Appendix A, [Events with conditional probabilities
below lxlO's are considered minor with respect to risk of core damage.
Conditional probatilities above this value are indicative of a more serious
event, EBecause of the uncertainties inherent in the analysis process, it is
not possible to distinguish the relative significance of events with similar
conditi mal probabilities (factor of three),

Table 2.9

Events Ranked by Order of Magnitude

Conditional Events ranked by conditional probability of
probabiliiy range subsequent core danage

10'T Loss of all AC power at Vogtle (See Appendix A)
10°% o0 1073 Loss of RCS inventory and SDC during mid-loop
operation at Waterford (LER 382/86-015)
107% to 107 Loss of RCS inventory and SOC during mid-loop
operation at Diablo Canyon 2 (LER 323/87-005)
RHR isolation of Susquehanna 1 (LER 387/90-005)
Loss of RPY inventory at Washington Nuclear Power 2
(LER 397/88-011)
1078 to0 10°° 3 events
107 3 events
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ACCIDENT SEQUENCE PRECURSCR STUDIZS
FIGURE 2-1

CONDITIONAL CORE DAMAGE PROBABILITY
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The four events witn conditional probabilities above 10°5 are

(1)

(2)

Loss of Residua) Heat Removal (RHR) During Mid-loop Operation at
Waterford 3 on July 14, 1986, 1In this event, a non-procedu alized drain
path was not isclated once the reactor coolant system (RCS) level was
reduced co midloop. Draining continued and resulted in cavitation of

the rporating RHR pump. Restoration of shutdewn cooling (SDC) took 3
ho.rs, during which boiling occurred in the core region. Both RHR pump
suction lines from the RCS were steam bound (most likely a result of the
suction loop seal design at the plant). RCS inventory was restored using
one of the low-pressure safety injection (LPS1) pumps (these erc he same
as the RHR pumps on this plant) taking suction from the refueling #ater
storage pool (RWSP).

Shutdown cooling was eventually restored by using the pump warmup 1ines
in conjunction with repeated pump jogging--a non-proceduralized action,
The metiod specivied in the procedure to restore RHR pump suction (use &
vacuum priming system to evacuate the loop seal) would not have been
effective since hot-leg temperature exceeded 212°F,

The dominiat core-damage sequence for this event (which includes the
observed failures plus additional postulated failures, beyond the opera-
tional event, required for core damage) involved failure to recover RHR
and unavailability of the steam generators as an alternative means of
removina decay heat,

Loss of RHR During Midloop Operation at Diablo Canyon ¢ on April 10,
1987. RCS inventory was lost through a leaking valve, Subsequeni air
entrainment in the RHR pump suction flow resulted in a loss of SDC,
Boiling occurred in the core region. RCS inventory was recovered using
gravity feed from the refueling water storage tank (RWST) and an RHR pump
was restarted, Use of gravity feed from the RWST to recover RCS inventory
was not proceduralized, but had been used earlier in the outage,

2-21



(3)

(4)

The dominant core-damage sequence involved failure to pravide continued
RCS makeup with the RCS open,

Loss of RPY Inventory at Washington Nuclear Plant 2 (WNP-2) on May 1,
1988, The RMR suppression pool suction and shutdown coolfng (SDC) suction
valves were incorrectly cycled so that both valves were open at the same
time. Approx.ciately 10,000 gailons of water drained from the RPY to the
suppression poel in less than & minute, and the DC suction line i1solated
on low RPV level. The control rod | ive (CRD) and condensate systems were
used to recover RPY level., SDC was reestablished in 7 minutes.

The dominant core-damage sequetice irvolved failure to restore RHR after
the suction line was i1solated and failure to implement <ubstitute long-
term S0C s tegies ‘primarily suppression pool cooling)

“s_0f RHR at Susquehanns 1 on February 3, 1990, RPS bus B was lost

ing tests on the RPS bus breaker as a result of a short to ground in @
d. dist=ibution panel, The loss of RPS bus B prevented recovery of RHR,
which had been previously isolated for the breaker testing, for more than
§ hours. During this time, another form of RHR was used, opening
safety-relie’ valves (SRVs) and dumping steam to the suppression pool.
CRD flow was used fur RPV makeup,

g domirant core-damage sequence wes similar te that for WNP-Z-~failure
to recover RHR and failure to implement substi'iite long-~term SDC strate-
gics.

The factors that resulted in the higher conditional probability estimates for
these events highlighted major issues impactiro both risk and risk estimates
for the shutdown events analyzed in this study: operator actions to recover

ialied equipmenrt (Waterford), implementation of non-proceduralized recovery

actions /waterford and Diablo Canyon 2), and the potential for restoring
failed systems in the 6- to Zd-hour timeframe (Susquehanna and WNP-2),

Thesc factors and other analys's findings are discussed below,
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Design and Operctional lssues Important 1o Risk During Shutdowns

Plant Procedures, Procedures in use at the time of the event had a signifi.
cant effect on the analysis of the event, since what operators knew about
alternative recovery strategies was assumed Lo derive primarily from the
procedures, Ad hoc actions were postulated in some cases, but were considered
much less relfable than proceduralized actions, Detailed guidance was limited
in early procedures, and what did exist offered 1ittle information on how to
recognize an event or implement a correct recovery course, Some procedures did
direct operators to substitute systems if RHR could not be recovered, but
information needed for determining when such systems would be effective (such
as the minimum time after shutdown before the system could adequately remove
decay heat) was not given.

Contemporary procedures offer much greater guidance and flexibility, both in
the number of substitute systems that can provide residual heat removal and in
information to help characterize on event., For example, Crystal River 3 now
has a procedure specifically directing the operators to use five different
systems for makeup water, whereas in 1986 (when the event analyzed in this
study occurred), the procedures listed only two such systems. The current
loss~0f «RHR procedure for Braidwood lists seven other methods to reestablish
core conling, gives cabular guidance regarding which methods are effective for
different operating states, and provides g aphs as a function of time since
gshutdown for RCS heatup, required vent paths to prevent RCS pressurization,
and required makeup flow for vesidual heat removal,

If events similar to thuse that were analyzed in this report occurred now,
many would be consideced less significant from the standpoint of risk of core
damege because of the acditional guidance and flexibility now includsd in the
procedures,

Operator Recovery Actions. Differences between operator s.tions associated
with recognizing that an event was in progress, deterting the cause of a
problem, and implementing recovery actions are apparent in the descriptions of
many of the 10 events. Several events were taking place for some time hefore
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someone either recognized there was & problem or was able to identify the exact
nature of the preblem, For example, during the Vermont Yankee event, operators
took 15 minutes to recognize that the water level in the reactor vessel was
decreasing and then they spent the next 30 minutes determining the source of
the leak, Once 1t was found, the source of the leak was quickly isolated.

For the event at Braidwood, operators quickly concluded that an RHR suction
relief valve had 1ifted, However, 2-4 hours were required to locate the valve
that had 1ifted (it was on a non-operating train),

For both the Vermont Yankec and Braidwood events, SDC was not lost and a large
amount of time was available to detect and correct the problem before core
cooling would have been affected. This was important, because it gave the
operators time to deliberately and systematically address each event, Avail-
ability of a long time period before the onset of boiling or core uncovery was
reflected in lower probabilities for failure to recover & faulted system or
implement actions away from the control room,

On the other han’ in the Waterford event (which happened when SDC was lost

during midloop operatisn), boiling in the core region occurred approximately :
4% minutes after SDC was lost. This 1s a short period of time to reliably |
implement recovery actions out of the control room. For the loss of SOC at
Waterford, information c-ncerning RHK pump restart (use of the vacuum priming
system to evacuate the suction iines) was not correct for the RCS condition
(*emperature  212°F) that existed during the event, SDC was eventually
restored by repeated pump jogging and the use of pump warmup lines to return
som¢ flow to the pump suctions.

Design Features That Complicate Recovery of RHR. The loss of SDC at Waterfurd
illustrates a design feature that significantly affected recovery of SDC. At
Waterford, loop seals exist in both the RHR suction and disciarge lines. The
loop seals are more elevated than the RCS locps and the top of the RWSP.

During the 1986 event, SOC suc!ion flow could not be quickly restored, apparently
because steam was flashing in the loop seal. For that event, the procedure for
responding to loss of SDC did not adequately address all RCS conditions that
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could be expected following a loss of SDC, nor did it provide information on
plant features ihat could complicate recovery, (Although not important in Lhe
recovery of the 1986 event, the loop seals would also prevent the use of
gravity feed from the RWSP for RCS makeup.)

Diverse Shutdown Cooling Strategies. The aveilability of diverse SDC recovery
strategies can play a significant role in reducing the significence of events
that occur at reduced vessel inventory or high decay heat loads, Use of a
diverse system to recover SDC would not reguire the recovery or repair of an
initially ‘aulted system, and presumably could be implemented more quickly in
many cases,

Many of the new procedures identify diverse methods for residual heat removal.
For example, the Braidwood procedure regarding loss of RHR identifies the
following alternate core cooling methods:

" bleed and feed using excess letdown through loop drains and normal
charging

®  gteaming intact/non~isolated steam generators (SGs)

°  bleed and feed using pressurizer power-operated relief valves (PORVs)

' refuel cavity to fuel pool cooling

¥ safety injection (S1) pump hot-leg injection

o accumulator injection

. inventory addition via the RWST

A1) of these methods are not applicable at all times; however, they provide a
flexibility significantly greater than a procedure in which just one alter-

native method is specified in addition to recovery of the faulted RHR system.

Factors That Strongly Influence the Significance of an Event. Analysis of

the 10 events confirms the influence of a number of factors on significence,
These factors are described below,

(1) High Decay Heat Load. A high decay heat load sigrificantly reduces the
time available for SOC recovery before boiling or core uncovery. This,
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(2)

(3)

(4)

(6)

in turn, increases the probability of failing to recover SDC or imple-
menting alternative cooling strategies, and may also increase the stress
level associated with the event, The number of alternative systems that
con effectively remove decay heat is also less than at low decay heat
loads; that may further complicate recovery,

RCS Inventory. Reduced RCS inventory also reduces the time available for
SOC recovery with a similar impact on the reliability of operator
actions,

Status of Reactor Vessel Head. Events that occur when the head 1s
removed are typically less significant than those that occur with the
head on, since RPV makeup cumbined with core region boiling will provide
residual heat removal,

Availability of Diverse Systems for SOC. The availability of diverse
systems that can provide -ore cooling reduces the risk associated with a
loss of SDC, since availability of these systems does not depend on
recovery of the RMR system, as discussed above,

Adequate Procedures. The importanc- of procedures that give detailed
information concerning response to a loss of RPV inventory or SDC, plus
alternative utrategies for recovery,
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progress, At several plants, licensees had neither documentation nor plans to
provide any. Two plants made exceptional efforts to keep outages short, At
one of these two plants, the team noted examples of less prudent operation than
at other plan’ 1t vigited. The other plant had a greater number of recent
shutdown-related events than any plant visited.

3.1.1 Safety Principles

Well-founded safety principles play a significant role in an outage program,
Sites visited varied widely in this area. A high priority was seldom placed on
such principles, and sometimes safety was based upon individus! philosophies.
Cften, principles were "understood" in contrast to being clearly defined in a
documented management directive,

Some licensees emphasized safety in outage planning and during outage meetings,
They posted critical safety boundaries at key locations and fdentified and
tracked critical safety cquipment with as much emphasis as given to critical
path, Some PWR licensees were particularly sensitive tc mid'oop and reduced
inventory operation, One site presented the following good safety principles
in its program:

(1) Minimize time at reduced inventory.

(2) Maximize pathways for adding water to the RCS.

(3) Maximize availability of important support systems,
14) Minimize activities requiring midloop operation,
(5) Maximize time with no fuel in the RV,

Some sites visited gave indepth consideration to such safety are < as
criticality, containment, instrument air, electric power, gravity feed, 5Gs
availability (in case of RCS boiling), use of firewater, and many other areas.
Others relied upon an ad hoc approach should problems arise.

3.2
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3.1.2 Safety Practices

A wide variety of safety practices was noted, Some utilities adhered to a
"train outage" concept, removing an entire train, including electrical equip-
ment, pumps, controls, and valves, from service, The other irain was
“protected, no work was allowed on it, Stated benefits were avoidance f
train swaps, minimization of mistakes, and simp’ification of the operstor's
Jobs. A "block" approach was also used in which @ boundary was established and
work was allowed within that boundary as long as no water was moved, Other
utilities practiced different approaches that may allow more flexibility, but
placed greater dependence on their personne) to avoid conflicts, Other safety
practices observed by the team included:

(1) Provide sufficient equipment that no single failure of an active component
will result in loss of residual heat removal,

(2) Add one injection system or train to that required by technical specifica-
tions (7§).

(3) Provide multiple power supplies, batteries, charging pumps, and such.
(4) Always have one ECCS available,

(6) Comply with TS; these are sufficient to ensure cafety, (This practice is
not endorsed by the staff.)

3.1.3 Contingency Planning

Some )icensees provided in-depth preparation for backup cooling, whereas others
placed more reliance on ad hoc approaches. Backup cooling includes such
techniques as gravity feed, allowing RCS boiling in PWRs with condensation

in SGs, and use of firewater. Again, there were many variations in both
capability and planning, Some PWR licensees planned SG availability; others
did not, Some who planned for the use of firewater and staged spool pieces
had procedures; others did not, Most PWRs had some gravity feed capability
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(3) Allow critical paths to float depending upon the work schedule, Safety
considerations may influence critica, path, (0Often, items 1 and 3 were
followed simultaneously.)

(4) Describe the work and suggest schedules to “"corporate headquarters,”
Keceive or negotiate an allowable outage time,

3.1.6 Outage Experience

A1l licensees incorporated outage experience into planning and found feedback
usetul, Most provided for feedback during an outage. Some conducted team
meetings immediately after completing significint tasks; others met following
the outage. Most compiled outage reports and used these in plarning the next
outage. Typical results include:

(1) Place personne) with operations background into key positions and areas
for planning and conducting outages.

(2) Locate the outage contro) locations (“war room") close te the control room
(CR) to facilitate communication,

(3) Use an SRD who is adjacent to, but nut actually in, the CR to handle the
work orders,

3.2 Conduct of Outages

Typically, outages were conducted with a licensed shift or unit supervisor who
controlled tagouts and approved each work package before initiation of day-
to-day work, The daily (and other) outage meetings also provided an
opportunity for identifying issues. Beyond this, various approaches were used,
ranging fron individuals who had their own criteria to various depths of
written or unwritten guidance or criteria,

Some licensees were protective of critica) equipment and made sure everyone
wau sensitive to such issues, For example, one licensee protected the oper-
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able train of safety equipment by roping off the areas and by identifying the
operabie train on every daily plan. Similar protected train approaches,
including identification in the daily meetings, were found at several plants.
Other techniques included providing critical plant parameters in the contro)
room,

Licensees often changed their organizations for an cutage, although some
operated by incorporating shutdown features into the organization used for
power operation and made few actual organization changes. There was a genera)
trend to emphasize operations experience for outage positions at al) levels,
Licensees who had empuasized such experience considered it to be very
beneficial in conducting a satisiactory outage.

Significant variations existed among sites visited in the ratio of utility
manpower and total manpower, and in the percentage of personnel involved in the
previous outage. Utilities that had a high percentage of people experienced in
previous outages at that facility considered such experience to be a signifi.
cant benefit, Among advantages cited were familiarity with the plant, less
training, higher quality, shorter oulayes, ard better motivated people.

Some Ticensees used task furces and "high impact teams" for critical-path
and near-critical-path tasks, These groups were composed of experienced
personnel who had performed the same function in po.. outages.

Contractors were used to various depths by different licensees. Their capa-
bilities, licensee supervision, and influence on outages varied widely, Some
1iceasees worked closely with their contractors and supervised them closely.
These licensees appeared to get better results than those who neither care-
fully trained nor supervised their contractors. Previou: contractor
experience at the site was often stated to be an advantzge and licensees often
tried to use the same contractor from outage to outage,

Interestingly, a large plant staff did not translate into an effective outage,

nor did a smaller staff at a "small" plant translate into an ineffective
outage, Staff size 31lso did not necessarily correlate with safe operating
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practices, although the team did encounter areas that were weak because they
lacked manpower, Those plants judged to have the most effective safety
prograns were adequately staffed in areas directly related to safety, were well
organized overall, and appeared to conduct effective outages.

Al utilities conducted periodic reviews during outages. Typically, these
involved overview and specialized meetings that were held once or twice a day.
A1l levels of plant personne’ and all disciplines were involved, A1l utilities
provided computer-aenerated cutage schedules in several formats and updated
some of these every day (or more often), Schedules typically covered a day,

3 days, 7 days, and the complete outage, and further provided a breakdown
ranging from an overview through complete scheduling of all activities.
Critical-path scheduling was seen often., Some utilities provided prominent
safety informatic- on their schedules; others did not.

Most daily meetings appeared well focused and to the point, Achievement
appeared to vary widely, Most expectations were routinely met at some plants,
but at others the outage appeared to be in disarray,

A commonly applied test for a satisfactory outage was meeting or bettering the
outage schedule. Corollary tests were meeting ALARA (as low as reasonably
achievabie) goals, avoiding personne! injuries, completing planned work, not
having to repeat work during power operation because it was not done well
during the outuge, and not having reportable events,

3.2.1 Operator Training

Licensee: often conducted extensive training immediately before a scheduied
outage, a practice judged necessary by most licensees because of the
specialized nature of, and the lack of everyday exposure to, LPS operation,
This was not always done, however, and minimal training was evident at some
sites.

Most licensees reported training for LPS operation, often with concentration
immediately before an cutage so that operators would be completely up to date,
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Some operators and ir<iructors said they thought LPS operation wes important,
but that the NRC hao my ‘herwise by not emphasizing it more in qualifica-
tion exams and simulator evaluations, Others felt that strong NRC interest in
training was reflected in Generic Letter (GL) B8-17 inspections and independent
resident inspecior followup. Although GL 88-17 coverage was limited, the
informat<on has heen applied to a wider range of PWR plant conditions by
licensees,

LPS operation: training was often specialized. Some licensees provided con-
centrated study in unique aspects of the outage to the operating shift expected
to handle those aspects of the outage. Training often involved specific
equipment, such as valves, RCP seals, and SG manways. Capabilities such as a
control rod handling machine mockup for a BWR, SG plena mockups, valves, pumps,
and an EDG mode) for maintenance training were encountered,

As in many other areas, the quality and scope of training was varied, and
ranged from:

Outage training is completed before the outage, Training for power
operation with simulator upgrades is conducted before leaving the
outage. Special tests are addressed as are evolutions, primary
manway and nozzle lam work, level incication problems, procedures,
ana consequences of what can happen. Procedures changes, including
background, are covered before crews take the watch,

to:
Many plant operators have not had overall systems training for
several years and have had no formal outage-specific tiaining
since the initial response to GL 88-17.

3.2.2 Stress on Personnel

Although the teams considered stress in general, it was investigeted in depth
at only one plant, This licentee emphasized short outages, and operators
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cited was the requirement for an operational pressurizer code safety valve
while large openings existed in the RCS. The licensee estimated sever 1 hours
of work and 500 mr of dose were involved to unnecessarily instal] and then
remove the valve,

3.3 Plant and Hardware Configurations

The teams observed that configurations of plant systems and components used by
licensees during outages varied widely among plants visited. During the
visits, the teams examined configurations of equipment throughout the plants,
including regions outside the protecteo area.

The teams' observations in selected areas are presented below,
3.3.1 Fuel (ffload

The fuel al some units was regularly offloaded; some may or may not be off-
loaded, The fuel at other units would be offloaded only if there was no
reasonable alternative,

An often-cited safety advantage for offloading was flexibility available
because no fue) was in the RV, and the ¢ .sociated decrease of mistakes leading
to @ fuel cooling concern. Other considerations included: loss of fuel pool
cooling, flexibility in providing fuel cooling if systems were lost, fuel
storage volume heatup rate upon loss of cooling, criticality, reduced operator
stres- due to avoidance of such conditions as midloop operation, and the
potential to demage fuel during handling. Fuel offload had a significant
advantage in that an early midioop opere* ind sometimes all midloops, can
be avoided, although not ail licensees who offloaded also avoided an early

midloop operation,

Several licensees performed an incore fuel shuffle and reported they
encontered no problems with moving fuel within the core. They said that a
complete core offload would lengthen their outages, Conversely, several
licensees (both PWRs and BWRs) routinely performed a complete core offload,
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which they said was safer and provided more flexibility, Several licensees
reported the »ffload path was faster than, or at least as fast a4, an incore
shuffle. Others offloaded or not on the basis of the planned ouiage work,
Some decisions were based upon such considerations as the configuration
(offload appeared to be difficult in Mark 111 BWRs), fuel distortion history,
gaing achievable with no fuel in the RV, and the reliability of the fuel
hand)ing machine,

3.3.2 Midloop Operation*®

Midloop operation concerns appeared to have influenced outage planning at many
sites, but not at others., The team observed licensees who:

(1) Do not enter midloop operation under any circumstances.

(2) Do not permit early midloop operstion and defueling before installing
nozzle dams.

(3) Apply specia) midloop criteria to refueling outages, but deviate for an
unscheduled outage.

(4) Routinely enter midloop within & few days to @ week of power operation,

Some licensees required an additional operator in the control room for midloop
operation, Another, whose hardware was particularly sensitive, required three
additiona) operators who had specific responsibilities in the conduct of
reduced-inventory operations; that is, operation when the resctor vessel water
leve] is lower than 3 feet below the reactor vessel flange,

* A midloop condition exists whenever RCS water level is below the top of the
flow area of the hot legs at the junction with the reactor vegsel,
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3.3.3 Venting in PWRs

Reactor coolant system vents were sometimes of insut/icient size, being smaller
. than planned and smaller than required by licensee procedures., Licensee
personne) who recognized the implications were often unaware of these condi-
tions.

Some 'icensees provided an RCS vent Ly removing one or more safety valves from
the pressurizer, Others removed & pressurizer manway., 1f boiling develops,
significant backpressure can occur from friction in the surge pipe, water traps,
and the elevation head of the water held up in the pressurizer,

Licensee personne! usus’ly used covers or screens to keep foreign material from
falling into pressurizor openings. Toese were often "make shift” affairs that
could cause additional backpressure, The teams interviewed 1icensee personne)
who were often unaware of the covere or screens,

3.3.4 Nozzle Dams* in PWRs

Some PWR plants use nozz'e dams and some do not, The recent trend in BAW nuclear :
steam supply system (NSSSs; has been to use them, whereas o few years ago this was ‘
seldom s0, One licensee reported outage savings of close to a week attributable

to the use of nozzle dams, whereas another had them but did not use them and L
typically spent 3 to 14 days at midloop, Others indicated they might be at mid- |
Yoop for close to a month without “hem,

One licensee indicated there was no analysis to cover midloop operation with
both nozzle dams and the RV head installed and such operation would not be

isolate compone:ts such as steam generator from reactor vessel and reactor

* Nozzle dams are temporary seals installed in RCS primary piping which
| cavity water so that work can be done on the components.

\
|
|
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{7) F¥or midloop operation, normally have two £DGs and two offsite sources and !
allow no battery work, no reserve auxiliary transformer outage, no work '
that affects safeguards buses, or anything that affects *he RCS, Other- d
wise require two off site and one on site always. q

(B) Make at least three separate ac power sources available to the plant
vital buses any time two RHR pumps are required to be operable, In
practice, one of the sources has to be an EDG. ’

Additiona) variations include switchyard restrictions, restricting work on,

or access to, vital areas sach as near an operable EDG or operable electrical

equipment, inforsation requirements, administrative procedures, and whether ‘
variations are permitted and what level of management 1s necessary to approve

such variations. |

EDG maintenance and associated testing are usually performed during shutdown,
although some )icensees were performing this work at power, Also observed was
removing an EDG from service via entering action statements immediately before

shutdowr

Concerns also involved whether to have EDGs operating or operable. Potential
decreases in EDG re)iability due to grid disturbances and other perturbations,
ertensive testing, and running with a small electrical load were identified as
potential problems with having EDGs operating,

Most plants had transformers and often breakers within the site's protected
area. Switchyards were located nearby, but usually in whole or in part outside
the protected area. These switchyards may contain a few transformers, but

often contained only breakers and switches. They were usually fenced if outside
the protected area, and usually had a locked gate., Often there was a control
building within the switchyard, with attendant vehicle traffic. This building
was seldom located adjacent to a switchyard entrance gate,

The teams did not observe any evidence of vehicle impacts within switchyards,
However, they did find such evidence on both transformers and supports
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located within unfenced areas within site protected areas; they also found a
number of dameged fences. In one case, the source of safety-related offsite
power entered the turbine building roughly one foot from where heavy trucks and
trailers were sometimes parked, and was protected only by an ordinary chain-
1ink fence. Fire hydrants at all sites were protected by a profusion of
concrete-filled pipes, but at many sites .mportant transformers within a few
feet of the hydrants were unprotected. Switchyards were typically full of
towers and bus supports. Some of the weakest supports were located in the
norners and typically supported ring buses--loss of which could cause a loss of
offsite power, Yet these corner towers were often the towers most exposed to
traffic within the switchyard, and were unprotected.

Some sites maintained CR control over switchyards outside the site's protected
area. Other switchyards could be entered by anyone having ¢ key to the padiock;
often, a utility staff member not assigned to the nuclear facility had a key,
and sometimes someone who was not even an employee of the same utility had &
key. Sometimes contro) was provided if the plant was in a sensitive condition,
such as & PNR in midloop operation, but at other sites switchyard work could
proceed witt “ittle or no consideraticn of the nuclear plant status., At one
plant, the team found the switchyard gate open and no one monitoring traffic

at the gate. This switchyard was in an uncontrolled area.

3,3.6 Onsite Sources of ac Power

Onsite sources of electric power that were observed included diesel generators,
hydro units, portable power supplies, The most common source of safety-related
power was EDGs.

Many variations in EDGs and configurations were seen, Size ranged from a
fraction of a megawatt to 8 MW. One two-unit plant had two EDGs and routinely
performed maintenance on one EDG while one unit was at 100 percent power and
the other was in a refueling outage. That site planned to add two more
diesels. In contrast, the Susquehanna twe-unit plant had five EDGs., The fifth
could be used as & complete replacement for any ¢f the other four with no
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difference in CR indication and plant operation, Susquehanna a'lso provided &
portable diesel for battery charging and other uses if an extended loss of all
ac power should occur,

Roughly a third of the plants visited had the capability to resupply the EDG
starting air tanks without ac power, The dominant method was & single-

oy 1inder, diesel-powered compressor; but instrument air, a cross-connect with
another EDG's air supply, and changing the drive belt from the electric motor
to & one-cylinder engine were also observed,

3.3.7 Containment Status

Some PWR lic: .sees closed the ¢ tainments for conditions other than refueling;
others did not, unless they entered & condition as described in GL 88«17, Some
did not remove their equipment hatches during routine refueling outages; others
did. Some provided containment closure capability that would withstand roughly
the containment capability; others could lose containment integrity at roughly

1 psi. Some had proven containment integrity; others did not, and may not

have attained an integral containment that meets GL B8-17 recommendations.

BWR secondary containments were judged unlikely to prevent an early release
following initiation of boiling with an open RCS or during potential severe-
core-damage scenarios. Among the BWRs, only the Mark 11l primary containment
anpeared potentially capable of preventing an early release without hardware
modifications during such events. See Section 6.9 for a more complete
assessment of containment capability. In general, no plans were found in BWRs
for containment closure or for dealing with conditions under which tue
containment may be challenged.

3.3.8 Containment Equipment Hatches
A majority of the equipment hatches viewed at PWR sites visited can be replaced
without electrical power, See Section 6.9.3 for a full discussion of equipment

hatch design and operation, Many licensees appeared to be failing to check for
adequate closure &s addressed in GL 88-17,
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The team learned that Arknasas Nuclear One had & requirement that an equipment
hatch be capable of closure within approximately 15 minutes of & loss of RMR,
Responsibilities were established for such actions as notification of loss of
RHR, containment evacuation, closure operations, and verifications. Tools were
kept in a closed box at the hatch and were clearly labeled “for emergency use
only." Unannounced closure exercises had been conducted. Few other sites
visited were as well prepared,

A commen weakness was failure to check for adequate closure., GL 8817
specified "no gaps," not the "four bolts" commonly observed, The four-bolt
specification appeared to be insufficient at some plants with inside hatches
(hatches that would be forced closed by containment pressurization),

Oconee provided 4 smal) standby generator in case ac power was lost, This
could be immediately used to power the winches that normally reise and lower
the hatch, This appeared to be an excellent approach to one of the problems
of loss of ac power,

3.3.9 Containment Control

Some licensees carefully controiled containment penetrations during LPS opera-
tion. Others were concerned only with TS requirements regarding fuel movement
and reduced inventory/midloop commitments in their response to GL 88-17.
Provisions were found to bring services such as hoses and electrical wires into
the containment via unused containment penetrations at several sites, Such
provisions made it easier to close the equipment and personnel hatches. Some
licensees simply removed a blind flange and passed wires or hoses through the
opening, Others provided a manifold arrangement that may effectively eliminate
most of the open venetrations. Occasionally, a permanent connection or an
adaptation of a penetration such as was used for cortainment pressurization was
found for introducing temporary utilities, U-pipes t.)led with water were
observed in use as a containment penetration seal., These were judged to be of
little use in protecting against an accident involving significant steam
production or a core melt,
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A number of licensees planned to initiate containment closure immediately upon
loss of RHR, Others were less stringent, including such possibilities as
initiating closure if temperature exceeds 200°F, That approach is Tikely to
a1low boiling before containment closure, and boiling may make 1t impossible to
continue closure operations, In one case, the licentee assumed personng] could
work inside the containment in a 160°F environment while accomplishing equips-
ment hatch closure. More detai) on this topic 1s included in Section 6,9.4
“Containment Environment Consideratons for Personnel Access.”

Knowledge of what must be closed and providing the risources to actuelly close
the openings and/or penetrations under realistic conditions were often over-
looked. Tracking operings, providing procedures, ant conducting walkthroughs
that accounted for conditions reasonably expected to exist were seldom found,

3.3.10 Debris in Containment

Blocking a PWR containment sump with debris from outage work may prevent
effective recirculation of reactor coolant following an accident during shut-
down, For example, PWR emergency core cooling (ECC) sump screens were removed
during refueling outages st some sites, and at others the screens were covered
with heavy plastic sheeting. In one plant, one screen was removed and the
other was 10«percent uncovered to allow @ recirculation capability, In
another, one sump was open and the other was closed, Similar conditions were
seen in plants with ECC connections in the bottom of the containments without a
sump, In one, both filters were removed to expose the pipe opening; in another,
the filters were in place, Actual and potential debris existed at all of these
sites, but was seldom considered with respect to recirculation capability
during shutdown,

3.3.11 Temperature Instrumentation
Core temperature during shutdown ir PWRs was obtained by measuring water
terperature just above the ¢t ‘e by thermocouples (T/Cs). Other temperature

indications required an operating RMR system for accurate indication of
meaningful RS and core temperature over & wide span of RCS couditions,
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Although this was addressed in GL 88-17, nany operators were still unaware of
the potential error associated with lack of flow. Numerous PWR heatup events
have ocrurred where no temperature indication was available, although the
frequency 1s decreasing with implementation of GL 88-17's recommendations,
Mowever, the team often observed poor application of the temperature coverage
recommendation, principally invelving not providing temperature indications for
extended periods of time, restricting the indication to reduced inventory
conditions, and failure to urovide suitable alarms, Licensees who emphasized
temperature indication generally provided temperature while the head was on the
RV with the exception of within 30 minutes to 2 hours of head movement,

BWE cooiant temperature was obtained by measuring the RV wall temperature and
assuming natural circulation in the RV, The natural circulation assumption is
not valid 1f water level is lower than the circulation paths in the steam

seperator, This was often unrecognized, and BWRs have encountered significant
heatup with no indication of increasing temperature provided to the operators,

3,3.12 Water Level Instrumentation

BWRs were equipped with multiple water level indications that were on scale
during both power and shutdown operation. PW were often operated with all
of the "permanent” level indicatinns off scale or inoperative during shutdown,
PWR licensees have added level instrumentation to cover shutdown operation in
response to GL 88-17. The observed quality in the BWRs was generally superior
to the PWRs, The team often found multiple damaged and/or incorrectly
installed instrument tubing inside PWR containments, Only one short tube
section with an incorrect slope was found in a BWR, Many personnel described
problems with maintaining accurate level indication in PWRs, No one described
this problem in BWRs,

BWR level systems typically used a condensing pot to ensure that connecting
pipes rewain full, yet no condensate is generat d during shutdown. No one
indicat 4 this could lead to level indication error, nor did anyone identify
this as a potential problem,
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PNR level indications have significantiy improved in the last 3 years, A')
PWRs now indicate le ‘el on the control board., In-containment installations
often (but not always) :howed evidence of professional installation that was
lacking several years ago. Much less reliance was being placed on temporary
tubing runs. Severa! licensees were still working to meet GL &8-17 recom-
mendatior -,

Some PWRs were equipped with ultrasonic hot<leg and cold«leg level indications,
A few have been in operation for years, and this indication has been used in
foreign plants for some time, Most licensees appeared satisfied with
indication accuracy end relfability, although problems were reported with
equipment obtained from one vendor,

3.2.13 RCS Pressure Indication

RCS pressure indications were generally wide range and not appropriete for
monitoring shutdown operation. A number of operations personnel identified
that the computer provided monitoring and cathode-ray tube (CRT) indications
that had & more-sensitive range,

2.9,14 RHR System Status Indication

. =17 identified pump motor current, RHR pump noise, or RHR pump suction
pressure for monitoring RHR operat.on in PWRs. Although many licensees have
followed the recommendations in GL 8B8-17, some responses have been minimal,
Weaknesses observed included failure to consider sampling rate when monitoring
parameters, failure to provide trending information, too wide a pressure range
to permit observation of behavior, and RHR systems operating with temperature
off-scale low,

3.3.15 Dedicated Shutdown Annunciators

Numerous control room annunciators were typically 11t during shutdown condi-
tions. Arkansas Nuclear One had installed an annunciator board that addressed
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major shutdown parameters and was making i1t operation. T=«the only such panel
observed, Several operators indicated that even a grouping of existing
parameters into an easily recognized pattern would be hetter than what they
have, Others said they were fumilfar with the 11t annuncirators and had no
difficulty recognizing an unusual pattern,
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4 PROBABILISTIC RISK ASSESSMENTS

Risks associated with shutdown and refue’ing conditions have not been exten-
sively studied and cre not as well understood as those associated with power
operation, There are few studies that address the full scope of understanding
about shutdown risk in PWRs and none for BWRs. The Grand Gulf and Surry shut-
sown, probabilistic risk assessment (PRA) studies (currently at a preliminary
levei | stage) offer a better understanding of accidents and risks a plant can
eqcounter during a refueling outage., However, to gain a deeper understanding
of the subject requires more research and study of risks associated with outage
conditions.

The following PRAs, including Grand Gulf, Surry, and foreign PRA studies are
summarized here to identify significant issues and insights associated with
nuclear power plant activities during shutdown and refueling outages.

‘ ' l _“_s‘c °3‘

NSAC-84 was an extension of the Zion Probabilistic Safety Study completed in
1981, Procedural event trees were developed to account for changes in plant
conditions during shutdown, Human errors and equipment failures unrelated to
procedures were also considered. The initiating events included in the study
consisted of. loss of RHR cooling, loss-of-coolant accidents (LOCAs), cold
overpressurization (excess of charging, over-letdown, or an inadvertent safety
injection), A shutdown database specific to Zion was developed from plant
records and used in quantification,

Findings

The mean core-damage freguency (CDF) at shutdown was estimated to be 1.Bf-E
per reactor-year.

Examination of the top 10 core-damage sequences revealed the following:
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(1)

(2)

(3)

4.¢

Failures during reduced-inventory operation (including equipment unavaile
abilitie, and operator errors) appear in eight sequences, totaling

61 percent o7 the tota) CDF, while faiiure of the operator to respond
during reduce* inventory operation appeared in five sequences, accounting
nr 44 percevt ¢ he total CDF.

Malfunctions of RHR components require some type of cperator intervention,
all shutdown core-damage scenarios (due to overdraining of RCS, LOCAs,

and RHR suction valve trips) are sensitive to the operator's failure to
restore core conling, Th@ operator's failure to determine the proper
actions to restore shutdown cooling appeared in six Sequences, accour . 'ng
for 56 percent of the total CDF.

Loss of RHR cooling (primarily pump and suction valve irips) was the
initiatinc :vent in eight sequences, toteling 56 percent of the CDF,
while a LOCA was tr. initiz*ing event in the other two sequences,
totaling 6 percent of the CODF.

NUREG/CR-5015 (Loss of RHR in PWRs)

NUFCG/CR-5015 was issued in r.snonse to Generic Issux 99 concerning the loss
| of RHR in PWRs during cold stutdown, This study used the NSAC-84 methodology
(bases on the Zion plant comr-ariation) with several modifications which
included the consideration of loss of offsite power (LOOP) events using a
separate event tree and the use of generic event frequencies from PWR

experience over a 10-year period from 1976 to 1986,

Finding:

The mean CDF at shutdown was estimated to be 5.2(0-5 per reactor-year, with the

following breakdown by initiating event:

loss of RHR g2%
los: of offsite power 10%
loss-of-coolant accident 8%
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Examination of the findings reveals the following:

. Failure of the operator to diagnose that a loss of cooling has occurred
and to successfully restore it accounted for 74 percent of the total
COF. The two dominant core damage sequences involved a loss of RHR pump
suction due to overdraining of the RCS totaling 64 percent of the total
COF, while two other events involving the failure to restore RHR following
a L00?, acccunted for 10 percent of the total CDF.

£ Operator error during midloop operation accounted for 68 percent of the
total CDF.

The findings of NUREG/CR-5015 appeared to correspond with those of NSAC-84,
Operator errors dominated the risk, particularly during midloop operation,
Loss of offsite power events resulted in a relatively small contribution, 10
percent of the total CDF.

4.3 Seabrook PRA for Shutdown Operation

The Seabrook PRA information was collected from a number of presentations the
licensee made to the NRC. This study supplemented the level 3 Seabrook PRA by
examining the likelihood of core damage for the plant in standard Modes 4 (hot
shutdown), 5 (cold shutdown), and € (refueling). Radiological source terms and
public health consequences were also consiocered. The approach used to model
accident sequences was similar to that used in NSAC-84 with several erhancements
which included: fire and flood initiating events unique to plant shu<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>