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ABSTRACT

NCRFP Report 108 on the effects of hot particles on the skin of pigs, monkeys, and humans
was oritically reviewed and reassessed. The analysis of the data of Forbes and Mikhall on
the elfects from activated UC, particles, ranging in diameter from 144 pm to 328 pm, led to
the formulation of & new model to prediot both the threshold for acute uloeration and for
uloer dlameter. In this model, & point dose of 27 Gy at a depth of 1.33 pun in tssue will
cause an uloer with a diameter determined by the radius to which this dose extends.
Application of the model to the Forbes and Mikhall data obtained with raixed fissior
product beta particles yielded a "threshold" (5% probabil'ty) of 8 x 10® beta particles from a
point source of high energy (2.25 MaV mtmum) beta particles on skin. The above model
was used to predict that approximately 1.2 x 10'° beta particles from 8r-Y-80 would
produce similar effects, since few Sr-00 beta particles reach 1.38 mwua depth. These
emissions oorrupond to doses at 70-um depth In tissue of approximately 8.5 to 5.8 Gy
averaged over 1 om® , respectively.
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| possible dose rate dependence, and the importance of spatial distribution of the dose. These
subjects are being studied at Brookhaven National Laboratory (BNL)









sufficiently large peak dose, oell desth was more rapid than for lower doses (Hopewell,
1986, Hopewell et al , 1986); uloeration ccouirred as a result of the loss of cells and daninge
to caplllaries in the papillary dermis, below the basal cell layer. Such acute ulceration
oocurred with peak doses of approximately 80 Gy or larger (n the busal oell layer and
papiliary dermis (Hopewe!l, 1986, Hopewell et al . 1986) A second radistion-sensitive
region of pig skin is tF vasculature st the base of the dermis (depth approximately 1.4
mm) Doses (averaged over 1.1 wn®) greater than approximately 20 Gy at this depth oan
cause necrosis and late ulceration when given by sources having diamaters 2 5 mm
However, for very small sources, late uloeration was not observed. For example, s 1 nm
dinmeter 8r-Y 80 source with a reported” ‘surface’ dose of 570 Gy, approximatelv 40 to 80
Gy at 1.4 and 1.80 mm depth, respectively, (based on data in Bection 6 below), dia not
produce late ulceration (Hopewell et al , 1088), nor did any of the 180-um and 300 ,m
diameter fissioned-fuel particles® with approximate (caloulated) ‘surface’ doses of 500 Gy
and larger (NCRP, 1989) Possibly, early ulceration and healing. that included the
formation of soar tissue, precluded late ulceration, alternatively, the dose to the volume of
tissue at & depth corresponding to the base of the dermis, which may be necessary for such
B response, may not have been exceedod

Studies with other laboratory animals, mainly rodents, have shown similar radiation
responsos due to the sensitivity of the basal oell layer of the epidermis, which is the
important tissue for production of desquamation. However, with small sources such as hot
particles, the doses at which acute and late ulceration effects may be expected have not
been adequately quantified.

As mentionsd above, the NCRP's recommended lmit for hol particles wias based on
experiments with fissloned fuel particles. However, Forbes and Mikhail* exposed minis.
ture swine, and mice to microspheres with dimensions grouped closely around 160 -um and
300-um diameters, Including a 26-um oarbon coating. Dean, Langbam, and Holland (1970)
similarly exposed the forearm of a human and the skin on the back of & monkey to micro.
spheres with diameters approximately 200 ym. The uranium fuel particies were irradiated
in a nuclear reactor for several minutes, then applied to the experimental skin for timed
exposures within several hours of the particle activation The bota-ray spectra of the
fisslon products were of relatively high energy, and differed frcm the spectra from fuel
fragment particles found recently at a few power reactors; nevertheless, they were &
ressonable model for fission product "hot particles

Forbes and Mikhail's data from the swine experiments were uniquely evaluated with respect
to ulcer diameter versus exposure magnitude. In their report (1986), exposures were given
as ‘point” doses at 100 um depth either at a point directly below the perticle or at a radial
distance of 4 nun [the so-oalled Krebs' dose (Krebs, 19673). In NCRP report 108 (NCRP,
1989), all exposures were converted to nu’  _¢ of beta-ruys emitted from the source,
Unfortunately, the experimental data did not include exposures that did not cause uloer-
ation nor an overlap of exposures for the two particlie sizes. These shortcomings cause the
extrapolation to an exposure producing no ulcers to have a greater uncertainty than

®As measured with 1.1-mm® chamber through a 16-um thick window of plastic material
(Hopewell et al., 1986).

*Forbes and Mikhail, 1989, loe cit.

‘Ibid.
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otherwise A linear best-fit (on & logarithmic soale) 1o particies wias used for the extrapola
tion. The result is 3 x 10" beta particles emitted from the source, thus supporting the
recommended lmit on exposures from hot particles Considering self absorption and size
of the particles, the beta emissions from a point source on the skin needed to produce the
same dose st 100-um depth would be 10'° The NCRP report notes that a lower value
would be obtained from an extrapolation using only the smaller emission values. The
commitiee rejected this lower value based on results of Dean, Langham, and Holland
(1970). Alternstively, different linear slopes for the two particle sizges could have been
assumed, or & nonlinear fit to all the data could have been used.

The data of Dean et sl (1970) on the monkey, to which the report refers in support of their
extrapolation, include exposures thet did not produce ulcers. An approximate interpolation
value between exposures that produced uloers (3.4 x 10'” beta particles emitted from the
rource) or do not produce uloers (1.2 x 10'° beta particles), therefore, is avallable (uloer
#igus were not soored). The interpolation value is in good agreement with the extrapolation
valiie. Thus, the experiments of Dean of al and of Forbos and Mikhall are complementary,
however, different experimental animal: vere used The NCRP document does not argue
for blologieal simdlarity but does point out similarities in terms of the dimensions of
damage relative to epidermal thickness in the species. We noted also that Forbes and
Mikhail reported that & small uloer (ard tumor!) was observed in the skin of & mouse after
exposure to approximately 1.6 x 10'? beta particle emissions. This occurred st one of 44
spots exposed, a much higher tumor frequency than predicted for humans (NCRP, 1989)

Hopewell et ol 's (198€) experiments used & variety of isotope sources that differed from
those employed in the fuel-particle experiments. The bicloglonl effect reported was moist
desquamstion or scute uleer.tion, rather than uleeration. The blolegioal effects were
reported as a funotion of measured doses obtained with quite small volume extrapolation
chambers (1.1-mm” collecting electrode with 16-um thick window) The incidence rate for
the effect was determined rather than measuring the size of the lesion, and a statistical
uncertainty was reported. A consequence of the emphasis on inclidence is that in all cases,
but especially for the smaller sources, a broad transition with increasing doses was
obtained, from gero to one hundred percent For example, the 2.mm diameter source of
Tm-1 70 produced a broad transition extending from a threshold dose of approximately 100
Gy 1o 8 100% incidence of approximately 400.500 Gy  Such a broad transition is not
apparent from the linear extrapolation of ihe data for fissioned fuel particles.

To summarizge, data from the NCRP report (their Figure 5. 1) have been plotted ou an
expandead soale in Figure 1.1 to include additional comparisons. large. snd smaul fissloned
fuel particles (approximately 180-um and 300-um diameters) that produced a range of uloer
sizes In swine are plotted; the data of Dean et al. on the monkey are plotted, along the axes
representing 100% and 0% uloer incidence; three human exposures are plotted Including
one at 6.5 x 10° beta particles that gave a s 11, dry dese amation (Wells, 1988), and the
mouse exposure (mentioned above) that gave a small uloes and tumor s shown as a point
on the 100% incidence axit, For comparison, the incidence curves for a 1-mm dismeter
source of 8r-Y-90 and for 1 mm and smaller sources of Tm-170 are representod as a range
of exposures from 1.8 x 10'% 10 1.8 x 10" beta particles that correspond to the change
from gero to 100% incidence. These incidence values are deduoed from studies described
below. There are only & few data points less than the demarcation of 8 x 10" beta
emisslons, even when the results on the monkey are included. Inclusion of the singular
positive results for mouse ulcer and human desquamation are within the transition range
defined by the Hopewell et al. data. This comparison suggests that the extrapolation used
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8. ANALYSES OF FORBES AND MIKHAIL DATA

3.1 Uncertaluties in Earlier Statistioal Approaches

In Report 106, the NCRP based its reconunendation of a 78 microcurie-hour (10'Y beta
particles) lmit partly on s least squares analysis of 19 data points that were obtained by
Forbes and Mikhail using particles grouped around 180- and 300 -um diameter and
contaluing fission products. The data, plotted on a semi-log plot (Figure 5.1 In NCRP,
1989), showed nearly a straight-line relation between uloer diameter and the log of the
number of beta particles emitted® Using all 18 points, the analysis ylelded an intercept of
8 x 10'° beta particles emitted. For this number of beta vart. sles emitted, the predicted
diametor of the ulcer would be zero. However, the report siantes on page 19, "A straight line
that was obtained by 4 least squares fit to the 8 points with smallest emission gave an inter-
cept of 1.8 x 10'%, The value of 8 x 10'? beta particles was selected as the best estimate of
threshoid bacause it was belleved to give the best fit to the Forbes and Mikhail data and it
agreed with the data on monkeys (Dean and Langham, 1969, and Dean et al., 1970)." This
factor of 2 difference (1.6 va 8 x 10'%) was considered more carefully during the present
studies

Our early unpublished analyses of the Hopewell/Charles data ylelded results that implied a
threshold dose for uloeration approximately five times smaller than that obtained from
analyses of the Forbes and Mikhail data. This differencs is partly expiained by s factor of
approximately £ to 3.3 discrepancy in the Hopewel/Charles dusimetry that was apparent
from our analyses of thelr extrapolation chamber data and from recent unpublished radio-
chromic dye film dosimetry (see SBections 4 and 8 below for detalls). Correcting for this
discrepancy would increase the Hopewell doses. Therelore, there remained a discrepancy of
approximately 2 Beoause the NCRP report showed a factor of 2 difference between the
threshold value obtained using all 19 data points from the Forbes and Mikhail study and
the value (1.5 x 10'?) obtained {vom data for 8 points with smallest emission, we decided to
do more statistioal analyses of Forbes and Mikhall's data to better judge the appropriate
interospt,

3.2  Linear Plots

The data were first plotted using linear coordinates 1o get a better understanding of the
shape of the plots of dose vs uloer diamcter plots. Figure 3.1 shows the results when
number of beta particles, as deduced by NCRP (page 30, NCRP Report 106, 1989) is plotted
against the diameters of the ulears. The data are remarkable in that the points for 180-um
dinmeter particles fall on a distinotly different line than those for the 300-um diameter
particles. The number of beta particles at the Interceptfor the extrapolation from the 150-
pm particles was 1.9 x 10'%, whereas that for the 300-um diameter particles was -2 x 10'%
Thus, looking only at the large particle data, one might conclude that ulcers of diameter
less than approximately 3.6 mun probably could not be produced by these particles.

®As disoussed in Section 3.3 below, we conclude that the NCRP values for the number of
beta particles emitted should have been stated as “from’ the spheres rather than ‘in" the
spheres for the data plotted in their Figure 6.1,

8-
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0.5 1 18 2 25
Number of Beta Particles (1 E12)

Figure 3.1 Number of beta particles ve. ulcer dinmeter from data of Forbes and Mikhail
(1989). O=150 pm particles: X =300 pm particles. 1850 ym particles, (throesh-
old: (0.494 ¢ TE10; slope: (1 8+ -0 28)E-11; R* 0.84. 300 um particles,
(threshold: (-2.12 0 26)E12; slope: (-2.1+-0.15)E-12, R*:0 95). See Appendix

A for detalls on regression analyses.

3.3  Corrections for Self Absorption

The above results were obtained using the NCRFP's determination of the number of bets
particles emitted from the Forbes and Mikhail particles (NCRP, 1989). However, the NCRP
Report 108 contains contradictory statements as to whether the ey ssion values quoted
were “in’ (not corrected for self absorption) or “from” (corrected for self absorption) the
particles. For example, the data plotted in Figure 5.1 of the NCRP Report 106 has a
oaption stating that the particles are those emitted "in" the source. The same data are
tabulated in their Table B.1 with & title stating that the particles are emitted from” the
spheres. Therefore, doses reported at 100-um depth in tissue by Forbes and Mikhail (19690
and 1989) were used to estimate the number of beta particles emitted from and in the
spheres for comparison with the NCRP values given in Table B.1 of NCRP Report 106

To evaluate self absorption in the particles emitted, we obtained two sets of values for the
fraction of electrons emitted from UC, particles with 8 76- to 240-um diameter from the
report of Ulberg and Kochendorfer (1966) These results were obtained using (a) their
transmission, degradation and dissipation (TDD) model, and (b) their empirioal model. The
former is & sophisticated Monte Carlo type oode and the latter is based on an empirioal

.



equadion developed to fit the experimental dosimetry results obtained on similar particles
analyved at ORNL (Fish, 1966)". These two sets of results were compared to a simple
attenuation model, in which all beta particles are assumed to originate at the center of the
particle which had an inner kernel of UC, and an outer cost of pyrolytic ecarbon  The
fraction emerging. F, was assumed to be:

“ (pr!r ‘ “(('31“(‘3)

F =e¢

where p_ and x, are the density (2.5 g/em®) and thickness (2.5 x 10°* cmn) of the carbon
coating on the particles, and p ., And yice Are the density (11.3 giom®) and radius (¢m) of
the UC, kernels. The data of Ulberg and Kochendorfer (1966) show an average beta energy
decreasing from 1.047 MeV at 10" seconds after shutdown to 0.873 MeV at 10* seconds
after shutdown. These average beta energies correspond o maximum beta energies of
approximately 2.6 and 2.1 MeV, respectively, based on data in Loevinger et al. (19566) To
test the seusitivity of results to assumed beta particle energy, we employed mass attenua-
tion coefficients (u) of 4.6 om’/.. obtained from the empirioal equation of Loevinger et al.
(1966) for a 2.8 MeV maximum energy beta spectrum applioable at 10* seconds after
irradiation, or a u of 6.3 om®/g applicable to a 2 25 MeV maximum energy which is used as
an approximate average value for the period of exposure to pig skin (approximately 10°
seconds to 10* ssconds) for the Forbes and Mikhall exposures.

The results for the four caloulations are shown in Figure 3.2, The Monte Carlo code
predicted the least attenuation, the empirical model of Ulberg and Kochendorfer predicted
the greatest, and the simple attenuation model desoribed last yielded intermediate results.
For this reason, the latter model with absorption coefficlent u = 6.3 and 4.6 cm®/g was
selected and used to estimate the numbers of beta particles emitted from the various
particles employed by Forber and Mikhall The data of Forbes and Mikhall are summarized
in columns 1 through 6 of Table 3.1. Based on the point doses at 100.um depth, we
oalculated the number of beta particles needed to produce this dose, for a spectrum of 2 26
MeV maximum energy, from a point source at the surface of the skin. The conversion
factor employed was 4.5 x 10° beta particles per Gy (1 Gy = 100 rad). This conversion
factor was obtained using the VARSKIN code (Traub et al, 1987), 8r-90 beta particles, and
inoreasing the result obtained by a factor 1.3 (Cross, 1990) to compensate for lack of
backscatter. The results are shown in column 7. For this same number of particles
emitted, we oaloulated the nu  ber of beta particles emitted in the various particles,
assuming that the beta partic ) came from a point at the center of the UC, particles and
were attenuated by a distance™® “~otor and absorption in the sources, in a 10-4m thick
plastic tape that covered the so .ves, and in 100 um of tissue. These results are shown in
column 8; for comparison, column 9 shows the values employed by the NCRP. Note that the
values in column 8 are consistently approximately a factor of two larger for the large
particles and a factor 1.5 larger for the small particles than the corresponding NCRP values
in column & We conclude from this that values employed by the NCRF (both its Figure §.1
and Table B.1) represent values of beta particles emitted from the spheres.

*Fish, B.R., Private communication to Ulberg and Kochendorfer, 1965 and 1966,
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Figure 3.2

100 200 300
U02 Particle Diameter (um )

Fraction of beta particles escaping from UC, particles. Values pudloud
using Ulberg and Kochendorfer (1966) TDD model for emissions at 10°
seconds after irradiation (x); values for their empirical model (o). 8hown for
oompuhon are solid lines for 2.8 MeV maximum energy beta particles (u =
4 0 em®/g) and for 2 25 MeV maximum energy beta particles (u = 6.26
om®/g).
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Table 3.2 Dose Response Regressions for Data

of Forbes and Mikhall (1988) (continued)

Item # Diam of Particles Independent Dependent K* X Interoept**
sm Parameters® Variable
1A 150 #/is from source Uloer Diameter 084 (48217 x 10¥
800 NCRFP Values 088 (212020)x 10"
All 078 (-65:1.8)x 10"
B 180 #fis from source | Ulcer Diameter |  0.84 (7.3:26) x 10°
300 (4.6 x 10° p/ay, 0.94 (442061)x 10"
All W= 6.8 om®g) 078 (-1.2+0.84) x 10"
1 180 #fis from source Uloer Dinmeter 0 84 (6.6+29) x 10*
400 (4.8 x 10° pay, 094 (-3.4:0.80) x 10"
All w = 46o0m"/g) 0.78 (9.1:26)x 10"
2A 180 #i% from source Uloer Area 091 (44+088) x 10'°
300 NCRP Values 0 68 (-4 7+0.98) x 10"!
All 0.98 (1.120.862) x 10"
2B 180 #3s trom source Uloer Area 091 (6.741.8)x 10'°
300 (4.5 x 10° gy 0.97 (-9.7:2.9) x 10"!
All = 6.8 om"/g) 0.95 (28211)x 10"
3 160 Polnt Dose Ulcer Diameteor 082 (8.62108) x 10*
300 al 088 (6.4+1.9)x 10°
All 100-um Depth 0.77 (+1.220.47) x 10°
4 180 Point Dose Ulcer Area 0.90 (3.92068) x 10°
300 at 0.91 (-1.42087) x 10°
All 100-m Depth 0.91 (0.087+1.9) x 10°
5 160 1. 1-mm® Area Ulcer Diameter | 082 (1.124.3) x 104
300 Dose at 0 &8 (-1.620.39) x 10°
Al 100-4m Depth 0.78 (26+1.2) x10°
6 150 1.1-mm® Area Ulcer Ares 0.90 (1.120.22) x 10*
300 Dose st 0.91 (@a621.4)x10°
All 100um Depth 0.89 (8.4+5.8)x 10
7A 180 Ln(#gs) Ulcer Area 0.75 (4.621.0) x 10'°
300 from source 091 (2.12028) x 10'!
, Al NCRP Values 0.89 (6.0+0.89) x 107
8 150 Lu(#gs) Ulcer Area 078 (6.9+1.6) x 10'°
300 (4.5 x 10* /Gy, 0.80 (4.62061)x 10"
All b= 6.8 cm®/g) 0.88 (9.121.6) x 10'°
8 150 Log (Point Dose Ulcer Diameter 0.76 (2420861)x 10°
800 at 100 um Depth) 0.88 (1.5:0861) x 10*
All 093 (2.8+0.83) x 10°

18-
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Table 5.2 Dose-RHesponse Regressions for Data
of Forbes and Mikhail (1888) (continued)
Item # Diam of Particles Independent Dependent R* X lntercept*®
mm Parametere® Variable
o 160 Log (Point Dose Ulcer Area 078 (3864088) x 10°
800 a1 100-um 0.86 (66218)x10°
All Depth) 087 (4840 88) x i0"
10 180 Log (1. 1-mm"* Ulcer Diameter 076 (T7+1.8) x 10*
300 Aren Dose) 0 BE (B9s1.8) x 104
All 089 (1212)x10%
11 180 Log (1. 1-mm® Ulcer Ares 0.76 (1.120.18) x 10°
800 Area Dose) 0 86 (162087 x 10°
All 5 084 (1.440.18) x 10°
12 150 L (Dose at Radius | Uloer Diameter | 00062 (51426 4)x 10°
30U of Uleer and 018 (20+186)x 10*
Ail at 1 88.mm Depth) 0011 BA 210 .
18A 180 Log (#£s) Uloer Dismetor | 0.77 (8.120.686) x 10'°
300 from souroe 094 (4821.4)x 10'°
7 All NCRF Values 096 (824087 x 10"
188 180 Log (#s) Ulcer Diameter 0.78 (aR:1.0)x 10"
300 (4.8 x 10° gray, 098 (1121.2) x 10"
All 6.9 em®/g) 0.96 (44+044)x 10"
14 150 Dose st Radius Ulcer Area 048 (1.42048) x 10*
400 of Uloer and 0010 (46218.1) % 10*
All 100-um Depth 026 (182048)x 10°
18 180 Point Dose at Uleer Diameter | 0024 (8.9+14.8) x 10"
800 Radius of Uloer and 017 (BB+4.7 x 10"
All 1. 88-mm Depth 00018 (22:18.8) x 10*
16 150 Point Dose as Ulcer Ares 00827 (6.127.6) x 10"
800 Radius of Uloer and 0.1% 5.5+21)x10°
All 1.48.mm Depth 0.00 (011+448)x 10"
17A 150 Log (#%) Uloer Dinmeter | 0.41 (2ar1.2)x 10"
(First 8 Poinis) NCRP Values
178 150 La(#fs) Uloer Dismeter 0.48 (36+21)x 10"
(First 8 Polnts) (4.6 x 10° g/Gy,
=63 cm'/c)
W————- P Fe— e ————

*Lan = logarithm to base e; Log = logarithm to base 10

**Intercepts are expressed in rad (1 rad = 0.01 Gy) or number of beta particles smittod

from the souroes.
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First, second, and third degree polynomials were fitted to these data using the Grapher
software routines (Golden Software V 176, 1887); the results are displayed in Figures 4.1,
4.2 and 4.3, respectively. The 0. 1-num’ source was actually triangular (trl) in shape and
had an area of 0.0081 mm®, whereas the '0.6.-mm’ source approximated s hexagon (hex )
with & 0.132.mm" area. Slopes of these fitted curves at the Intercept on the x-axis were
obtained by solving each equation to determine the intercept, and then taking the differen-
tial of each equation to determine the slope at that value of the intercept. The slope ratios
for the quadratic to linear, and cuble to linear fits are shown in Table 4 2 These ratios are,
in effect, corrections that may be needed to correct for the non-linear nature of the
extrapolation curves for the published data of Hopewell et al (1986). An even larger
correction may result when the Tm-170 doses are re-evaluated, as suggested by the

! “owing discussion of the 1.mm 8r-Y.-80 source and related dosimetry.

) (oo ————————
My
2001~ 0.5 mm Source /3‘ -
B 150
3 AN
‘ ’ 0.1 mm Soutge
100 |
|
501
obd
0.0% 0.10 01%

Electrode Scale Reading ( mm )

Figure 4.2. Quadratic fits to Tm-170 extrapolation ohaiher Wiz
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Figure 4.3 Cublo fits to Tm-170 extrapolation chamber data.

Table 4.2 Results of Polynomial Fits to British Extrapolation
Chamber Data for Tm-170 Sources

Source Quadratic/Linear Cublo/Linear
0.1 mm (trl) 4101/2617 = 1.6 5346/2617 = 2.0
0.5 mm (hex.) 4456/2008 = 1.5 7538/2008 = 256

Results of the quadratic fit to the data show approximately 1.5 and 1.6 times larger doses
than those reported should be attributed to the 0.1- and 0.5-mm sources, respectively. The
oubie fits yleld even larger corrections by a facter of approximately 2.0 to 2.5, A theoreti-
oal analysis to determine the vxpected shape of the extrapolation chamber characteristic
curve is in progress at Brookhaven National Laboratory. The findiags w.il be used to judge
the best function for fitting the above data and similar future data. The sensitivity of
results to the size of the source and collecting elecirode, and to the distance between the
effective center of the source and the extrapolation chamber window will be studied also,

The Tm-170 sources used by Hopewell &t al. have now decayed; however, additional
dosimetric studies were made on the 1-mm diameter 8r-Y.90 source employed in Hopewell's
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studies to further tost the possibility that the data for this source was also In error. These
nmdl:: IA‘I‘. briefly summarized below and will be reported in detall in other publioa-
Hons ™"

L3 DOSIMETRY OF BRITISH SOURCES URING RADIOCHROMIC DYE FILM

Radiochromic dye film (Gafchromio)® manufactured by GAF Chemioals Corporation
(Wayne, NJ), consists of a colorless, transparent, 100 um thick polyester base, coated with a
very thin layer (=6 um) of colorless, transparent dye. The film produces a very fine grain,
bilue image when exposed to lonizing radiation such as electrons and photons. Results
obtained using this technique are thought 1o be socurate because (a) the film has a highly
uniform radiochromic dye coating. well established reproducibility of results from repeat
readings on individual samples, and dose rate independence (Saylor et al , 1988), (b) dye
films exposed to known x-radiation at Herkeley Nuclear Laboratories in Berkeley, England,
st approximately the same time as the 8r-Y-90 exposures, confirmed the accuracy and
stability of the system; and (¢) there was good apreement between the dye film and
extrapolation chamber measurements made on 176- to 277-um diameter Co 60 particles
(McWillinms et al., 1090)'*

In collaboration with C. Soares at the National Institute of Standards and Te) n ! vy
(NIST) in Gaithersburg, Maryland, and with M. Charles and P Darley at Berkeley Nuclear
Laboratories, ! -cm squares of this film were obtained from NIST, exposed, and subse-
quently evaluated at NIST using a scanning laser dens:tometer with an automated 633 nn
beam set Lo read out at either 0.12-mm or 0.2-mm increments, Because the film tends to
saturate at doses above approximately 1.6 kGy, both 2-minute and 4-minute exposures were
made using the British 8r Y90 source employed in the Hopewell et al studies (source
number T138610). This is a 1-mm diameter "point’ source manufsctured by the Amersham
Corporation in England. The radioactive material is incorporated in a 1-mm diameter glass
bead and sealed in a 2. 0.mm diameter welded stainless-stee) capsule with a 80-um (40
mg/om®) thick stainless-steel window It is typical of small sources used in applioators in
medical therapy. When the dye filin was exposed, the source had decayed to a nominal dose
rate of 0.76 Gy/s, averaged over 1.1 mm®, at the 16.um depth of the chamber window, as
determined from the earlier British extrapolation chamber measurenients, and the 29.1
year half-life of 8r-Y-80,

*Darley, P.J., Coiey, M., Wells, J., Charles, MW, Hart, C.D., "Dosimetry of Planar and
Punctiforin Beta Sources Using an Automated Extrapolation Chamber and Radiochromic
Dye Filme,” Presented at the Workshop on 8Skin Dosimetry, Radiological Protection Aspects
of 8kin Irradiation, Dublin, May 13-15, 1881,

“Saares, C.G., Darley, P, Charles. MW, and Baum, J.W., "Hot Pariicle Dosimetry Using
Extrapolation Chambers and Radiochromic Folls,” Presented at the Workshop on Skin
Dosimetry, Radiological Protection Aspects of Skin lrradiation, Dublin, May 13-15, 1801,

'*Hot Particle Dosimetry Using Micron Sizge Co-60 Spueres,” McWilliams, F.F., Scannell,
M.J., Chabot, G E., Lorenzen, WA, Coursey, B., Soares, ¢, McLaughlin, W., and Walker,
M., Presented at the New England Chapter of the Health Physios Soclety Beta Dosime-
try/Hot Particle Workshop, March 27, 1960.
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Exposures were performed by P Darley and MW Charles at Berkeley Nuclear Laborato.
ries. Figure 5.1 lllustrates the arrangement for irradistion. Five radiochromic dye fllms,
numbered n through n+4, were positioned under the source, separatod from it by & 16.um
thick aluminized Mylar® sheet which represented the Mylar® window employed in the
extrapolation chamber measurements. The aluminum coating on the Mylar® was facing
the dye film, simulating exposures (1 the extrapolation chamber measuremonts. Radio-
chromic dye films ware positioned with the dye facing upward in sach oase. A | mm thick
Perspex® plastic sheet was placed between dye filos n+ 2 and n+ 3 in order to measure dose
at deeper dermal depths, and for comparisons with extrapolation chamber and calculsted
depth-dose data. A 10-mm thiok Perspex® sheet was placed under the last dye film to
simulate the backsoattering present in the extrapolation chamber measurements. The
results from these measurements are summarized in Table 8.1 Depths of measurement
were ostimated, sssuming that each film had a 100 um thick base and a 8-um thick dye
coating. The film (n position n ylelded values 3.2 times higher (han that reported for the
extrapolation chamber. The ratio of dose messured with radiochromic dye film averaged
over 1.1 mm®, compared to that measured over 1 om® at an average depth of 19 um was a
factor of 41. This value compared to a factor of 18 as determined from the measurements
by the British at approximately the same depth using their extrapolation chamber (Wells,
1988, Charles, 1980).

e
[re— ———
PEREPEY ‘ 1 min ]
20 mm
*8 1.0 mm DIAMETER POINT SOURGE I
e —— ~ 16 jm v
50 um 88 =~ ;‘._73-*- ’ ’
e l 04l !
. (/./ N 1
£
DVE FILMS R & PERSPEX y mmj
~ | 03 ‘
. fis
& PERGPEX Im r:rrS
{ not 10 scale )

Figure 5.1. Experimental arrangement for exposures of Gafchromie® film to 1-mm
diameter Sr-Y- 80 point source.

28,




Table 5.1. Results from Raalochromic Dye Film Dosimetry
Study of British 1-mum Sr-Y-80 "Point” Source

Dye Film {Relative Dye Film (Relative 19-um depth,

Film Depth 1.1-mm® to 1-cm® Area to {(1.1-mm"® dose
Position (um) Area Extrapolation Average Extrapolation | r.is) « (1-om” dose
Average Chamber®*) Dose Rate Chamber®*) rate)**
Dose Rate {Gy/s)
{Gy/s)
N 19 2.58 {(3.3) G.0829 {(0.079) 41

N +1 125 1.78 {2.3) 0.0549 {0.089) 47
N+ 2 231 1.35 (.7mn 00487 {0.059) 55
N +3 1,337 0.190 {(0.33) 0.0237 {0.030) 108
N + 4 1,443 0.173 {0.30) 0.0227 (0.02%) 114

*Extrapolation chamber dose rate at 18-um depth corrected for decay = 0.79 Gy/s {(Personal communication. Charles, 1990).

**This ratio provides a factor that may be used to obtain dose averaged over 1 cm® at various depths from a measurement
Y

obtained with the extrapolation chamber, which measures dose rate averaged over 1.1 mm® at 16-um deptk.,

ia_,;_f‘____f———».'—-.__- R R S —— —



6. REASSESSMENT OF HOPEWELL ET AL. DATA ON ACUTE ULCERATION

The results of “he British studies were summarizea recent,y (Hopewell, 1990, Charles,

1880). Charles analyzed the British biological data and tabulated the doses for 50% (ED,,)

and 10% (ED,,) probability of acute ulceration. Thes. doses are summarized it columns 2

~nd 3 of Table 6.1 for the S8r-Y-80 and Tm-170 sources = 2 mm in diameter. Charles

suggested establishing a ‘practical’ threshold of twotl * 15 of the ED |, doses. We caloulat-

¢4 these doses as shown in column 4 . Table 6.1, To 1¢ 71 ine the approximate probabili-

ty of ulceration associated with these doses, normal pro'oo o dty distributions were assumed

and differences between the given ED,, and ED , doses ere used to deduce standard

deviations, and, from these values, ED, . and EDg doses were determined. The results for

¥Dg are shown in column 5§ of Table 6.1. The doses for two-thirds of ED , agree well with

the calculated ED doses for 0.1, 0.5 and 1.mun diameter Tm-170 data but differ by

approximately 30% for both the 2-mm diameter Sr-Y-90 and Tm-170 sources. Because the

EDg derived dose has a known statistical basis, we employed it as a more appropriate

practical threshold (than 2/3 of ED ) for the 1-mm dlameter Sr-Y-80 source. This value,

corrected for radiochromic dye dosimetry (a factor oy 3.3), is 210 Gy (63 from Table 6.1 x

3.3 from Table 5.1 then rounded to two significant figures) based on dose at 18.uym depth

in tissue, averaged over 1.1 mm®; or 1.9 Gy averaged o' er 1 cm® at 1. 33-mm depth (210 + |
109 from Table 8.1). |

The VARSKIN code (Traub et al., 1987) was used io estimate the number of beta particles

required from a point source on skin to produce these doses in tissue. However, because !
the VARSKIN code is based on doses produced at various depths in an infinite medium, a |
correction was applied to provide a bettar estimate for the case of a point source with alr,

rather than tissue or water, as the backsoattering medium. The data of Cross (19980)'®

indisate that the dose from a 0.5 10 3 MeV beta particle scurce at an air/tissue interface will

be ., proximately 0.74 to 0.78 of that in an infinite condensed medium (e.g., solid). Also,

the plastios employed as absorbers In the dye film studies have a deasity of approximately

1.2, Therefore, the dose measured at 1.33 mm-depth in plastic was approximately 5 to 10%

lower than would be expected {n tissue at the same depth due to the greater density

thickness at this depth (approximately 150 mg/om® vs. 183 mg/em®). This correction for

density was applied to doses measured at 1.33-mm depth, but it was small (and therefore,

neglected) for doses at the 19- and 125.um depths as shown in Table 6.2 The resulting

conversion factors and predicted threshold doses and beta particle emissions are a strong

function of assumed critical depth, varying from 6.6 x 10* beta particles for dose measured

at 19 ym depth to 3.1 x 10'° for dose measured at 1.33-mm depth (Table 6.2). The

differences are due to the differences in depth dose patterns for point vs. actual sources

located on or near the skin, respectively.

'%‘Beta-Ray Depth Dose Distributions from Incident Beams and Skin Contamination,” Cross,
W.G., Wong, P.Y., and Freedman, N.O, paper presented at the 35th Health Physics Society
Annual Meeting, Anahelm, CA, June 1680
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Using doses measured at 19-um depth, the estimated number of beta particles at the
uloeration threshold for & point source on skin is 3.8 x 10® for dose averaged over 1.1 mm®
(210 Gy), and 6.6 x 10" for dose averaged over 1 om® (5.1 Gy). However, when the dose
measured at 1.33-pun depth in iissue is used to estimate the threshold, values of approxi-
mately 3.8 and 8.1 x 10'” beta particles are deduced for a point 8r-Y-90 source on the skin
based on doses averaged over 1.1 mm® (17 Gy) or 1 em® (2.1 Gy), respectively (Table 6 2)
These numbers of beta particles are two to three times the value deduced from Forbes and
Mikhail's data.

The 1.1-mm* area average threshold doses at 18 um reported for Tm-170 sources (see Table
6.1) are approximately the same as those for the 1-mm Sr-Y-90 source. This finding tmplies
that the Tm-170 data are in agreement with the Sr-Y-90 data, however, the Tm-170 sources
were only O.1-mm thick and may need significant corrections for dosimetry as discussed in
Section 4. The ratio of dose at 16-um depth to that at 1,33 mm, and the results from the
extrapolation chamber measurements, would be very sensitive to the distanoe of the source
from the skin or from the extrapolation chamber window, especiaily for the Tm-170
sources. For this reason, we oan draw no firm concluginns about the threshold number of
beta particles for induction of ulcers by the Tm-170 ¢ 4 ces until new dosimetry studies
that better define the dose and its spatial distribution .« -+ been completed. Also, the 1-mm
diameter 8r-Y-80 source was not an ldeal simulation of a hot particle on the skin because it
was a 1-mm diameter glass bead looated in a stainless steel rod having 0.5-mm thick side
walls and a 50-um thick steel window. The side walls tended to collimate the source, and
the source's effective center was farther from the skin surface than for a smaller particle on
the skin. These factors may ceniribute to the apparent differences between predicted
threshelds from Forbes and Mikhail's data (threshold = 1.2 x 10'” 8r-Y-90 beta particles)
vs. those from Hopewell's data (threshold 3.1 - 3.3 x 10'? 8r-Y.90 beta particles) based on
the dose &t 1.33 mun depth coriterion.

L A "POINT" DOSE, "AREA" DOSE, AND BETA EMISSION FROM PARTICLES

Dose has been expressed in several different but related ways in various studies reviewed.
This difference has often led to serious misunderstandings. For example, it was stated
before a meeting of the Subcommittee on Ocoupational and Environmental Protection of the
Advisory Committee on Reactor Bafeguards (U.8. NRC, 1988) thut because ulcers were not
produced in the recent PNL studies funded by EPRI using 3-mm and 11-mm diameter
sources with exposures of approximately 3,500 to 3,600 uCi-hr (50 x 10'° gs), or doses of
220 to 4380 Gy averaged over 1 ecm®, no such effects could be expacted from smaller sources.
In fact, the opposite is true as wus shown at the same meeting by Bavm. That is, smaller
doses averaged over 1 om® and a smaller number of beta particles are required to produce
ulcers (or acute tissue breakdown) if given by smaller sources (e.g., 0.1- to 1.mm diameter)
than if given by larger (e.g., 8- to 19-mm diameter) sources. The absence of questions,
comments. and discussion on this very important issue, indicated that there may have been
a lack of appreciation or understanding of this apparent contradiction. Therefore, the
following discussion has been included.

The point is clearly illustrated by Figure 7.1 using the Tm-170 data of Hopewell et al.
(1986), as summarized by Charles (1990). The doses are shown that are required to
produce acute tissue breakdown with 10% probability from Tm-170 (0.967 MeV maximum
beta particle energy). As discussed earlier, Charles estimated threshold doses as 2/3 the
dose for 10% probability of effect. Similar data for threshold and 50% probability could be
used. This set of data is convenient because Charles {1980) tabulated the values.

27-
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consistent predictions (item 16 in Table 3.2) for both 180-um and 300-um particle sizes
than a similar regression at 100-ym depth (item 14 in Table 3 2), it seems likely that
ulceration may involve damage to vascular dermal .issue lying deeper than | mm in tissue.
This conolusion would be consistent with the findings of Moritz and Henrigues (1952), in
which ulcers were produced by medium- to high-energy beta rays but could not be produced
by sulfur-35 beta particles, and those of Hopewell et al (19886), in which uloers were
produced by Tm-170 and 8-Y-90 beta particles, but not by Pm-147 beta particles. The
maximum penetration of sulfur beta particles is approximately 300 ym in unit density
tissue, and that for Pm-147 is approximately 560 um. In electron beam studies, Albert et al
(1967) found that the surface dose necessary to produce uloeration in the skin of rats varied
inversely with the electron beam energy. The average maximum depth of the hair follicles
in the rat was 0.23 to 0.8 mm. Doses required at this depth below the skin to produce
ulceration were 15 to 20 Gy. The somewhat larger dose (27 Gy) at greater depth (1.33 mm)
in pig skin implied by the above analysis may reflect the greater depth of vascular tissue
and of hair follicle canals in both human and pig skin. The large variability in dose
associated with the induction of small (e.g., 0.5 mnm diameter) ulcers, {llustrated (n Figure
3.8, may reflect the influence of (presence or lack of) hair follicles in the repair process In
the !ocal area irradiated by small particles, as well as variations in dosimetry, exposure,
and observational factors.

The threshold deduced from Forbes and Mikhail's data by the NCRP was 3 8 x 10’7 beta
particles emitted in the source. This value was reduced to a recommended limit of 10'°
beta particles for point sources on the skin, which would give approximately the same point
dose at 100-um depth as rroducod by a particle located at the center of a 150-ym diameter
sphere emitting 3.3 x 10'° particles, The difference was due to the geometric (1/r¥) factor.
Self-absorption (™ 20%) in the particle was neglected.

The very sharp drop from 100% probability to zero incidence for the data of Dean et al.
(1970) on the monkey, as shown by the dotted line in Figure 1.1, is in contrast to the more
normal sigmoid shape of the response as shown by the solid line in this Figure for the
much larger sets of data of Hopewell et al for particles € 1-mm diameter. A broader range
of exposures bracketing the uloer threshold is needed in order to define an ED, probability
from Forbes and Mikhail's studies,

The Hopewell experiments were much more extensive than either that of Forbes and
Mikhail {(which included no data points below threshold) or that of Dean et al. In the
Hopewell studies, approximately 17 exposures were made at each dose level, and dose-
response data were obtained over the entire range of doses from threshold (zero response)
to 100% response. Thus, the sharp drop from 100% to zero incidence in the two smaller
studies probably reflects the lack of statistical robustness of the data. A gradual increase in
probability is also expected based on the variability of the Forbes and Mikhail data shown
in Figure 3.3, which shows a factor of 2.4 spread in dose for the four data polnts with
smallest uloer area (0.5 mm diameter). The relative standard deviation of dose or number
of beta particles required to produce 0.5-mumn diameter ulcers is + 45%. This deviation in
dose does not indicate a sharp drop to a threshold.

The three data points of Dean et al. from monkeys and the three data points from humans
that show no ulcers provide only very weak indications of the likely lower limit for a
threshold; however, the four sets of data -- and, in particular, those of Hopewell et al. based
on several hundred exposure points and three different energies -- provide reasonable
assurance that a limit of 76 uCi-hr (10'Y beta particles) is not likely to cause ulcers at
either significant frequencies or of significant size. However, additional studies of
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dosimetry and radiobiology are needed to better define the grob‘bmty of uleer formation by
fission product beta particles in the range of 10* 10 3 x 10'Y beta particles from point
sources on skin, and also 'o normalize both the Forbes and Mikhail and the Hopewell ot al.
studies to better defined dosimetry.

If the oriterion of point dose (e.g., 27 Gy ss deduced in section 3.5) at 1 38 uun depth at
uloer radius is generally applioable, then this oriterion expressed in terms of number of
beta particles should follow the trend vs. beta particle energy shown in Figure 4 1 of NCRP
Report 108, The approximate number of Y-80 beta purticles required from a point souroce
on the skin to produce a point dose of 27 Gy at 1.38-mm depth In tissue is estimated at 2.4
x 10'" based on output from the VARSKIN Code (Traub et al., 1987), adjusted by a factor of
1.3"® for backsoatter effects not adequately taken into account in VARSKIN. Approximately
1.9 times this number of beta particles would be needed from s 8r-Y-90 source beoause few
of the Jower energy beta particles from 8r-80 would reach this depth in tissue. As can be
judged from Figure 4.1 of NCRP Report 106, a much larger number of beta particles
emitied would be acoeptable at energios below approximately 0.8 MeV maximum beta
particle energy: for photon emitters, there may be a transfer of risk from beta dose to that
from photon dose for maximum g particle ener/yies below approximately 0.4 MeV. Thus, a
dose expressed as the number of beta particles from a hot particle, or as beta particle dose
averaged over 1 om® at 70-um depth in tissue, is probably a conservative criterion regard-
ing ulcer induction for beta particles with maximum energies below 0.8 MeV.

The model with 1.33-mm depth in tissue as the relevant point for threshold dose determina-
tion would predict that approximately equal numbers of bota particles would be needed at
threshold from a Sr-Y-90 point source or a similar Tm- 170 source on the skin. This
similarity results from a predicted absorption at depths In tissue of 1. 33 mm of nearly all
the 8r-90, only approximately 30% of the V.80, and approximately 50% of the Tm-170 beta
particles. These attenuation factors are based on tables given by Berger (1971).

Q. RESEARCH NEEDS

Our assessments reveal several weaknesses and sources of uncertainty in the data on
thregholds for soute effects from hot particles on the skin. In the biological area, questions
remain on the critical depth for ulcer induction. Is the 1 33-mm depth employed in the
model used here applicable for all beta particle energies’ If so, a hot particle emitting beta
particles with maximum energy of < approximately 0.4 MeV should not produce acute
uleeration, and an emitter such as Rh-108 with a maximum energy of 3.45 MeV may have a
threshold (expressed as number of beta particles) only a third of that for 8r-Y-90, because
of the greater penetration of the higher energy beta particles. Therefore, tests of the effec-
tiveness of ulcer production vs. maximum beta particle energy are needed to better define
the threshold and the way in which biclogical effects vary with particle energy.

It is also important to determine if sources off of the skin, e g, on clothing or halr, are less
effective per beta particle emitted, as implied by the data plotted in Figure 7.1. Particles off
the skin would tend to spread absorbed energy over larger areas. This should cause a
response similar to that from a larger area source with the same emission.  Acute tissue
breakdown should then require a greater number of beta emiscions from the source than
would be needed from a particle on the skin. Experimental verification of this prediction is
needed.

The depth and persistence of uloers as a function of dose arc of interest because they relate
to probability of infection and scarring which may be measures of detriment and may
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influence possible weighting factors for acute uloeration if deterministio and stochastic
risks are to be compared or summed. Other similar regulatory issues are the risk-related
relations between the dose limits for hot particles and the limits for larger area skin expo-
sures. What is the depth, area, or volume over which dose should be averaged? What are
the relationships between dose averaged over 1 om® and number of beta particles emitted
from various source geometries and locations (on or off the skin) for the same effect (e.g.
acute ulceration)? Additional attention snould also be given to the effects of particles in the
eye, ear, nose, throat, gastrointestinal tract, or lung tissues. Hovs do detriments expected
in these cases compare to those for particles on skin?

The data of Ulberg and Kochendorier (1968) for UC, particles of 80- to 260-um dismeter,
on measured doses at 0. 7-mum depth in tissue-equivalent material differ from calculated
values by factors of 4 te 6 for decay times of 260 hours. Additional measurements are
needad to resolve these differences and, if necessary, modify the computer codes used for
caloulations In hot particle studies und risk assessments. Additional experimental work is
also needed to resolve the large differences in dose between results from extrapolation
chamber and dye-filn measurements.

We are continuing to study several of these problems. Specifically, we plan to expose pig
skin on live animals to sources of activated UC, spheres having a 250-um diameter to
validate and extend to lower doses the work of Forbes and Mikhail Exposures using
particles of Tm-170 are planned for comparison with work of Hopewell et al. and to study
the energy dependence of the threshold for ulveration A set of exposures using lower
energy (0.6 to 0.4 MeV) beta particles also is planned to better define the energy depen-
dence of ulcer induction. In addition, experimental studies of the effectiveness of beta
particles emitted by particles (a) separated from skin by 0.4-mm thick denim, and (b)
approximately 1 mm off the skin are planne«..
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AFPENDIX A

-
Statistionl Analysis of Forbes and Mikhall Data
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The standard deviation of the slope, s,, and the y intercept, s . are calculated using

(Walpnle, 1978, pp. 288, 287).

The standard deviation of the regression, s, and the standard deviation of the regression
slope, s, were caloulated using predefined functions of the spreadsheet software package,
Quattro Pro. The standard deviation of the regression intercept, s , was caloulated from
previously given equations using the same spreadsheet.

The independent axis intercept, z (threshold dose or number of betas), was caloulated using

s . ”: for linear regressions

>
= ¢ for natural log transformed regressions
“d

=10 for common log transformed regressions

The standard deviation of z, s,, was determined using the standard error propagatiop
formula (Bevington, p. 113).
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¢ = equation to determine the intercept, a
s, = standard deviation of the parameter determined by ¢
i = data point index
s, = standard deviation of the i'" data point
= 8 (assumed)
¥, = 7 value for the I'" data point
This formuls yields
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for the linear data regression.

The standard deviation of the independent axis intercept for the natural log transformed
data yielded

The standard deviation of the independent axis intercept for the common log transformed
data is similar to that for the natural log transformed data, except that "e” is replaced with
ﬂ1°h-

The "R*" value in Table 3.2 is also called the "coefficient of determination” and is the square
of the correlation coefficient. p, where

(14)



(Ott and Mendenhall, 88, pp. 316-318). This statistic was used to determine which regres-
sion model best fit the data. A zero R* value indicates no predictable linear relationship
between the independent and dependent variables. This was desired in items 12, 15, and 16
of Table 3.2 because the dose at the radius of the ulcer should vary randomly about some
mean value (Figure 3.4).

The R* value, as with the correlation coeffictent, can not be used to prove or disprove the
model presented, as the ulcer sizes and doses that produced them do not constitute a
bivariate normal distribution, and a causal relationship between the two was known to exist
(Arni, 1871). The R® value was used as a tool for determining wiich model approximated
the data the best.

Repoated Measurements

It should be mentioned that if the errors for each data point are not independent, then
repeated measurements may bias s (Walpo'~ and Myers, 1978, pp. 208-209). If repeated
measurements are made for all data points, then the distribution for each independent
variable point can be estimated. Knowing all the distributions will provide an unbiased
estimate of ¢. This could not be performed with the Forbes and Mikhail data because some
distributions had only 1 data point, so a standard deviation for those distributions could
not be calculated without additional assumptions being made about the distribution. The
linear regression performed treated each data point as an independent measurement.
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