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ABSTRACT

Several of the numerous techniques proposed in the literature as remedies
to reduce numerical diffusion were examined for implementation in the COMMIX-
18!73 computer program. Raithby's“”™> two-dimensional skew-upwind difference
(SUD) scheme, compatible with the current numerical procedure in COMMIX, has
been extended to three dimensions. In addition, a scheme called the volume-
weighted skew-upwind difference (VWSUD) scheme has been developed. Both
schemes, SUD and WSUD, have been implemented in the energy equation of the
COMMIX-1B computer program. The WSUD scheme has the following major
features:

B It has the same order of accuracy as the SUD scheme, but eliminates all
of the undershoots and overshoots (cowputational values over and above
the limits of physically allowable values) observed in the SUD scheme in
this study.

- It retains the simplicity of the SUD scheme without resorting to the
artificial cut-offs needed in the SUD scheme. This advaantage is crucial
in many thermal-hydraulic applications.

. It sigrificantly reduces numerical diffusion for steady-state and
transient thermal mixing with flow oblique to computational grids.

L] A two-dimensional Von Neumann linear stability analysis shows that the
WSUD scheme is numerically stable.

® A coarser mesh than for the pure-upwind difference scheme can be used
while obtaining results that are of the same order of accuracy. Hence,
computer running time is significantly decreased.

We have quantitatively assessed the ability of the SUD and WSUD schemes
to reduce numerical diffusion for flow oblique to the computational grids.
The assessments were accomplished by comparing several wmultidimensional
steady-state and transient thermal mixing benchmark computations with
analytical solutions. Analysis of two thermal mixing experiments shows that
use of the WSUD scheme substantially improves agreement with thermocouple
response Jdata in regions with highly angled flows. Valiaation of the WSUD
scheme will require many more applications.
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A VOLUME-WEIGHTED SKEW-UPWIND DIFFERENCE SCHEME
IN COMMIX

by

C. C. Miao, R. W. Lyczkowski, G. K Leaf, F. F. Chen,
B. K. Cha, B. C-J. Chen, H. M. Domanus, W. T. Sha, and V. L. Shah

EXECUTIVE SUMMARY

Several methods for reducing numerical diffusion have been exumined for
their suitability to be implemented in the COMMIX-1B code. The skew-upwind
differencing scheme as proposed by Raithby was most compatible with the
current COMMIX scheme. However, two drawbacks of Raithby's scheme needed to
be corrected. To address these drawbacks, a volume-weighted skew-upwind
difference WSUD scheme has been developed and implemented in the energy
equation of OCOMMIX. The importance of numerical diffusion in the momentum
equation was found to be significantly smaller by many investigators.

The WSUD scheme takes advantage of the simplicity of Raithby's skew~
upwind differencing scheme and yet does not have Raithby's drawbacks. It
reduces the bulk of numerical diffusicn without the problems of overshooting
and undershooting (computational values over and under the limits of the
physically allowable values), and without the need for artificial cut-off as
an upper bound. The scheme is proven to be numerically stable by the Von
Neumann stability (Appendix A) analysis.

Several analyses were performed with this newly implemented scheme to
compare computational results with analytical solutions or experimental
data. Cases studied include (1) two-dimensional corner-to-corner flow; (2)
two-dimensional highly angled flow; (3) three-dimensional corner-to-corner
flow; (4) transient simulation of an SAI experiment; and, (5) transient
simulation of a CREARE experiment. These validation efforts were motivated by
a need to resolve the numerical diffusion issue brought up during earlier
COMMIX calculations for thermal mixing related to the so-called pressurized
thermal shock problem. 1In all cases studied so far, agreement between the
computational results and the analytical solution or experimental data was
improved significantly by using the volume-weighted skew-upwind difference
scheme. Furthermore, the experience from various analyses shows that WSUD
permits use of coarser mesh, thus saving significant computer running time,
than corresponding upwind scheme while maintaining same order of accuracye.
However, much more validation and applications of this new scheme are needed
in the future.



1. INTRODUCTION

1.1 COMMIX-1B

COMMIX-1B, the advanced version of COMMIX-lA, is a computer program
designed and developed for therma.-hydraulic analysis of reactor component/
multicomponent systems under ncrmal and off-normal operation conditions. It
uses a finite-difference numerical procedure to solve three-dimensional,
steady-state/transient partial differential conservation equations of mass,
momentum, and energy.

Recently, we have added three major features to the code. They are:

. Implicit solution procedure,
L] Turbulence models, and
» Skew-upwind difference (SUD) and volume-weighted skew-upwind

difference (WSUD) schemes.

These three features have augmented the capabilities of the COMMIX code. In
this report we describe only the third feature, the SUD and WSUD schemes,
implemented using only the implicit solution procedure. The other two
features are described in other reports®’’., The reason for implementing the
SUD and WSUD schemes 1is to reduce numerical diffusion. The following
sections give some background and an explanation as to why we have implemented
the SUD and WSUD difference schemes in COMMIX-1B.

1.2 Definition of Numerical Diffusion

In fluid-dynamic calculations, pure-upwind differencing instead of
central differencing is generally used to discretize the convective terms.
The reason 1is that for high Peclet-number flows, pure-upwind differencing
prevents instability, although it produces what 1is known as numerical
diffusion.

The concept of numerical diffusion can be described as follows. We
first make the consistency check between the finite difference equation and
the origiral differential equation by using Taylor series expansions (both in
space and time). In the case of pure-upwind differencing, the second-order
derivative terms do not get cancelled as they do in the case of central
differencing. The contributions that result from these additional second-
order derivative terms are known as numerical diffusion. The coefficient of
the additional second-order derivative term 1is interpreted as a false or
numerical diffusion coefficient.

The apparent ways to reduce numerical diffusion are
- To use very fine mesh and

= to use higher-order finite-difference approximations.



But these procedures are not possible in practice when one is trying to
analyze a large, complex, real engineering situation. In addition, it may be
very uneconomical to do so. What is needed is a scheme that 1is simple to
implement, permits the use of coarser mesh for given accuracy, and has
acceptable numerical diffusion.

When flow is aligned parallel to one of the coordinate grid lines,
the magnitude of numerical diffusion is generally very small and can be
considered negligible. However, the magnitude of numerical diffusion does
increase with the increase in the angle between flow direction and coordinate
grid lines. This repoit describes the modifications that are implemented to
minimize numerical diffusion when flow is inclined to coordinate grid lines.

1.3 Review of Alternative Schemes to Reduce Numerical Diffusion
in COMMIX

Numerous methods for reducing numerical diffusion have been proposed
in the open literature. We are presenting here our brief review of several of
these procedures that are applicable to the finite-difference formulation
(COMMIX employs the finite-difference formulation). The review is only from
the points of view of accuracy and ease of implementation in the eristing
COMMIX-iB code, which uses the pure-upwind scheme 1in 1its numerical
formulation.

The method of Truncation Error Cancellation (TEC), used by LASLS,
involves adding diffusive terms to make sure that the coefficients of all
second-order terms are positive. 1In the upwind scheme, the coefficients are
already positive. The procedure, therefore, requires use of negative diffu-
sion coefficients. We tried this procedure and found that it decreases the
stability of a solution.

The Flux-Corrected Transport (FCT) theory is developed by Boris and
Book? and extended by Zalesak!0. As described by Zalesak, the method requires
the governing equations to be in conservation law form and computes the net
transportive flux as a weighted average of a flux computed by a low-order
scheme (e.g., upwind) ani a flux computed by a higher-order scheme (e.g., a
leapfrog-trapezoidal algorithm with fourth-order spatial differences). Some
filtering 1is required to suppress over- and undershoots ("wiggles”). The
procedure is a very high-order scheme, requires major modifications to COMMIX,
and is computationally more expensive.

The use of the Asymmetric Weighted Residuzl method, as propounded by
Romstedt and Werner!!, was not considered for two reasons:

° It would require substantial modifications of COMMIX, and

L It is an untried technique for multidimensional
fluid-flow problems, and is inappropriate for a
COMMIX-type code.

R. G. Steinke!? describes the use of a step function rather than a
flat shape 1in the pure-upwind scheme. This approach does not address
numerical diffusion due to cross-flow; instead, it is concerned ouly with
numerical diffusion due to pure-upwind differencing.



A nonlinear fitting technique (FRAM), presented by Chapman!3, is for
mulctidimensional homogeneous equations in conservative form. The basic idea
is to use a higher-order scheme and then locally introduce artificial diffu-
sion when spurious osc’ ' .ations appear. The technique seems to offer several
advantages over FCT. In parcicular, the high-order scheme can be like
Crowley's!“ 15  which i{s akia to central differences. Thus, the basic scheme
would be a nine-point scheme in two dimensions and a 27-point scheme in three
dimensions. Also, artificial diffusion is introduced locally rather than
globally, as in FCT. The modification can be moderate in scope. We wanted to
see if we could find a simpler alf:.native.

A skew-upwind difference (SUD) scheme is described by G. D. Raithby®
and J. N. Lillington!®, 1In this approach, one applies upwind difference in
the stream direction and uses a linear variation differencing in the cross-
stream direction. This technique addresses the problem of numerical diffusion
due to cross-flow gradients in the pure-upwind scheme. In two dimensions,
this scheme leads to, at most, a nine-point formula.

1.4 Selec. .on of a Scheme to Reduce Numerical Diffusion

After reviewing the alternatives described, we decided to (1) extend
Raithby's two-dimensional SUD scheme to three dimensions, (2) develop the
WSUD scheme, and (3) implement both of these schemes (SUD and WSUD) into the
energy equation in COMMIX-1B. The following are our considerations.

] As mentioned earlier, our objective was to develop a scheme
that is simple to implement, computationally efficient, and
displays acceptable numerical diffusion for flows oblique to
the computational grids.

- The pure-upwind scheme is simple. 1It is based on the assump-
tion that for a steady-state convection-dominated flow, the
variation of property value in the streamwise direction {is
very small., This is a very valid assumption. A major defi-
ciency of the pure-upwind scheme is that it produces numerical
diffusion when a flow is inclined to the computational grid
lines.

= The skew-upwind scheme, an extension of the pure-upwind
scheme, reduces the deficiency of the pure-upwind scheme. But
SUD has two other problems: it predicts results that may over-
shoot or undershoot, and it requires an arbitrary cutoff value
during linear interpolation.

We therefore develovped a scheme called the volume-weighted skew-
upwind difference (WSUD) scheme, which is an extension of the SUD scheme. It
eliminates the two problems of the SUD scheme, but still retains the simplic-
ity of the SUD scheme. It approximates the property value at the surface of a
computational cell using the volumes of two upstream cells as weighting
factors.

We have implemented the WSUD scheme in COMMIX~1B only in the energy
equation and not in the momentum equation for the following reasons:



" All our analyses have shown that the numerical diffusion due
to pure-upwind approximation is mainly through the energy
equation and not through the momentum equation.

° The analysis of Hassan et al.!” has shown that increasing the
order of approximation (from pure-upwind to central differ-
ence) in the momentum equation does not make any appreciable
difference in the velocity field.

1.5 Numerical Simulations

To assess the ability of the SUD and WSUD schemes to reduce numeri-
cal diffusion for flow oblique to computational grids, we have analyzed
several problems. Comparisons have been made between the multidimensional
steady-state and transient thermal mixing benchmark problems and the analyt-
ical solutions. Also, the analysis of two thermal mixing experiments is
compared with experimental data. In this report, we present the results of
five problems:

s 2-D corner-to-corner flow,

L] 2-D highly-angled flow,

» 3-D corner-to-corner flow,

- SAI thermal and fluid mixing experiment?!, and
» CREARE thermal and fluid mixing experiment?3,

It can be seen from the results presented here that the WSUD scheme
is simple to implement, removes some of the deficiencies of the SUD and pure-
upwind schemes, and reduces numerical diffusion.

1.6 Outline of the Report

So that a reader can clearly understand our scheme, we have included
Raithby's skew-upwind difference (SUD) scheme as background ionformation in
Sec. 2. Our extension, the volume-weighted skew-upwind difference (VWSUD)
scheme, is described in Sec. 3. The results along with comparisons of five
numerical problems are given in Sec. 4. Section 5 contains our concluding
remarks. For those who are interested in knowing the stability of the scheme,
we have presented in Appendix A the stability analysis of the WSUD scheme.

2. EXTENDED RAITHBY SKEW-UPWIND DIFFERENCE (SUD) SCHEME

2.1 lnc!ground

Because of its stabilizing effect, the pure-upwind difference scheme
is used extensively in one-dimensional hydrodynamic computer programs!®. The
basic concept is briefly discussed here in reference to Fig. 1.

It is easy to difference the model equation
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Fig. 1. One-Dimensional Upwind or Donmor Cell

ax(m) =0 (1)

at node i, where ¢ is some scalar and u is the velocity. Equation 1 may be
differenced at center node i as

() gar7a = ()4
Ax

o, (2)

where subscripts i*l/2 refer to the values of (up) at the cell edges. In a
staggered mesh system, ¢ and u are not known at the same points. If it is
assumed that ¢ is continuous, Eq. 2 may be approximated as

()12 = (W) /0 o Yi/n by - Yi-1/2 Y41
- p (3)
X Ax

for the case u,,,/,» > 0. That 1is, the values of $441/2 are consicered
“donated” (or upwinded) to the cell edge, depending on the signs of Ugsp/2°
In the case considered, both velocities are assumed positive. et
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Fig. 2. ‘Iwo-Dimensional Upwind or Donor Ue'i



Now consider the two-dimensional situation, as shown in Fig. 2. The
application of the one-dimensional pure-upwind difference scheme to the two-
dimensional model equation

2 2

5; (u‘) + i; (V’) =0 (4)
produces

a(uw) _ () 41729 = (9)g_1/9.5

ax Ax
~ Yie1/2,3 1,9 T Yi-1/2,5 fi-1,g (s)
Ax -

and

a(w) (%) 4 o172 " (%)y 4-172
3y Ay

~ ("1,_1+l/2 01,_1) ) (vi,j-l/Z ’111-1) (6)
Ay :

assuming u and v are both positive. This exteusion assumes that the velo-
cities are locally one-dimensional, i.e., each cell face is associated with
one velocity component only, as shown in Fig. 2.

This apparently straightforward application of the one-dimensional
pure-upwind concept to two and three dimensions is incorrect and has been
identified as one of the main sources of numerical diffusion 5°13:20 ¢ has
been shown that for a steady-state two-dimensional flow with constant velocity
components u and v and equal grid sizes Ax = Ay = A, the numerical diffusion
coefficient I'p, resulting from using Eqs. 5 and 6 in Eq. 4 is given approxi-
mately by

rp =2 stn (% +9) ] & stac2e) , )
where
o = ton (%) J (7a)

The maximum value cf the numerical diffusion coefficient occurs for 6 = n/b,
103.. u=yv,



2.2 Raithby's Two-Dimensional Skew-Upwind Difference (SUD) Scheme

Raithby® developed what is called the skew-upwind difference (SUD)
scheme applicable to a two-dimensional flow field. His motivations were based
on the assumption that in a small domain surrounding the center of a cell
surface, a scalar property function ¢ (e.g., density, temperature, etc.) is
continuous, linearly varying and constant along a streamline. He then pro-
ceeded to derive the SUD scheme, but his extremely compact and elegant
notation obscures the true interpretation of the essencz of the method and
perhaps accounts for its relative lack of developmentls.

We have been able to strip the interpretation of the method to its
barest essence. This was absolutely necessary to properly extend it to three
dimensions and to modify it to correct some of its defects. We assume

%-0' (8)

where d/dy is the directive derivative along the strear direction ¢. Consider
the west face of node (i,j) (Fig. 3).

| | " Fy | ©
i i
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i, i
dz: :
! |
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ek &

Fig. 3. Two-Dimensional Skew-Upwind Difference Scheme
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Equation 8 implies that

= 10
NS (10)
where ¢ 1is the value ofiy at the point of intersection between the projection
of thepvelocity vector V and the vertical line connecting ¢, and $ge The
property value ¢ _ in turn can be evaluated from the values ¢1 and ¢2 using
simple linear interpolation as

Gy-d) §y - d,\
1 S
where
8y = (Gyl - Gyz)/Z (11a)

and 6y, and 6y, are the c2ll heights. The lengths d, and d) are determined
from

(6x/2) (12)

Iy
* |
and

d2 =8y - dl .

Here u and v are the components of the velocity vector V, considered centered

at the middle of the west face, and 8x is the grid width for the cell con-
taining ¢, (or $2 ). When d; is greater than § then d; is set equal to §

and dy is set equal to zero, and vice versa fo¥ the case of d, greater thax

These are Raithby's artificial cutoffs to prevent the possibility of

nlgatlve coefficients in the interpolation formula given by Eq. ll. Equation

11 may be rewritten as
1 6x
)01 +(-2'3; )02 . (13)

This is the same as Raithby's results for both u and v positive. Thus,
Raithby's SUD scheme is nothing more than a method to replace ¢y by a linear
interpolation between ¢, and ¢, using velocity components u and v. The flux
on the west face is then conputed in the usual manner as

(12a)

168x

v
’w.‘p-( "2 38y

u

v
u

F' = " cyl U . (l‘)
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One benefit of the method is some reduction in the numerical
diffusion in the direction normal to the stream direction introduced by the
indiscriminate extension of the one-dimensional pure-upwind difference scheme
to three-dimensions. The method does not address the problem of numerical
diffusion that persists in that direction; neither does it address numerical
diffusion resulting from time-dependent terms.

The interpretation of the method as merely an interpolation pro-
cedure for ¢ allows easy implementation in an existing computer code, such as
COMMIX-1A, without major reprogramming.

In the following section, we explain the extension of the method to
the three-dimensional situation.

2.3 Extension of Raithby's Two-Dimensional Skew-Upwind Difference (SUD)

The approach employed in Sec. 2.2 to derive the skew~upwind
difference (SUD) scheme in a two-dimensional flow field {s simple and
straightforward. All the terms involved in Eq. li may be interpreted with
physical and geometrical meanings. The same approach is used to derive the
three-dimensional skew—upwind difference scheme shown in Fig. 4. To illus-
trate the configuration easily and without lgsing generality, we will assume
that the velocity components u, v, and w of V, passing through the center of
the north face (+y) of the cell containing ¢, (Fig. 4) are all positive.

/
________ b — '—* ———— ——
A_ /l/ ¢
Y / I
T b !

w5 I o X S E 7

‘Z., |,-—ax2 J; BX, '

Fig. 4. Three-Dimensional Skew-upwind Difference Scheme
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The three-dimensional model equation under consideration is given by
= (w) + () + - (w) =0 (15)
ax 3y 3z §

Equation 15 may also be written as Eq. 8 and the same considerations described
in Sec. 2.2 are now directly extended to three dimensions.

,The location of point P, is the intersection of the projection of
velocity V with the plane containing the scalar values $or Pur Pups and $pe
The length of dy, and d,,can be derived easily from Fig. 4. as

d,, =< (8y/2) (16)

and
u
d), = ;’(Gy/Z) . (17)

[f the center of the north face (+y) of the cell containing ¢, 1s considered
to be the origin of the local coordinate system, then the coordinates of point
P_ may be written as

b
(ijlocal - Pp [-dlx’ = 8y/2, - dlz) :
We define the interpolation coefficients as
(62 - Idlzl
g - ‘--E;;————- if 6z > ldlz' ’ (19)
.. " 0 otherwise
and
§x - Idlxl
o o\ —gr if 6x > |4, | , (20)
e, * 0 otherwine,
where
1
§z = 3 (Gzl +68z,) (20a)
and
1
6x =3 (le + 6:2) . (20b)

Therefore, the intensive property oN defined on the north face of the cell
containing ¢, can be simply written, analogous to the two-dimensional case
given by Eq. 11, as

by =ty =(a,a ) 0, +[(1-a)a]e, +[al-a)]e,

+[(1 -az)(i -ax)]’ub' (21)
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3. VOLUME-WEIGHTED SKEW-UPWTIND DIFFERENCE (WSUD) SCHEME

In this section, we describe the volume-weighted skew-upwind difference
(VWSUD) scheme, which overcomes some of the deficiencies of the skew-uowind
difference (SUD) scheme.

3.1 Two-Dimensional Volume-Weighted Skew-Upwind Difference
(VWWSUD) Scheme

As discussed in preceding sections, the only assumption made to
decive the SUU scheme is

@ _ 2
& 0 (22)

and the only conclusive implication from this assumption in two or three
dimensions (shown in Figs. 3 and 4) is that

Qw ‘-Qp . (23)

Neverthelese, the expression of ¢ _ in terms of ¢, and ¢, in Eq. 2, or ¢,, ¢y
¢y, and ¢, in Eq. 21, is straigh&orw&rd but not necessarily unique.

In some cases, the interpolation may result in significant under- or
overshoots. For the case of highly angled flow, shown in Fig. 5, the
projected point Pp falls outside of the line connecting ¢ and ¢,

H — T

v |

: ; !
v ---:A___,' _____ )

| [ . ek

! |

| !

. !

T I ,/ :

d, : / :

I ll |

| L/ |
8,2 _-—-q»-’--//---- _____ J'——————-t

!, i

|
Jﬁ’%’Pp :
: H

Fig. 5. Deficlency of Skew-Upwind Difference Scheme
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To avoid the extrapolation, which may result in gross errors,> we
may simplify Eq. 11 using the cutoff

Y = ’P "¢, - (24)

However, based on physical intuition, the intensive property of the flow
passing the west face of the cell containing ¢, should involve both ¢, and by

To correct this situation, we consider the volume of the flow
passing through the west face of the cell containing $o» shown in Fig. 6. The
volume of flow passing through rthe west face originating from the portion of
the control volume containing ¢y is Ah, where h is the unit depth of the
flow. The remainder of the flow that passes through the west face originating
from the control volume containing ¢, is given by A; h.

_—C.V.
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=
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2/
!
et X
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Fig. 6. Concept of Volume-Weighted Jkew-Upwinéd Scheme
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Therefore, the average of the intensive property associated with the
volume of the flow can be expressed as

A Az \
% "¢p (A +A2) —A_+'A—2 02 5 (25)

Since the coefficients in Eq. 25 are always between 0 and 1, there is no need
for any artificial cutoffs in the WSUD.

3.2 'mree-Diuensional Volume-Weighted Skew-Upwind Difference
{(WSUD) Scheme

The extension of the two-dimensional WSUD scheme to three dimen-
sions is quite straightforward but diffigult to visualize. As shown in Fig.
7, the projection line t of the vector V that passes through the north face
(+y) of the cell containing ¢, may result in the formation of subvolumes
inside the surrounding cells. To simplify the representation, we number the
cells 1 through 4 counterclockwise, starting with the cell containing ¢,, as
shown in Fig. 7. Detailed configurations of the constituent subvolumes
resulting from the projection line T are shown in Figs. 8-l11.

The extension of Eq. 25 to three-dimensional flow field may be

written as
') v v ')
1 2 3 4
by = ¢ ‘( >¢ "‘( )0 ( )0 ( )¢ s (26)
00 Vet ? tot/ 2 AL coe] *

+v, (26a)

where

vtot = \l1 +VZ4>V3

harmm 40 Pids 7
H  alh Ji8- .

4. NUMERICAL RESULTS

4.1 Steady-State Validations

Several numerical experiments are conducted to assess the per-
formances of the pure-upwind, skew-upwind, and volume-weighted skew-upwind
schemes implemented in COMMIX-1B. To have a solid base for comparison, we
have selected problems with known analytic solutions.

4.1.1 Two-Dimensional Corner-to-corner Flow (Test Problem 1)

Consider the steady mixing of two streams at different tem—
peratures shown in Fig. 12. Each is flowing at the same velocity, but at a
90° angle to each other. The two streams are introduced at the left and
bottem of a two-dimensional rectangular grid. The problem was discussed by
Patankar,!? Leschziner,?’ and Raithby.* If the thermal conductivity is zero,
the pro’lem reduces to solving
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(27)
T=0°at x =0 (28a)

and
T =100°Cat y =0 . (28b)

We used the velocities u and v equal to 0.0l m/s, and a grid size of Ax = Ay =
0.01 m.

The results obtained with the different schemes are presented in
Fig. 12 and are compared in Table 1, The numbers in the corners of each
square correspond to temperature values (numerical results) obtained with
different schemes. For easy comparison, we have also included the analytical
(true) solution, i.e.,

T=20° above the diagonal,
T = 100° below the diagonal, and
T = 50° on the diagonal.

Note that the SUD scheme has the best performance in this test problem. The
results are identical to the analytical solution, implying that the SUD scheme
has no numerical diffusion for this problem. However, in subsequent problems
we will see the deficiency of the SUD scheme. The pure-upwind difference
scheme has the worst performance, while the WSUD scheme has intermediate
performance.

4.1.2 Two-Dimensional Highly Angled Fiow (Test Problem 2)

The steady mixing of two streams with different velocity
components is selected as a second numerical experiment. As shown in Fig. 13,
the magnitude of the velocity of the flow from the bottom is twice that from
the left. All other conditions are identical to that of Test problem 1.

The results are shown in Fig. 13 and the comparisons are
shown in Table 2. A deficiency of the SUD scheme 1is brought out in this
problem: a significant overshoot of 16°C is detected. However, it still
achieves a substantial reduction of 30X of the numerical diffusion over the
pure-upwind schem. in terms of the standard deviation. The WSUD scheme, like
the pure-upwind difference scheme, has no overshoots, but has a better per-
formance of 30% over the pure-upwind scheme.

4.1.3 Three-Dimensional Corner-to-Corner Flow (Test Problem 3)

Extension of the two-dimensional benchmark problem described
ia Sec. 4.1.1 to three-dimensional flow is considered as the third test
problem. As shown in Fig. 14, the three streams are introduced at the left,
fron:, and the bottom of a three~dimensional cube.
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Table 1. Comparison of Pure-Upwind, Skew-Upwind, and Volume-Weighted
Skew-lpwind Diff{erence Schemes (Two-Dimensional Corner-to-
Corner Flow
[MPROVE-~
OPTION | IESKEW | STANDARD |peNT over: MAX. OVER
DEVIATION! pype o | ERROR | SHOOT
o0 |Wil x| 0
PURE UP-
WIND 0 21 — 34.4 NO
SIMPLE
SKEW UP-| 4 |
WIND 0.0 100 0.0 NO
{
VOLUME-
WEIGHTED | 2,3 14.6 30 .0 NO




T=0°C
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Table 2.

Comparison of Pure-Upwind, Skew-Upwind, and Volume-Weighted
Skew-Upwind Difference Schemes (Two-Dimensional Flow with

w = 2v)
IMPROVE-

OPTION | IESKEW | STANDARD |wext over| MAX. OVER
DEVIATION| pune _up- | EKROR SHOOT
a(°() wTﬁB 2! (°0)

PURE UP- .

WIND 0 19.39 ok 32 NO

SIMPLE

SKEW UP-| 13.51 30 32.1 YES
WIND

VOLUME -

WEIGHTED | 2,3 13,75 30 31.4 NO
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The streams are assigned with temperatures of 44, 0, and
100°C, respectively. The three components of the velocity are equal to 0.01
m/s and the grid sizes are all equal to 0.0l m. Assuming that the thermal
conductivity is equal to zero, the analytic solution 1is easily derived; the
results are shown in Fig. 15. Results for each K-level are shown in Figs. 16-
18. Comparisons and analysis are presented in Table 3. Improvement of the
SUD scheme over the pure-upwind difference scheme 1is substantial. Seventy
percent of the error in terms of standard deviation has been reduced and
maximum error has been reduced from 28.9 to 7.4°C. However, overshoots are
observed. It should be emphasized that the SUD scheme produces under- and
overshoots for the three-dimensional cormer-to-corner problem but not in the
analogous two-dimensional problem (Sec 4.l1.1). The WSUD scheme, however,
provides an overall and balanced improvement in terms of reduction of
numerical diffusion and still maintains the s'mulated result within bounds.

4.2 Transient Validation

4.2.1 SAI Experiment (Teat Problem &)

4.2.1.1 Problem Description

The experiment analy.:ed here is Test No. 1 of the

SAI full-height experiment?! which EPRI had sponsored to SAI for understanding
thermal mixing relevant to the pressurized thermal shock. A simple rectan-
gular geometry was constructed to simulate the cold leg and the downcomer of a
PWR. The geometry of the cold leg and the downcomer used in the SAI thermal
and fluid mixing experiment is illustrated in Fig. 19. The small dots in the
cold leg as shown in Fig. 19 represent the locations of thermocouples used in
the experiment. In the experiment, loop flow enters the cold leg at 70°C and
flows down the cold leg to the downcomer. Approximately one-fifth of the way
down from the entrance, cold fluid at 17°C (from HPI) enters the cold leg at
an angle of 60° as shown in Fig. 19, The test conditions and relevant
parameters are summarized in Table 4.

In the experiment, there were variations in the flow
rates of the cold leg and HPI, and heat losses from the w.lls of the test
section. But in our analysis, we assumed them to be negilgible.

4,2.1.2 Solution Procedure

Numerical simulation of the SAI experiment was
performed by Lin et al’? using COMMIX-1A8. A simple turbulence model with
constant turbulent viscosity was used in their study. The numerical scheme
used was the pure-upwind difference scheme. Regular rectangular control
volume was used, creating a "zig-zag" approximation in modeling the angled HWPI
injector and the diverging nozzle section in the cold leg. Downstream of the
HP1 outlet, their simulation showed penetration of the cold fiuid much deeper
than that of experimental observations for Test No. 1 of the SAI experiment.
Furthermore, thermal stratification should be stable (continuously increasing
temperature from bottom to top) instead of unscable (having some cold fluid
above the hot fluid) in the cold leg near the HPI outlet.

To improve the numerical modeling, the concept of
irregular cells 1instead of “"zig-zag" approximation was used in modeling the
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Table 3. Comparison of Pure-Upwind, Skew-Upwind, and Volume-Weighted
Skew-Upwind Difference Schemes (Three-Dimensional Corner-
to-Corner Flow)

IMPROVE -
DEVIATION| pispe_ip- | ERROR SHOOT
o0 |Wikh 2| o0

PURE UP-

WIND 0 15.41 - 28.9 NO

SIMPLE

SKEW UP- |

WIND 4.71 70 9.42 NO

VOLUME-

WEIGHTED | 2,3 9.82 35 19.2 NO
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Fig. 19. Model Geometry for Cold Leg and Downcomer used
in SAI Thermal and Fluid Mixing Test
('+' indicates Thermocouplc Location).
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Table 4. Summary of Test Conditions and Relevant Parameters for
Test No. | of SAI Full-Scale Thermal Mixing Experiment

Parameter Value
Average flow rate of cold ‘eg 10.6 ¢/8 (168.5 gpm)
Average flow rate of HPI (after injection) 1.0 2/8 (16 gpm)
Inlet temperature of cold leg 70°¢C
Inlet temperature of HPI (after injection) 17°¢C
Ratio of loop flow rate to HPI flow rate 10.6
Inlet velocity of cold leg 0.0913 m/s
Inlet velocity oc HWPI 0.0258 m/s

P ¥l
R‘CL - L CL CL 3.8 x 104
‘o
)
FrCL = & - 0.44
CL(op * o a2
v AWI
HP I ACL
?rulx - = 0.06
gD ‘w1 " Pa
A Pypr

angled HPI injector and the diverging nozzle section of the cold leg. In
addition, three different numerical difference schemes were used to quantify
the numerical diffusion in the PTS problem:

B Pure-upwind Difference Schere.

. Skew-upwind Difference (SUD) Scheme.

B Volume-weighted Skew-upwind Difference (VWSUD) Scheme.

All three simulations were performed using the fully-implicit scheme? and
constant turbulent viscosity ue = 0.0C pa-s.

In our analysis, we assumed a symmetry with respect
to the central plane (y = 0); ctherefore, only half of the geometry was
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modeled. We used a total of 950 cells (IMAX = 28, JMAX = 8, KMAX = 23) to
model the half geometry.

Prior to the initiation of HPI, isothermal steady-
state conditions were obtained first. After that, the HPI was introduced at
time t = 0, and the transient computations up to t = 256 s were performed.

4.2.1.3 Results and Discussions

The velocity distribution along the centerline of
the downcomer and cold leg at t = 256 s after the initiation of HPI is shown
in Fig. 20 to illustrate the flow field induced by the fluid mixing in the SAI
experiment. Large amounts of numerical diffusion are generated primarily for
regions with highly angled flow. Because the velocity profile is very similar
for the results using WSUI and the results using pure-upwind difference, only
the flow field using WSUD is presented here to illustrate the characteristics
of the flow pattern.

- Near the injector of HPI, the cold fluid (17°C) from the WPIL
heavily mixes with the hot fluid (70°C) in the cold leg.
However, the mixing is limited to the top portion of the cold
fluid. The penetration of the cold fluid is small. This is
the region with highly angled flow where numerical diffusion
may be severe. This reglon is denoted as region A.

© As the mixed fluid flows down the cold leg from Region A to
Region B, the cold fluid from the top of the cold leg tends to
penetrate to the bottom. The flow direction is also highly
angled in this region.

- At the junction of the cold leg straight and diverging section
(Region C), the flow direction is nearly leveled off. This
indicates that penetration of the cold fluid 1is ncarly com-
plete. The thermocouple response also indicated that a stable
thermal stratification was observed in the experiment.

. At the junction of the cold leg and the downcomer (Region D),
hot stagnant fluid from the downcomer tends to enter the cold
leg at the top, resulting in counter-current flow. Because of
the turning of flow from the cold leg towards the downcomer,
most of the flow direction 1is also highly angled in this
region.

- In the downcomer, cold fluid impinges directly on the core-
barrel side of the downcomer like a wall jet. After hitting
the wall, cold fluid moves down along the core-barrel side
until the downward motion is overcome by the upward momentum
of the buoyancy driven hot fluid., This creates a recircu=
lating flow in the bottom section of the downcomer.

From the description of the mixing pattern, it can
be noted that the most probable regions where the numerical diffusion due to
highly angled flow may be significant are Regions A, B, and D. In order to
fllustrate this, a comparison of the vertical temperature profiles at the cold
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leg downstream of the HPI outlet (in Region A) is shown in Fig. 21. Since the
treads of thermal stratification have been established approximately 80 s
after initiation of HPI, the instantaneous temperature profiles at 100 s after
initiation of HPI are illustrated here for the purpose of comparison. The
ordinate in Fig. 21 is y/H, H being the height of the cold leg.

Figure 21 shows that at the cold leg downstream of
the HPI outlet, penetration of the cold fluid with pure-upwind difference is
much deeper than that of the experimental observations due to the large amount
of numerical diffusion. The results of SUD and WSUD indicated that pene-
tration of the cold fluid is only limited to the top portion of the cold leg
that 1is consistent with the experiment. The use of SUD and WSUD did
eliminate a substantial amount of numerical diffusion to prevent the "false”
penetration of the cold fluid.

At Region B where the amount of numerical diffusion
may be significant due to the highly angled flow, the use of SUD results in
overshooting behavior in the middle of the cold leg. A comparison of
temperature profiles for three different models is presented in Table 5.

Unfortunately, experimental data are not available for comparison at this
location.

TABLE 5. Comparison of Temperature Profile in Cold Leg Downstream

of HPI (Region B) for Three Numerical Difference Schemes
(time = 100 sec after HWPI)

Height (Y/H) Pure-Upwind SUD WSUD
(13/14) 52.0°C 67.5°C 62.8°C
(11/14) 63.0°C 68.3°C 63.0°C
(9/14) 63.3°C 70.7°C 63.0°C
(1/2) 63.3°C 72.6°C 62.7°C
(5/14) 63.3°C 63.5°C 62.2°C
(3/14) 63.6°C 69.4°C 62.5°C
(1/14) 64.3°C 66.2°C 63.9°C

In Table 5, it can be noted that the temperature at
the middle of the cold leg (Y/H = 0.5) predicted by the SUD scheme is higher
than 70°C (the maximum possible temperature). This is one of the deficiencies
of the SUD scheme. Consequently, the temperature profile is distorted. The
results of the pure-upwind difference scheme indicate good mixing in the top
portion of the cold leg. The results of the WSUD scheme indicate that more
cold fluid penetrates to the bottom of the cold leg. This 1is the location
where the thermal stratification is in transition from unstable to stable.
Computations using the SUD scheme were terminated at 100 s because of these
observed overshoots.
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Fig. 21. Comparison of Temperature Profile in Cold Leg
Downstream of HPI (Region A) for three Numerical
Difference Schemes (time = 100 s after HPI)
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The temperature distribution along the centerline of
the downcomer and cold leg at t = 256 s after initiation of the HPT is shown
in Fig. 22. At the junction of the cold leg straight and diverging sections,
cold fluid already penetrated to the bottom of the cold leg, resulting in a
stable thermal stratification. The results of Model 3 (WSUD) clearly illus-
trate the correct trend of thermal stratification. The results of Model 1
(pure-upwind difference) 1is nearly uniform. The disagreement with experi-
mental observation can be attributed to the large amount of numerical diffu-
sion of the upwind difference scheme. At the entrance of the downcomer, due
to the effect of buoyancy, hot stagnant fluid at the top of the downcomer is
sucked back into the top portion of the cold leg as described in Fig. 20. As
a result, significant stable thermal stratification was observed in the
experiment. The temperature difference between the top and bottom of the cold
leg in this entrance region is higher than that at the junction of the cold
leg straight and diverging sections. The results of using WSUD illustrate
the correct therma' stratification with c¢verall temperature differeace
(between the top and bottom of the cold leg) of 2.0°C. Although the results
of using the pure-upwind difference scheme also illustrate this trend, the
maximum temperature difference is small (AT = 0.6°C). The numbers seem small
(2.0°C vs 0.6°C), but the maximum temperature drop at this location during the
whole transient process is only 6°C.

In the downcomer, there is a hot pocket at the top
of the downcomer due to the nearly stagnant flow in that region. Mixing is
quite good in the . Jncomer at t = 256 s after the initiation of HPI, the
difference between the results of using WSUD and the results of using upwind
difference 1is small. At certain locations of the downcomer, there is a
discrepancy between the numerical computations and the experiment; the
temperature 1is approximately 3°C lower in the experiment than that in the
numerical computations. The reason is the heat loss in the experiment prior
‘o the initiation of HPI results in the lower initial value of thermocouple
response.

A comparison of the calculated and experimental
temperature profiles at four different sections during the transient are shown
in Figs. 23-26. Figure 23 shows the comparison of thermocouple data along the
centerline in the cold leg downstream of the HPL with COMMIX-1B calculations.
The fluctuation of thermocouple response in the experiment was quite substan-
tial as shown in Fig. 23. Thermocouple Ly} is located in the middle of the
cold leg, L o 1s one unit above Lyy» Lg 18 2 units above Lyy» whereas L), is
one unit below Lll' and Ll3 is two units below Lll' Each unit is measured as
1/7 of the height of the cold leg. At this location, the temperature profile
is virtually unchanged after 60 e of HPI. Due to the large amount of numer-
ical diffusion, the temperature of Ljp and L), for pure-upwind difference is
approximately 5 to 7°C lower than that of the experiment and the results using
WSUuD.

Figure 24 shows the comparison of thermocouple data
along the centerline of the cold leg at the eantrance to the downcomer with
COMMIX-IB calculations. Thermocouples L4y through L,q represent the tempera-
ture profiles from the top to the bottom. Thermocouple L,y was out of order
in the experiment, therefore no reading was reported. The quenching behavior,
as indicated by the thermocouple readings near the bottom of the cold leg (L,g
and L,g), is very pronounced between 40 to 60 s after the initiation of HPI.
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Cold Leg Downstream of HPI with COMMIX-1B Calculations
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If the quenching is severe, “"thermal shock"” will occur. Our computations
indicate that the temperature gradient 1s relatively mild in this test. Use
of WSUD reduces a substantial amount of the numerical diffusion as described
before (Fig. 22). Although the greement between the experiment and the
results using pure-upwind difference is reasonably good, agreement between the
experiment and the numerical computations wusing WSUD 1is significantly
fmproved. For example, at L,,, results using upwind difference are constantly
lower than experimental data, whereas results using WSUD agrees well with the
experiment. At the bottom of the cold leg, such as Ly7 to L,g, due to the
insufficient amov . of thermal stratification, predictions using upwind
difference are constantly higher than experimental data. Agreement between the
nunerical computation with WSUD and experimental data 1is quite good for
thermocouples L,;, L,g, and L4ge

Comparisons of selected thermocouple data on the
core-.arrel side and pressure-vessel side of the dowucomer with COMMIX~1B
calculations are shown in Figs. 25 and 26, respectively. Since the results
shown in Fig., 22 indicate close agreement between the WSUD and pure-upwind
difference schemes, the comparisons with the experimental data are limited to
the results of WSUD only. The cold fluid leaving the cold leg directly hits
the wall of the downcomer as i{llustrated by the transient temperature plot of
Cqg and Cg in Fig. 25. As a result, similar to Lyg and L,g in Fig. 24, there
is a quenching behavior between 40 ~ 60 s after the initiation of HPI.
Because thermocouple C;, is located at the downcomer well below the exit plane
of the cold leg, the quenching behavior is relatively mild.

As mentioned before, in the experiment there were
some heat losses from the walls. Prior to initiation of HPI, the temperatures
for thermocouples P,, P,, Py, and P 4 are approximately 66°C only, 4°C below
the initial temperature used in the numerical computation. As a result, there
s a d'fference between the experiment and numerical computation. However,
the trend of the temperature gradients is very similar; they are all rela-
tively mild. If the initial temperatures were close to 70°C, such as at
thermocouple Pz then agreement would have been even better.

In conclusion, numerical diffusion is an {important
source of numerical error in thermal mixing analysis of the pressurized
thermal shock problem. The results based on the WSUD improve the agreement
substantially with the experimental data especilally in regions with highly
angled flows.

4.2.2 CREARE Experiment (Test Problem 5)

4.2.2,1 Problem Description

Two analyses were performed for this Creare experi-
ment?d (Test #51), which EPRI had sponsored to CREARE, Inc. for understanding
thermal mixing phenomenon related to pressurized thermal shock. The first
analysis used very fine computational meshes, the one-equation turbulence
model, and the pure-upwind scheme. The second analysis used coarse computa-
tional meshes, the one-equation turbulence model, and che volume-weighted
skew-upwind scheme. The two analyses were compared to see the effects of the
WSUD scheme.
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The test geometry of the Creare 1/5-scale facility?3
is given in Fig. 27. Major linear dimensions of the facility are reduced from
typical prcetotype values of Westinghouse and Combustion Engineering plants by
approximately a factor of 5. The cold leg is simulated by a circular pipe
with three injection locaticns and angles. The downcomer is represented by a
planar section having width and height comparable to a 90° sector of a reactor
downcomer. The blockage due to the hot-leg pipe also is included in the
downcomer, along with a typical step in the vessel wall,

The COMMIX model of the CREARE geometry is given in
Fig. 28. The cold leg is modeled by an octagon. The 60° HPI injection 1is
modeled as a square pipe with exactly 60° inclination. Since the injection
angle affects greatly the split of flows in the cold leg, accurate represen-
tation of the injection angle is important in the analysis. The nozzle at the
end of tho cold leg was modeled by eight inclined planes. The step in the
beil line of the downcomer also was wodeled.

Figure 29 shows the computational meshes and the
thermocouple locations used in the first analysis. A total of 7477 computa-
tional cells was used for the analysis with most of the mesh concentration in
the pipe. The number of meshes in the x, y, and z directions are 37, 24, and
36, respectively. The meshes are chosen to accommodate the thermocouples at
centers of the computational cells whenever possible. The surface permea-
bilities in the x and y directions at the bottom of the downcomer was set
equal to zero to insure that there was no cross-flow; this was to simulate the
manifold at the bottom of the downcomer in the experiment. All inclined
surfaces are modeled in COMMIX through the use of irregular geometries. Most
of the tedious work in preparing the volume porosity and surface permeabil~
ities for the irregular surfaces automated by a computer program currently is
under development.

The conditions for Test 51 are shown in Fig. 3024,
The initial condition of the test before the transient was at 64.1°C (147.3°F)
with a loop flow of 2.52 x 107" md/s (4.0 gpm). At the start of the tran-
sient, cold fluid at a temperature of 16.67°C (62.0 °F) and flow rate of 1.35
x 107" m'/s (2.14 gpm) was injected into the cold leg through the HPI pipe
(5.084 cm ID). By the time the flow reached the nozzle, a significant amount
of mixing had taken place. Therefore, the measured temperatures were very
close to the mixed mean temperature In the downcomer region below the cold
leg. Three important mixing processes were observed in the experiment,

- Part of the cold fluid propagated upstream of the cold leg,
while most of it flowed downstream toward the downcomer; the
cold fluid eveotually propagated all the way to the upstream
elbow region of the cold leg,

» Part of the hot fluid on top of the downcomer was sucked into
the cold leg to form a recirculation flow in the upper portion
of the nozzle; this process enhances the thermal stratifica~
tion in the nozzle region, and

“ The cold fluid from the cold leg jumped over the gap between
the vessel wall and the core barrel wall in the downcomer,
resulting in a slightly cooler temperature on the barrel side
of the downcomer.
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I= 35

Computational Meshes used in the COMMIX Calculation,

and Thermocouple Locations

Fig. 29.



Typp = 16-67°C (82°F) Dypys = 0-0508 m (2.0 1n.)
Upp = 0-135 x 1075 w/s (2.14 o) Agpis = 000233 w (AT PT. OF INJECTION)

Vipp = 0-05 w's (0.183 F1/s)
Mype; = 0-1303 xe/s (0.287 wa/s)

Fupr = 0.053
Reypy ~ 3400 B
TLoop = 64.08°C (147.34°F) " \
Qoop = 0-252 x 1073 W/s (4.0 6m) —me V| = 0.0242 W's
Vigop = 0-0158 w's (0-05188 F1/s) -
Auop = 0-2478 xa/s (0-54b LB/s) AL = 0-01603 #
B = 0-1429 m (5.625 1)
Reg ~ 8600
Ay = 2-604 x 1072 W2
Dpc = 0-041 m (1.625 )
Vpe = 0-0149 ws
;*J Repc ~ 1500
TMix mean , 8.3 = 47.75°C (117.%°F)
LOLD LEE LDOWNCOMER

LENGTH TO HPI ~ 0.75 m (2.5 fFT)
TRANSIT TIME ~ 30 sec

HEIGHT TO COLD LEG ~ 1.1 m (3.6 ¢T)
TRANSIT TIME ~ 75 sec

A4
~ 105 sec

Fig. 30. Summary Data Sheet of 1/5-Scale Experiment Simulated -
Test 51 Qloop/QDIs = 1.87, Near 60° Top Injection
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These three phenomera are reproduced in the COMMIX calculations.

.2,2.2 Results and Discussiow

The present OOMMIX calculational results for the
first analysis are given in Figs. 31-35. The COMMIX results are given by dots
and the experimeanta’ data are given by solid lines in these figures. Excellent
agreement between the COMMIX calculstions and the e¢xperimental data was
achieved by using the previously menti:ned refinements.

Thermocouples T1-T5 are located just before the
nozzle region. Fxperimental readings of these thermocouples showed that the
cold fluid penetrated to the bottom of the cold leg and stayed on the bottom
toward the downcomer. Therefere, temperature readings on Tl are lower than
readings on TS5, This flow pattern also is confirmed from the thermocouple
readings of T5! and T54, which are right downstream oi the high-pressure
injection pipe “‘a the cold leg. Therefor2, slight thermal stratification
existed in the col¢ leg and the nozzle region. However, significant mixing
had occurred in the cold leg. 7This is manifested by the fact that the overall
temperature readings between TI1-T5 are much higher than the inlet temperature
of 16.67°C at th: HPI pipe.

Part of the cold flow penecrated upstream of the
cold leg. This is evidenced by the upstream thermocouple reading at T33, which
indicated the arrival of the cold fluid at about 12 sec into the transient.
Temperature readings for T34-T35 1indicated the propagation of the cold front
toward the downcomer.

Once the cold fluid reached the downcomer, it jumped
over the gap i the downcomer an? cooled the core-barrel wall first. This
phenomenon can be sc:en by comparing the temperature readings of T7 and T12 on
the vessel wili to T8 and T13 on the core-barrel wali. Temperatures in the
core~barrel side are in general slightly cooler. However, these differences
diminish when the fluid travels further down the Jowncomer. 7This is evideat
by comparing temperature readings of TI5 and T20 on the vessel wall with Tié
and T21 on the core-barrel wall.

The second COMMIX analysis for the CHHARE experiment
was performed witia coarse meshes (2304 cells). The meshi structure and the
thermocoupl. locations are shown in Figs. 34-36, All tne physical models used
in thie second analysis are the same as those used in the first, except the
finite~ditferencing scheme; the first analysis used the pure-upwind scheme,
while the second used the volume-weighted skew-upwind scheme. The results of
this coarse-mesh calculation are givem in Figs. 737-4l. All the {important
physical phenomena are reproduced ss in the previous analysis. As can be seen
from the figures, the arcuracy of the computational results are compatible
with that of the first analysis; however, the computational time is less than
the previous fine-mesh calculation. This reduction in computer running time is
due primarily to the reduction in computational cells, which was also observed
by other investizators.!” This is an important improvement due to the WSUD
scheme.
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S. CONCLUSIONS

We have 1implemented the three-dimensional SUD and WSUD schemes in the
energy equation of COMMIX-1B as a user's option. However, in general, we
recommend exercising the SUD option with caution. These schemes have been
implemented only in the energy equation for the following reasons:

5 Numerical expariments have confirmed that numerical diffusion
due to the pure-upwind difference scheme is mainly from the
energy equation.

Hassan et al.!” have found no appreciable difference in the

solution of the momentum equation when they changed the order

of approximation (upwind t¢ central difference).

Our numerical simulstions couiirm that modifications only in
the energy equation are suificient to predict results that are
in agreement with experime~tal data.

The SUD and WSUD schemes have been debugged and validated by performing
several multidimensional steady-state and transient gimulations of thermal-
mixing benchmark problems and two thermal mixing experiments. The following
conclusions have been arrived at from comparisons with analytical solutions
and experimental thermocouple response data.

w The SUD scheme ca: significantly reduce numerical diffusion
for steady-state thermal mixing problems with flow oblique to
grid lines. However, significant under- and overshoots occur
and appear to be greater in three dimensions than in two
dimensions.

The SUD scheme appears to be less stable than the WSUD scheme
and may require high underrelaxation.

For the same mesh size, the computer running time for the SUD
and WSUD schemes are larger than that for the pure-upwind
scheme, but numerical diffusion is less. So there is a price
to be paid for reducing numerical diffusion. The additional
running time {s highly prcblem—-dependent.

Overall, the WSUD scheme

- is numerically stable. The stability analysis is presented in
Appendix A.

has the same order of accuracy as the SUD scheme, but
eliminates all of the under- and overshoots (computational
values over and above the limits of physically allowable
values) observed in the SIM scheme in this study.

retains the simplicity of the SUD scheme without resorting to
artificial cutoffs needed in the SUD scheme. This advantage
is crucial in many thermal-hydraulic applications.




signific 'ntly reduces the numerical diffusion for steady-state
and traisient thermal mixing with flow oblique to computa-
tional grids. Hence, the WSUD scheme permits more realistic
analysis of thermal mixing to help resolve the pressurized
thermal shock issue.

permits use of a coarser mesh than with pure-upwind and still
provides results that are of the same order of accuracy,

saving significant computer running time by a factor of 4 to
8.

Further wvalidation of the WSUD scheme will require many
applications of the scheme.
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APPENDIX A. ACCURACY AND STABILITY ANALYSIS OF THE
VOLUME-WEIGHTED SKEW-UPWIND DIFFERENCE SCHEME

Our discussion of the volume-weighted skew-upwind difference scheme 1is
limited te two dimensions; however, the results can be readily extended to
three dimensions. The weighting scheme is shown in Fig. A.l for the north and
east faces. Two flows are shown, one at 30° and the other at 60°. The situa-
tions on the south and west faces follow from this figure. 1In this discussion
we shall assume that u and v velocities are positive and uniform with Courant
numbers a and B defined as a = uét/8x and B = vt/8y, where 6x and 8y are the
cell sizes in the x and y direction, respectively. The scheme uses volume
weighting to determine the value of ¢ at the calculational faces. That is,
the scheme 1is like Raithby's but uses volume weighting rather than linear
interpolation. Our first task is to write expressions for the volumes in

terms of the Courant uumbers.

East and West Face:

§xfy (1 - B8/4a) when B/2 < a

%éxf)y al/B when a < B8/2

when B < a

when a <

Nv;_r‘t_h_ _dnd South

when ¢




—————————————————————

Volume-Weighted Skew-Upwind Scheme for North and
East Faces at (a) 30° Angle and (b) 60° Angle




H.oving found the areas, we can approximate ¢., ¢, $n» and ¢g just

Raithby's scheme. Thus, we have

7:1*[
33”

where we approximate the fluxes as

» -
F = o F = uly F
, W(_. W wa' n

e

In the WSUD scheme, we use (u, v

and

(A-4)

Here it is understood that A, and A, are calculated in accordance with Eq. A-l

for the appropriate face.

Using Eq. Al with Fgq setting w = B/a, and




Just as in Raithhy's scheme, we the approximation

ot . a * it * st

F %a¢ ,
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which can be written for each of the four cases
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Just as for Raithby's scheme, we can interpret this difference scheme as
an interpolation scheme. We again recall that the interpolation point in the
Xy (spatial) plane is R*: {L*,n* where E' - - 0. n* = = B. Thus, the right
side of Egqs. A-1l through A-14 can be regarded as interpolants of ¢ evaluated
at E*. f*:. We shall call this interpolant ;{&,n), but we will not write it
out because the expressions are quite involved. However, one obtains it from
Eqs. A-1l through A-14 by replacing a by =€ and 8 by =n. Thus,

@?;1 =¢ (& ) (A-15)

The interpolation domain is the square shown in Fig. A.2, and this domain
ls subdivided into four subregions. We note that the WSUD scheme involves &
points whereas the Raithby scheme involved 6 points. The domain is now
divided into 4 parts whereas in the Raithby scheme the domain was divided into
} parts. The WSUD scheme is entirely rational whereas the Raithby scheme was

partially polynomial and partially rational.

On the question of order of accuracy, we see immediately that ¢ is a

|
continuous interpolant that will reproduce the set nC y but will not

reproduce £n. Thus, we are again consideriag a first-order scheme just as
Raithby's.

We next consider the stability of the WSUD scheme. (Again, the regions

I}

Rl - R4 are in the a,8 plare reflected through the origin and we denote the
corresponding regions in the a,8 plane by él - &«.' Consider a Fourier
mode {:1 exprlkxi + ;q’ji ancd set € = kéx and ¢ = 28v; then from Eqs. A-1l1l
through A-14, we find

g .
Case I: 0 < p/k ¢ 758 ,p > 0, Region 1 (Rl]

“

o8 _ 82fa . a_@_%.i'_%_ﬂme

1
" + . +

3 1
4 L 2




Fig. A.2. Interpolation Domain
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In the a,f plane we have four regions defined, as shown in Fig. A.3. For each

region, Pi,2 has the form

e ™ ae1,2,3.4, (A=20)

where A B Ca» Dy can be read off from Eqs. A-16 through A-19. Consider

m' “m’ m

any one of the four regions and drop the subscript m for now. Because this
. 1€

interpolation procedure reproduces the set of monomials {n and because §

* >
-« and n = -8, we have the following relations:




Unstable
Region

Region R1

Fig. A.3. Domain Showing Unstable Regior for Case 6§ = ¢ in Rl




we write

B~ +D»

CB) =1 - cosb = 2 sin',‘; -
then from Eq. A-22, we find
BC(B) + 2a?C(B) - 28C(9) + 282¢C(9)
208 [C(B) + C(¢) - C(6 - ¢)]
2D [C(B) + C(¢) - C(8 + ¢)] ,
2{(a =a® ~aB) C(8) - DC(5) + D(a + 8 - D)C(B)C(d)
B -B% -aB) C($) - DC($) + D(a +8 - D) C(B) C(¢)

af C(6 -4) +DC(B® +¢)] . (A-24)

We are going to rewrite this expression in a form more convenient for
checkirg stability. Before doing this, we note that any four parameccr inter-
polating scheme which reproduces the set of monomials 1.,f, will produce
Eqs. A-21 through A-2). In particular, a bilinear-donor-cell scheme corre-

sponds to setting D = aB. A linear-donor-cell scheme corresponds to the

choice D O. So at ihis point we are looking at the question of stability for

general four-point schemes. Raithby's skew-upwind scheme, as we have seen, is
a six-point scheme rather than a four-point scheme, so it does not fit this
discussion. The form in Eq. A~24 is a2 convenlent form when D = 0, because in
this case one can see that

}0 ¢ s ] =-32f ,
where

f=a(l ~a =B) CB) +8 (1 ~a -B) C(¢) +aB C(O - §) (A-26)

and one sees that a sufficient condition for f > 0 (i.e., linear-donor-cell

scheme is stable) is that




0<a, 0<B,a +8 < 1. (A=27)

However, Eq. A-24 1is not convenient when D = af (bilinear-donor-cell scheme)
and we do not think this form would be convenient for the D's associated with

the WSUD scheme. For this reason, we will rewrite Eq. A-24. To this end, we

start with the identity
~a’ +D=-aB) CB)] (1 - 2(B -B2 + D - aB) C)]
[fac B )
2(a =a?) C(B) - 2(8 - 82) C(¢)
s(a -a¢) B -82) c(8) C(p)
2(D -aB) CO®) (1 - 2(B - B2) C(¢)]
2(D —aB) C(¢) [1 - 2(a - a2) c(8)]
4(D - ¢ Ce) Cp) .
Use Eq. A-38 in Eq. > to obtain
|p|f‘ = [fac a] [facB] -~ 208 C(6 - ¢) ~ 2DC(® + ¢) + 4DC(B) + 4DC(¢)
+ CB®) C¢) [~ 4(a -~a?) (B -B82) - 4(D - aB) (B - B2)
- 4(D - aB) a? 4(D - aB)? - 4aD - 48D + 4D2) .
Now use the relation
€8 +¢) +C6 -¢) = 2C(6) + 2C(¢) - 2¢c(8) C(p) .

Then after some algebra, we find

where
f=la(l ~a) +D-aB) {1 - [B(1 -8) +D -aB] C$)} cB)
+B(1 -8) +D~-aB] {1 - [a(l =a) + D -aB) C3)} Cs)
+ (@B - D) COB -4¢) . (A-32)

The form in Eq. A-32 is very convenient for the bilinear-donor scheme

where D = af. In this case, it is easily shown that f 2 0 if and only if 0<

a €1, and 0 < B8 < 1. When considering stability for the WSUD scheme, we

shall use Eq. A-32. For the WSUD scheme we shall consider (a,8) € Rl =

{(u,d): OLa/g < 1/2,8 : 0, 0 La < l}. In this case, D is defined from Eq.
A-11, that is,
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8 8
e (1 « 5
B 2 _ .B_ lO‘S/q e
D(G.B)-I.'O' L+_§' A m). (A-33)
2 4 a

To investigate stability, we use this expression for D in Eq. A-32 and
ask whether f is greater than or less ihan 0 for (aB)cil and G <6 < n, 0<¢
< m. The most cbvious 2pproach weuld be to leok at sufficiency conditions for

t > 0. For example, a set of sufficient conditions for £ > 2 would be
0 < a(l -cs)+D-08_(_l/2 for (a,8)cRIl

0<B(1-8)+D-ab < 1/2

0<aB -D, (A-34)

wiiere 0 18 aefincd by Eq. A-33. VUnfortunately, Chese condltions define a
smali douin D A Rl € Rl that is too smali to be useful. If Dl.\Rl denotes the
set (a,B )eRl where £ > 0, ther we shall call DARI the stability domain. The
problem is that conditions ir Eq. A-3 define a domair D;C D, where D, is too

small to be able tc use as an indication of when we have stability.
Set

B=m, 0<a<1, 0<mg1/2

al(a;-) -u-al(a;m) =y 8 + 22m - w’ -

‘n(“;') -cuz(o.;-) = my [}—%:—15; (1 + n.)a]

“

a {a;m) = a.a (;a) = m (o - 10_-9_) - (A-35)
3 3

Then Eq. A-32 can be writteun

£ = ah -a{-a\[l . a;2 R OR ;2[1 . a;x c®)] )

+'.3 oo -4)} . (A-36)

The central question 1is whether h(a;m;0,4) defined in Eq. A-36 1is
positive for 0 <a <1, G <6, ¢ <m, and 0 < m < 1/2. Consider a special
case when 8 = ¢. Setting x = C(58), we have
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hia;m;6) -;l(a;n) [1 -a;z(a;-) x| x +;2(a;-) [1 -c;l(a;n) x] x

=X {[;l (a;m) + ;2(a;l)] - Zcx;l(a;-) ;z(a;n)}

=X [gl (a;m) - Z(xxgz(a;-)] ; (A-37)
where
g (a;m) = L '1'210'2 - (1 +®)% (A.38)
and
o ey - (80 220 ) (10 4 1102)
-%:—g%(zs+ Bm - ) a + a(l +m)? a2 ,

_m (144 + 4B4m + 224w - 11m3)

(8 + 12m)?

"B +-12n (1 +m) (26 +33m - o) a+m(l +m)2 a2 .  (A-39)

The function g)(a;m) is a straight line mx with a negative slope:

g,(0;m) >0, 0 <m< 1/2
ey o 86 - llm - 6m?)
g (1;m) T+ 6 .

We observe rhat

81(1;m) > 0 when 0 < m < m, * 0.43990171634

g1(1;m) < 0 when m, <m<1/2, (A=40)

Hence, when 0 < m < m,, gj(a;m) < 0 for 0 <a<1l. When m;, < m < 1, then

¢la;m] has a root in [0,1]. The root is

8 + 40m + 10w 4 + 20m + 5m?

"+ 12m (T2 "5+ 1om + 1622 + 67

(A-41)
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and when m, <{m< 1, then
g1(a;m) > 0 for 0 <a <ay,
g (a;m) < 0 for ajp Ca <L, (A=42)
Yote a“(lc) =1, ap, (1/2) = 0.968253968.
Next we consider the nature of g;(a;m). Because
8,(a;m) = -al(a;n) ;z(a;-) (A-43)
we can gain some information from the properties of ;l and ;2.

Consider ay, from Eq. A-35, we have

. 18m + 11w

8,(0;m) = =417

(10 - 9m - 12m?
8 + 12m

12(1;-) = 20 for all 0 <m< 1/2 .

Hence, the sign of gy(a;m) is determined by the sign a.

From Eq. A-35, we have

8 + 22m - o
8 + 12m

;1 (O;m) = >0 for 0 < m < 1/2

m (2 - 13m)

a (Lim) = =" 1%

Hence, when 0 < m < 2/13 & 0.15385, then
al(a;-) COfor0<a<1l. (A-44)
And when 2/13 < m < 1/2, then al(a;-) changes sign in [0,1].

al(a;u) > 0 when 0 < a < a1

al(a;-) {Owhena, <a <1, (A=45)

01
where

.8+ 2m -
%1 "8 + 20m + 1207 °

(A-46)

Now the sign of gl(c ;m) is the same as the sign of a

Thus, when 0 < m <
2/13, then

l.



gz(a;m) >0 for 0 Ca<l.
When 2/13 < m < 1/2, then

: > ( 2 <
KZ(G,N) ) when 0 € a Y

g,(a;m) < 0 when %0 te <€) . (A-48)

Table A.l combines this information. Note: agy < @)1 when m, < m < i/ 2.

From Table A.l, we see that our task is to check whether B ~ 482 > 0 for
various ranges of m and a. If necessary, we look at " Aagz, which {is
greater than g, - 4g,. However, we note from Case III that when m, <m < 1/2
and a;, Ca < 1, then the quantity of interest is

h(a;m;x) - - |gl(a;m)l + ZQx‘gz(a;m)l o

Clearly for a given m, m., <m < 1/2, and a given a, %11 {a <1, there is a

value of x such that H(a;m;x) < 0. The question is whether this value of x
satisfies 0 < x < 2, i.e., whether |gl(a;m)| < Qalgz(u;m)l for some a;, < a <
I, mi, < m < 1/2, In any event, it is clear that we have to investigate the

functions

H(a ;m) = gl(u;m) . loagz(a;m) (A-49)
and/or

Hl(u;m;) - gl(a;m) - hgz(a;m) . (A-50)

H(a;m) provides a stronger estimate and is cubic m: ; whereas, Hl(a;m) provides

a weaker estimate and is quadratic in a.
H(a;m) = Cy(m) - Cy(m)a + Cz(m)cx2 - Cl(m)a3 . (A-51)

where

.8 + 40m + 10m?
8 + 12m

(16 + 224m + 63202 + 344m3 + 25u*)
42 + 3m)?

bm(l + m) (26 + 33m - o) _m(l +m) (26 +33m - m?)
8 + 12m 2 + 3m

4bm(l + m)?




m—-Range

Properties g,,8,

TABLE A.1 Sign Properties of the Function H

Question of Sign

0<m< 2/13

2/13 < m < ®,

m. <m<1/2

gl)ovGZ)oo

>
8 ¢ 0, root an

0, root a

8, Z 0, root a

v
oq
—
|

432 >0, 0<a < any

= g, + 2ax|gy| > 0, ap; <a <1

>81"82)0?,0(0<001

-81‘.'2(!"82' > 0, ‘01 {a (Gll

i8

- - |81I + 20!'82', Cll a<l
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Hy(a;m) = Dy(m) + Dy(m)a - Dj(m)a? ,
where

4
D,y(m) = (8% iza)? (16 = 40m - 344m? - 194’ + 1lla*)

=2+ 19m + 5102 + 29m® - o)
o 7+ a

D (m) = 4u{ 1 + m)2 .

Now, whenever g, > 0, g > 0, then H > Hy; so if we can show H; > 0, we
have established stability for these values of a,m. From Table A.l, we see
that g, > 0, g7 > 0 in all cases of interest except the last subcase for Case
[I1. However, the coefficient Dy(m) changes sign in the interval [0,1/2]; so
we find it more convenient to work with the cubic function H(am). When 0<m
< 1/2, this cubic has 2xactly one real positive root egol{m). Moreover, for

0 < m < 0.490250 , (A~52)
the root apy(m) satisfies
l < Goo(.)c

Thus, referring to Table A.l, we see that 8] - 2axgy; > 0 in every case except
possibly the last subcase of Case III. Consider m, <m < 1/2 and aj;(m) < a <
l. Thus we have g (a;m) < 0 and gy(a;m) < 0. Thus, the equation

8] -~ Zaxgy = - ‘81' + 2‘“'82‘ =0 (A-54)
has the solution

le,| -5

t.hlazl.-zgzo

(A-55)

Now we must have 0 < x < 2; therefore, we must have

"ll

X = a <1
hgz

< 2, for an

or |g;| < 4algy| = > - g1 < - lagy = g > bagy,

f.e., H(a;m) = g, - bagy > 0.
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Now we have H(a;m) > 0 on 0 < a < 1 for m < 0.49025 = m. Thus, if m =

0.4399017 < m < m = 0.49025 and @y <a <1, then H(a;m) > 0 for ayjp Ca < L

|31| -
Therefore, x = —r—r < 2, and we see that for each m. { m < m, and each a1 <
2nlg .
1

a < 1, there is8 an x = x(a;m) such that

0 <(x<2

g1la;m) - 2uxgy(a;m) < O. (A-56)

Moreover, the values of x = x(a;m) defined by Eq. A-55 do range over the full
interval [0,2]. To see this, we recall that a;;(m) is a root of g;(a;m) and

ga(a;m) # 0 fora;; <a < 1. Thus, if we set

(82)pin = min{ |82(a;ll)|=c“(l) <a <1}, then

g, (@;m)| g, (@;m)
blgz(a;n)l A 7“11(52)-1::

x(a;m) =

and the right side goes to zero as a + a Thus, when 6 = ¢, there are

values (a,B )cEll when h as defined in Eq. Al-l37 is negative; hence, for these
values (a,R )c‘l.!l. the WSUD scheme is unstable. It is worth noting that these
points (a,B )c‘l‘ll occur 1in a small region, as shown 1in Fig. A.3. Note that
a“(;) = 0,97345., The figure has exaggerated the values of -c,:l to 1llus-
trate the shaded region. Our conclusion 1is that the WSUD scheme 1is

essentially stable in RI when 6 = ¢,
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