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Inspection Summary

Inspectior Conducted December 21, 1991, through February 1, 1992
eport 5U- =343 S0~ L3

Areas In.pected: Routine, unannounced inspection of plant status, onsite
?011owup o; written reports of nonroutine events at power reactor facilities,
followup on corrective actions for violations and deviations, onsite followup
of events at uperating power reactors, operational safety verification, monthly
maintenance observations, and bimonthly surveillance observations,

Resglts: In the areas of operations and maintenance, continuing balance of plant
equipment problems resulted in two reactor trips and several delays in startup
and operation. These problems were indicative of a need for improved material
condition of the plant (Sections 2, 4.1, and 5.2). A Unit 2 trip resulted from
a failed diude in the rod control system. The cause of the failure of the
diode 1s not known; however, the licensee plans to perform an analysis to
determine the cause. A similar event occurred in October 1989 as a result of
the failure of a diode with the same part number (Section 4.1). Although, the
licensee has been partially successful in reducing excessive operator and
maintenance technician overtime rates during outages, the licensee's goals have
not been fully achieved. The ‘aspectors will continue to track the l1censee's
progress by an inspection followup item (Section 3.2.a).
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One violation of NRC requirements was fdentified (Section 5,3), Subsequent to
the trip caused by the dropped rod, a steam leak was identified on Steam
Generator 2D, During the planning for repairs, the licensee determined, after
questioning by the inspectors, that Technical Specification (TS) containment
integrity requirements were not satisfied during a similar Unft 1 steam
generator steam leak repair in October 1991, This violatfon occurred as a
result of a lack of knowledge of TS containment integrity requirements by a
broad range of licensee personnel, and {s indicative of a weakness in the
licensee's safety-awareness capabilities (Section 5,3),

The inspectors will continue to monitor the licensee's ability to rescive
three long-standing safety-related system and component problems that are
identified in this report, Two of the issues are emergency diesel

generator (EDG) fuel subsystem leaks and dealloying of essential cooling
water (ECW) system piping and flanges. These problems were fdentified during
previous NRC inspections and additional examples were noted during this
{nspection period (Sectfons 5.4 and 6.1.a), A third issue identified during
this inspection pertains to licensee actions to resolve cracking of ECW
expansion joints which 1s being caused or exacerbated by ECW water hammer
events. The resolution of this {ssue will be tracked by an inspection
followup 1tem (Section 6.1.a).

performance in the areas of maintenance and surveillances was mixed, Many
activities observed by the inspectors were well performed in the field.
However, a rumber of weaknesses were identified, some of which have been
discussed in previous NRC inspections. For example, the licensee has been
unable to fdentify and correct the cause of recurring emergency diesel

nerator (EDG) trips when some EDGs are released from the emergency mode

section 6.3), A second example of a discrepancy between the as-built
configuration and the applicable vendor drawing was {identified (Section 6.4),
Problems with essential chiller relfability and maintenance were also noted.
These and past problems are continuing to affect the rel{abilily of the
essential chillers. The practice of not performing an operability run prior to
declaring an essential chiller operable was considered a weakness (Section 5.5).
The adequacy of essential chiller maintenance procedures will be tracked by an

unresolved 1tem. (Section 5.5).

A 11st of acronyms and initialisms {s provided as an attachment to this report.



DETAILS

1, PERSONS CONTACTED

Houston Lighting § Power Company

*p, Appleby, Training Manager

*C, Ayala, Supervising Engineer, Licensing

*H, Bergendahl, Health Physics Manager

*M, Chakravorty, Executive Director, Nuciear Safety Review Board
*R, Dally, Engineering Specialist, Licensing

*D, Denver, Manager, Nuclear Engi‘eering

*D, Hall, Group Vice President

*R, Hernandez, Manager, Design Engineer

*K, Jones, Senior Organizational Development Consultant
*T, Jordan, General Manager, Nuclear Assurance

*W, Kinsey, Vice President, Nuclear Generation

*), Lovell, Technical Service Manager

*(, Manis, Jr., Management Analyst

*G, Midkiff, Manager, Plant Operations

*M, McBurnett, Manager, Integrated Planning and Scheduling
*A, Mcintyre, Director, Plant Projects

*R. Rehkugler, Director, Quality Assurance

*S, Rosen, Vice President, Nuclear Engineering

*), Sanchez, Director, Maintenarnce

*M, Wisenburg, Plant Manager

*W. Wood, Senfor Staff Consultant

gggtrol Power & Light

*B, McLaughlin, Owners' Representative

In addition to the above, the inspectors also held discussions with other
1icensee and contractor personnel during this inspection,

*Denotes those individuals attending the exit interview conducted on
January 31, 1992.

2. PLANT STATUS (71707)

Unit 1 began the inspection period in Mode | (Power Operation) at 100 percent
power and remained at full power through the end of the inspection period,

Unit 2 began the inspection period in Mode 1 at approximately 70 percent power,
following the completion of the Unit 2 second refueling outage., On December
22, 1991, the unit reached 77 percent power, Later the same day, a power
reduction was begun to allow for repairs on the main feedwater regulating
valves. Unit 2 power was reduced to 12 percent the same day. On December 24,
1991, power was increased following repair of the main feedwater regulating
valves, Unit 2 tripped at 20 percent power because of a failed open
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3.1.d (Closed) LER 50-495/91-003: Reactor Trip Caused by Generator Protective
Relay Actuation

On March 14, 1991, Unit 2 tripped from full power operation because of

a generator lockout relay actuation (documented in NRC [nspection

Report 50-498/91-08; 50-499/91-08), When the Unit 1 contro) room personnel
closed Switchyard Breaker Y510 (energizes the Unit 1 main and auxiliary
transfurmers), the Unit 2 generator 1sophase bus differential relay for B phase
(07-1/G1) actuated, This resulted in a main generator lockout relay actuation,
Actuation of Relay 87-1/G] was caused by differences in the saturation rates of
the two current transformers that supply the relay. Corrective actions were
taken that included replacing Relay 87-1/Gl; however, on March 30, 1991, a
second Unit 2 trip from full power occurred because of the same problem,
Following the second trip, in-depth testing was performed to locate and

¢correct the cause of the problems, Further corrective actions taken are
described 1n the discussion of LER 50-499/91-004 (see paragraph 3.l1.e).

During the recovery process following the March 14, 1991, trip, a main steam
isolation valve was manually reopened, which caused Steam Generator ZA level

to decrease from 38 to 33 percent (low-low setpoint). An auxilfiary

feedwater (AFW) actuation signal was then generated because of the low-low
level. The procedures used by the plant operators failed to provide guidance
regarding low steam generator levels during main steam {solation valve
manipulations, The applicable operating procedures were reviewed and revised
to provide guidance on the potential for an auxiliary feedwater actuation while
performing manipulations that may lower steam generator levels below the low=-10w
setpoint, Additional corrective actions taken {included issuing a training
bulletin and incorporating the event into the licensed operator requalification
training program, The inspector considered these actions to be appropriate.
This LER is closed,

3,1,e (Closed) LER 50-499/91-004: Reactor Trip Caused by Generator Protective
Relay Actuation

On March 30, 1991, Unit 2 trip?ed from full power because of a main generator
lockout relay actuation, The lockout relay actuated because of an actuation of
the Phase B generator Isophase Bus Differential Relay 87-1/G1, This trip was
similar to the trip that occurred on March 14, 1991, which occurred following
closure of Switchyard Breaker Y510, Previous troubleshooting for the cause of
the first trip was unsuccessful, Temporary modifications were implemented 1n
both units to remove the trip capability of the Relay 87-1/Gl. Redundant
protection is provided by the generator differential fault protection, main
transformer differential fault protection, ground fault relays, and negative
sequence relays,

The unit was again returned to power and functional tests were performed at
30-, 45-, and 100 percent reactor power levels., Test results indicated that
the current transformers which provide inputs to Relay 87-1/G1 were saturating
at different rates, This caused the relay to experience & differential current
when subjected to transient currents, such as when closing Switchyard

Breaker Y510, The neu*ral side current transformer (manufactured by

|



Westinghouse) 1s water cooled while the load side 1s air cooled (manufactured
by General Electric). Since the cores were physically different, their
saturation characteristics were different,

mrd 3 4 previous inspection, the inspectors considered the licensee's
reep. Siveness in addressing the technical fssues concerning the current
transformers to be good (licensee actions are documented in NRC Inspection
Report 50-498/9]1.11; 50-499/91-11), Long-term corrective actions planned
include Ynstallation of an 11 ohm (estimated value) resistor in serfes with
each phase of the neutral end of the Westinghouse current transfurmer, The
resistors will be sized so as to cause the Westinghouse current transformer to
have performance equal to that of the General flectric current transformer,
This modification 1§ scheduled to be implemented during the next refueling
outage for each unit. Ay the end of this inspection period, the temporar
modifications which removed the trip capability of Relay 87-1/Gl were still
ifnstalled, This LER 1s closed,

3.2 Followup (92701)

3.,2.a (Open) Open Item 498/9116-02; 499/9116-02: Operator { s rtime

During an inspection in May 1991, an open item was identifiea ncerning the
amount of overtime utilized during outages by maintenance and erations
personnel, The open {tem was documented to track licensee ac\.' s in response
to the concern that overtime during outages appeared to be excessive and may
have been a contributor to human performance problems, In response to this
concern, the licensee established a goal that scheduled overtime during the
recently completed Unit 2 outage would not exceed 50 percent, The inspectors
reviewed the actual hours worked during that outage, This review indicated that
control room opertors worked about 40 percent average overtime while nonlicensed
operators worked about 50 percent. The maximum average monthly overtime worked
by mechanical maintenance was 64 percent for the craft and 72 percent fcr
foremen, During the nonoutage period of April through June 1991, matutenance
personne! worked less than 7 percent overtime while control room operators
averaged less than 15 percent overtime,

While the nonoutage overtime 1s well within accepted standards, outage overtime
continues to exceed the established goals, Although the 1icensee inftiated
actions to address excessive overtime, these actions have not been fully
developed and, as a result, complete fulfilliment of the goal is not expected
unti] the next refueling outage. Oparations personnel hired for the accelerated
and appentice nonlicensed operator classes in early 1991 had not yet become
qualified and sufficiently experienced to allow them to independently perform
tasks during the latest outage. The completion of Hot License Class-4 and
receipt of NRC Operator Licenses occurred too late in the outage to provide any
significant relfef, The overtime for 1icensed operators 1s not expected to
change significantly until a large group of Senfor Reactor Operator upgrades
become 1icensed next fall. At that time, shift and unit supervisor staffing may
be sufficient to preclude the need for having shift and unit supervisors from
other shift crews fiiling 1n for one another each time one of their peers is
absent. There are currently 33 maintenance workers in a 3-year apprentice
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training program, Twelve entered *he program the summer of 1891, These
workers are expected to provide some reifef in the upcoming outage.

Licensee nuno?enent also plans to estabiish overtime limitations in a procedure
revision, This revision will provide for a more uniform distributicn of
overtime and will establish a policy that pre.ludes caliing in operators on
scheduled days off, The licensee's efforts to reduce the disruption in operator
rest cycles and to provide for relief capability within the same crew are stil
in the formative stages. The results of these efforts will again be reviewed
during the upcoming cutage for Unit 1 in September 1992, As a result, this iten
remains open,

3.1 Followup on Corrective Actions for Violations and Deviations (92702)

3,3,a (Closed) Violation 498/9111-01; 499/9111-01: Fatlure to Proper!y
Implement Locked Valve Program

During a routine inspection of the Unit | containment spray system,

Valve 1-CS-0017A was found unlocked, contrary to procedural requirements,
Additionally, 10 valves were found with their handwheels locked to other valves
in conflict with procedural requirements. Corrective actions taken included:
(1) ~ounselling the nonlicensed operators involved in incorrectly locking

Valve 1-CS-0C17A, (2) revising the locked valve program procedure to remove
unnecessary locking requirements, and (3) performing an overall review of the
locked valva program implementation effectiveness. Components that had no
regulatory or operational need to be locked were {dentified for removal from
the program, The locked valve program procedure was revised after operating
procedures and piping and instrument diagrams were reviewed to fdentify and
resolve any discrepancies, The inspectors found these actions to be acceptable,
This violation 1s closed,

4, ONSITE FOLLOWUP OF EVENTS AT OPERATING POWER REACTORS (93702)

4,1 Reactor Trip (Unit 2)

On January 22, 1992, at 9:10 a.m,, Unit & tripped from 100 percent power, The
reactor trip was generated by a power range high neutron flux negative rate
trip signal. A1? equipment performed as expected, with the exception of:

(1) pressurizer backup heater Group 2A failed to energize in the automatic

mode on low pressurizer pressure, and (2) SG A bulk water sample

valve B2-SB-FV-4189A failed to shut on low-low SG level signal, but closed
approximately 1/2 hour later. Since Unit 2 was in a regularly scheduled

Train B outage when the trip occurred, £DG 22 was not in operation, As part of
the recovery actions, Train B outage activities were curtailed to allow for the
restoration of that train to service as quickly as possible.

The cause of the trip was determined to be a dropped control rod., The dropped
rod caused the reactor protection system to actuate on a power range negative
yate change, which resulted in a reactor and turbine trip. The rod dropped
when a diode failed in the stetionary gripper coil circuitry. Control rod
drive mecharisms (CROMs) are located in the dome of the reactor vessel, They
ore coupled to rod cluster control assemblies (RCCAs). The CROMs function to



insert and withdraw RCCAs within the core in order to control reactivity and to
shut down the reactor. During normal plant operations, the CROMs hold the
RCCAs withdrawn from the core in a static position, In this mode, only one
col), the stationary gripper coil, {s energized on each mechanism, 1f power to
the stationary gripper coil is removed, the affected control rods (RCCAs) fall
by gravity into the core, The reactor will then trip on either low pressurizer
pressure or negative flux rate, depending on the time in core 1ife and
magnitude of the negative reactivity insertion. OUfodes are installed in the
electrical circuits supplying power to the stationary gripper coils. These
afodes are isolation diodes that are used to prevent circulating current from
traveling from one mechanism to another, subsequent to a reactor trip.

The cause of the dropped control rod was due to the failure of a diode. The
cause of the diode failure was not immediately known but was suspected to be a
result of elevated temperature of the diode. Thermographic analysis of the
failed diode disclosed a slightly elevated temperature of 44" Centigrade (C)
while the normal range of all diodes was 33,5°C, Vendor information indicated
that the temperature 1imit for acceptable diode operatfon is approximately 54 °C
at a rated current of 12 anps. The defective diode was subsequently replaced
(see Section 6.4),

After the reactor trip, the licensee initiated troubleshooting to determine the
cause of the Group A pressurizer heaters not energizing in automatic, Several
hours after the reactor trip, operations personnel functionaliy tested the
pressurizer heaters, When the pressurizer master controller output was
purposely decreased, the Group 2A heaters energized in automatic as designed.

A work request was fssued to electrically troubleshooy the circuitry; however,
the cause of the problem was not clearly identified. Following functional
testing with satisfactory results, the pressurizer heaters were declared
operable on January 24, 1992,

The containment penetration assocfated with the SG 2A bulk water sample line
fsolation valve was isolated by closing the outboard valve and renoving power
to 1t. Further discussion of Valve FV-4189A s provided in Section 7.],

Following plant shutdown, a steam leak was identified on a 2-inch inspection
opening on SG 20. A plant shutdown to Mode 5 was required in order to repair
the }eaké Further discussion of the steam leak repair is provided in

Section 5.3,

This event was the second time that Unit 2 has tripped because of a dropped
control rod. On October 13, 1989, Unit 2 tripped from full power because of a
power range high neutron flux negative rate trip signal. The cause of the event
was belfeved to be an intermittent high resistance connection on a stationary
gripper diode in the rod control system, The inspectors have learned that on
October 11, 1989, Vogtle tlectric Generating Flant - Unit 2, was in Mode 1 at
58 percent power when the reactor tripped on high negative flux rate.
Investigation revealed that a diode in the control rod power supply circuitry
had failed, resulting in the loss of power to stationary gripper coil. The
subsequent drop of a control rod into the core inftiated the negative fiux rate
trip. The failed diode was manufactured by westinghouse and has Part
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A service request was issued to inftiate troubleshooting of the EHC problems on
the main turbine. Although the cause of the problems was not clearly
fdentified, corrective actions that were taken included replacing an analog
switch board and calibrating an EHC pressure switch (main turbine automatic
stop trip fluid pressure). With a vendor representative present, the EMC
system was monitored at varfous points during turbine startup and
TV-to-governor valve transfer. No problems were observed and chart recorder
traces failed to fdentify any abnormalities. The TVs were declared operable
the r.ext day, The main turbine generator was synchronized to the grid on
December 28, 1991,

On January 28, 1992, Unit 2 was in Mode 1 at 11 percent power. During the mai.
turbine generator startup process, the turbine was tripped while engineers were
present to monitor the TVs, Valves TV-1l and TV-2 took longer than required to
go full closed, The shift supervisor declared the two valves out of service
and a statfon problem report was generated, The licensee determined that the
cause of Tv-l and Tv-2 failing to close quickly was thermal binding of tre
valve actuator linkage.

In October 1987, a letter was sent to the licensee from Westinghouse (Customer
Advisory Letter 87-03', The letter documented previous incidents of Tvs
sticking open because o’ the large number of tight clearances which could cause
mechanical binding during thermal transients, Thermal binding can occur
shortly after the Tvs are full open; however, the thermal binding problem
dissipates after a “ev minutes,

The original Westinghouse letter was incorporated into the 1icensee's
procedures, However, after the January 28, 1992, event, additional procedure
revisions were made to incorporate lessons learned into the startup proces”,
The procedure now requires that during turbine speed increases, turbine speed
be stabilized prior to performing a TV-to-governor valve transfer, This change
was incorporated to minimi.e potential EHC system fluctuations. A second
change was made to add additional valve testing instructions (verify valve will
start to go shut) to the p'ant startup procedure. The Unit 2 main turbine was
subsequently returned to service without any additional TV sticking problems
observed,

5.3 SG Steam Leak SUnit 2)

During the recovery of Unit 2 from the reactor trip that occurred on

January 22, 1992, a steam leak was found on 5G 2D. The licensee suspected

that a 2-inch hand hole cover on the econdary shell side of SG 2D was leaking
about 1 gallon per minute (gpm), Unit 2 was taken to Mode 5 to allow for
repairs to be perfurmed, SG 20 was drained on January 24, 1992, and maintenance
personne| remover the cover and performed an inspection, but could not find the
cause of the lesk. The leakige was subsequently determined to be coming from
an 8.75-inch cover located auove the 2-inch cover. The licensee originally
thought the 2-inch hand hole cover was leaking because of the way the 8.75-inch
cover leak was impinging on the 2-inch hand hole cover. Installed insulation
masked the true source of the leak.
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Service Request 5G-160104 was 1ssued to repair the leak on the 8,75-1nch cover,
This access 1s used for sludge lancing and was accessed during the recent
refueling outage. The gasket was found to be unevenly compressed on the 8,75
inch hole, The torquing instructions were revisec to ensure a gap measurenent
was obtained during each torguing pass. Previously, this activity was
considered to be within the scope of the skill of the craft, Both covers were
retorqued and postmaintenance testing did not fdentify any additional leakage.

During the planning of the repair of the 5GC 20 steam leak, the licensee
determined that the work could not be performed in Mode 4 as originally
planned, Sectfon 6,2,6,1 of the Final Safety Analysis Report states that the
SG shell 1s considered an extension of the conta‘nment boundary., Opening the
SG access ports during Modes 1-4 {s considered a violation of ¥S 3.8.1:1,
"Containment Integrity," because 1t cannot be verified that maximum containment
leakage rates required to satisfy containment integrity would not be exceeded.
As a result of inspector questioning, a licensee review of previous events
disclosed that, at 3:30 a.m, on October 18, 1991, an SG 1C hand hoie cover was
removed while Unit | was in Mode 4 operation. The cover was reinstalled
approximately 48 hours later at 4 a.m, on October 20, 1991, Operating in

Mode 4 for approximately 48 hours with the SG 1C hand hole cover removed 1§
considered a violation of TS 3.5.1.1 (498/9134-01), This violation appears

to have occurred because of a iack of understandln? of TS containment integrity
requirements by a broad range of licensee personnel,

5.4 EDG Nozzle Holder Crack (Unit 2)

On January 29, 1992, EDG 23 was started for a routine surveillance run, About
4% minutes into the l-hour run, & fuel leak was observed and the engine was
shut down, The fuel of] leak occurred on Cylinder BR at the nczzle holder on
the fuel injector nozzle assemhly, The system engineer was present and
observed no spraying of fuel 211 onto the exhaust header or turbocharger
(sources of ignition), The nozzle assembly was removed and a longitudinal
crack was visually observed in the nozzle holder. The nozzle holder was
replaced, the engine was successfully tested, and EDG 23 was returned to
service the same day,

Plant operators inftially classified the event as a nonvalid failure; however,
plant engneering subsequently reclassified the event as & "no test." When the
fuel ofl sgray 1s not on the exhaust header or turbocharger (a condition that
could result in fire induced damage to the EDG), the classification is a "no
test” when the EDG 1s {ntentionally secured before it 1s operated for 1 hour or
more at 50 percent or more ot continuous rating, The event was not a valid
failure because the fuel o) spray was not impinging onto the exhaust header or
turbocharger which would represent an imnminent fire hazard.

The loss of fuel oil has been previously - ressed in a lTicensee justification
for continued operation (JCO). The basis for the JCO 1s that the associated
jerk pump can be racked out (operator intervention) before the available fuel
margin is expended. The JCO also verified that this action can be performed on
two cylinders and the engine will continue to function as designed. Long-term
corrective actions are planned and include replacement of all nozzle holders,



delivery valve holders, and high pressure lines with upgraded parts, The work
is planned for completion by the end of the next refueling outage for each
unit. Additionally, a project manager has been assigned the task of overseeing
all activities, including upgrades, of the EDGs. The position 1s a temporary,
but ful) time, managerial assignment, This issue and other EDG reliability
problems will bv discussed during a licensee and NRC management meeting that

is scheduled to be held on March 13, 1992,

5.5 Essentfial Chiller Problems (Unit 1)

The essential chilled water system is designed to provide chilled water to
selected air handling units under any normal or emergency condition. The
system consists of three 50 percent capacity trains, There are two water
chillers in each train, Each water chiller is a centrifugal type with a water
cooled condenser and is provided with necessary accessories for automatic
operation,

On January 14, 1992, Essential Chillers 11B and 126 (Unit 1, Train 8 chillers)
were removed from service for routine preventive maintenance. Part of the work
involved performing calfbration checks on the chiller's evaporator differential
pressure switches, The switches are designed to trip the chiller on low
evaporator water (chilled water) flow and energize a "No Flow" 1ight on the
local control panel. Switch Bl-CH-POSL-9483, located on Chiller 118, was found
to be defective and was replaced, Switch Bl-CH-PDSL-9508, located on Chiller
128, was recalibrated. On January 16, plant operators attempted to start the
chillers, but the chillers would not start, Service requests were written to
troubleshoot the chillers. In addition to not starting, the local "Low Flow"
alarm would not clear with the chilled water pump running.

The two chillers had to be back in service within /¢ hours or a plant shutdown
was required in accordance with the TS, Operability requirements for chillers
are delineated in TS 3.7.14, After the chillers had been out of service for
about 60 hours, the licensee became concerned the chillers might not be fixed
within the required time frame. A request for a Temporary waiver of Compliance
from the provisions of TS 3,7.14 was submitted to the NRC, The licensee
requested an extension from 72 hours to 10 days to restore the B train chillers
to service. The justification for the extension was based on the STP
Probabilistic Safety Assessment, and because the other two 50 percent capacity
trains were still operable. The chillers were returned to service after about
68 hours, 4 hours less than the original 72-nour time 1imit; therefore, the
waiver was not needed,

The essential chiller chilled water flow switches have a history of drifting

out of calibration, This problem generates false chilled water low flow signals
which have inhibited chiller starts., The cause of the flow switch calibration
drift was not clear but was suspected to be due to e{ther switch design or the
method of valving in the switch. These flow switches are differential pressure
swit~hes that have no equalizing valve. When the switch is valved in with the
system running, the switch can be overranged and thrown out of calibration,
Overranging a?so may be occurring during switch venting, The switch 1s rated at
20 psid and, with 1ine pressure over 100 pounds per square inch gage (psig),
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improper venting or alignment can damage the switch, A station problem report
was written to investigate the problem with the chiller differential pressure
flow switches., Improvements are needed in the method of switch calibration and
the inct,ument valving process, The adequacy of essential chiller maintenance
procedures 1s unresolved pending futher inspection followup (498;499/9134-02),
Additionally, long-term corrective actions, su~h as modifying the switch

design, may be necessary. The inspectors notec that there has been a relatively
large amount of corrective maintenance associated with the essertial chillers,

On January 21, 1992, at 12:32 p.m., Essential Chiller 11C failed to start.
Differential 5rtssure Switch C1-CH-PDSL-9493 was found to be sticking and was
replaced. While Essential Chiller 11C was out of service, Essential
Chiller 11B was discovered to have no visible level in the upper oil reservoir
sight glass. This has occurred repeatedly over the 1ife of the plant, Plant
operators declzred Chiller 11B out cf service at 2:08 a,m, on January 22, 1992,
With Chiller 11C (Train C) out of service at the same time as Chiller 11B
(Train B), entry into TS 3.0.3 was required. TS5 3.0.3 requires initiation of a
plant shutdown within 1 hour. An oil reclamation process was begun to restore
oil in the reservoir. This process involves transferring oil from the lower
reservoir to the upper reservoir using the auxiliary ofl transfer pump. The
correct of] level was verified in the upper sight glass following o1l
reclamation and Chiller 11B was declared operable at 2:45 a.m, the same day.
However, tue inspector noted that this chiller was not started to verify
operability prior to declaring it operable. Chiller start following an of)
reclamation process was not required by procedure., The inspectors considered
this to be a weakness. The licensee stated that corrective actions would be
taken to ensure that the chiller would L. started followin? future maintenance
C

activities. The second chiller, 11C, was returned to service on January 22,
1992, at 7:27 a.m,

Entry into TS 3,0.3 1s reportable to the NRC. The licensee will submit an LER

to the NRC within 30 days describing the event in detail, including corrective
actions planned,

5.6 Engineering Group Reorganization

The licensee's Plant Engineering Department (PED) was recently reorganized to
provide better management of daily engineering activities. The Nuclear
Engineering Department was created apart from PED, This separate group is

now responsible for Nuclear Fuel, Plant Analysis, Reactor Engineering, and
Thermal Hydraulics. PED continues to be responsible for Plant Computers, Plant
Systems, and Programs. PED also assumed responsibility for the Preventive
Maintenance Program on November 25, 1991, This change in program responsibility

strengthens the role of the system engineers in the development and review
process for preventive maintenance tasks.

5.7 Over Temperature/Delta Temperature (07 delta T) Setpoint

In 1986, Westinghouse identified a concern relative to drift in the calibration
of Veritrak/Tobar transmitters. Westinghouse had reported that, during adverse
temperature conditions, the output of the transmitters would drift beyond the
assumptions used to develop the STP reactor trip and ESF setpoints. The
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notification 1dentified the setpoints of concern, The only setpoint identified
at that time requiring action was the pressurizer pressure low safety injection
setpoint. The recommendation was to raise that setpoint to 1869 psig, In
1988, Westinghouse issued a final report on this issue, In that final report,
they provided a series of recommended setpoints for all of the setpoints
fmpected by the Veritrak/Tobar issue. The licensee issued a report to the NRC
under 10 CFR Part 50.55(e), wherein, a setpoint of 1869 psig was established
for pressurizer pressure low safety injection, That report concluded that,
uit? t?at setpoint change, all other setpoints were conservative to the safety
analysis,

During a recent assessment of the adequacy of instrumentation setpoints, which
was conducted by the licensee's Engineerinz Assurance Group, Veritrak
transmitters were selected by Engineering Assurance for review, This assessment
was conducted as a result of problems noted at another plant, In the course of
addressing the issues raised in 1988, discussions were held with Westinghouse
personne! to better understand discussions. [t was determined that the TS
setpoint for OT delta T was not conservative to the safety analysis, as believed
in 1988, Additional errors in the T-hot Temperature Averaging System algorithm
were {dentified which were not taken into consideration, ghis caused the
present TS value of 1,08 for K-1 (used in determining the OT delta 1 setpoint)
to not be conservative to the safety analysis,

07 delta T 1s a continuously calculated reactor trip that provides core
protection to prevent departure from nucleate boiling for all combinations of
pressure, power, coolant temperature, and axial power distribution, The

0T delta T trip setpoint is established by : formula contained in Table 2.7-1
of the TS. The formula includes a consta.¢, K-1, which 1s equal to 108 percent
power and alto includes corrections, These corrections take into account
changes in density and heat capacity of the reactor coolant, Other corrections
include: dynamic compensation for piping delays, compensation for abnormal
axial power distribution and changes in subcooling or the oressure-temperature
relationship. The K-1 constant, also known as the OT delta T constant, 1s
derived t, analysis and includes consideration of statistical errors and
instrument accuracy.

A change in the accuracy of a temperature compensation as a result of the loss
of one RTD 1n a leg of the reactor coolant system results in an additional
statistical error whicih changes the original value of K-1, This occurs when
thermal drift of a transmitter results during an adverse containment event and
i{s not properly considered,

A JCO was prepared and approved to allow the units to operate at the current TS
limit by removing the source of the error. The error is only applicable 1f one
of the three RTDs for a given channel is inoperable. By taking the compensatory
action of placing a channel 1n trip if it has a bad RTD, the error does not

have to be accounted for, and the current TS limit of 1.08 is within the safety
analysis, Region IV an. Office of Nuclear Reactor Regulation personnel reviewed
the JCO and found it to be conservative. The licensee is continuing to evaluate
what changes need to be made to the safety analysis and the TS5 in order to
preserve the present operating margins and eliminate the need for the JCO.




Conclusion

fquipment problems in Unit 2 resulted in two unit trips and several delays in
startup and operation, A loose feedback arm on the pressurizer spray valve
caused one reactor trip while a failed diode in the rod control system resulted
in the second trip., Delays in unit startup were caused by problems with the
main 7 sedwater regulating valves, main turbine throttle valves, and the
electrohydraulic contrel system for the main turbine, These problems were
indicative of the need for improved Unit ¢ material condition,

Several essentfal chiller problems were identified during this inspection
period, A review of the essential chiller material history revealed that
there were numerous corrective maintenance activities associated with the
essential chiller. Collectively, these problems were indicative of potential
design problems and weak maintenance procedures, The adequacy of essential
ch:} er maintenance procedures 1s unresolved pending further inspection
followup.

A violatfon of TS 3.6.1.1 was identified., Containment integrity was breached
on October 18, 1991, when a 5G hand hole cover was removed while Unit 1 was in
Mnde 4 operatfon, This event was attributed to licensee personnel not taking
into account that the SG shell is an extension of the containment boundary.

A continuin? problem with EDG fuel of] leaks was ago1n experienced. A cracked
delivery valve holder resulted in removing EDG 23 from s=rvice. This continuing
problem has not been resolved; however, the licensee has finalized plans to
replace the current design with a new design,

6. MONTHLY MAINTENANCE OBSERVATIONS (62703)

Selected maintenance activities were observed to ascertain whether the
maintenance of safety-related systems and components was conducted in
accordance with approved procedures, TS, ana appropriate codes and standards.
The inspector verified that the activities were conducted in accordance with
approved work instructfons and procedures, that the test equipment was within
the current calibration cycles, and that housekeeping was being conducted in an
acceptable manner. A1l observations made were referred to the 1icensee for
appropriate action,

6.1.a Repair of a Cracked Pipe and Expansion Joint (Units 1 and 2)

The ECW system is designed to supply cooling water to various safety-related
systems for normal plant operation, shutdown, and during and after a postulated
design basis accident. The ECW system is constructed of aluminum-bronze, which
1s a highly corrosion resistant alloy of copper. The ECW system has

been historically affected by leaks as a result of through-wall cracks in
certain ECW pipe welds and expansion joint bellows and by dealloying of large
bore flanges and fittings.

Leaks were discovered in both the inlet and cutlet piping to the EDG
intercoolers. The leaks were the result of cracks in the expansion joint
bellows. The failures were discovered during the startup and routine

T



surveillance testing of the fUGs, The apparent causes of the expansion joint
leaks included: (1? the ECW system was being affected by a water hammer
problem when the ECW pumps were secured, () the inftfa) alignment of the
expansion joints was not correct or the water hammer effect has a.(ered the
alignment, and (3) the type of expansion joints used may have been 1nadequate
for the application,

The effects of water hammer were observed during a test performed in Aygust
1990, Following the test, & leaving expansion joint was removed for analysis,
The analysis concluded the leak was caused by fatigue cracking in the bellows,
Short-term corrective actions taken included revising the LCW operating
rocedures to reduce the effect of water hammer on the expansion joints, The
CW supply valves to the EDG were required to be shut prior to a pump trip in
order to minimize the water hammer effect, Although the inspector considered
this short-term action to be a sKmptomottc repair, the licensoe initiated o
calculation which demonstrated that only the ECW 1ines serving the EDG were
affected by the slightly excessive pressure surges occurring when an ECW pump
was tripped. No other portions of the ECW system have been affected by the
water hammer events., Additiona: instances of leaking expansion joint bellows
have developed, This has resulted in the following corrective actions:
replacing the expansion joints with fdentical ones replacing the expansion
{oints with temporary f!an?od pipe spoo! pleces, and monftoring selected
eaking bellows to ensure leakage remained below a preset 1imit,

Long-term corrective actions planned include replacing all expansion bellovs at
the EDG intercoolers with hard pipe spesls, performing pipe stress analyses to
determine the need for additiona! pipe supports, and adding vacuum breaker
valves to reduce water hammer pressures, Vacuum breakers were installed in the
Unit 2 ECW to EDG pipin? during the last refueling outage, One pernanent
flanged pipe spoo! was installed on the Unit 2 Train © ECW to EDG intercooler
fnlet piping. The remaining five pipe spools are scneduled for fnstallation
durin? the next Unit 2 refueling outage, The vacuum breakers have not been
installed in Unit 1, Oone Unit 1 pipe spoo) out of six has been installed to
date. The remainder of the modifications are also scheduled to be installed
during the next Unit | refueling outage, Licensee corrective actions associated
with the resolution of ECW water hammer events will be tracked by an inspection
followup ftem (498/9134-02; 499/9134-02),

Through-wall cracks have been found in welds in the aluminum bronze piping.
Data from failure analyses indicated that a pre-existing flaw contributed to
the development of the cracks. Poor backing ring tit-up 1s also suspected as
having cont:ibuted to crack development, Crack growth occurs by & process of
propagation of the crack tip after 000\10y1n? (a form of corrosfon), TH':
process, although slow, results in preferent al through-wall propagation rather
than an increase in crack length, Leakage, thercfore, occurs lon? before any
s1?n1f1c|nt growth occurs in the crack length, The above ground large bore
welds are currently monitored for leakage by monthly walkdowns, The piping
below the ground 18 monitored by a walkdown of the ground condition above the
pipe. Sofl changes have not been detected that would suggest that a leak exists
in the burfed piping, A J20 was developed to allow for plant operation with
through-wall cracks in ECW pipe welds. Calculations generated to support the



JCO Yndicated that a leakage rate of 1000 gpm per train can b~ tolerated without
fmpacting the ability of the [CW system to perform {1ts safety .unction, To
date, six through-wall cracks have been found in ECw welds and two have been
reworked,

Leaks have also developed because of dealloying of large bore pipe flanges and
fittings, The system flanges, fittings, valves, and pumps are constructed of
aluminum«bronze castings, Grades CA 952 and CA 954, C(astings of these grades
will dealloy in thr presence of crevices, This phenomens was reported to the
NRC at the time of the reqguest for the Unit © operating l1icense, At that time,
castings in the small bore portion of the E(k system were leaking at several
locations, Small bore castings were replaced in Unit © prior to operation and
in Unit | prior to and during the first refueling outage., On *he basis of
examinationt, 1t was anticipated that large bore components were unlikely to
have through-wall leakage at any location in the short term,

Following further review, the 1icensee determined that flanges could show
through-wall leakage because of dealloying in the foresceable future and a JCO
was 1ssued to document this, Other cast components such as valves and pumps
typfcally do not have a backing ring type of crevice and have greater thickness
and were, therefore, not expected to dealloy rapidly, There are about 45 cast
fittin?s with backing rings in each unit that were deemed 1ikely to dealloy,
resulting 1n a through-wal) crack, The licensee planned to replace them as
they were identified as leaking, The catalyst for crack development was the
existence of flaws generated in the manufacturing process, Eleven occurrences
of dealloying of castings (conservatively called a crack) have been discovered
to date. In accordance with the JCO, the leaking components have to be replaced
0:1?thor corrective actions taken, within 100 days, to assure no gross failures
w occur,

During a walkdown on January 7, 1992, two dealloying flange cracks were found
on the 6-inch diameter inlet and outlet (onnections to Essentfal Chiller 21E
(Unft 2, Tratn B), One crack was found un the inlet line (EW-2208) and the
other on the outlet 1ine (EW-2209), RFAs were written to request engineering
assistance and evaluation, Pepairs will be made when time permits, Interim
corrective actions include performing routine visual inspections to monitor
crack growth,

puring this inspection period, an expansion joint pin hole leak and a flange
crack were repaired on the £DG 11 intercooler inlet line, A crack in the
flange fitting was fdentified by quality control inspectors during a walkdown
in August 1991, The crack was found in the flange fitting above weld F5-4350
on a b-inch 1ine, An RFA was written to evaluate the operability of the train
and to 11st the required repairs. A Conditiona) Release Authorizaticn was
{ssued that allowed continued operation of ECW Train 1A, The expansion joint
located ad{acont to the cracked flange, that was fdentiffed in May 1990 as
having a pin hole leak, was also successfully repaired.

The work was performed under Service Request EW-151258 and consisted of:
(1) removing the expansion joint, (2) cutting the cracked flange off the pipe
spool for further crack analysis, (3) fabricating a new spool assembly,






On December 24, 1991, Unit 2 experfenced a reactor trip and safety injection
signal because of low pressurizer pressure. All three LDGs avtomatically
started as designed, In accordance with procedural roejuirements, the LDGS were
relcased from the emergency mode after the verification of avaflability of
offsite power, (DG 21 tripped when released from the emergency mode, There
were no alarms or indications available that fdentified the cause of the trip.
This event was declared a nonvalid fatlure of EDG C1,

On J7 ne, 16, 1992, troubleshooting of EDG ¢1 was performed in accordance with
Servy ‘e . quest DG-10'701, A recorder was installed to locally monitor the
trip circuit loop voltages, No fluctuations were recorded during an EDG test
run. The cause of the two nonvalid faflures could not be clearly fdentified,
The 1icensee plans to perform additional troubleshooting during future LDG
outages, The )icensee committed to send a supplementary report to the NRC
fdentifying the causes anc corrective actions taken by April 30, 1992,
Although this problem does not affect the operation of the EDG in the
emergency mode, the inspectors noted that this problem has been recurring for
the past several months, and 1icensee efforts, to date, have been unsuccessful
in 1dentifying the cause of the condition and correcting 1t,

6.4 7T 1 ng and R r of Rod Control Sys Unit ¢

On January 22, 1992, Unit 2 tripped from full power because of a dropped rod,
Subsequent troublestooting of the red control system fdentified a defective
diode associated with the dropped rod, The diode was replaced, Two other
diodes were also replaced as a precaution because one was fdentified as having
an elevated temperature and one was found to have a suspect solder joint,

A complete visual inspection of each diode was also performed, As a
precaution, all diodes having the seme lot number as the falled diode were
replaced, A total of 37 diodes were replaced, After diode replacement,
postmaintenance testing performed included thermography checks, A1l results
wee satisfactory.

Dur(»? the removal of the first diode, the inspector noticed that the
technicians initfally experienced trouble in removing tie defective diode, The
technicians discovered that a lock nut and washer were ifnstalled on the back
side of the heat sink of which the diode 1s attached. The work fnstructions,
which came directly from the vendor marual, provided direction to “carefully
remove the diode from the heat sink."” No description of a lock nut or washer
was provided in the work instructions, The technicians had to remove the heat
sink from 1t. mounting bolts in order to remove the diode, Ffurther review by
the inspector revealed that the vendor manual and associated vendor drawings of
the diode and heat sink did not describe or depict the lock nyt and washer, Not
having these components l1isted on the vendor documents 15 considered a weakness
in the documentation of the as-built plant configuration, A similar observation
was f1dentified 1n NRC Inspection chort 50-498/91-35; 50-499/91-35, That report
documented the events surrounding the December 24, 1991, Unit 2 reactor trip,
One of the causes of the trip was a missing lock nut on a vaive positioner
feedback arm for a pressurizer spray valve, The missing nut allowed the
feedback arm to become disconnected, which caused the pressurizer spray valve




to fall open and cause a reactor trip on low reactor coolant system pressure,
The associated vendor drawing for the valve positioner was fdentified as not
correctly representing the as-built configuration,

Conclusion

Rework of two ECW leaks was performed during this inspection period, However,
numerous leaks still exi.t that also require repair. Damaged wires were found
on the containment hydrogen analyzer and ere replaced. The engineering
evaluation of the ECW leaks and damaged hydrogen analyzer wires was very good,
as indicated by the completeness of the JC0s, RFAs, condi’iunal releases, and
10 CFR Part 50,59 reviews performed, Long-term actions assocfated with ECW
water hanmer e, +* will be tracked by an inspection followup 1tem,
Troubleshooting of two EDG 21 nonvalid failures did not identify the cause

£DG trips. The troubleshooting performed was appropriate for the circumst
however, additiona) troubleshooting 1s required by the 1icensee in order to
fdentify and correct the cause of the trips, A deficient vendor supplied
drawing was {dentified during an inspection of the rod contre)l system
troubleshooting and repcir, A similar observation was noted during a previous
NRC nspection, Although problems with vendor suppl’ . drawings still exist,
the 1icensee has taken action to improve the overall quality of plant drawings,

7, BIMONTHLY SURVEILLANCE OBSERVATIONS (61726)

selected activities were observed to ascertain whether the surveillances of
plant systems and components were being conducted in accordance with TS and
other requirements. The inspection included a review of the procedures being
used, assuring that the test equipment was correct for the task being performed
and verifying that data measured was within acceptance criteria 1imits, Al
conments and observations were reported to the licensee for resolution,

7.1 $G Bl $ Valv rabil Tes

On January 22, 1992, Unit 2 tripped from full power, Ouring plant recovery,
SG bulk water isolation Valve B2-SB-FV-4189A failed to go full closed when an
SG water leve] Low-Low signal was generated, The valve did go full closed
between 30-50 minutes after the trip without operator action,

Vaive B2-SB-FV-4189A 1s a 1-inch, solenoid operated, globe valve, which is
manufactured by Target Rock, The valve 1s designed to go full closed within

§ seconds after an auxiliary feedwater initfation signa (SG Low-Low level), A
second solenoid operated valve, AZ-SB-FV-4189, 1s located {mmediately adjacent
to and upstream of A2-SB-FV-4189, The valves are located 1n a line that {is
associated with the secondary side of the SGs, Both valves are located on the
outside of the reactor containment and are SG {solation valves,

During the January 22, 1992 event, A2-SB-FV-4189A did close immediately upon
demand. The slow closure of Target Rock solenoid valves 1s known to occur
under conditions where 1ittle or no differential pressure exists acinss the
valve. Since B2-SB-FV-4189A {s downstream of AZ-5B-FV-4189, a closure of
AZ-SB=FV-4189 prior to full closure of B2-SB-FV-4189A will remove the
differential pressure across AZ-S5B-FV-4189A,



On January 24, 1992, B2-SB-FV-4189A operated as designed when 5L 7D was drained
for maintenance (low-low water level 1solatfon signal generated),
Troubleshooting was then performed and Valve E2-SBE-FV-4]159A operated properiy
each time 1t was stroked, The reason the valve did not fully shut on

January 22, 1992, was not clearly fdentified; however, the lack of differential
pressure across the valve was considered to be the most 11kely cause. This
conclusion was discussed at a Plant Operations Review Committee meeting on
January 24, 1992,

On January 28, 1992, a postmaintenance test of B2-SE-FV-4]189A was performed in
accordance with Surveillance Procedure ZPSPO3.58-0001, Fevision 1, "Steam
Generator Blowdown System valve Operability Test.," The inspector observed the
surveillance. The valve closed within the required procedure acceptance
criteria time interval of 2 seconds. During the test, BZ-SB-Fv-4159A closed
in 0,98 seconds with redundant A?.SB-rv-dlag shut, The valve was subsequently
returned to service,

7.2 Sgrvg!lllng! of Seismic !gnigoring System Accelerograph

survedllance Procedure 1PSPO5-5Y-0010, Revision 1, "Reactor Containment

Bu1ld1n? Self-Contained Sefsmic Channel Calibration,” 1s an lH.month

surveillance that 1s required by 75 4,3,3,3,1, The surveillance was performed

gg Ja?ggry 30, 1992, and was observed by the inspector, No problems were
entified,

7.3 Independent Walkdown of valve Checklist

An independent walkdown of Survei)lance Procedure 2P5PO3-CC-0011, Revistion 2,
"Component Coo'ing Water Valve Checklist,” was performed to verify that all
valves were correctly aligned, The surveillance is performed at least once
every 31 days to comply with TS 4,7,3.a and 4,7.3.c. All valves were found in
the position necessary to support plant operatfon. Minor items, such as a
leaking transmitter connection, a stuck local fndicator (nonsafety-related),
and a typographical error in the procedure, were reported to plant operations
personnel and have since been corrected.

angl!gjgg

Valve B2-5B-FV-4189A failed to fully shut upon demand following the Unit ©
trip; however, a redundant component did perform its functfon to 1solate the
sample 1ine, Troubleshooting activities did not clearly {dentify the problem,
The valve was observed to work properly and was returned to service, A seismic
monitor survelllance was performed in accordance with procedural requirements
by knowledgeable personnel, A walkdown of a valve checklist did not fdentify
any sign!f?:ant concerns and the system was found in the correct alignment,

8, EXIT INTERVIEW

The inspector met with licensee representatives (denoted ‘0 paragraph 1) on
January 31, 1992, The ‘nspector summarized the scope and proposed findi s of
the inspection, The 14zensee did not {dentify as proprietary any of the
information pro ‘ded *o, or reviewed by, the inspectors.
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main steam 1solation valve
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steam generator
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