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Inspection Summary

Ensgoction ggnductod January 2 through February 12, 1991 (Report 50-498/91-01;

Areas Inspected: Routine, unarnounced inspection of plant status, onsite
ollowup of events at operating power reactors, onsite followup of written
reports of nonroutine events at power reactor facilities, operationa) safety

verification, surveillance activities, monthly maintenance activities,

refueling activities, and evaluation of licensee quality assurance program
implementation,
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DETAILS

Persons Contacted

*M. R. Wisenburg, Plant Manager

*S. L. Rosen, Vice President, Nuclear Enginocrtng

*M. K. Chakravorty, Director, Nuclear Safety Review Board

*A. C. Mclintyre, Manager, Design Engineer

*W. J. Jump, Maintenance Manager

*J. 0. Sharpe, Deputy Maintenance Manager

*C. A Ayala, Supervising Engineer, Licensing

*S. B. Melton, Supervising Engineer, Project Engineering Department

*S. Timmaraju, Senior Consulting Engineer, Design Engineering Department
*A. K. Khosla, Senior Engineer, Licensing

*A. W. Harrison, Nuclear Licensing Manager

*T. J. Jordan, Genera) Manager, Nuclear Assurance

*J. R. Lovell, Technical Services Manager

In agditfon to the above, the inspectors also held discussions with
various licensee, architect engineer (AE), mai .tenance, and other
contractor personnel cduring this inspection,

*Denotes those individuals attending the exit interview conducted on
February 15, 1991.

Plant Status

Unit 1 wac in Mode 5 at the start of this inspection period. The unit has
been shut down since the November 24, 1990, reactor trip which was caused
by a main generator ground fault. A decision was made to commence the
third refueling outage on January 15, 1991. Reactor head stud detensioning
started on January 17, 1991, and a full core fuel element offload was
completed on January 23, 1991. The unit ended the fnspection period with
the fuel removed from the reactor vesse) and scheduled refueling outage
activities in progress.

Unft 2 began this inspection period operating at 100 percent reactor
thermal power. On January 7, 1991, a Technical Specification (TS)=required
shutdown was commenced. A blown fuse in the Train § solid state protection
system prevented resetting an urgent failure of the safety system actuation
train. Power reduction was stopped at 61 percent reactor power on the

same day after corrective action was performed. On January 9, 1991, the
reactor was manvally tripped in anticipation of a low steam generator (SG)
level trip when a feedwater isolation valve (FWIV) was 1nadvertently

closed during & troubleshooting activity. The unit was returned to

service on January 11, 1991, and reached full power on January 12, 1991.

On January 18, 1991, a main turbine electrohydravlic control (EMC) system
fluid leak on a throttle valve required a Joad reduction to 79 percent.,



Repairs were completed and the unit was returned to full power on January 19,
1991, The unit remained at this power level at the close of the inspection
period.

3. Onsite Followup of Events at Operating Power Reactors (93702)
8. Notification of Unusua) Event (NOUE) (Unit 2)

At 2:30 a.m. on January 7, 1991, Unit 2 declared a NOUE as o result
of a TS~required shutdown, During the performance of Train § reactor
trip breaker trip actuating device operational test (TADOT)
#Proccdurt 2PSPO3=5P~0006S, Revision 0y, an urgont fatlure alarm on
rain 5 of the solid state protection system (SSPS) would not clear
when the B safeguards test cabinet turbine trip block switch was
taken to normal, This alarm prohibited the operatcr from taking S5PS
Logic Train § out of inhibit and back to normal, and 7§ 3.3.2,
Table 2.3-3, Action 14, was entered. Action 14 requires an entry
fnto HOT STANDBY in 6 hours and cold shutdown within the following
30 hours.

Operators bo?an ramping down in power, and troubleshooting

commenced. Instrumentation and control (1&C) personne) found one of
two 10-amp fuses (1n series) not functiona) on electrical
Distribution Pane) 1203, Breaker Nu. 8., This Is the feeder breaker
to the Train B logic test cabinet., The fuse failed during the course
of the test and prevented resetting the relays. The licensee
replaced the fuse and completed the TADOT satisfactorily. The NOUE
was terminated at 4:25 a.m. The power reduction wae terminated at

61 percent power. Power was then increased at € percent per hour
until full power was achieved.

b. Manua) Reactor Trip Due To Closure of a Feedwater Isolation
Valve (FVIV) During Troubleshootiag (unit 2)

On Januvary 9, 1991, Unit 2 was in Mode 1 at 100 percent power. A
manval reactor trip was fnftiated at 10:07 p.m. in response to the
loss of main feedwater flow to SG 2C. FWIV 2C closed beceuse of an
interruption of power to one of two FWIV safety grade solenofd dump
valves during operational troubleshooting. The energized solenoid
valves maintain hydraulic pressure &t the FWIV actuator to maintain
the FWIV open. SG 20 leve) started to decrease and the resctor wes
manually tripped. An automatic reacter trip wouid have occurred on
low steam generator water level. The mein turbine tripped as
expected, Auxiliary feedwater (AFW) flow initiated on low=low steam
generstor level and the remaining FWIVs closed on low reactor coolant
system (RCS) average temperature. A1) systems responded as expected,
except that the FWIV bypass valve to SG 2C. After closing, the FWlV
bypass valve reopened to approximately 30 percent following the
:.-:u;to; fsolation signal. At 10:43 p.m., the plant was stabilized
n Mode 3,

The event began at 9:45 p.m. on January 9, 1891, when alarms for low
hydraulic and low nitrogen pressure were received in the main contro)
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The inspectors reviewed Station Problem Report (SPR) 910006, whiun
was Inftiated as & result of the event. A review of selected
procedures was conducted and selected licensee personne) were
interviewed, The inspectcr's review was directed at the off normal
condition (partia) loss of feedwater) which resulted in the manual
reactor trip. SPR 910006 wocumented that the specific problem (loss
of power to FWIV 2C [FV=7143) hydraulic operating unit) occurred at
about 9:50 p.m. on January 9, 1991. The )icensee identified that the
screws holaing the fuse block and 'ugs were loose on the hydraulic
skid, thereby causing an intermittent power loss. The screws were
tightened and the remaining fuse blocks on the Unit 2 skids were
checked with no problems found., The fuse blocks for the Unit 1 skids
were also checked and no problems were noted.

The inspector's review of annunciator procedure, 2PCPO9-AN-0O6MA,
Revision O, Windows E2, "FwIV Fv=7143 HYD PRESS LO1550 psig
Decreasing," and F2, "FWIV FV=7143 N2 PRESS LO-1500 psig Decreasing,"
revealed that the annunciator procedure did not fully address the
loss of power to the nonsafety-related hydraulic unit (e.g., loss of
680 volt AC bus, loca) breaker or fuse failure, etc.). Interviews
revesled that the operations personnel were aware of the locally
=aunted N2 pressure indicator (PI1714%), During the event, the

*2 pressure was checked locally and documented at 1650 ps‘g. The
operators, however, did not recognize the direct relationship between
the N2 pressure (acceptable, sustained pressure), the hydraulic
pressure (proport.onal to the N2 pressure), and valve position (valve
not closing).

The use of the readily available N2 pressure gauge was not addressed
fn the annunciator procedures to assist the operations group in
diagnosing the problem and formulating appropriate corrective actions.
The licensee's evaluations and actiuns associated with the apparent
weaknesses noted in the annunciator procedure, including the update
of the procedures, operator training regarding the pro- .dure changes,
and generic implications ro?arding the lack of procedure scope, is
considered an inspector followup item (498/9101-01; 499/9101=01).

The inspectors reviewed the established administrative procedures
associated with the conduct of operations and maintenance to ensure
that the program and procedures provided an adequate definition of
“"emerpency maintenarce." Emergency maintenance was defined as "a
condition where an immediate safety hazard to personne) and equipment
exists." Document reviews and personne) interviews indicated that
the off normal condition encountered did not represent a situation
which reguired "emergency maintenance" to be performed,

The inspectors reviewed Procedure OPGP03-IM-0026, "Control of
Troubleshooting." Step 2.5, defined “troubleshooting" activities,
which fncluded the "pulling of fuses." Regarding troubleshooting
activities, Step 1.2.5 provided some exceptions to the performance
and documentation requirements of the work process program, including



the use of portable test instruments, measuring devices, and general
recorder maintenance. Step 1.2.6, however, stated that "This
procedure does not apply to operational troubleshooting activities as
performed by Chemica) Operations and Analysis and Plant Operations
Departments.” Document reviews and personne)l interviews revealed
that guidelines regarding the operational troubleshooting activities
were not specifically addressed in the administrative programs (Plant
Conduct of Operations, Conduct of Maintenance, Control of
Troubleshooting, etc.) at STP, The subsequent review of licensee
evaluations and actions regarding administrative guidance established
to define, control, and document the quality and safety-related
operational troubleshooting activities 1s considered an inspector
followup 1tem (498/9101-02; 499/9101-02).

The review of the overal) sequence of events revealed that the plant
operations group performed extensive operational troubleshooting
activities in a relatively short period. Document reviews and
personnel interviews revealed that the operations group was concerned
that FWIV 2C (Fw=7143) valve might drift closed, resulting in a plant
trip because cf a loss of main feedwater to the SG. The response to
the off normal condition, inc.uding the operational troubleshooting
activities, appeared to require a substantial amount of research on
the part of the operations crew. The knowledge level of the operations
staff could have been enhanced with regard to the hydraulic operating
units and the postulated off normal conditicns. Readily accessible
indications, including local N2 pressure, FWIV FV=7143 valve position,
main feedwater flows, and no apparent hydraulic system failure

(e.g., a hydraulic leak) were avai'able to the operations staff
during the initial response to the event. A thorough assessment of
the information available during the off normal condition should have
allowed the shift supervisor to better preplan, control, and verify
the subsequent operational troubleshooting activities, possibly
preventing the unit trip.

The inspectors reviewed the training lesson plans for licersed and
nonlicensed operators regarding the FWIV hydraulic operating units,
The lesson plans provided limited information regarding the normal
and abnorma)l cperating conditions associated with the hydraulic
operating units., Interviews with training personnel revealed that
the system normal and off normal procedures, which contained limited
information on the hydraulic units, were utilized in the operator
training and requalification training program. HMowever, the lesson
plans did not address the operator actions associated with a loss of
power to the hydraulic units, which is & credible failure mode.

The subsegquent review of the licensee evaluations and actions,
including lesson plan updates, operator training update, and generic
implications associated with the apparent weaknesses noted in the
training lesson plans, is considered an inspector followup ftem
(498/9101-03; 499/9101-03).



Interviews with licensee personnel revesled that modifications to the
hydraulic operating units will be implemented to improve individual
unit reliability., The modifications include the provision for two
separate electrica) power supplies and an of) cleanup system cn each
hydraulic unit., These actions as well as the three inspector
followup ftems wil) be reviewed during ‘uture inspection followup of
the LER for this event.

Standby Diesel Generator (S0G) Fuel 011 Injector Pump Stud Failures
(Unit 17

On January 20, 1991, two of four hold=down bolts for the 2L fuel of)
injector pump on SDG No. 13 fatled during the 12th hour of a 24~hour
SDG run. A1) the injector pumps for SDG Ne. 13 had been recently
reassembled following the disassembly of SDG No. 13 for inspection,
A similar problem occurred in November 1990, when the hold=down bolts
failed or became loose for the 5R and 5L injector pumps for SDG

No. 23 (Unit 2). These fnjector pumps also had been recently
reinstalled prior to the failure of the hold=down bolts. The
licensee replaced the failed bolts and sent them to a laboratory for
a failure analysis. The laboratory determined that the studs failed
because of excessive fatigue stresses that resulted because of
improper stud instaliation,

The licensee consulted with the vendor (Cooper-Bessemer) and has
implemented a new stud bolt installation technique. The hold=down
bolts on the three SDGs for Unit 2 were replaced with new bolts
utilizing the new installation technique. The 2L injector pump
hold~down bolts for SDG No. 13 were replaced and the balance run was
completed.

The faflure analysis indicated that the installation procedure was
the potential root cause. The procadure had been previously modified
by the introduction of a stud installation tool. HMowever, since
studs on SDG No. 13 failed, it was decided to revise the entire
installation methodology to eliminate virtually all sources of
uncertain'y or potential overstressing. The following measures were
taken:

. use of the stud installation tool which appears to have caused
an urcertain amount of installation stress has been
discuntinued;

’ the prestressing of the stud against a lock washer was deleted;
and

¢ studs are now installed handtight and held in place by
locktight.
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The licensee has removed all the studs which were fnstalled with the
stud installation too) and replaced them using the new installation
process.

Safety Injectfon (S1) Actuation During Preventive Maintenance

(Unit 1)

On Jervary 26, 1991, at B:50 a.m. with Unit 1 shut cdown, an automatic
actuation of S1 occurred in one of three trains. Train C §I
sctuation resulted because of inadequate preventive maintenance (PM)
fnstructions. Operations personnel verified that the appropriate
engineered safety feature components operated as required, including
heating, ventilation, and air conditioning (HVAC) fans and dampers,
containment isolatfon valves, cooling water systems and the Tratin C
S1 accumulator 1solation valve.

The purpose of the PM was to verify time delay relays for S1 reset
and reactor cooiant system (acsg letdown 1solation timing and to
erify the Actuation Train C, 15=volt power supply adequacy. The PM
was approved on December 11, 1990, and was being performed for the
first time. The S reset time delay relay had been tested during a
previous refueling outage as part of a design change activity using
similar work instructions contained within the work request. The PM
fnetructions were believed to be adequate since they were developed
on the basis of a previous, successful work activity and had been
reviewed by the system engineer. The PM instructions successfully
tested the 5] reset time delay relay but did not adequately control
the conditfons necessary to restore the system to 1ts “as foung"
condition, Since the unit wes shut down, instrumentetion channels
providing SI actuation signals to the SSPS logic were fnitially
blocked, as expected. However, the PM instructions mistakenly
cleared all the blocks. As & result, an unexpected actuation
occurred.

The procedure was not explicit as to whether an actuation would be
received or not. In the front of the procedure, & caution states

that the procedure will unblock $1. Control rcom personnel, who
reviewed the procedure, suspected that an actuation mignt be received,
but I&C personnel stated that an actuation would not occur because

the S1 sfgnal was blocked further upstream. This assumption was
apparently never verified as accurate. Ouring performance of the PM,
the actustion subsequently occurred. After the actuation was received,
the procedure was suspended pending revision and al) actuated
components were returned to normal lineup. The inspectors will
followup on this event during a future inspection after the LER for
this event is submitted.

Auxiliary Feedwater (AFW) Pump Weld Repair Not Tested (Unit 2)

On January 31, 1991, the )icensee fdentified that a weld repair,
performed on a :.eam supply flange to the steam driven AFW pump, did
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The fina) skin dose for the individua) was calculated to be 1.46 Rem,
assuming 2 1/2 hours of exposure with the particle on the exterior of
the protective clothing and 0.5 hours on the skin. The exposure time
wis estimated on the basis of the individual's skin becoming
cortaminated during undressing. This was the most probable scenario
sinte the ‘ndividua) was wearing protective c?oth1ns when he came
into contact with the source and the exposed area of the skin was
protected with two layers of protective clothing at a)) times except
when undressing. The source of contamination was determined to be an
improperly assembled vacuum cleaner that the technician had used,

Subsequent testing of the vacuum cleaner indicated that the vacuum
tleaner was faulty and was passing contamination, Contamination
survey results of the exterior were also substantially higher than
those 1n the general area. A separate investigetion wes inftiated to
determine the reason for the vacuum cleaner failyre,

An inspection of the vacuum cleaner fdentified a missing high
efficiency particulate absorber (MEPA) filter. A)1 other vacuum
cleaners were immediately removed from service for inspection and
evaluation. No other prodblems were identified, The licensee
Cetermined that a need existed to generate a cdetailed checklist for
assembling the vacuum cleaners after performing maintenance
activities. In addition, meta) wire seals are being placed on all
vacuum cleaners to assure control of thefr disassembly.

Auxiliary Feedwater Storage Tank (AFWST) Level Below Limit Specified
on_Log Sheet (Unit

On February 7, 1991, at 6:45 p.m., the AFWST leve) was noted to be
§7 percent on all three channels of the quelified display processing
system (QDPS). The TS Timit 1s 518,000 gallons which corresponds to
98 percent level. Emergency response facility data acquisition and
display system (saroaosg readings on all three channels indicated
$17,000, 515,700, and 513,800 gallons. Contro) room personne! took
immecdiate corrective action to f111 the AFWST to above the required
Tevel., This was accomplished at 6:55 p.m.

The AFWST level discrepancy was ¢iscovered at the end of an
operations crew shift during a review of the safety function
checklist, This checklist includes reviewing the control room logs
xenoratud during that shift. The contre) room log entry noted the
FWST Yeve) at 57 percent. This shiftly surveillance (required every
12 hours) was taken by & reactor operator trainee earlier in the
shift (approximately 3 p.m.). The log was subsequently reviewed and
approved by a licensed reactor operator and & licensed senfor reactor
operator. Neither licensed operator, however, identified the 97 percent
value as being cut of specification. This resulted from less than
:dequtte sttention to detati) during their review of the control room
0f.
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An archival file of ERFDADS cdate disclosed that the tank leve) went
below the TS requirement of 518,000 gallons at 1:01 p.m. on February 7,
1991. However, the licensee subsequently determined that actua) tank
Tevel 1s 6000 gallons when indicated level 15 0 percent. As a

result, no violation of 7§ 3.7.1.3 occurred.

Conclusion

With the exception of the Unit 2 NOUE, these events were attributed, in
part, to inadequate procedural guidance or inattention to detail. The
Operatiora) Improvement Plan (OYP) 1s intended, in part, to reduce the
Tikelihood of future events caused by these types of problems. The
impiementation of the OIP will be reviewed during future inspections in
order to assess its effectiveness in correcting the problems noted above.

Inoffice Review and Onsite Followup of Written Reports of Nonroutine
tvents at Power Reactor faciiities (20710 J)

During this inspection, the inspectors reviewed the licensee's evaluation
and corrective actions of LERs. The licensee's nuclear safety review
board (NSRB) had reviewed the LERs as {1dentified in the associated station
problem report (SPR). These reviews were found to he thorough and in many
cases, the NSRB caused additional reviews and corrective action to be
implemented. The licensee implemented a corrective action review

meeting (CARM) in December 1990, to provide an interdepartmenta) review of
corrective actions. This CARM was implementec, in part, because of the
gquestions the NSRE was i1dentifying. The effectiveness of the CARM will be
evaluated during a future inspection.

The LERs were reviewed to determine that corrective sctions were
accomplished and that actions were taken to prevent recurrence. The LERs
were also reviewed for trends and contributing root causes. Six genera)
categories were identified. These categories were: personnel error
and/or procedural inadequacies, equipment failu'e, feedwater isolation
valve (FWIV) failures, inverter failures, spurous toxic gas analyzer ESF
actuations, and isolated events,

The inspectors reviewed the corrective actiois the icensee had taken w'th
respect to personne)l error and/or procedural inadequacies. Two
independent safety engineering group (ISEG) reports were reviewed, “ISEG
Review of Procedure Use/Compliance," dated November 13, 1989, and ISEG
Report 90-45, "ISEG Quarterly Review of Selected Operational Experience
Reports and In-Mouse Event Reports," dated January 31, 1991. These
reports critically assessed areas including: procedure compliance,
procedure use, and the adequacy of the SPR evaluations to ensure
procedural complianc., The ISEG was noted to be actively involved in
addrcssin? personnel «rror and/or procedure inadequacy issues and plans
additional reviews in this area. A procedural task force report was
fssued 1n July 1980, This task force analyzed station procedures and
compliance with procedures as they pertained to station incicents. The
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conclusions and recommendations were then documented in the procedure task
force report. This report provided input to the OIP, which was fssued in
December 1990,

The inspectors reviewed 20 LERs which were evaluated to have resulted, fin
part, because of personnel error or procedura) inadequacy. The OIP was
found to address weaknesses which resulted in the LERs. The NRC staff
will evaluate the effectiveness of the OIP during future inspections.

The following LERs were reviewed and closed by the fnspectors:

@a. (Closed) LER 498/88~026: Reactor Trip and Safety Injection Due to
Loss of Offsite Power Caused by Personnel Error

On March 30, 1988, with Unit 1 at 7 percent reactor therma) power, a
partia) loss of offsite power occurred which resulted in & reactor
trip. A subsequent low=low compensated T=cold signa)l inftiated an SI
SeQqUEeNncE.

The partial loss of offsite power resulted during main :nerator
relay troubleshooting. The licensee was testing the main generator
current transformers to determine the cause of an earlier generator
trip. Wwhen a secondary current was injected into the current
transformer circuitry, & main generator lockout occurred. Thnis
caused an fsolation of the transformer and the opening of the supply
greak;rs to 13.8 Kv Auxiliary Buses 1F, 1G, 1H, and 1J and Standby
us 1F,

The licensee's investigation identified miswiring in five current
transformers which supply fnput to the differential relays and other
main generator breaker protective and metering devices. The licensee
failed to identify the wiring error prior to troubleshooting the
circuit because there was not an adequate review of the work
instructions prior to starting the work. The wiring errors appear to
have existed since initial installation,

The licensee stopped &1 troubleshooting activities after the event
until the initia) analysis was completed. A case study of this event
was presented to electrical and I&C technicians, with particular
emphasis placed on understanding the consequences of performing each
step in the troubleshooting instructions. The licensee requested a
TS change to 3/4.3.2 to delete the reference to excessive cooldown
protection and the associfated items (ST-HL~AE~2626). This reguest
was granted by the NRC on May 24, 1988 (TAC No.=67930), and is
fdentified as Amendment 1 to Facility Operating License No. NPF-76.

On October 25, 1989, with Unit 2 at 10C percent thermal power, a
nonlicensed turbine building reactor plant operator discovered that
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(Closed) LER 499/90-010: Inadvertent gngjnogr!gr%!f!§¥
Features (ESF) Actuation Due to Incorrect Connection of Test

Equipment

On May 15, 1990, with Unit 2 in Mode 5 for a forced outage, an
unplanned ESF actuation of the Train C SDG occurred. A maintenance
electrician was performing Survei)lance Procedure 2P5P-PK-001,
“"4.16KV Class 1E Undervoltage Relay Channe)l Calibration/TADOT=Channe)
1," when he connected his test leads to the incorrect relay. This
resulted in a sensed undervoltage condition on the Train C safeguard:
bus. The Train C EDG started and the Train C ESF equipment cycled o.
as expected. The proper location for the test leads was fdentified
fn the the surveillance procedure.

The Vicensee reviewed the surveillance procedure and determined that
the procedure provided the proper guidance for correctly landing the
test leads. Contro) of configuration changes was also reviewed &s
specified in Procedure OPOPO3-ZM-0021, "Control of Configuration
Changes." This procedure requires & second indivijual to verify the
connection point of a jumper prior to installation. This procedural
requirement 1s not applicable to measuring and test equipment (M&TE)
yniess 1t s befng hardwired into the system. On June 29, 1990, the
'icensee fssued tratning Bulletin MTE-90-028, concerning the
importence of preverifying test conrections prior to connecting test
equipment,

(Closed) LER 498/90-04: Inadequate Engineered Safety Features (ESF)
Actustion Due to Inadequate Control of Procedure Performance

On March 24, 1990, with Unit 1 in Mode ) at 100 percent power, an
inadvertent start of the Train C SDG occurred during the performance
of a survefllance test. A maintenance technician was working with a
Ticensed operator to verify operability of slave relay contacts in
the SSPS for starting the SDG. This activity was being conducted in
accerdance with Surveillance Procedure 2PSP03-SP-0011C, “Train C
Diese) Generator Slave Relay Test." The surveillance procedure
required that the operator first start the diesel generator and then
the maintenance technician was to connect the digital

multimeter (OMM) leads to the slave relay to verify that the relay
was operating properly. In this instance, the maintenance technician
placed the DMM leads on the relay contacts prior to the operator
starting the diesel generator. This caused sufficient current flow
through the relay to start the SDG.

The licensee reviewed the surveillance procedure and determined that
the sequence of steps was correct. However, the procedure did not
provide a precautionary statement that identified that a SDG start
could occur 1f the steps were performed in the incorrect sequence. A
caution statement has been added to each surveillance procedure
applicable to the six S0Gs. The licensee also determined that there
were some knowledge deficiencies regarding the potential effects of
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test instruments on plant systems during surveillan e testing. A
training bulletin was f1ssued on April 27, 1990, MT. -90-019, that
discussed each individual's responsibility to correctly utilize test
equipment during surveillance activities and that individuals are
programmatically prohibited from deviating from survei)lance
procedure step sequence. A second training bulletin was fssved to
811 operations personnel emphasizing the importance of controliing
the sequence of procedural steps.

(Closed) LER 49B/90+«007: A Technica) Specification (18) Violatien
Due to an Inadequate Procedure

On Apri) 30, 19890, with Unit 1 1in Mode € and core alterations in
progress, the containment ventilation isolation emergency safety
feature actuation system (ESFAS) was disabled during the performance
of a planned test. The test was being performed in accordance with
approved Maintenance Procedure OPMPOB-SP~0001, “"RPS/ESF System
Normalfzation." The test required that all three trairs of the ESFAS
be placed in the test position. This rendered the automatic
containment ventilation 1solation tnoperable. 785 3.3.2 required this
feolation feature to be operable with the plant in Mode 6 with core
alterations in progress.

The licensee determined that the maintenance procedure was inadequate
because 1t did not provide a prerequisite to prohibit performance of
this test with core alterations in progress. The licensee has
revised the procedure to prohibit the performance of this procedure
with the plant in Modes 5 and 6 with movement of frradiated fuel in
the containment. Training bulletins have also been issued to

¢ srations, maintenance, and procedure development personnel. The
training bulletin 1ssued to operation and maintenance personnel
emphasized the importance of proper communications between the two
groups. The trafning bulletin fssued to personnel responsible for
preparation of plant procedures emphasized the the need to ensure
that procedure prercquisites were correct.

The inspector noted that the licensee's corrective actions were
appropriate to correct the procedure deficiency and to address the
communication problem between the maintenance technician and the on
duty contro) room operator., However, the responsibility to ensure
that a surveillance or maintenance procedures will not adversely
affect plant operations or its response to a challenge 1ies with the
senior reactor operator who authorizes the performance of the work
activity. This is accomplished, in part, by the individual being
cognizent of what the status of the plant will be during the
performance of the activity. Control and authorization of work
activities was discussed with the licensee management. The licensee
stated that work control was considered during review of the LER.
However, the complexity of the procedure required that the senior
reactor operator rely on the precautions in the maintenance procedure.
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The licensee's General Procedure OPGPO3-IM-0025, "Matntenance Testing
Program," was revised to require the use of & testing control form

for each separate type of test performed. The test coordinator, who
is either the work supervisor or the system engineer, must ensure

that the test fdentified on the test control form 1s completed prior
to signing the form. The approving official must have all the signed
test contro) forms prior to signifying the test activity has been
completed. Training on the new requirements of this procedure were

-~ sesented during the hot license requalification truining classes and
compieted in June 1990. Prior to inclusion of this event in the
tratning module, & training bulletin, MTB«90«00-01, was presented to
operations and maintenance personnel., This bulletin discussed the
fatlure to perfurm a)l the postuaintenance required tests. The valves
were tested in accordance with ASME Section XI and found to be operable.

(Closed) LER 498/90-06: Manyal Reacior Trip Due to Full Closure
of a Feedwater Isolution Valve 5grqng_54rgicT»W%?OEg;*gstigg

On July 30, 1990, FWIV 1A fully closed during a partial stroke
surveillance test. SG 1/ leve)l begen decreasing because of loss of
feedwater flow. The reactor was manually tripped since an automatic
trip was imminent because of low SG level. The operators then
attempted to stabiiize the plant following the trip; however, SG 1A
Tevel did not recover as expected. Operations personnel determined
that a recirculation valve on the A train of AFW was mispositioned.
The recirculation valve was returned to the correct position and

$G 1A leve! was recovered.

The FWIV closure was caused by a technician inadvertently contacting
the wrong terminal with a test jumper., During the test, the jumper
slipped off the correct connector point. In the process of relanding
the jumper, contact was inadvertently made with an adjacent termina),
causing FWIV 1A to close,

Corrective actions planned by the licensee included issuing a training
bulletin, reviewing the procedures for possible enhancement, and
evaluating the circyitry design to determine 1f an alternate design
could be developed which would allow testing without the use of jumpers.
Corrective actions taken included adding the lessons learned for ihe
event to the operstor trainin? pregram. Alse, engineering chan?e notice
packages wer2 issued to install two single=pole, switch terminal blocks
in each of four auxiliary relay panels to allow easy means to perform
the test of the FWIV solenoid dump valves (eliminates need to use
Jumpers). The surveillance procedures were reviewed and no enhancements
were determined to be cecessary.

An enforcement conference was held and a Notice of Violation was
fssued for the mispositioned AFW valve. The corrective actions taken
for Violation 438/9028-01 that were 1isted in LER 498/90-06 wil) be
reviewed during closeout of the violation.
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for performing the PM were counseled rege~ding procedure compliance.
Training Bulletin MTE-90-10 was issued on March 8, 1990, to reaffirm
the licensee's requirements for procedure compliance.

(Closed) LER 498/87-013: Contrel Ronm Ventilation Actuation to
Recirculation Mode Due to Inadvertent Switch Operation

On November 2, 1987, prior to inftia) criticality, 4he Unit 1 contro)
rgom ventilation system transferred to the recirculation mode becauvse
of a momentary loss of power to the toxic gas monitoring system, An
engineer working adjacent to the switch inadvertently operated the
switeh causing the momentary loss of power.

The 1icensee initiated the plant operability task Yorce to fdentify
plant equipment features which could contribute to unintentional
ouvtages such as the trip of a switch or breaker, This task force
provided recommendations to add switch covers or instai) warning
signs to guard against inadvertent operation of equipment. The
recommendations from this task force were reviewed and the fina)

scommendations were implemented for Units 1 and 2. The switeh which
the engineer actusted has been relocated.

(Closed) LER 498/90-022: Violation of Tecnnical Specification Due

to Exceeding the Allowable Temperature in Reactor Coolant System
with One High Head Safety Injection High-Head Safety Injection (HHSI)
Pump Inoperable

This LER documented a violation of TS 3.5.2 on September 12, 1990,
fnvolving a Unit 1 model change from Mode ¢ to 3 without establishing
three operable HHSI trains within the associated action statement RCS
temperature limitations.

This event was the subject of NRC Specia) Inspection

Report 50-498/20-31; 50-499/90-31. An enforcenent conference was
held with the 1icensee on October 5, 1990. The licensee discussed
this event with the operators following the event. A training module
was developed and has been included in the operator training
emphasizing the attention to detail and self=-verification. The
effectiveness of these and other corrective actions wil) be evaluated
during the NRC staff followup to the Notice ot Violation documented
fn NRC Inspection Report 50-498/90-31; 50-499/90-21.

(Closed) LER 498/90-019: Viclation of Technital Specificasions Due
to Exceeding the Specified Time Interval for the Daily Power Range
Nuclear Instrumentation (NI) Crannel Calibration Survelllance

On July 8, 1990, with Unit 1 at 100 percent reactor thermai power,
the operators identified that the datly, 24~hour, power range NI
channel calibration had not been performed. The operators initiated
the surveillance in accordance with OPSPO3=NI<001, “Daily Power Rarge
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Nl Calibration"; however, the survefllance was not completed ynt1)
38 minutes aftes the 25 percent allowahle time extension. Yoe power
range Nis were found to be in calibration,

The ligensee revised 1PSP3~2Q-0002, “Control Room Logs," and
2PSP03~20+0002, “Control Room Logs," fur Units 1 and 2, respect ely.
The logs now specifically track the performance of OPSPO3-NI=0004 on
the third shift, Other required surveillances were reviewed and
found to be adequately tracked.

(Closed) LER 498/89-024: Technical Specification Violation Due to
the Fatlure to Perform a Required Accumulator Boron Sample

On December 26, 1989, with Unit 1 in Mode 3, Si Accumulator 1C was
filled by greater than 1 percent total volume to clear a low level
alarm. T8 4.5.1.1(b) required samp’ing of the accum. ator boren
concentration within 6 hours of the water addition. The control room
operator notified the chemical technician supervisor that the sample
was required. A chemicyu) technician was notified that the sample was
regquired, however, the technician did not have time to obtain the
sample prior to shift turnover. The technician documented the
surveillance requirement ‘n hiy turnover log und inforned te
oncoming technician that the survel) ance was required. The chemica)
technician supervisor did nect inform the relief superviscr or note it
in his shift turmcver checkiist. Operators subsequently requested
that RCS pressurizer boren samples de taken every 1h minutes because
of the reactor startup and RCS boron dilutisn that was in progress.
The accumulator sampla requiremen: was not performec.

The licensee included a discussion of this event in Chemistry
Training Cycle 90-01, which was completed March 23, 199C. Chemica)
Sampling Procedure OPCPO1-ZA-0014, "Chemica) Labovatory Sample
Schedule," has been revised to include surveillance semple
requirements which are not regularly scheduied samples. Each
surveillance that is now performec by chemistry teshnicians 1s
identified in accordance with Operating Frocedure OPOPO1-ZT-0001,
"Tracking of Conditioned Surveillances and LEO Actions." The
inspector ubserved chemistry sampling in Unit 2 and noted that tie
surveillances were identified and being tracked,

(Closed) LER 498/89-016: Technica) Spacification Violation Due to
Inadequate Procedural Control Over a glont'ﬁsaTTTEQtioﬂ

On July 13, 1989, with Unit 1 &t 100 percent reacter thermal power,
the licensee discivered that the rod position deviat.on monitor would
not alarm in the main control room. The a‘arm capability had been
inoperable since May 11, 1989. A modification \r, alter the
configuration of the control room rod deviation alarms had bee®
implemented on May 11, 1989 (ECNP £8-£-0109).
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The 1icensee's review identified that the 10 CFR .0 59 review of the
muttficrtion «id not 1dentify that the 715 would le 2ffected. At the
time the rodi 1cation was developed, Genera) Procec.re OPGLPO3-ZE~0001,
"Databe:® an, 1/0 List," allowed changes to compu er software
without re.iiring an adequate level of design and operations review
by the cogni ant ngineer. This proced.re has been vev sed to allow
ft to be inte, ated with the facility modifications program. The
licensee has r viewed other software modification &nd no other

similar example were fdentificd.

““losed) LER . /89-.02: Failure to Properly Restore Control Room
atinn $4+ em Following Testing

On atudty 7, 1989, with Unit 2 in Mode 6, prior to infti2
criticality, the licensee discovered that the Train C con''+! ,00m
envelope heating ventilaticn air cenditioning (HVAC) system win
aoperable. A test performed on December 29, 1988, on the WAl
syttem reqy - o that the makeup filter inlet be covered with pla tic
sheeting. Fol; wing the test, the plastic shocting was not remo €=
resaiting fa the " ain € zontrol room envelope HVAC system beino

in perable.

The 1icensee's rev' s/ 1dentified that the test procedurs did not

prov de¢ positive pr« cedural contro)l and independent virification ot
the altered WVAC crnfiguration, The procedure involved a one~time
Halon concentratiun test, which has been deletes from the plant
procedures manuat. A training bulletin was issued to plant personrel
responsible for procedure preparation. Interim tratuing was provided
on the existing requirements for positive procedural controls and
independen? veification of accions which alter the coniiguration of
plant ¢#5=¢  The above bul'etin and interim tratning program were
forad) 12ed ' preiented to plant personne) as part of their
rontinuing teb/ ing.  his item was completed by July 1990,

(Closed} LER 499/9¢ 007 P~ ntia)l Flooding of the Standby Diese)
Generator 22 Room

On April 26, 1990, with Jn * 2 at 100 percent reactor thermal power,
06 22 room high pump leve! “lerm actuated in the control room. An
opesptor subsequently noted b inches of rain water had accumulated in
one end of the SOG 22 room. 71 % water was noted to be coming from
under the §DG 22 bay removablr wissile doors. The sealing ares was
caulhed to elininate the leaki] '+ by the missile shields,

The licensee 1den. Ified that prc .adural controls w:*e not in place to
ensure that the 50G bay ~ movabo panels were refil 1lled in

accor tance with design r, uirements. There were no .rocedural
controls for other missile shields such as in the we.. nical
auxiliary building. Sealing requirements have beer sox < to the









of fatigue stress of & weld caused by governor valve-induced
vibratfon. The cause of the gcvernor valve vibration has been
determined to be valve plug rotation.

Corrective actfons taken at the time of the event included repairing
and rewelding the failed supply line. Severas) days later, following
restart of the unit, the new weld was inspected and a new 14,ear
indication was fdentified. Inspections of other welds in the Unit 2
EHC piping identified additional linear indications. All Unit 2
1inear indicetions were repaired as required. As a temporary
measure, temporary supports were added which reduced the vibration
amplitude., Additionally, the governor valve control logic was
changed to maintain Valve GV-4 full open duriny power operation to
minimize vibration. Valve GV-1 was maintained in an intermediate
position to vary turbine load. This temporar, modification has since
been ¢leared.

Longer-term corrective actions includad modifying the governor valve
to add antiswir]l baffles and antirotation pins on the plug to stem
connections. The mudifications were incerporated in Unit 2 during
the recent refueling outage. Valve GV-4 was replaced with a
"ruggedized" design valve. The difications for Unit 1 are planned
for the next refueling outage.

(Closed) LER 495/90-15: Reactor Trip Due to a Electrohydraulic
Control System Line Rupture

On June 28, 1990, the Unit 1 reactor tripped from 76 percent power
because of a turbine trip. The turbine trip resulted from low EHWC
system pressure. Prior to the reactor trip, turbine generator power
oscillations of up to 50 megawatts were experienced. Governor

Valve No. 1 (GV-1) was determined to be cycling, which causcd che
power oscillations. The valve oscillations caused the EHC riuid
supply line to GV-1 to rapidly vibrate. The EHC piping eventually
sheared at a support clamp located next to throttle Valve Tv-3,
resulting in a loss of EHC fluid.

The cause of the turbine trip was low EMC system fluid pressure
caused by the failed EHC supply line. Tre GV=1 oscillations were
caused by a loose connection in the valve's contro)l circuit. The
reason for the loose connection was not positively identified, but
may have occurred as a result of valve replacement durirg the last
refueling outage. Further investigations revealed that the EHC
system piping contained a number cof less than adequate supports and
that portions of the nonsafety-related piping had less than the
required wall thickness.

Corructive actions taken by the licensee fncluded: (1) repairing the
GV-1 loose connection, (2) inspecting all other goverror valves for
loose connections (none were found), (3) replacing all incorrect
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supports with supports that include grommets, (4) replacing the ENC
piping that did not meet the specified wall thickness requirements,
(5) inspecting Unit 2 EHC piping to ensure the wall thickness
requirements were met (Unit 2 piping was determined to be
acceptable), and (6) issuing a training bulletin to reiaforce the
need to ensure t'at leads are tightened appropriately. Additionally,
engineering chunge notice packages were initiated to add flex hoses
to the EHC supply lines to each turbine governor and throttie valve.
This change was identified as a long term enhancement to help
preclude -ecurrence of this type of event. The change was
incorporated into Unit 2 during the unit's last refueling outage.
The change was incorporated into Unit 1 during the current refueling
outage.

(Closed) LER 498/89-020: Engineered Safety Features (ESF) Actuations
Duc to an Inverter Failure

On October 11, 1989, the nverter which feeds the Unit 1 Channel 1V
Class 1E vital AC distribution Panel DP002 failed. This caused ESF
actuations of the control room, reactor containment building, and FHB
HVAC sys .ms because of a loss of pow.., to their respective radiation
moniters. Unit 1 remained in Mode 3 during the event. The cause of
the event was a failure of a briuge rectifier circuit on inverter OC
to OC converter board. The most likely cause of circuit failure was
excessive output voitage that was applied over an extended period of
time, which resulted in overheating the components.

Corrective actions taken included: (1) replacing the inverter's
OC-to~0C converter board, (2) checking the other 1averters for proper
OC-to=DC converter board output voltage, (3) performing thermographic
examinations to assist in detecting excessive component temperatures.
and (4) revising the PM instructions to adjust the DC=to=DC converter
board output when it is found out-of-tolerance.

The voltage was found to be high during performance of a PM procedure
in Janvary 1989, A wurk request was written to adjust the voltage to
the correct value. This adjustment was mace in Uctober 1989, about

4 hours prior to board failure. The combination of high voltage
applied over time and the disturbance of the board prior to failure
may have contributed to the failure. An interna) review of the event
was performed by the licensee to determine why tihe voltage adjustment
took about 9 months to complete., Originally, the WR had a

Priority 2, established by the shift superviscr, but was later
downgraded te Priority 3 by work control center (WCC) personnel.
Under the new work process control program, the issuing authority
assigns the priority and WCC 1s not allowed to routinely change the
priority. The revision made to the inverter's PM procedure has
eliminated the need to write a WR if the voltage is found out of
tolerance.






The licensoe's investigation of this event identified that the
feedwater regulating valve position feedback linkage arm hid become
detached from the valve. With this linkage arm detached, the
position feedback would indicate zero position while the valve was
actually full open. The arm became detached when a connecting screw
became 1nose and fell off. The licensee was unable to specifically
identify why the screw had fallen out, except that the screw may not
have been properly torqued during @ previous maintenance activity.

The licensee subsequently verified that the attachment screws for
each feedwater regulating valve position feedback linkage arm were
properly installed. The attachment screws were replaced with longer
screws to provide more thread engagement. A training bulletin was
fssued to all maintenance personnel on the importance of ensuring
that all fasteners and termination points are properly secured.

The licensee performed an evaluation on the feasibility of providing
direct feedwater regulating valve position, This evaluation was
reviewed by the Modification Review Committee and subsequently
determined not to have a net benefit when the relative benefit and
costs were compared. Many operators also indicated that the
modification was not needed because of the feedwater flow indications
that correspond to a valve position. These indications included SG
‘evel, mass flow rate, and feedwater pump discharge pressure,

(Closed) LER 499/9C-004: Reactor Trip on Low Steam Generato: Level
Due to a Feedwater Regulating Valve Failure

On March 26, 1990, a steam flow/feedwater flow mismatch alarm was
received in the Unit 2 control room. Attempts to control feedwater

flow manually were unsuccessful. Unit 2 tripped from full=power
operation on low SG 2C level. Following the reactor trip, the plant

was brought to a stable condition with no unexpected posttrip transients.

The cause of the event was subsequently determined to be mechanica)
failure of the SG 2C main feedwater regulating valve. The valve
stem=to=plug connection became loose and later separated, The valve
plug fell into the flow stream blocking flow to SG 2C. The f: ilure
may have been caused by inadequate tightness in the valve stem-to-plug
assembly or slack in the locking pin hole. A1l other feedwater
regulating valves were inspected and were found Lo have tight connections.
Corrective actions taken by the licensee included welding the valve
stems to the plugs to prevent rctation and separation. All four
valves for each unit have now been welded to prevent the stem from
disconnecting from the plug.

(Closed) LER 499/89-005: Partia)l Loss of Offsite Power Due to a
Lightning Arrester Failure

On Marcn 20, 1989, a partial loss of offsite power occurred when a
switchyard bus relay actuated and tripped the 345kV power to Standby
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Transformer 2. Deenergizing the transformer resulted in a loss of
power to the 13.8kV Standby Busses 2G and 2H. The loss of power to
the standby buses resulted in a loss of preferred power to 4, 16kV ESF
Busses E2B and E2C. SDG 22 and 23 autostarted on loss of power to
Busses E2B and EZC. The SDGs then restored power to Trains B and C.
About half an hour Tater, offsite power was restored to the busses
through standby Transformer 1. The event occurred during a
thunderstorm while Unit 2 was in Moge 2 for low-power physics
testing.

The most probable cause of the event was the failure of the lightning
arrester on standby Transformer 2 because of mofsture intrusion of
the internal insulater, Corrective actions taken by the licensee
included replacement of all three lightning arresters on Standby
Transformer 2. The transformer was reenergized following
satisfactoy completion of testing. The daraged arrester was
returned to the manufacturer (Ohio Brass) for failure analysis. The
vendor recommended replacing all similar arresters with meta) oxide
type arresters. Engineering change notice packages were issued to
replece the arresters., The replacement of the arresters is currently
planned for 1992,

(Closed) LER 498/88-039: Entry Into Technical Specification
(TS) 3.0.3 on June 16, 1988

On June 16, 1988, with the unit at 25 percent reactor thermal power,
& planned inspection of the Train B 480V load center breakers was in
progress. During that period, the Essential Services Chiller (ESC)
120 lube oi] pump seal failed, resulting in an inoperable chiller.
With equipment in two trains inoperable, thz licensee entered

TS 3.0.3. The 480V load center was restored to operable and TS 3.0.3
was exited after approximately 1 hour. While repairs were underway
on the lube ofl pump seal, a maintenance electrician bumped the local
trip button on Load Center EIB, resulting in a loss of power to NMCC
E1B2 and various Train B components. This again placed the unit into
TS 3.0.3. The feeder breaker was closed within 3 minutes and TS
3.0.3 exited.

The licensee reviewed the operating history of the ESC lube oil pump
seals. This review concluded that a generic problem with the pump
seals did not exist. However, the licensee noted three
recommendaticns which were incorporated into the fnstruction manual
(4310-00180-BYD) for the 300-ton essential chiller. These changes
were: 1increase the oil change frequency, o not touch the sealing
surface during replacement, and ensure the shaft is free of abrasions
and defects during seal replacement.

This event was also reviewed by the plant operability task force
which subsequently identified equipment controls that should be
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The cause of the event was failure of the FWIV solenoid valve because
of excessive particulate buildup 1n the hydraulic fluid of the FWIV.
An analysis of the hydraulic fluid was performed, Silica and
minerals (indicative of dirt) were found, but corrosion products were
not found. The licensee determined that the source of the
contamingtion was external to the valve. The contaminants were being
drawn into the fluid reservoir through a breather cap each time the
valve was stroked. The cause of the excessive contamination buildup
was the lack of a program for routine sampling and enalysis of the
hydraulic fluid. A contributing cause may have been related to the
higher than anticipated ambient temperatures that the hydraulic fluid
was subjected to.

The solenoid dump valves for FWIV 1C were replaced and satisfactorily
retested. The remaining Unit 1 FWIV solenoid valves were reworked
and tested satisfactorily. The hydraulic fluid of all FWIVs was
flushed and filtered. A p.ogram for quarterly analysis of the
hydraulic fluid was implemented. The hydraulic fluid sampling
frequency was later changed to a monthly interval. A TS change was
made to 3.7.1.7 to clarify the actions required when one FWIV 1s
declared out of service. Modifications were implemented to help
timit moisture as a potentfal source of fluid contamination.
Long~term corrective actifons included reviewing the need to install
cleanup subsystems for the hydraulic skids. Additionally, procedure
changes were made to require testing of FWIVs during startup in
addition to regular surveillance testing. The changes were made to
Procedure 1POP03-2G-0005, Revision 7, "Plant Startup to 100%."

After the corrective actions of the LER 498/90-02 were implemented,
additional problems wi*h the FWIVs occurred. On March 29, 1990, two
FWIVs (1A and 1D) fi to fuily close within the required time
intervals (subject o { 1-90-05) because of hydraulic fluid
problems. A 10 CFR eport regarding the FWIV solenoid dump valve
fatlures was submitt. the NRC on April 11, 1990, On July 7,
1990, FWIV 1A fatled v .perate properly because the dump valve pilot
assemblies failed to 1ift at elevated pressures (498/90-18). Most
recently, on November 10, 1980, FWIV 1A failed a routine surveillance
test, prompting entry into TS 3.7.1.7.

LER 498/90-02 1s closed. The NRC inspectors will review the
subsequent failures during review of the 10 CFR 21 report and
LERs 498/90-05 and 498/90-18.

The licensee has experienced several ESF actuations as a result of
spurious toxic gas analyzer actuations. A toxic gas analyzer subcommittee
was formed in 1988 to discuss causes of control room HVAC automatic
actuations from the toxic gas analyzers. The inspector noted the
subcommittee was active and held a meeting the week of February 11, 1991.
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Several tox‘c gas analyzer subcommittee recommendations have been
implemented. These recommendations included:

Using nitrogen instead of ambient air for zero gas;

remove the channels for hydrochloric acid, naphtha, and acetic acid
from the ESF actuation circuitry;

provide separate control room alarms for TS and non-TS gases; and

provide a means for control room personnel to determine the type and
magnitude of the alarms received.

The following LERs relative to the toxic gas analyzers were reviewed:

99

hh.

(Closed) LER 490/89-28: Control Room Ventilation Actuation to
Recirculation Mode Due to a Spurious Signal From a Toxic Gas Analyzer

On November 30, 1989, the Unit 2 control room ventil: fon actuated to
the recirculation mode (eng1noer0d safety features actuation) as a
result of & spurious signa® from a toxic gas analyzer. The unit

rema ined in Mode 5 operation during the event. The redundant
analyzer did not actuate. The cause of the spurious signal was not
conclusively identified. The most likely cause of this condition 1s
fluctuations of AC power supplied to the analyzer. This resulted in
a memory error which caused the analyzer micro processor to
incorrectly energize the high toxic gas concentration relay.

Corrective actions taken by the licensee included: (1) clearing and
reloading the analyzer's memory, (2) verifying the analyzer's
calibration was within allowed limits, (3) performing additional
trouvbleshooting in an attempt to locate the apparent defect in the
power supply circuit or components, and (4) installing a new power
cab'e for the analyzer in accordance with an engineering change
notice package 1n an attempt to reduce noise induced voltage: in the
cable. Several other events have been attributed to the to, nas
analyzers. Numerous corrective actions have been implemente: n an
dttempt to improve the relfability of the analyzers.

(Closed) LER 498/88~47: Control Room Ventilation Actuation to

Recirculation Mode Due to High HCL Trip on JToxic Gas Analyzer

On August 2, 1988, with Unit 1 at 66 percent therma) power, an
avtomatic actuation of the control room ventilation to recirculation
mocde occurred. A momentary high hydrochloric acid (HCL) spike was
sensed by one of the two toxic gas analyzers. No reason for the
sensed high HCL could be determined. This event has been reviewed by
the toxic gas analyzer subcommittee, and the ESF actuation on HCL has
been removed by modification.
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(Closed) LER 499/90-06: Control Room Ventilation Actuation to
Recirculation Mode Due to a Failure of a Toxic Gas Analyzer

On April 26, 1990, with Unit 2 at 100 percent reactor thermal power,
the control room ventilation system actuated to the recirculation
mode. The actuation occurred on a high level trip of the vinyl
acetate channel, The licensee identified that the electro-mechanical
position failed. This mechanism positions an infrared 1ight filter
to analyze each of the five toxic gases. The gas analyzer was
subsequently replaced. The licensee is reviewing, through the toxic
gas analyzer subcommittee, modifications to the analyzer to improve
analyzer relfability.

The following LERs were also reviewed and closed.

3.
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(Closed) LER 498/88-52: Effects of Westinghouse Generic Reactor
Coolant System Flow Anomaly

In 1987, Westinghouse identified that a thermal=-hydraulic flow
instability existed in some four-loop plants as described in
WCAP-11528, This flow anomaly was noted to cause increased coolant
temperatures, local reductions in power, and a reduction in the
departure from nucleate boiling (DNB) margin. During startup testing
of Unit 1, the licensee noted that the flow anomaly may exist at STP.
westinghouse subsequently evaluated RCS flow data coilected at

100 percent reactor power and determined that the flow anomaly did
exist. Analysis of the data also indicated that the generic DNB
margin would not fully offset the flow anomaly penalty.

The RCS flow requirements as specified in the license were required
to exceed 395,000 gpm. Westinghouse evaluated that sufficient DNR
margin would exist with RCS flow rate greater than 402,000 gpm. For
RCS flows between 395,000 and 402,000 gpm, the power levels should be
restricted to 99 percent reactor thermal power. The licensee
subsequently revised Surveillance Procedure 1PSP03-2Q-0002, "Modes 1,
2, 3, and 4 Operator Logs," to require RCS flow rate above

402,000 gpm with the reactor at 100 percent thermal power.
westinghouse performed a plant specific analysis of the flow anomaly,
This plant specific analysis demonstrated that sufficient DNB margin
exirted at 295,00 gpm. The above procedure was again revised to
refiect the later analysis. The later design analyses were submitted
to the NRC staff for inclusion in the TS design basis tnrough

Letter ST~HL-AE-3040. These design basis analyses were then accepted
by the NRC staff as documented in Letter ST-HL-AE-92257 (SPR 880353).

(Closed) LER 498/88-014: Reactor Protection System (RPS) Actuation
Due to a Software Problem Tn QOPS

On February 4, 1588, with Unit 1 in Mode 3, RPS actuation occurred
because of an erroneous RCS hot leg temperature calculated by the
qualified display processing system (QDPS) temperature averaging
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system (TAS). A software error in the QDPS TAS failed to accept a
resistance thermal detector (RTD) RCS hot leg temperature as valid
during a cooldown from kode 3 to 4. The QDPS TAS input a no load RCS
hot leg temperature when the RTD measured temperature decreased below
530°F. The erroneous hot ieg no load temperature value caused an
over-temperature/delta-temperature trip on Channel 2 of the RPS.
Because Channel 4 was in the trip condition for maintenance
activities, a RPS actuation occurred.

The automatic bias calculation has been disabled and the bias values
are manvally input into the calculation by plant personnel. The
licensee has reviewed other QDPS calculations for similar anomalies;
however, no other signals exist which use efther values with a preset
default or substitution values to initiate safety actuations or
control functions.

(Closed) LER 498/89-015: Reactor Trip Due to a Failed Relay in the
aenerator Breaker Control Circuit

On July 4, 1989, with Unit 1 at 100 percent thermal power, the main
generator output circuit breaker opened. The reactor subsequently
tripped on OTOT. The generator breaker opened because of the failure
of a 125 VOC rated auxiliary relay (KZ) which was incorrectly used in
the 250 VDC generator circuit breaker trip circuit. There were two
of the 125 VDC KZ relays, in parallel, to provide redundant
protection to the control circuit. Both relays should have been
rated at 250 VDC.

The licensee's investigation determined that the relays were received
on site in March 1986 and receipt inspected. The receiving
documentation addressed the relays by the identification number and
nct the model or part number. When the parts were requisitioned,
they were addressed by the identification number. The material was
requisitioned for use in the control room panels. These panels
utilize the 125 VDC relays. The generator circuit trip breaker
circuit was tested during the startup scheme verification
prerequisite test. The circuit was tested satisfactorily. The use
of the 125 VDC relay in the 250 VDC circuit caused its degradation
and eventual failure.

The licensee replaced the relay with the correct 250 VDC relay. The
Unit 2 generator circuit breaker circuit relays were verified to be
the correct model. Nuclear Purchasing and Materials Management is
evaluating the purchasing, procurement, and material practices at the
time the event occurred and comparing them to the current practices.

(Closed) LER 499/89~015: Technical Specification (TS) 3.0.3 Entry
Due to Two Inoperable Channels of the Pressurizer Level Indication

On May 12, 1989, with Unit 2 at 30 percent reactor thermal power, an
operator noted that one channel for pressurizer level was incperable.
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Because one other channe)l had been removed from service for
maintenance, the licensee was required to enter TS 3.0.3 and perform
a reactor shutdown,

The Ticensee identified that the kerotest right angle diaphram
fsolation valve in the pressurizer level transmitter reference leg
was stuck in the closed position. The stem on the kerotest valve is
not directly connected tc the plug. When the stem is backed away
from the plug, the differential pressure across the valve should
cause it to open. The licensee determined through radiographic
examination that the valve plug had not come awiy from the seat. The
reference leg was subsequently vented which caused the valve to open.

The licensee has completed a review of the use of kerotest valves in
this type of low differential pressure application. The licensee
concluded that although their use is appropriate, the valve may
adversely impact the design intent by restricting steam flow to the
condensing pot. Modification travelers have bzen prepaved to
redesign the reference leg condensing pot layout to the pressurizer,
However, the licensee indicated that any new design which utilizes
fsolation valves betwesen the pressurizer and the condensing pot will
not be right angle valves.

(Closed) LER 499/90-09: Discovery of Incorrect Wiring in the Solid
State Protection System (SSPS)

On May 12, 1990, with Unit 2 in a forced outage, the licensee
identified an extra wire in Logic Train "R" of the SSPS. The
licensee evaluated this extra wire and determined that it would not
have prevented the fulfillment of any safety functicns. The extra
wire was removed and the SSPS was successfully tested. An inspection
of the remaining SSPS logic cabinets and the Unit 1 SSPS logic
cabinets did not identify any other extra wires.

The licensee's investigation concluded that the wire was
fnadvertently installed by Westinghouse during assembly or continuity
testing of the SSPS. The extra wire s fdentified through
troubleshooting activities,

(Closed) LER 498/90-16: Reactor Trip on Over Temperature Delta
Temperature (OTDT) Due to Reduction in Reactor Coolant System (RCS)
Pressure Coincident With One Channel in Test

On July 2, 1990, with Unit 1 at about 100 percent reactor thermal
power, a reactor trip occurred on OTDT. The unit was in power
ascension with Loop 4 OTOT in the trip condition to support
surveillance testing. A subsequent decrease in RCS pressure resulted
fn a trip of the Loop 3 OTDT channel and satisfied the 2 out of 4
coincident logic for an OTDT reactor trip. The decrease in RCS
pressure resulted from reducing spray flow in the pressurizer and
securing a pressurizer heater following equalization of boron
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concentrations within the RCS. The decrease in RCS pressure lowered
the OTDT setpoint. However, the selected pressurizer pressure
control channel was reading higher than the others, This allowed the
RCS pressure to decrease to Loop 3 OTDT setpoint and cause a trip on
that channel.

The licensee has revised Operating Procedure OPOPO3-2G-0005, “Startup
te 100%," to monitor the OTOT margin to trip from 90 to 98 percent
reactor thermal power. Power ascension may only proceea if there is
a greater-than or equal=to 5 percent margin. Ary deviation from this
margin must first be approved by management. Tnis procedure also
requires that all channels of OTDT be operable prior to exceeding

90 percent thermal power. The OTDT setpoint is logged daily in power
operation in accordance with (1) 2PSP03-2Q-2002, "Operator Logs."
This event was discussed during licensad operator requalification
Module 90-04.

Conclusion

————

“he inspectors found overall LER quality to be good. Licensee
manigement was extnesively involved in identifying causes of events as
well as identifying corrective actions for events,

Operational Safety Verification (71707)

The purpose of this inspection was to ensure that the facility was being
operated safely and in conformance with 1icense and regulatory
requirements. This inspection included verifying that selected activities
of the licensee's radiological protection program were beirng implemented
in conformance with requirements and procedures and that the licensee was
in compliance with its approved physical security plan.

The inspectors visited the control rooms on a routine basis and verified
that control room staffing, operator decorum, shift turnover, adherence to
TS limiting conditions for operation (LCOs), ard overall personnel
performance within the control room was in accordance with NRC
requirements. Tours in various locations of the plant were also performed
to observe work operations and to ensure that the facility was being
operated in conformance with license and regulatory requirements.

The following paragraphs provide details of certain observations
identified during this inspection period.

a. Emergency Boration Flowpath Verification

A walkdown of the emergency boration flow paths for Units 1 and 2 was
ferformed to verify that each valve in the main system flow path was
fn its correct position. A1l components and flow paths were found in
the correct positions to support plant operations. During the
walkdown, Unit 2 mechanical auxiliary building Room 76 (boric acid
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Corrective actions taken by the licensee included discussing the
even. with the responsible technicians and revising the battery
surveillance procedures. Changes were made to: the step that
vovided the instructions on recording the level, the addendum that
shows a picture of how to take the reading, and the data sheet that
the date was recorded on.

Discussions with the licensee revealed that this event did not meet
the requirements for an LER because the batteries were operabie
throughout the time frame in question. The electrolyte level was
within 1imits, therefore the batteries were not inoperable. The NRC
determined that the procedure was less than adequate because the
instructions provided were not detailed enough to ensure that the
technician performed the step correctly. The steps have since been
revised. Additionally, a lack of attention to detai! was observed in
the review process. The shift supervisor, test performer, electrical
foreman, and system engineer missed the incorrect readings. Proper
attention to detail was demonstrated by the fina)l reviewer who
discovered the error prior to the data sheets being sent to the
document control vault for long-term storage.

Monthly Maintenance Observations (62703)

Selected maintenance activities were observed to ascertain whether the
maintenance of safety-related systems and components was conducted in
accordance with approved procedures, TS, and appropriate codes and
standards. The inspestor verified that the activities were conducted in
accordance with approved work instructions and procedures, the test
equipment was within the current calibration cycles, and housekeeping was
being conducted in an acceptable manner. Al) observations made were
referred to the licensee for appropriate action.

a. Preventive Maintenance (PM) EM-1-PK-87016096, Load Center
Transformer E1A]l Feeder Breaker Relay/Device Lalibration

PM EM-1-PK-87016096 was performed by electrical technicians on the
ground fault relay 50G at Switchgear E1A, Cubicle 12. The relay was
tested in accordance with Maintenance Procedure OPMP05-ZE~0033,
Revision 3, "Calibration of ITE-GR5S Relays." A pick-up amperes test
and a time delay test were performed on the relay. The as-found and
as-left setpoints were within acceptance criteria limits. The
procedure was noted to be well written with detailed instructions on
how to perform the test.

b. PM _EM-1-PK-86008559, Centrifugal Charging Pump (CCP) 1A Feeder
Breaker Inspection/lest

PM EM-1-PK-86008559 was a 5-year maintenance activity performed by
electrical maintenance personnel on CCP 1A feeder breaker. This
breaker was tested in accordance with Mainterance
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studs. The studs are now being installed in accordance with document
Change Notfce MM-949 and Field Change Request 91-0204 to

Procedure CPMP04-DG-0019 which do not utilize the stud installation
tool. The new installation process requires hand installation with
Lock=tight applied to the stud threads. The inspector verified the
current calibration of the torque wrench used on the Nylok nut and
also verified torquing to the required 50 foot-pounds.

ODuring the stud fnstallation, a quality control (QC) inspector noted
that one stud had thread damage, another had an uneven bottom which
had been ground, and several of the studs showed discoloration. The
QC inspector rejected the use of the studs. Subsequent review
disclosed that the rejected studs were al) from a batch of 16 that
were purchased from Pennsylvania Power & Light under Purchase Order
No. RS21979. A review of Receipt Inspection Report No. 91-0163-QC
disclosed that the studs had been purchased as commercial grade and
subsequently dedicated to safety-related usage by onsite inspection
and chemical analysis.

The inspector reviewed the spectromobile alloy analysis and dimensional
inspecticn reports which sugpported this dedication. It was noted
that the inspection attributes did not address the adequacy of the
threads and that the alloy analysis resulted in grinding of one stud
end which was not subsequently subject to engineering disposition,
These observations are considered weaknesses in the dedication
process that resulted in less than adequate material being 1ssued to
the field. Subseguent discussions with quality assurance personnel
confirmed these observations. The licensee will provide quality
control receipt inspection personnel with additional training and
acceptance criteria for inspecting threaded fasteners. Additionally,
the licensee representative indicated that al)l material tested to
provide a basis for dedication will now be subject to engineering
disposition for assurance that it 1s sti11 useable orior to going
back into stock,

Conclusion

The technicians appeared knowledgeable and competent, adhered to the
procedures, and their activities were conservative in nature. Procedura)
quality was generally good. One procedure (OPMP0S5-2E-0033) was observed
to be well written with a high level of detail. A weakness was identified
in the dedication of SDG injector pump hold down studs; however, the studs
were not installed because of good QC coverage during the maintenance
activity,

Surveillance Observations (61726)

Selected surveillance activities were observed to ascertain whether the

activities were being conductes in accordance with TS and other requirements.

Specific items inspected included verifying that test instrumentation used
was within its current calibration cycles, test results were within
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reactor containment building (RCB). The licensee's ability to control
housekeeping and other attributes associated with an outage continues to
fiaprove with each outage.

Evaluation of Licensee Quality Assurance Program Implementation (35502)

In December 1990, the Region IV and NRR staff reviewed the licensee's
performénce for tne previcus 8 months in order to identify performance
trends. This review was conducted to gain insights of the quaiity
assyrance program implementation effectiveness at STP. On February 8,
1991, a3 meeting was held at the STP with Region IV, NRR, and licensee
management to discuss the NRC's evaluation of the licensee's performance.
The results of this evaluation, which were presented to the licensee, is
provided in the Attachment of this report.

Exit Interview

The inspectors met with licensee representatives (denoted in paragraph 1)
on February 15, 1991. The inspectors summarized the scope and findings of
the inspection. The licensee did not identify as proprietary any of the
information proviged t=, or reviewed by, the inspectors.






®  THERZ WERE SOME INDICATIONS OF INACCESSIBILITY OF EQUIPMENT AND OTHER
PERSONNEL SAFETY ISSUES WHICH MAY KAVE ADVERSELY INFLUENCEL PERSONNEL
PERFORMANCE (BASED PRIMARILY ON DISCUSSIONS WITH PLANT PERSONNEL)

1 SOME EXAMPLES OF LESS THAN ADEQUATE MAINTENANCE ACTIVITIES

" ILRT AND CILRT WELL CONTROLLED

o 1S1 PROGRAM GENERALLY WELL IMPLEMENTED

. PERSONNEL ERRORS DURING MAINTENANCE/SURVEILLANCE ACTIVITIES RESULTING IN
UNNECESSARY CHALLENGES TO PLANT SAFETY SYSTEMS

© TS SURVEILLANCE REQUIREMENTS NOT ALWAYS COMPLETED
EMERGENCY PREPAREDNESS

©  NUMEROUS FINDINGS DURING APRIL 1990 EXERCISE

©  EMERGENCY PLAN CENERALLY WELL IMPLEMENTED

Operators implemented plan effectively
. Staffing and facilities activation appropriate and timely

L MARKED IMPROVEMENTS SINCE APRIL 1990
’ SECURITY PROGRAM WELL IMPLEMENTED
ENGINEERING/TECHNICAL SUPPORT

’ GOOD SUPPORT FOR OPERATIONAL ACTIVITIES

" IMPROVEMENTS NEEDED IN PROCEDURES AND DRAWINGS
. CONTINUED IMPROVEMENT IN PROCUREMENT PROGRAM
SAFETY ASSESSMENT/QUALITY VERIFICATION

’ GOQD AT IDENTIFYING PROBLEMS

i SAFETY ASSESSMENT/QUALITY VERIFICATION PROGRAMS NOT COMPLETELY EFFECTIVE

. RESPONSES TO NRC BULLETINS AND GENERIC LETTERS ARE GENERALLY TECHNICALLY
COMPLETE AND TIMELY

" CONSERVATIVE APPROACH IN IMPLEMENTING 10 CFR 50.59 SCREENING CRITERIA



