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FLAW MEASUREMENT USING ULTRASONICS IN THICK PRESSURE VESSEL STEEL

K. V. Cook, P. J. Latlcer.' and R. W. McClung
ABSTRACT

The net effects of such variables as beam width, heanm
angle, and flaw geometry were considered with regard to their
total {impact upon flaw measurement. The boundaries of accuracy
and repeatability were established for the manual measurement
of a limited number of flaws by the American Society of
Mechanical Engineers code procedures. Both surface and buried
reflectors were considered, and changes were recommended 1in
both the detection and measurement of buried midplane flaws.
Correlations were made between the magnitude of lateral beam
spread and length measurements. Approximate corrections for
lateral beam spread were applied to measurements of large flaw
lengths. Correlations were made between code-measured flaw
depths and real depths on a limited number of flaws of various
depths and orientations. Finally a brief study was made to
determine the Influence of the angular orientation of the search
unit upon the received amplitude from the flaw.

INTRODUCTION

In the American Society of Mechanical Engineers ASME Botiler wul
Pressure Vessel Code (code), Article 4 of Sect. V on Nondestructive
Examinat{on deals with ultrasonic examination for measurement of
indications. It {s essential that the net effects of varfables such as
beam width, beam angle, and flaw geometry be considered with regard to
their total f{mpact upon flaw measurement.

The primary purpose of the confirmatory work reported here was to
establish the boundaries of accuracy and repeatability in manual measure-
ment of flaws by the code procedure. The flaws considered in this work
include surface and buried flaws. One set of surface flaws consisted of a
series of circular-saw notches oriented at various angles relative to the
surface. The other set of surface flaws consisted of machined notches and
electron beam (EB) weld cracks produced by the hydrogen embrittlement
procen.1 A midplane or buried simulated flaw was also used. This simu-
lated flaw was made with vertical saw cuts tangential to a midplane side-
drilled hole (fabrication details will be provided later).

Secondary topics considered in this work include the development of a
supplementary technique for the measurement of flaw depths in those cases
where the half-maximum amplitude indication from the flaw exceeded 100%

*Unlversity of Tennessee, Knoxville.



full-screen height. It was necessary to extrapolate that supplementary
technique because the code omitted any specific reference to flaw indica-
tions in that category.

The influence of lateral beam width in the determination of flaw
length was briefly considered. The beam width corrections reported here
are very preliminary and approximate, but they represent the first step
toward a more sophisticated approach. We noted that any slight changes 1in
the angular orifentation of the search unit made significant changes in the
manual measurement of flaw lengths and depths. A brief study was made to
determine the effects of search unit orientation upon received amplitude.
The results of that study are presented in the appendix.

The results reported here are restricted to the conditions most
commonly used with code procedures: 2.25-Miz, 25.4-mm-diam (1.00-1in.)
circular transducers on plastic wedges that produce shear waves with beam
angles of 45 and 60°.

DESCRIPTION OF EQUIPMENT AND MATERIALS

ELECTRONIC

Two commercial instruments typical of those used in field applica-
tions were employed in these studies. Most of the data were collected
with an ins*rument arbitrarily referred to as instrument Il. This instru-
ment was operated with the receiver tuning switch in the 2-MHz position,
where the bandwidth at —20 dB extends from 1.5 to 5.9 MHz with a center
frequency of 2.8 MHz.? The limited use of instrument I for these studies
{s reported in the section on Correlation Between Magnitude of Lateral
Beam Spread and Flaw Length Measurements. The Instrument I characteris-
tics, as used, are also addressed in that section. Before data
collection, both instruments were calibrated and checked in accordance
with the requirements of the ASME code.

SEARCH UNITS

The commercial transducer used for the work reported here was a
2.25-MHz untuned unit. It was circular with a diameter of 25.4 mm
(1.00 in.). The ORNL serial number for the transducer was U-3. The
transducer was used in conjunction with 45 and 60° commercially manufac-
tured plastic wedges listed by ORNL serial numbers NRC 2 in each case.

MATERIALS AND MECHANICAL APPARATUS

All the specimen blocks used in this study were constructed from
unclad pressure vessel steel. A calibration block patterned after the
ASME code (Figs. 1 and 2) was constructed from a steel plate purchased
from Combustion Engineering, Inc., (CE) of Chattanooga, Tennessee. The CE
material was SA-533 grade B class 1 steel plate and was given, in addition
to normal quench and temper, a stress-relief heat treatment to simulate
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Fig. 1. The calibration block patterned after ASME code.
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Fig. 2. Diagram of alibration block patterned after ASME code.
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Fig. 4. Specimen block 3, showiing positions of notches.
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PROCEDURES USED

All measurements for this work were made with a water box (shallow
water coupling). Before taking data, we checked the screen height
linearity and amplitude control linearity according to the procedures
given in Mandatory Appendices I and II to Article 4 of the code. Sweep
range calibration and distance amplitude corrections (DACs) were made in
accordance with Nonmandatory Appendix B to Article 4. The DAC curve was
drawn on graph paper for a permanent record, and also the 100Z and 50% DAC
curves were drawn directly on the instrument screen with a grease pencil.

In all instances the scanning in this study (except in the appendix)
was done manually. The maximum amplitude from each flaw indication in
percent DAC and the corresponding sweep position were recorded as the
inftial step in data acquisition. All flaw length and depth measurements
were made with the flaw on the opposite surface from the search unit
(V/2 shear-wave path).

LENGTKE MEASUREMENTS

The length of the flaw in each case was measured strictly by code
procedures: the distance between the positions of the search unit at the
S0Z DAC points on the ends of the reflector was recorded as the length of
the reflector. The primary purpose of this confirmatory work was to set
the boundaries on accuracy and repeatability of measurements of flaw
dimensions by manual scanning. Therefore, instead of repeating each
measurement of length three times as suggested by the Code, we repeated
each at least ten times. In most instances one-half the data were
collected by one operator and the other half collected independently by
another operator to minimize bias introduced into the results by the
judgment of the operator. The mean and standard deviation were then
determined for each data set corresponding to a particular flaw. The
means were compared with the actual known flaw lengths, and the caiculated
percentage errors were used as an indication of the accuracy of the
method. The standard deviations were used to indicate the overall
abililty to repeat the measurements (i.e., the standard deviation was
expressed as a percentage of the actual flaw length or depth). In
addition, the data from each independent operator were cross-checked for
general agreement.

DEPTH MEZASUREMENTS

Depths were measured according to percentage DAC indications as
prescribed by Appendix D-10, Article 4, Sect. V, of the code in those
instances where the amplitude of the signal did not exceed the limits of
linearity of the screen. The following is a discussion of the various
conditions observe1 in this study for measuring flaw depth.

1. For reflectors 50 to 100% DAC, minimum sweep readings were
read from the flaw detector's display at 50Z DAC when th~ reflector was
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approached from the minimum signal direction. Maximum sweep readings
were also read from the flaw detector screen at 50% DAC when moving away
from the reflector's maximum signal direction.

2. For reflectors exceeding 100Z DAC, the 50% maximum amplitude
(taking into account DACs) curve was drawn on the screen. Minimum sweep
readings were taken at 50% maximum amplitude when approaching the reflec~
tors from the maximum signal direction. Maximum sweep readings were taken
when moving away from the reflector's maximum signal direction.

In both instances the difference between the maximum and minimum
calibrated sweep readings was then used to calculate the depth in length
units and in percent t (where t represents the block thickness).

3. 1In many cases, particularly when using a 45° beam, we found that
not only was the signal from the reflector deflected off screen, but in
addition the half-maximum amplitude exceeded 100% full screen height
(FSH). This si.uation is not specifically covered by code procedures. As
a result, we needed to develop a supplementary procedure to determine
depth for indications of that type.

The following is a brief description of the various procedures that
were used:

1. Reduce maximum signal amplitude to 80% FSH and take sweep readings
at half-maximum amplitude (taking DAC into account) approaching and
receding from the maximum amplitude direction.

2. Reduce maximum signal amplitude to 100Z DAC and take sweep
readings at 50% DAC approaching and receding from the maximum signal.

3. Reduce maximum signal amplitude to 80Z FSH and take sweep readings
at 50% DAC approaching and receding from the maximum signal.

4. Reduce maximum signal wmplitude to 80% FSH and take sweep readings
at 100% DAC approaching and receding from the maximum signal.

5. Reduce signal amplitude to 80X FSH and take sweep readings at
40% FSH approaching and receding from the maximum signal (no DAC).

6. Reduce the maximum amplitude in steps of 6 dB until the reduced
signal amplitude does not exceed 1007 FSH and then take sweep readings at
half-maximum amplitude approaching and receding from the maximum
amplitude.

7. Leave the signal amplitude deflected off screen and take sweep
readings at 50% DAC approaching and receding from the maximum amplitude.

Of the procedures that were evaluated, the method that we selected
was the one described as item 1 above. This procedure was adopted because
{t was simple and closely resembled the code procedure for reflectors
exceeding 100% DAC. Purthermore, this technique was adopted for all cases
where the marimum amplitude wae deflected off ecreen (i.e., more than
100% FSH).

As in the case of length data, the depth data were taken in data sets
with a minimum of ten independent readings. Also, in most instances two
different operators took half of each data set for the reasons previously
discussed. The mean for each data set was compared with the known depth
of the flaw to arrive at an indication of the accuracy of the measurement,
and the standard deviation was used as an indication of the ability to
repeat the measurement.



RESULTS AND DISCUSSION

SURFACE FLAWS

A description of each surface flaw considered in this work appears in
Tables 1 and 2. Also included in Tables 1 and 2 is the maximum amplitude
indication from each flaw expressed as a percentage DAC (established on
the calibration block shown In Fig. 1) for both 45 and 60° beam angles.
The maximum amplitude in percent DAC was read directly from the flaw
detector screen (i.e., as described by the Code) or calculated as shown
in the example in Table 2 when FSH was exceeded.

Table 1. Description of flaws? in block 3 (see Fig. 4)
(saw-cut notches at different angles)

Maximum amplitude

:Zti: b Angle of (z DAC)d for each
Flaw _ Pefts orientation,® beam angle
(¢}
(m) (1“-) 45. 60.
; 4 4.6 0.18 0° normal t- surface 800 200
5 b.oh 0.17 15° away from search 150 100
’ unit
8 4.4 0.17 15° toward search 150 200
unit
3 4.0 0.16 30° away from search 150 600
unit
9 4.0 0.16 30° toward search 250 550
unit
7 3.2 0.13 45° away from search 500 e
unit
10 33 0.13 45° toward search 250 150
unit

@Most notches are marginally unacceptable by Table IWB-3510.1 of
Sect. XI of the ASME code.

PA11 notches are about 41 mm long on the surface and of elliptical
shape (see Figs. 4-6). The depths of the angled notches were calculated
- from the relation of d (mm) = 4.6 cos 6.

®Measured relative to the surface normal.
’ AMax1mum amplitude in % DAC = flaw amplitude relative to 100% DAC.

€Not measurable with 60° beam.



Maximum
(Z DAC)

beam

950

900

.ceptable by Table IWB-3510.]

x{imum amplitude in DAC = relative flaw amplitude
ance amplituc orrecti
Example 1: i dired from flaw detector screen and superimposed

irve .
i ¢ mn » ) »
Example <:

the following:

law signal exceeds ; screen height

At tenuate maximum flaw signal with the calibrated attenuator
flaw detector to change the saturated signal to about DAC .

stimate f the flaw detect« superimposed DAC

100%

urve ti mplit of the attenuated

assume A 100% DAC fl

! law n aft changing att
25 dB).

1 percent

ite

the flaw signal equals
v |

1650%

ed to the nearest 507




13

Length Measurements

The results of length measurements for the machined notches and EB
weld cracks in block 4 appear in Table 3 for both 45 and 60° beams. The
lengths were listed as the mean of each data set together with the
standard deviation. The means were compared with the actual lengths, and
the percentage errors are listed as an indication of the accuracy of the
measurements. The standard deviations were also listed in the form of a
percentage of the true length under the heading of random uncertainty.

The ab!lity to repeat the length measurements was excellent for all cases
considered in specimen block 4. This fact was indicated by the low random
uncertainty, with a maximum uncertainty of *2.5% for a 45° beam angle and
t6.5% for a 60° beam. The random uncertainties listed for the flaw length
measurements in block 4 were based on data sets with 20 independent
measurements for each flaw. The random uncertainties for data sets of
three readings, such as suggested by the code procedure, would be higher
in most cases (i.e., in some instances we noted that it may double).

Also, the ability to repeat length measurements depends on taking proper

Table 3. Measurement of flaw lengths in block 4 (machined
notches and electron beam weld cracks)?

Measured lengthb Error Random -
Flaw uncertainty
(mm) (1n.) (") (%)
Measured with 45° beam angle
1 92.1 ¢+ 1.8 3.63 % 0.07 23.4 2.4
2 80.7 *+ 1.5 3.18 * 0.06 15.5 $2.2
3 98.1 * 1.3 3.86 * 0.05 28.8 1.7
5 56.5 * 0.8 2.23 ¢ 0.03 17.7 1.7
6 89.5 * 1.3 3.52 * 0.05 17.5 $1.7
Measured with 60° beam angle
i 96.0 *+ 4.8 3.78 ¢ 0.19 28.7 6.4
2 79.5 £ 3.3 3.13 ¢ 0.13 13.8 24.6
3 99.9 ¢ 2.5 3.93 ¢ 1.0 31.0 $3.3
5 50.5 ¢ 1.1 1.99 ¢ 0.04 5.2 2.4
6 90.9 * 4.5 3.57 ¢ 0.18 19.0 £5.9

Qgach data set consisted of 20 independent measurements.
ba11l flaw lengths are overestimated (see Table 2).

CStandard deviation expressed as a percentage of actual
length.






15

Table 4. Measurement of flaw lengths in block 3 (saw-cut
notches at different angles)

Measured length — Random
Flaw uncertainty?
(mm) (1n.) *) %)
Measured with 45° beam angleb
4 51.7 £ 0.6 2,04 * 0.03 272 1.9
5 46.0 * 0.4 1.81 * 0.02 13.1 £1.25
8 52.1 % 0.7 2.05 ¢ 0.03 28.2 21.9
6 45.6 * 0.5 1.76 ¢ 0.02 12.2 1.1
9¢ 32.6 £ 3.3 1.28 = 0.13 -19.9 7.5
7 48.9 * 1.9 1.93 * 0.08 20.3 25
10 46.7 * 0.8 1.84 * 0.03 14.9 $1.9
Measured with 60° beam angled
4 46.7 * 2.0 1.84 *+ 0.08 14.9 4.8
5¢ 38.9 £ 14.5 1.33 2 0.57 4.2 $35.8
8 55.2 * 6.0 2.17 * 0.24 35.8 *14.8
48.9 * 1.4 1.92 * 0.05 20.2 £3.3
9 56.3 % 1.4 2.22 % 0.10 37.5 6.3
7 f f f f
10 49.6 * 4.4 1.95 £ 0,17 22.0 +10.8

AStandard deviation expressed as a percentage of actual

length.

PEach data set consisted of 10 independent measurements.

®The only notch underes imated in length (surface
lengths about 41 mm) (angled "0° toward search unit).

dgach data set consisted of 20 independent measurements.

®The only notch underestimated in length (surface
lengths about 41 mm) (orfented 15° away from search unit).

Not measurable with 60° beam (oriented 45° away from

gsearch unit).
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7i{g. 11, the lateral beam width is determined from the appropriate curve
and beam path length in each case.’ As can be seen from this figure, the
ultrasonic signal that had the higher center frequency has the smaller of
measured beam spreads (as expected theoretically).

To correlate the magnitude of lateral beam spread with the measure-
ment of flaw length, a number of measurements were made with the two
recelver tuning positions on Instrument I and all other variables held
constant. The results of the flaw length measurements in block 4 are
indicated in Table 5. In each case the measured flaw length was clearly
greater when measured in the tuning position with the larger beam spread
(lower center frequency). This difference was substantially greater than
the random uncertainties represented by the standard deviation in each
case. Therefore it 1s evident that lateral beam spread contributes a
substantial systematic error in the measurement of flaw lengths. This
effect was not quite as great for flaw 3, which corresponded to an EB weld
crack; however, the correlation was clearly demonstrated.

Table 5. Correlation between magnitude of lateral beam spread
and measurements of flaw length in block 4
(search unit U-3 and instrument I)

Measured length, mm (in.)

Flaw?
Smaller beam spreadb Larger beam spreadb
1 95.18 * 0.8 (3.77 % 0.03) 99.5 ¢ 0.8 (3.92 £ 0.03)
2 85.7 * 0.0 (3.38 * 0.0) 89.0 * 0.8 (3.51 % 0.03)
99.06 % 0.9 (3.91 % 0.04) 101.4 £ 0.8 (3.99 % 0.03)

dRefer to Table 2 for a description of the flaws in block 4.

brefer to Fig. 11 for a graphical representation of the two
beam spreads.

Beam Spread Corrections for Length Measurements

Since the lateral beam spread from the transducer has an obvious
influence on the measurement of flaw lengths, we tried to apply a correc-
tion to the measurement of flaw lengths. Using the relationship discussed
in the previous section for instrument IT (Fig. 11), we established the
bheam width for the flaws located in both blocks 3 and 4. The correction
applied in each case was to subtract the appropriate beam width from the
length measurement (50% of DAC). The results of the beam spread correc-
tions to the flaw lengths for a beam angle of 45° appear in Table 6. The
results for the nonangled flaws (block 4) are more accurate than those for
the flaws that contain the flaw orientatio. variables (block 3). For
example, the longer deeper flaw (notch ', in block 4 was very accurately
measured with the beam width correction (+2.5%). For notch 2 (block 4),



Table 5. Beam width corrections to flaw length measured
with a 45° beam angle

Without beam width corrections With beam width corrections?
Length Sivor Length Rsuce
(in.) Gk (am)  (in.) (*)
(machined notches and electron beam weld eracks)
1 1.8 3.63 0.07 +23.4 76.6 3.02
2 1.5 3.18 0.06 +15.5 65.2 2.57
3 98.1 £ 1.3 3.86 * 0.05 +28.8 82.6 3,25 +8.4
5 56.5 * 0.8 2.23 £ 0.03 #17.7 41.0 1.61 —~14.6
6 89.5 ¢+ 1.3 3.52 * 0.05 +17.5 74.0 2.91 2.9
Bloek 3 (saw-cut notches at different angles)
4 51.7 £ 0.6 2,04 % 0.03 427.2 35.6 1.63 -13.2
5 46.0 * 0.4 1.81 * 0.02 +13.1 29.9 1.40 27
8 $2.1 £ 0.7 2.05 ¢ 0.03 +28.2 36.0 1.65 -12.2
6 45.6 * 0.5 1.76 * 0.02 +12.2 29.5 1.39 -28
9 32.6 2 3.3 1.28 # 0.13 -19.9 16.5 0.88 -59.8
7 48.9 + 1.9 1.93 * 0.08 +20.3 32.8 1.52 -20
10 46.7 * 0.8 1.84 ¢ 0.03 +14.9 30.6 1.44 —25.4

AThe correction (15.5 mm for block 4, 16.1 mm for block 3) was
taken from Fig. 11 (instrument II).

PBased on the actual lengths shown in Table 2 for block 4, 41 mm
for block 3. + indicates overestimate, —, underestimate.

which is shallower, a substantial improvement in accuracy is still
evident. Notches 3 and 6, which are EB weld cracks, again are measured
more correctly in length with beam width correction, even though the
natural-like flaws should have more variability in ultrasonic response
than machined flaws. The result for notch 5 provides the liargest
deviation (block 4) probably (1) because it is relatively shallower (same
depth as notch 2), and (2) because of its shape. Notch 5 is a circular
saw cut with a 50.8-mm (2.00-in.) radius and 5.6-mm (0.25-in.) depth.
Thus, the flaw depth is essentially zero (as far as being a reflector of
2.25-MHz ultrasound) at each of the feathered ends. “hus, the effective
amplitude of the signal is being affected by both the w:creasing depth of
the flaw and the movement of the sound beam off the end of the flaw. Y.:
the error of —14.6% (Table 6) relates to the surface length of the






Table 7. Measurement of flaw depths ir block 4 (machined notches
and electron beam we'd cracks)?

Measured depth - Random Real depth
Flaw —— (z)g uncertgtnty '
(mm) (in.) (%) (mm) (in.)
. Measured with 45° beam angle
1 11.5 *# 0.7 0,45 ¢ 0.03 -10 *6 12.7 0.50
2 13:2 2 3.7 0.44 * 0,07 +76 428 6.4 0.25
3 11.5 * 1.5 0.45 * 0.06 +20 $16 9.5 0.38
5 10.7 * 1.4 0.42 * 0.06 +91 +24 5.6 0.22
6 9.2 ¢ 1.9 0.36 * 0,08 4 $21.3 9.5 0.38

I+
I+

Average 10.8 ¢ 1.0 0.42 * 0,04

Measured with 60° beam angle

1 15.6 * 1.5  0.61 * 0.06 +22 +12 12.7  0.50

2 14.5 + 1.3 0.57 £ 0.05  +128 $20 6.4  0.25

3 12.1 ¢ 1.8 0.47 ¢ 0.07 +25.3 +18.7 9.5 0.38 ]

5 11.2 + 2.4  0.44 % 0,09 4100 +36 5.6  0.22

5 12.7 + 1.7 0.50 * 0.07 +33.3 +18.7 9.5  0.38 1
Average 12,9 ¢ 1.6 0.51 * 0.06

AFach data set consisted of 10 independent measurements.
Ppercent measurement over (+) or under (—) actual maximum flaw depth.

®Standard deviation expressed as a percentage of actual depth.

i to measure a nominal depth regardless of the real depth of the notches.
For example, {f the statistical average of the depth measurements made at
45 and 60° (Table 7) 1s calculated, the average calculated (measured)
depths are 10.8 mm (plus or minus a standard deviation of 1.0 mm) and
12.9 mm (plus or minus a standard deviation of 1.6 mm) respectively.
Although, in this study, only limited depths were available (5.6, 6.4,
9,5, and 12.7 mm as shown in Table 7), the flaw depths cover a range
significant to the code.
The results of depth measurements for the circular saw cuts in block 3
appear in Table B. Both repeatability and accuracy were very poor for .
depth determination in specimen block 3 and in all cases depths were grossly
overestimated for both beam angles. Again, a trend is noted in the depth
measurement data to read a nominal depth regardless of the notches' real v
depths. For example, the average depth measurement with a 45° beam angle
fs 10.5 mm (plus o minus a standard deviation of 1.4 mm) and with a
60° beam angle is 13.3 mm (plus or minus standard deviation of 1.3 mm).






These measurements are almost identical to those reported for Table 7

even though the through-wall notch depth in all cases 1is less (all were

cut about 4.6 mm with various angles to produce through-wall depths N
of 3.2, 4.0, 4.4, and 4.6 mm). As a further check on this observation,

we made similar measurements on the end of the block (simulation of a
through-wall flaw). This was done to see if the apparent size would be ‘
near the same value with the moving search unit measurement for planar
flaws. We assumed that nearly identical measurements from the end of the
block may indicate that both the flaws' reflectivity characteristics
(corner effect) and the relative search unit (detector) position are major
factors in the depth measurement. A simple measurement from block 4, where
a smooth machined right-angle corner was avallable, indeed measured it at
about 9 mm (with a 45° beam). When, however, an unmachined rough near-
right-angle corner of block 4 was measured by the same FSH-supplemented
code techniques (45° beam), values up to 17 mm were measured. The largest
depth (17 mm) was not as reproducible as tiie one for the higher amplitude
machined corner (because it was more difficult to reproduce the signal

from the rounded or rough corner). However, it was evident and expected
that the measured depth by the code method i{s affected by the reflector
orientatica, shape, and roughness. It also appears that the absolute
amplitu’ of the signal may be affecting the depth measurement (e.g., the

8 dB 1. .er amplitude nonmachined corner measured about double the machined
corner reflector). Also Table 2 {ndicates that the amplitude increases

for increasing flaw depth; however, these reported amplitudes represent

one or two measurements and not a statistical average for multiple
measurements.

We also noted that the end of the block signal measured from 2000 to .
3000% of DAC. Thus, more accurate planar flaw depth measurements may be
possible if the moving search unit measurement accounted for maximum
amplitude and beam width effects. It is not yet readily apparent how this
might be done. 1In any event, our limited data clearly show that for
smaller flaw depths (e.g., 4.6 mm or smaller), errors as much as 272% are
measured with the Code method (see Table 8, notch 4). It {s also obvious
that very large flaws may be underestimated (e.g., the end of the block).
The smallest error i{s noted for 9 to 13 mm depths with the 45° beam (see
Table 7, notches 1, 3, and 6).

As previously stated, these conclusions apply only to the conditions
actually tested in this confirmatory work: 2.25-MHz, 25.4-mm-diam
(1.00-1n.) circular transducer with beam angles of 45 and 60°, manual
scanning, and simulated flaws on the surface. Also, for any size surface-
breaking flaw, we feel that the corner effect will place additional
limitatfons upon the ability to accurately determine the depth according
to current code techniques.

BURIED FLAWS

The interpretation of results of depth measurements on the buried
flaw was somewhat complicated because a portion of side-drilled hole y
protruded into the flat plane of the vertical saw cuts (Fig. 7). (Thus,
it 'as more easily detected than a true planar midplane flaw would have
been.) However, we could distinguish the portion of the signal emanating
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limited to a specific narrow depth range (i.e., very shallow flaws are
overestimated and very deep flaws are underestimated). Thus, we recommend
that the code method for measuring flaw depth be altered and/or supple-
mented by alternative techniques that are established by developmental
studies encompassing more flaws than were considered in this report.
Improvements in measuring flaw depth (based on the basic code approach of
amplitude of signal and transducer movement) may be possible through the
use of different size or multiple transducers. Focused search unit tech-
niques could improve depth measurements (or at least extend the measure-
ment range) because they should not be as prone to search unit movement
limitations ({.e., less surface scan may be required to make measurements
on somewhat deeper flaw measurements).

A non-surface-breaking, or buried, flaw was used for a very limited
study; however, results did show that both detection and measurement can
be problems with the current code techniques. Thus, it is fairly obvious
that alternative techniques are necessary to detect and measure flaws
located near midplanes and oriented perpendicular to the vessel surface,
and we recommend that supplementary scanning be employed (e.g., two-
gsearch-unit tandem techniques or multiple transducer arrays).
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{dentical with the transducer used for the collection of data in the
previous sections of this report. The instrument used for the collection
of data was commercial instrument II tuned to ‘he 2-MHz position.

Be im angles of 45 and 60° were used in this study. In each casc the
flaw was a planar flaw or a planar crack [electron beam (EB) weld crack]
normal to the surface of the specimen block. The two specimen blocks used
were block 4 (Fig. 10) and block 2. The surface flaws introduced into
block 2 were identical in every respect with those in block 4. Therefore,
Fig. 10 describes the flaw geometry in both blocks 4 and 2.

The angular orientation of the search unit was ad justed about an axis
normal to the surface of the specimen block, as shown in Fig. A.2. The
fnitial amplitude was maximized (to the same approximate magnitude in each
case), and then successive scans parallel to the motch were made with
angular orientation increments of either 1 or 2° (referenced perpendicular
to the notch). For each successive scan the received amplitude was
recorded on a strip chart along with an index mark for designating the
angular setting for that particular scan.

Typical results from block 2 are presented in Figs. A.3 and A.4.

Some immediate conclusions can be drawn frowu the data presented in the
figures. First, from the shape of the amplitude response, the general
nature of the flaw was immediately apparent. The jagged signal was
characteristic of an EB weld crack. The relatively smooth-amplitude
signal was, on the other hand, characteristic of a machined notch.

For the particular transducer used in this study, the received ampli-
tude from the flaw was down to noice level when the angular orientation of
the search unit had reached from 8 to 9° on either side from the maximum
amplitude (0°) position. The angular change necessary to reduce the
signal amplitude to noise level was in general the same for both beam
angles of 45 and 60° as well as for both machined notches and EB weld

cracks.
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Fig. A.2. Plan view of scanning setup showing angular orientation.
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Fig. A.3. Received amplitude as a function of angular orientation of
the search unit (45° beam angle). Block 2 is a duplicate of block 4 (see
Table 2 and ¥Fig. 10 for description of simulated flaws).

ORNL-DWG 81-20587
CROSS SCAN OF FLAW NO. 3 (E B WELD CRACK) IN BLOCK NC. 2
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Fig. A.4. Received amplitude as a function of angular orientation of

the search unit (60° beam angle). Block 2 is a duplicate of block 4 (see
Table 2 and Fig. 10 for description of simulated flaws).
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The decrease In amplitude per degree of change in angular orientation,
in general, increased as the total angular change Increased from the
position of peak amplitude response. For this test system the average
drop in amplitude was 3.8 dB/deg for the 45° beam angle and 1.9 dB/deg for
the 60° beam angle.

The amplitude response was reasonably symmetrical with respect to
changes In angular orfentatfon in both directions. Thus, only one
direction i{s shown in Figs. A.3 and A.4. The symmetry was generally
greater for the machined notches than for the EB weld cracks.

The impact of this study upon flaw measurement is clearly evident.

In manual scanning, a change in angular orientation of from 1 to 2° could
change the amplitude of the received signal by as much as 8 dB. This
variable change In amplitude over a scan constitutes a highly significant
source of error in the measurement of a flaw by code techniques. This
places a major limitation upon the reliability of measurement by manual
scanning unless some provision (e.g., mechanical fixturing) is made to
keep the angular orientation constant throughout the scan.
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