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1.0 EXECUTIVE SUMMARY

This report documents the Individual Plant Examination (IPE) for Severe Accident
Vulnerabilities performed on the Hope Creek Generating Station (HCGS).

1.1 Background And Objectives

The HCGS IPE report was prepared in accordance with the United States Nuclear Regulatory
Commission's (NRC's) Generic Letter GGL. 88-20 (Reference 1-1) and the submittal guidance
furnished in NUREG-1335 (Reference 1-2). The NRC referenced several NRC and industry
reports (References 1-3 through 1-13) in MUREG-1335 (Reference 1-2) that provide
perspective and background for specific IPE tasks. The NRC requested (Reference 1-1) that
the HCGS IPE determine vulnerabilities to severe accidents and cost-effective safety
improvements that could reduce or eliminate the important vulnerabilities.

This IPE is an integrated systematic examination of the HCGS for plant speific risk
contributors. The HCGS IPE objectives are:

1. Develop an overall appreciation of severe accident behavior.

2. Develop a clear understanding of the more likely severe accident sequences for the
HCGS.

3. Gain a qualitative and quantitative understanding of core damage and radioactive

material releases.
4. Generate an accurate baseline assessment of core damage frequency for the HCGS.

5. Develop methods and models necessary for safety and economic evaluations of planned
plant improvements.

6. Increase PSE&G's capability to perform and maintain Probabilistic Risk Assessments
independently.
7. If necessary, reduce the overall probability of core damage and radioactive material

release by appropriate modifications to procedures, software and hardware that would
assist in prevention of severe accidents or in mitigation of their effects.

Generic Letter GL 88-20 identifies three approaches for performing the IPE:
. A Level I Probabilistic Risk Assessment (PRA) plus a containment performance
analysis, based upon the current design, that addresses severe accident

phenomenological issues.

2. The IDCOR system analysis methods.
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- Other system examination methods acceptable to the NRC staff,

PSE&G's IPE is based upon a PRA approach (Level I and II). The small event tree and large
fault tree methodology is used in the HCGS PRAs. The Level I PRA examines core damage
vulnerabilities. It was updated using procedures presented in NUREG/CR-2300 (Reference 1-5)
to provide for its integration with the back-end (Level 2 PRA) analysis. The Level II PRA
examines fission product release from the containment. The Level I PRA examines severe
accident phenomenological issues and is based on the guidelines set forth in NSAC-159
(Reference 1-14).

The PRA approach was chosen because it provides models wt ™ h can be revised to incorporate
design, operational, procedural and phenomenological updates. PSE&G has developed a
Programmatic Standard (Reference 1-15) to updat> the HCGS PRA as required to support
operations, design changes, and severe accident management planning. PSE&G has the
trained staff and necessary computer software to effectively implement this program onsite.

1.2 Plant Familiarization

The HCGS is owned” and operated by PSE&G. The station is located on the southern part of
Artificial Island on the east bank of the Delaware River in Lower Alloways Creek Township,
Salem County, New Jersey.

The site is located approximately 15 miles south of the Delaware Memorial Bridge, 18 miles
south of Wilmington, Delaware, 30 miles southwest of Philadelphia, Pennsylvania, and 7.5
miles southwest of Salem, New Jersey. The station is located on approximately 300 acres

of a 700 acre site owned by PSE&G. Artificial Island is also the site of the Salem 1 and 2
generating stations, Figure 1-1 shows the geographic location of Artificial Island, and Figure
1-2 shows an overall view of the plant.

The HCGS employs a General Electric boiling water reactor (BWR/4) and is operated at a core
thermal power of 3293 MW (100% steam fiow) with a gross electrical output of approximately
1118 MWe and net electrical output of approximately 1067 MVVe.

The HCGS dual barrier containment system consists of a pressure suppression primary
containment system and a secondary containment system consisting of a dome-shaped reactor
building.

The reactor building (or secondary containment) is a concrete-reinforced structure which houses
the primary containment system, and the fue! storage area. It is capable of containing any
radioactive materials released into it subsequent to a design basis loss of coolant accident
(LOCA) so that offsite doses remain below 10CFR100 requirements. Figure 1-3 shows the
HCGS primary and secondary coniainments. The HCGS reactor building is equipped with
blowout panels to limit internal pressures during specific accidents. The primary containment
system consists of a drywell housing the reactor and a suppression pool. There are vacuum

* Atlantic Electric owns 5% of HCGS
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breakers between the suppression pool and drywell (eight - one in each vent pipe), and between
the reactor building and suppression pool (two pairs) to ensure integrity of the primary
containment.

The Emergency Core Cooling Systems (ECCSs) at the HCGS are similar to the ones used
in the NUREG-1150 reference plant, Peach Bottom Atomic Power Station (PBAPS)
(Reference 1-16). A brief explanation of some important safety systems and certain plant-
specific designs, features, and procedures follows:

1. There are four Residual Heat Removal (RHR) subsystems with one pump in each
loop and one heat exchanger in two of the four loops. Loop "B" of RHR can be
operated in the shutdown cooling (SDC) mode via the remote shutdown panel. The
four primary modes of the RHR system are: 1) te provide Low Pressure Coolant
Injection (LPCI), 2) to provide Suppression Pool Cooling, 3) to provide Shutdown
Cooling, and 4) to provide a Containment Spray. Procedures for using the Reactor
Water Cleanup (RWCU) system for decay heat removal are in place, although no
credit has been taken for them in the IPE.

A The HCGS is equipped with two high pressure steam driven pumps: The High
Pressure Coolant Injection (HPCI) and the Reactor Core Isolation Cooling (RCIC)
pumps. The turbine of each of these pumps exhausts into the torus. The HPCI and
RCIC pumps trip when the torus pressure (turbine exhaust pressure) exceeds 140.0
PSIG and 25 PSIG, respectively. The (HPCI) system injects 3000 gpm through the
Feedwater system and 2600 gpm through the Core Spray (CS) system sparger. RCIC
injects 600 gpm through the Feedwater Svstem.

3. The Core Spray System (CSS) has two loops with two pumps in each loop. The CSS
pumps take their suctions from the torus; however, they can be manually aligned to
take suction from the Condensate Storage Tank (CST). The CSS Loop A spray
spargers are shared with HPCI and Standby Liquid Control (SLC).

4. The Automatic Depressurization System (ADS) is an ECCS utilizing five of 14
Target Rock Safety Relief Valves (SRVs).

5. The Standby Liquid Control (SLC) system injects to the vessel automatically when
initiated by the Redundant Reactivity Control system (RRCS) in response to
Anticipated Transient Without Scram (ATWS) scenarios. It can zlsc be initiated
manually.

6. There are four Emergency Diesel Generators (EDGs) at the HCGS.

7. There is a connection point at RHR Loop B for Station Service Water (SSW) System
injection or containment flooding. In addition, both the diesel-driven and motor-driven
fire pumps can be connected to the RHR system to provide additional alternate methods
of injection to the RPV. Loop B of the RHR system can divert flow to the reactor
vessel head spray line.
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8. The HCGS is equipped with a twelve-inch hard pipe vent which originates from the top
of the torus. This vent can be opened remotely from the control room with battery .
power. The vent can also be operated locally, in the absence of any electric power.

HCGS is also equipped with a six-i-.ch hard pipe vent, which is used for Integrated
Leak Rate Testing (ILRT). Some credit is given to this pipe for containment venting
through both the drywell and the torus. The HCGS is also equipped with ducts, which
can be used for venting; however, no credit is taken for them in the IPE.

9. There are three trains of feedwater/condensate, each containing one feedwater pump,
one secondary pump and one primary condensate pump in series, which can inject to
the vessel.

10.  The Control Rod Drive (CRD) pumps are powered by the Class 1E electrical buses,
through two in-series breakers (one Class 1E and one non-Class 1E). Upon receipt of
a LOCA signal, the Class 1E breaker trips and the non-Class 1E breaker opens on
undervoltage.

11.  The blowout panels in various locations of the reactor building protect the primary
containment against high external pressure.

12.  The HCGS primary containment has an internal design pressure of 56.0 PSIG, a
maximum calculated internal design pressure of 58.0 PSIG with an aliowable maximum
internal design pressure of 62.0 PSIG (110 percent of design pressure based on the .
ASME code). The primary containment maximum external design pressure is 3 PSID,
and its design temperature is 340°F.

13.  The Emergency Operating Procedures (EOPs) are based on Revision 4 of the Boiling
Water Reactor Owner's Group (BWROG) Emergency Procedure Guidelines (EPGs)
(Reference 1-23).

Plant walkdowns constituted an important part of the plant familiarization effort. Plant
walkdowns were performed by the PRA analyst assigned to the individual system in all cases.
When information from various data sources, such as drawings or specifications, could not be
independently confirmed, it was supplemented by HCGS SROs, system engineers, or other
cognizant engineering personnel. Plant system engineers and other engineering personnel are
intimately familiar with the plant configuration and continually perform “walkdowns” as part
of their daily responsibilities. Both system engineers and senior reactor operators (SROs)
performed detailed reviews of all plant system and accident sequence models. The walkdown
process became more formalized for the Level II portion of the IPE.

1.3 Overall Methodology
1.3.1 Introduction ‘

The application of probabilistic risk assessment (PRA) to the evaluation of reactor systems
provides a method of estimating the likelihood of undesired events such as core melt and
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radionuclide release and of determining their consequences. The methodology used in the
HCGS study employed fauit trees and event trees in a manner similar to the approach used in
the Reactor Safety Study (Reference 1-18) and the NRC sponsored Li.erim Reliability
Evaluation Program (IREP). Fault trees are a set of logic diagrams describing potential
hardware failure modes, software errors, and human errors that could disable a system or
group of systems. These logic diagrams are evaluated numerically by available computer
programs. The analysis begins with the definition of accident sequences and the selection of
accident initiators. The "defense-in-depth" concept used in U. S. nuclear plant design makes it
very probable that any given accident sequence will be prevented or terminated before it can
cause an undesired event, such as core damage.

The complexity of systems used in nuclear plants necessitates diagrams which show the
progression of accident sequences. These diagrams are called event trees. The quantification
of accident sequences depends on the probabilities at each decision point in the event tree. The
probabilities at the decision points (nodes) of the event trees are determined using fault trees
prepared to model the system, software, and human reliabilities. Component failure rates,
human error rates, and software error rates are obtained from a database using plant specific
and generic data. Event tree and fault tree analyses constitute a formalized deductive
technique which provides a systematic approach to investigating possible modes of occurrence
of an undesired event. The fault tree model of a plant or system has been used as a logical
method of displaying and quantifying component and system inter-relationships.

The methodology used to perform the HCGS IPE consisted of a Level I PRA, for front-end
analysis, and a Level II PRA for the back-end analysis. This .nethodology and the resultant
submittal fully complies with the requirements of GL 88-20 (Roference 1-1) and NUREG-1335
(Reference 1-2). The HCGS Level I PRA is based upon the large fauit tree/small event tree
approach of NUREG/CR-2300 (Reference 1-5). The HCGS Level II PRA is based on the
methodology described to NSAC-159 (Reference 1-14).

1.3.2 Front-End Analysis

In the HCGS Level 1 PRA, system level fault trees, in response to potential initiating events,
are used to quantify the individual system unavailabilities. The fault tree models include:

Hardware failures

Software errors

Human errors (e.g., operations and maintenance)

Dependent failures (e.g., cascade and common mode failures)
Unavailability due to test and corrective or preventative maintenance
Flow diversion

Support Systems

. - - - - - -

The event trees are used to define the principal accident sequences to be evaluated. In the
event tree process, all safety functions which are required to mitigate an event are identified.
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The systems capable of accomplishing those safety functions are identified as the event tree
headings. Functional fault trees of each system provide the integration of systems for the
quantification of event tree nodes.

Various tasks wuivolved in the analysis are listed below, and their interrelationships are shown
in Figure 1-4.

Plant familiarization

Initiating event identification and quantification

Event tree development

Fault tree development

Dependent failure analysis

Human reliability analysis

Data development, based on current industry data and plant-specific data
System quantification

Accident sequence (core damage) quantification

External and spatially-dependent internal event analysis (focusing on internal floods)
Uncertainty and sensitivity (including importance calculations) analysis

1.3.3 Back-End Analysis

The HCGS Level II PRA uses logic models in the form of linked event trees integrated

in a large Containment Event Tree (CET) to display the logic. The term "linked" means that
there are common events among the trees. This methodology is consistent with the Electric
Power Research Institute (EPRI) Generic Methodology [Generic Framework for Back-End
(Level II) Analysis], NSAC-159 (Reference '-14).

The software used for the CET analysis wes the EVNTRE code (Reference 1-17).

The HCGS CET utilizes various questions which are, for the most part, common to all Plant
Damage States (PDS). Split fractions are assigned to each question based on:

Plant data

Hand calculations

Severe accident analysis

Engineering judgment and experts' opinions

The severe accident phenomenological issues documented in
NUREG-1150 (Reference 1-16), NUREG/CR-4551 (Reference 1-20),
and NUREG/CR-5331 (Reference 1-21).

The code used for severe accident analysis was the Modular Accident Analysis Progran
(MAAP) (Reference 1-2.) Version 3.0B, Revision 8.1. This cod» " used for predicting the
timing of the thermal hydraulics parameters, such as pressure and temperature rise. It is also
used to determine the Decontamination Factors (DF) and Release Fractions (RF) in the
containment. Selected outputs from MAAP are inserted into the HCGS CET to predict the
release category.
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A source term a m is incorporated into the CET to determine the release fractions of the
key radionuclide groups for each PD T'he five radionuclide groups evaluated in the HCGS
IPE are (1) Noble gases, (2) lodine ) Cesium, (4) Tellurium, ._;nd (5) Strontium. This

algorithm estimates source terms based upon sequence-dependent RFs and DFs input.
! | i
Through a car L"‘xf selection and detailed examination of the top events in the CET, insight 1s

gained on many varnables including

. Reactor Depressurization (DP)

. Early Reactor Injection (INJ)

. Vessel Failure (VF)

. Early Containment Failure (CFE)

“ Early Suppression Pool Bypass (EPO(

. Drywell Spray (DWSpry)

. Late Reactor Injection (L-1NJ)

. Debris Coolability (DCOOI

. Late Containment Failure (CFL)

. Late Suppression Pool Bypass (LPOOI

. Fission | mdu;t Retention (FPR)

« Reactor Building Natural Deposition (RB)
. Containment Venting (VENT)

. Release for Five Source Terms (NG, I, Cs, Te & Sr)

1.4 Summary Of Major Findings

['he Internal Events Core Damage Frequency for the HCGS is 4. 58E-5/yr. This is
approximately one order of magnitude higher than the reported CDFs for the NUREG-1150
studies for Peach Bottom and Grand Gulf (References 1-26 and 1-27). Major differences are
attributable to differences in the data utilized in the HCGS study and the high level of detailed
analysis of HCGS support systems. Loss of offsite power sequences contribute 73.8% to the
CDF, while the contribution to the Peach Bottom CDF was 46.6%. The notable difference in
results 1s derived from the conservatism in the HCGS IPE analysis with respect to the design of
the SSW/SACS systems. A plan to re-evaluate this conservatism is discussed in Section 1.4.3.
I'ransients account for a greater contribution to HCGS CDF than the Peacu Bottom CDF,
although this contribution 1s a relatively small 14.8% . Differences are attributable to the
detailed modeling of HCGS support systems such as HVAC. The ATWS contribution of only
6% 1s notably smalier than the Peach Bottom contribution of 42.6%. This is attnibuted to
HCGS's automatic Standby Liquid Control System. Special Initiators are minor contributors in
both studies. Unresolved Safety Issue A-45, Decay Heat Removal Due to Internal Events, 1s
not a concern at HCGS as evidenced by the low contribution of Loss of Decay Heat Removal
sequence (1.2% to the total HCGS Internal Events CDF). The resolution of USI A-45 is

presented in Section 3.4.3,

Interfacing System Loss of Coolant Accidents (ISLOCA) contribute only 1.7E-9 events/year to

¢ HCGS CDF. This is over 4 orders of magnitude less than the internal events CDF,
emphasizing its low importance. Internal flooding only contributes 5.5E-7 events/year or

~ O L 1 1

% of the total internal events plus intemal flooding CDF.




Finally, the containment analysis indicated the capability of the HCGS containm nt was typical

of the Mark I design, with no unique vulnerabilities

1.4.1 Front-End Analysis

The following safety features and vulnerabilities were identified by the Hope Creek Front-End

Analysis

Numerous room heatup calc ulations have demonstrated that only a few rooms are
| 4
susceptible to HVAC system failures. Of the 52 rooms studied, only 12 were found to

be susceptible to risk important failures. Heatup time ranged from 5 to 24 hours

Operator simulator observations highlighted excellent human performance reliability

and PSE&G's effective operator training program

HCGS design substantially limits the CDF due to internal flooding to a negligible level,

§ SE-7/yvr which represents the sum of all segur~nces
’ r :

The contribution to the HCGS CDF due t0 ISLOCA sequences is nearly four orders
of magnitude lower than the internal events CDF. Results of a plant specific ISLOCA
studv (Reference 1-28) indicate that overpressunzatons of low pressure systems outside

containment are primarily dominated by hardware failures

The automatic initiation of the Standby I iquid Control (SLC) system by RRCS himit
the ATWS contribution to only 1.6% of the internal events CDI

The availability of the hard pipe vent system greatly improves HCGS's ability to
remove decay heat during severe accidents. This vent can be manually operated in the

absence of any support systems

Special initiators (such as loss of the SSWS/SACS or the loss of the Instrument Air
System) contribute slightly over 19 to the internal events CDF. This contribution 1$
minimized by the high level of redundancy and separation de igned into support
systems at HCGS

I'he largest contribution to the internal events was over 70% from station blackout
events. This results from conservative heat sink models which require two out of two
SACS and SW pumps per subsystem (loop) for successful heat removal to allow for
diesel generator operation. A plan to address this conservatism 15 suggested in
Section 1.4.3

he only vulnerability ‘dentified at the HCGS was the inability to supply long-term
cooling to critical rooms upon HVAC system failures. A risk-based procedure
(Reference 1-29) has been deve loped to address this 1tem and is credited in the 1Pl ‘

1alysis




1.4.2 Back-End Analysis

The following findings were made based on the Level Il PRA:

Due to the dominance of the long-term Station Blackout (LT-SBO) sequences, the
sensitivity study showed little variation to most of the parameters considered. This was
especially true of changes to engineered safety system availability. The frequency of
high early and medium early releases are 9.42E-6/yr and 6.14E-6/yr, respectively.

The results were found to be very sensitive to AC power recovery assumptions. If AC
power is always recovered early, the early high release frequency decreases from 21%
to 4% of the total CDF, while the late high release category decreases from 7% to
1.4%. If, on the other hand, early AC power recovery never occurs, the frequency of
an early high release increases to 32% of the CDF, while the frequency of a late high
release increases to 11%.

The results were found to be relatively insensitive to the availability and usz of drywell
sprays. If sprays are always available, and are always used late, the frequency of the
early high and medium-high release categories decrease to 18% and 7.5% (from 19%
and 14%), respectively. Again, the drywell sprays are not very important because of
the unavailability of AC power in many sequences. If the CDF were not dominated by
SBO sequences, the sprays would be more important. However, a sensitivity analysis
indicated that if the fire pumps were used for containment spray, the early high and
medium high release frequencies would be significantly reduced.

The FRVS is a system unique to the HCGS which will circulate air and filter
radionuclides with high efficiency. However, the results were found to be relatively
insensitive to the availability and effectiveness of the FRVS. This is due to two
reasons: the high frequency of early containment ruptures (DW shell melt-through)
and the lack of AC power to operate the system. The FRVS will not function if either
condition occurs.

The results were found to be sensitive to two uncertainties in ex-vessel phenomena:
drywell shell melt-through and debris coolability. Both of these are related to
uncertainties in the rate of heat loss from the core debris to an overlying water pool.
Currently, there is significant uncertainty regarding heat transfer to the water:

If drywell shell melt-through is assumed not to occur, the frequency of an early
release decreases significantly from 62% (some of these are early releases
during venting) to 29%. Late containment failures increase as there is a greater
opportunity for either late overpressure, temperature, or sump failure. In
addition, the frequency of an early high and early medium-high release
decreases to 8% and 4% (from 21% and 14%, respectively).

If the ex-vessel core debris is assumed to be coolable whenever water is present,
the frequency of an early or late medium-high release goes almost to zero since
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sequences with uncoolable core debris and water present now have coolable
debris and no releases from core-concrete interaction. These sequences are
shifted primarily into the early or late low release category. The early high and
late high release categories are almost unaffected by debris coolability
assumptions because these high releases occur primarily in sequences without
water injection.

. The core damage frequency and radionuclide release characteristics of the HCGS is
expected to be improved by reducing the frequency of LT-SBO and/or increasing the
probability of AC power recovery. These sequences currently dominate the CDF, the
containment failure frequency, and the early high release frequency.

1.4.3 Suggestions for Plant Improvement

PSE&G will review and finalize the SACS and SSW system analysis to remove modeling
ccnservatisms. The most notable contributors to the HCGS CDF are Loss of Offsite Power
sequences ultimately leading to loss of all AC power. These sequences contribute over 70% to
the CDF. In fact, the reason for this is highlighted in the Importance Results provided in
Section 3.4.1.2. As presently modeled SACS and SSW system failures result in diesel
generator failures. The IPE utilizes a conservative success criteria of two-out-of-two SSW and
SACS subsystems being required for successful operation of the respective loop. However,
yet unverified calculations indicate this underestimates the ability of these systems. To fully
understand the amount of design margin in the SACS and SSW systems, PSE&G has
developed a detailed model for the operation of these systems. Preliminary results indicate
that, with operator intervention, each SACS loop can function with only vic pump. This may
potentially reduce the Station Blackout contribution by as much as 50%. Therefore, PSE&G
intends to complete evaluations to define the operational margins of these support systems.
PSE&G will also consider developing procedures for operating the SACS system for severe
accidents (beyond design basis). Once these revisions are completed, the HCGS PRA models
will be adjusted to reflect actual conditions.
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2.0 EXAMINATION DESCRIPTION

2.1 INTRODUCTION

The Hope Creek Generating Station (HCGS) is operated by Public Service Electric and Gas
Company (PSE&G) and is located approximately 18 miles south of Wilmington, Delaware and
30 miles southwest of Philadelphia, Pennsylvania. The HCGS empioys a General Electric
boiling water reactor (BWR) designed to operate at a rated core thermal power of 3,293 MW1
(100% steam flow) with a gross electrical output of approximately 1,118 MWe and net
electrical output of approximately 1,967 MWe. The unit uses a Mark | containment and a
natural draft cooling tower. The HCGS began commercial operation in December 1986.

This submittal represents the first tier documentation of the Individual Plant Examination (IPE)
for the HCGS. It was developed in response to GL88-20 (Reference 2-1). It provides the
methodology used to perform and the results of comprehensive, plant-specific Level I and Level
I Probabilistic Risk Assessments (PRAs) used to meet the front-end analysis and back-end
analysis requirements of the generic letter and Unresolved Safety Issue No. USI A-45.

A PRA may be defined as a comprehensive, logical, and structured methodology that identifies
and quantitatively evaluates potential significant accident sequences. The significant accident
sequences of interest in this study begin with a disturbance of the plant from its initial status of
steady-state power operation, followed by safety system failures and operator errors that can
result in significant core damage, containment failure, or radionuclide release.

The results of the Level I PRA include an overall core damage frequency (with associated
uncertainty bounds) for the HCGS, frequencies for individual core damage sequences, and
combinations of component failures and human errors resulting in each core damage sequence.
Both Internal Events and Internal Flooding are addressed. These results can be used to
evaluate the relative safety of the plant and to help identify improvements in safety.

Furthermore, this report details a Level II PRA of the HCGS to assess the containment
response to severe accidents.

The end products of the back-end analysis include: (1) a set of release categories which
characterize the radionuclide releases into the environment, (2) a quantification of the mean
frequency of each release category, and (3) an evaluation of the sensitivities associated with
the risk dominant release categories. The release categories constitute the endpoints of the
Level II PRA and provide a measure of the potential consequences of severe accidents.
Another important product of the back-end analysis is the identification of individual accident
sequences whose frequencies exceeded the screening frequency prescribed in NUREG-1335
(Reference 2-2). This product is especially important because it is the key to the development
of insights into plant safety characteristics and 'will form part of the basis for accident
management activities.
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2.1.1 Background

Recognizing the importance of developing a plant-specific model for assessing plant risk and
developing the capability to develop and manipulate risk models, PSE&G performed a Level 1
PRA. The initial HCGS Level I PRA was performed over an 18-month period from August
1988 through January 1990. The Internal Events Analysis was completed first so that the
evaluation of Internal Flooding could benefit from the previously generated risk models.
Because GL88-20 and the IPE submittal guidance in NUREG-1335 (Reference 2-2) were not
issued until November 23, 1988 and August 1989 respectively, the study was performed and
documented in accordance with the guidance provided in NUREG/CR-2300 (Reference 2-4)
and the IREP Procedures Guide (Reference 2-5).

PSE&G responded in writing to Supplement No. 1 to GL88-20 (Reference 2-6) on November 1,
1989 (Reference 2-7). In that letter, PSE&G noted that it had initiated its PRA Program in
advance of receiving IPE guidance because of its desire to produce a risk-based tool that could
be used during the plant modification process and aid in the prioritization of resources. It also
identified its intention to use the Level I PRA to satisfy the front-end analysis requirements of
GL88-20 (Reference 2-1).

However, to provide the most current data within the IPE and for internal studies, the HCGS
Level I PRA was updated. The update was initiated in August 1990 and completed by the end
of the year. The scope of the update included verification that system risk models still
accurately reflected current configurations, reviewing and revising scoping assumptions,
adding containment isolation events, and requantifying the entire model.

After completing the update of the Level I PRA, a detailed, plant-specific assessment of risk
due 10 Interfacing Systems Loss-of-Coolant Accidents was completed (Reference 2-8).
The results of that study were integrated into the updated Level I PRA.

By the middle of 1991, work was initiated on a Level II PRA to meet the back-end analysis
requirements of GL88-20 (Reference 2-1). The completion of a plant-specific, probabilistic
containment capacity assessment was included within this effort (Reference 2-9).

A plant-specific analysis was undertaken in accordance with its desire to develop and maintain a
state-of-the-art risk assessment. The Level II PRA was performed in accordance with the back-

end analysis guidelines of NUREG-1335 (Reference 2-2) and was completed by the end of 1992,

After the completion of the origiial Level I PRA, risk models were used on occasion for the
prioritization of resources for resolution of plant discrepancies, review of design
modifications, evaluations of Technical Specifications, and in support of Justifications for
Continued Operation (JCO).

An independent review of a draft version of the HCGS IPE submittal report was completed

in 1993, The review identified modeling conservatisms and noted that many recent changes
were made to the plant configuration which were not represented in the analysis. In Letter
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No. NLR-N93-118 (Reference 2-3), PSE&G notified the NRC that the July 1993 submittal
date would not be met. It stated, "... It became apparent during the review of the draft HCGS
[PE by the Independent Review Team and Station personnel that the draft product did not meet
our standards and that the July 1993 date was no longer attainable. It was decided that a
schedule extension was necessary.” A revised submittal date of April 1994 was accepted by
the NRC. A recovery plan was formulated to update both Level I and I1 PRA models.
Additionally, all system- and procedure-related modeling was reviewed by HCGS Technical

Department engineers and Senior Reactor Operators to assure modeling conservatisms would

be minimized. The report revisions were reviewed by the Independent Review Team and
HCGS personnel throughout the recovery effort. The findings from these reviews, as well

as a description of the reviews, is provided in Section 5

lhe TPE submittal presents a summary of the updated Level I and II PRA analyses,along with
a description of the review process, a description of insights learned through the IPE process,
as well as PSE&G management plans for the future use of the HCGS PRAs, and the insights

gained through the IPE process

2.1.2 Motivation and Objectives

PSE&G's PRA program was initially motivated by the desire to have a comprehensive and
structured basis to improve plant safety. This basis is needed to plan how to meet internal
safety goals. Additionally, developed risk models continue to be maintained to support
planned maintenance activities as well as potential severe accident management activities

Specific objectives of the HCGS PRA program were the following

Generation of an accurate baseline assessment of plant risk for the HCGS in terms of

core damage frequency and release frequencies

Development of methods and models that are necessary to evaluate plant improvements

from safety and economic perspectives

Attainment of the capability to maintain the analysis and to perform PRA evaluations

independently
In addition, it has been an immediate goal of the PRA program to fulfill the requirements of
GL88-20 by performing an IPE consistent with the guidance provided in NUREG-1335 for
each commercial nuclear power plant. Within that framework, PSE&G shared the following
objeciives of the IPE with the United States Nuclear Regulatory Commission

l'o develop an appreciation of the behavior of potential severe accidents at the HCGS

I'o understand the more likely severe accident sequences that could occur at the HCGS.

I'o gain a more quantitative understanding of the overall probabilities of core damage and

fission product release




4. If necessary, to reduce the overall probabilities of core damage and fission product release
by modifying hardware and procedures that would help prevent or mitigate severe
accidents at the HCGS.

Finally, PSE&G agrees with the statement ir. GL88-20 that *... The maximum benefit from
the IPZ would be realized if the licensee's staff were invclved in all aspects of the examination
to the degree that knowledge gained from the examination becomes an integral part of plant
procedures and training program.” Therefore, it has been an objective to involve the
maximum number of PSE&G personnel in all activities associated with the IPE and to
minimize the use of contractor support. Utilization of the results of the IPE in design review,
procedure review, and personnel training continues to be part of the on-going PRA program
maintained by PSE&G.

Compliance with the preceding objectives will be discussed in Section 2.2 and throughout this
submittal.

2.1.3 Organization of HCGS IPE Submittal

As part of the NRC's submittal guidance for IPEs (Reference 2-2), a standard table of contents
for the utility submittal was presented. This standard table of contents is shown as Tablc 2-1.
The NRC's motivation for providing a standard table of contents for the utility submittal was
to indicate in general terms what should be provided, especially for utilities that had not
developed PRAs for their plants. The NRC has since clarified that the standard table of
contents was a guide and that utilities who already possessed PRA reports for their plants,
written to a different format, need not rewrite their reports to satisfy the IPE guidance.
However, due to the size of the HCGS Levei I PRA, it was believed that the review of the IPE
would be expedited by condensing the complete Level I PRA such that information extraneous
to the submittal guidance would be removed. The results of the Level Il PRA are included
essentially in total.

Section 1.0 follows the exact formai described in the standard table of contents.

Section 2.0 has been arranged in accordance with the standard table of contents. Detailed
subsections have been included to insure that all relevant information is provided and is easily
identifiable.

Section 3.0 generally follows the standard table of contents with the following exceptions:

» Section 3.1.4 of the standard table of contents has been excluded because it is not
applicable to the linked fault tree modeling approach. Variations in support system
configurations due to initiating events are identified in the system description.

« Section 3.3.6 of the standard table of contents was omitted because support system states
were not used in the quantification of the front-end analysis. Quartification of support
system states does not apply to a linked fault tree (i.e. small event tree-large fault tree)
methodology.
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Section 4.0 provides all the data requested in the submittal guidance and follows the standard
table of contents.

Section 5.0 presents the comments of the IPE Independent Review Team organized in
accordance with NRC guidance, along with the responses of the PSE&G staff.

Section 6.0 describes insights from the IPT process in terms of identification of plant safety
features and risk reduction saggestions.

Section 7.0 abstracts the results of the Level | and Il PRAs from Sections 3.4 and 4.7.

2.1.4 Study Team and PSE&G Participation

The HCGS IPE was a cooperative effort. In accordance with the previously described
objectives, PSE&G utilized contractor support to train PSE&G staff in PRA technologies with
emphasis on hands-on training. This philosophy was maintained throughout the IPE process.

PSE&G provided overall coordination of the original HCGS Level I PRA from its
Probabilistic Risk Assessment Group, provided engineers to support the study, performed
portions of the PRA tasks, and reviewed the results. A contractor provided technical
direction, PRA expertise and training, and assisted PSE&G in performing major portions of
the initial analyses for the HCGS. A subcontractor provided support for human reliability
analysis. As noted previously, all system and procedural models were reviewed by HCGS
personnel.

Most work on the PRA was performed onsite at the HCGS. This arrangement provided easy
access to the unit and to plant personnel. In addition, the onsite presence maximized the
technology transfer.

A contractor provided leadership in a plant-specific containment bypass study and Level 11
Probabilistic Risk Assessment.

The plant-specific containment bypass analysis included Interfacing System Loss of Coolant
Accidents (ISLOCA) and containment isolation failures. Although a contractor provided the
primary leadership and performed all evaluations of human error, technical assistance was
provided by a full-time PSE&G engineer.

The Level I PRA for the HCGS was comrleted with the support and the technical guidance of
a contractor. PSE&G provided one full-time engineer to directly support the effort and one
half-time engineer to develop and utilize a HCGS specific Modular Accident Analysis Program
(MAAP) model.

The containment capacity analysis (Reference 2-9) was completed by a contractor.
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The NRC has issued GL88-20 (Reference 2-1) to all licensees holding operating licenses and
construction permits for nuclear power reactor facilities. By this generic letter, the NRC has
requested that each utility perform a plant-specific systematic examination of each facility's
vulnerabilities to severe accidents and submit the results to the NRC. The generic letter
includes several specific guidelines for performing the IPE. The sections that follow address
the conformance of the HCGS IPE to each of the specific requests.

Supplement No. 1 (Reference 2-6) announced additional submittal guidance in the form of
NUREG-1335 (Reference 2-2). Supplement Nos. 2 and 3 (References 2-10 and 2-11)
provided insights which may be used in the IPE. Compliance with Supplement No. 1 will be
addressed in Section 2.2.10. Supplements Nos. 2 and 3 are not specifically addressed, but
were utilized in the completion of relevant analyses.

As requested by the NRC, PSE&G has responded to Supplement 4 of Generic Letter 88-20
(Reference 2-12) with a separate plan and schedule. This information is provided in PSE&G
Letter No. NLR-N91207 (Reference 2-13). The details of the HCGS IPE of External Events
are not addressed further in this report.

2.2.1 NRC Objectives/General Intent

As noted in Section 2.1.2, the purposes for performing individual plant examinations, or IPEs,
are stated in the Generic Letter as follows:

1. to develop an appreciation of severe accident behavior,
2. to understand the most likely severe accident sequences that could occur,

3. to gain a more quantitative understanding of the overall probabilities of core damage and
fission product releases, and

4. if necessary, to reduce the overall probabilities of core damage and {ission product releases
by modifying, where appropriate, hardware and procedures that would help prevent or
mitigate severe accidents.

Within the context of the IPE, it is difficult to identify specific "proofs" that PSE&G has
developed an appreciation of severe accident behavior. PSE&G has completed this plant-
specific examination of the HCGS. PSE&G personnel including trainers, operators, and
system engineers were involved throughout the study, as described in Section 2.1.4. A
representative from the Probabilistic Risk Assessment Group has been assigned to the
Emergency Response Team to provide insights into severe accident management. PSE&G
has an appreciation of severe accident behavior based on plant-specific analyses relative to
the HCGS. Therefore, PSE&G has met the first stated objective relative to the HCGS.
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Clearly, the evaluation of core damage sequences and release scenarios with their frequencies
demonstrates that PSE&G has met the second and third objectives relative to the HCGS. This
information is highlighted in Sections 3.4, 4.7, 6 and 7.

With regard to the fourth stated purpose of the IPE, PSE&G has identified certain plant
procedure modifications for potential risk reduction and has made progress on their
implementation. Suggestions for improvement are described in Section 6 of this report,
Therefore, PSE&G has met the fourth stated purpose of the IPE.

2.2.2 Examination Process

The HCGS IPE has been prepared primarily by PSE&G staff engineers knowledgeable in plant
systems. PRA engineers have devoted several man-years to the IPE effort, and consultants
have been used primarily for technology transfer. In addition, various portions of the }:CGS
IPE have been reviewed by HCGS system engineers, and variou . calculations and analyses
which form the analytical basis for this IPE have been independently reviewed. Section 5 of
this report describes the IPE independent review process. In additicn, Sections 2.1.1 and
2.1.4 address the review process.

In conclusion, NRC expectations hae been fully satisfied. Due to its nature, it is nearly
impossible to compiete a PRA without plant-specific knowledge of system configurzions and
operation without generating visidle defects. Furthermore, the number and types of review
performed give PSE&G high confidence that the HCGS IPE will provide a firm basis for
Severe Accident Management as well as other plant betterment activities.

As stated in GL88-20, through participation in the IPE process, utility staff engineers are
expected to:

l. examine and understand the plant emergency procedures, design, operations, maintenance,
and surveillance to identify potential severe accident sequences for the plant;

2. understand the quantification of the expected sequence frequencies;

3. determine the leading contributors to core damage and unusually poor containment
performance, and determine and develop an understanding for their underlying causes;

4. identify any proposed plant improvements for the prevention and mitigation of severe
accidents;

5. examine each of the proposed improvements, including design changes as well as changes
in maintenance, operating, and emergency procedures, surveillance, staffing, and training
programs; and

6. identify which proposed improvements will be implemented and their schedule.
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The first expectation has been met as a result of the plant-specific efforts completed by
PSE&G personnel, such as data collection, system modeling, human error identification and
quantification, and basic event and risk model quan‘ification. Furthermore, PSE&G PRA
engineers became very familiar with emergency operating piocedures during the execution of
both the Level 1 and I PRAs for the HCGS.

It has always been an objective of PSE&G to be able to modify its PRA models without the
benefit of contractor support. To this end, PSE&G personnel have performed the
quantification of both the Level I and Level Il models. Contractors have only been used to
provide instruction for sequence quantification. PSE&G fully complies with the second
expectation.

Identification of leading contributors to core damage frequency and containment failure is
provided in Sections 3.4 and 4.7, respectively. Important contributors are identifiable either
by inspection of the cutsets or through the sensitivity and importance studies performed for
both the front and back-end analyses described in this report. Therefore, PSE&G fully
complies with the third expectation.

Section 6 describes the insights gained from the IPE process. It identifies safety features and
a procedural modification to decrease plant risk. However, no conditions of unusually high
risk of core damage nor unusually poor containment performance were identified. Therefore,
PSE&G is in full compliance with the last three expectations.

2.2.3 External Events

PSE&G has included an examination of internal flooding in this IPE. The examination of
externally initiated events, e.g., seismic, internal fires, high winds, external floods, and
transportation accidents will be performed separately as part of the IPEEE Program. A
separate schedule for completion of the IPEEE has been sent to the NRC (Reference 2-13).

As a result of performing the IPE, PSE&G has developed various information and data which
will be used for the IPEEE analyses. Information obtained from plant walkdowns is expected
to be directly useful in performing the IPEEE, and the plant-specific componnt failure
rate/outage data and plant system dependency matrices may be used for IPEEE if probabilistic
analyses are to be performed for any of the external events. Similarly, the accident sequence
event trees, the functional fault trees and the deterministic transient analyses may also be
applied to the IPEEE effort.

2.2.4 Methods of Examinaiion
The HCGS IPE was completed utilizing the first approach described in Section 4 of GL88-20

(Reference 2-1). As described in Section 2.1.1, the original HCGS Level 1 PRA was
performed in accordance with the instructions provided in NUREG/CR-2300 (Reference 2-4).
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The HCGS Level I PRA was updated in 1990 and again in 1993 to certify that the PRA was
based on the most current design.

Key tasks in the update of the HCGS Level I PRA were the following:

1. Dependency Table Development

2. Additional Plant-Specific Data Collection and Implementation

3. Review of System Models

4. Common Cause Failure Enhancernent

5.  Containment Isolation System Analysis

6. Human Reliability Analysis of Additional Actions

7. Investigations of Key Internal Event Contributors and Dependencies

8. Investigations of Key Internal Flooding Contributors

9.  HCGS PRA Requantification

10. Revision to HCGS PRA Documentation

The back-end analysis for the HCGS IPE was completed with a Level Il PRA. The NSAC-
159 methodology (Reference 2-14) was used to quantify the frequency of containment failure
and release. This methodology addressed all NRC guidance both in GL88-20 (Reference 2-1)

and NUREG-1335 (Reference 2-2). Therefore, PSE&G has fully complied with Section 4 of
the generic letter.

2.2.5 Resolution of Unreviewed/General Safety Issues

In part 5 of GL88-20 (Reference 2-1), the NRC suggests that Unresolved Safety Issue (USI)
A-45, entitled "Shutdown Decay Heat Removal Requirements,” be addressed as part of the
IPE. PSE&G's analysis of decay heat removal capability is contained in Section 3.4.4 of this
report. Section € also provides a discussion of vulnerabilities and safety features including any
which may be related to decay heat removal. PSE&G has reviewed Appendix 5 of the generic
letter. As suggested in the Appendix, special attention was given to the modeling of human
errors, Therefore, PSE&G has responded to UST A-45 via this IPE submittal.

2.2.6 PRA Benefits

As described in Section 2.1.2, PSE&G initiated the first HCGS Level I PRA prior to the
issuance of GL88-20 (Reference 2-1). PSE&G had already identified PRA as the centerpiece
of various plant improvement activities. The studies which supported the IPE process will
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provide further benefit in the form of a sound technological base for plant betterment
activities, which may improve the overall cost-effectiveness of plant operation. Current PRA
uses consist of the following:

« Development of a risk-based method of evaluating proposed design changes and reviewing
Design Change Packages.

« Development of a method for improving technical specifications from the perspectives of
safety, plant availability, and ease of operation.

« Assistance to the ongoing Maintenance Rule Program by providing models and data.
» Assistance in the resolution of other USIs and Generic Safety Issues (GSIs).

» Assistance in developing JCO letters and miscellaneous licensing documentation to support
plant operation.

» Review and prioritization of plant discrepancies.
PRA is a permanent part of HCGS Engineering and Operations.

2.2.7 Scvere Accident Sequence Screening

Appendix 2 of the Generic Letter provides a list of screening criteria for assessing dominant
sequences for IPE reporting. The review of the accident sequences for the HCGS against these
criteria are contained in Section 4.

2.2.8 Use of IPE Results

Part 8 of GL88-20 states the NRC's expectation that licensees will "move expeditiously to
correct any identified vulnerabilities that it determines warrant correction.” Section 3.4 of this
submittal provides a description of implemented changes, and Section 6.0 provides
suggestions for future activities.

2.2.9 Documentation of IPE Results

The docamentation of the HCGS IPE conforms to the "two-tier" approach recommended in the
GL. This iPE report represents the first tier, and the numerous recorded calculation packages
retained by PSE&G are the second tier of documentation.

For the original HCGS Level I PRA all of the documentation listed in Appendix 4 has been
developed and maintained except walkdown reports. Because the PRA was initiated prior to
the issuance of GL88-20, only data developed during the numerous and varied walkdowns was
recorded within the system notebooks.
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When the voluminous Level I PRA was updated, it was decided to maintain that document as
the primary Tier-II documentation. Drawings reviewed during the update are maintained by
the PRA Group 1n accordance with NRC direction. The PRA document is being updated to
reflect the latest modeling provided in the IPE report.

For the Level II PRA, Tier-1I documentation is maintained as a notebouk of relevant hand
calculations and data (Reference 2-15), the documentation of the containment capacity analysis
(Reference 2-9), a notebook describing the HCGS MAAP parameter File (Reference 2-16),
and the output of various MAAP analyses maintained on magnetic media.

2.2.10

A description of the format of this IPE submittal is provided in Section 2.1.3. As explained in
that Section, only sections not relevant to the linked-fault tree modeling approach were
excluded. In all other cases, the only additional changes were additions of material to expedite
the review of this submittal.

2.3 GENERAL METHODOLOGY
2.3.1 Front-End Analysis

The front-end analysis portion of the Hope Creek Generating Station (HCGS) Level 1
probabilistic risk assessment (PRA) involved the following:

1. Plant Familiarization

4 Initiating Event Identification and Quantification

3. Event Tree Development

4, Fault Tree Development

5. Dependent Failure Analysis

6. Human Reliability Analysis

; Data Development

8. Accident Sequence (Core Damage) Quantification

9. Internal Flooding Analysis

10.  Uncertainty and Sensitivity (Including Importance Calculations) Analysis

The interrelationships of these tasks are shown in Figure 1-4, Each of these tasks is described
sutsequently.
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2.3.1.1 Plant Familiarization

A The initial systems analysis task performed for the HCGS PRA was plant familiarizadon.

This task involved the initial familianzation of the study team with the HCGS design and

documentation, including current HCGS operator lesson plans. As indicated in Figure 1-4,
there were no PRA tasks that provided input to this task. However, outputs from this task
e development, fault

> event identification and quantification, €v ent tre

were used in the mnitiating
al event analysis tasks.

tree development, and external and spatially dependent intern

ion task was the identification of the systems to be

lhe main result of the plant familianzat
The systems included

| in the HCGS PRA and the dependencies among these systems

modelec
moval, and others) and support (electrical, cooling

both frontline (coolant injection, decay heat re
Tables 3.2-3 and 3.2-4 in Section 3.2.2 contain information on the
support systems such

poses of the HCGS

water, and others)
dependencies between systems
or compressed air for certain modes of operation, for pur
{ to be considered.

Although various systems may depend on

: as room cooling
'RA some of these dependencies did not nee

2.3.1.2 Initiating Event ldentification And Quantification

bt -

used in the initiating event analysis task may be grouped into those relating to

Methodologies
identification and those relating to quantification. The methodology used for identification 1s

referred to as a comprehensive engineerng evaluation (Reference 2-4). Identification of ‘

initiating events was performed on both a generic and a plant specific basis. The genenc

sources for initiators included the following
EPRI NP-2230 (Reference 2

NUREG/CR-3862 (Reference 2-18)
Licensee Event Report (LER) Search
Past Probabilistic Risk Assessments (PRAS)

19)

he Reactor Safety Study (Reference 2

Review of these sources resulted in a list of imtiating €% ents that are potentially applicable to

the HCGS design

ion of initiating events was a detailed study of the HCGS
design and experience. This step was used to identify HCGS-specific initiators not already

d to evaluate those initiators identified in the first step that

| above were applied to both the transient

he second step in the identificat

identified in the generic review an
are applicable to the HCGS The two steps describe

and the loss of coolant accident (LOCA) classes of initiators |I



Various quantification methodologies were used, depending on the type of initiator. Plant-
specific data were used wherever possible.

The relationship of the initiating event analysis task to other systems analysis tasks is shown in
Figure 1-4. The basic input to this task was from the plant familiarization task. The event
tree analysis task interacted with the initiator task. Finally, interaction also occurred with the
fault tree development, database, and accident seq .nce quantification tasks to quantify the
initiator frequencies.

Output from the initiating event analysis task, a list of initiating event categories and
frequencies that are applicable to the HCGE, was input to the event tree analysis task.

2.3.1.3 Event Tree Development

In the PRA Procedures Guide (Reference 2-4), two general philosophies for development of
event trees are described:

1. development of functional event trees, and

2. expansion of the functions into systems, or development of event sequence diagrams,
which are then organized into event trees.

The first method is normally associated with the small event tree and large fault tree approach.
This approach uses small event trees containing approximately 5 to 15 top events, resulting in
possibly 50 to several hundred sequences. Accident sequences are then quantified by linking
fault trees of failed systems (and accounting for system successes, whenever appropriate). The
fault trees are normally large because they contain all support systems (e.g., electrical and
cooling) required for operation of the system in question.

In contrast, the other general event tree development philosophy described above is normally
associated with large event trees and small fault trees. Such an approach involves many more
event tree top events, resulting in thousands to hundreds of thousands of accident sequences.
Fault trees for this approach are normally small because support systems and dependencies
with other systems are modeled separately.

The small event tree and large fault tree approach was chosen for the HCGS Level I PRA
mainly for the following reasons:

1. The small event trees are relatively easy to understand and result in a small number of
accident sequences.

I

Changes to event trees or fault trees to reflect system or procedure changes are easier to
identify and implement.

Initiating events were identified for the HCGS. These events were then grouped into distinct
categories for input to the event tree development task.

2-13



Event trees were developed by first identifying the functions that must be fulfilled to reach a
stable shutdown state. In general, the functions required are similar for all initiating event
categories developed into event trees. Functions of concern include reactivity control
(shutdown), maintenance of primary system integrity, maintenance of primary system coolant
inventory, core decay heat removal, and containment pressure and temperature control.
Certain functions are broken down into early and late phases.

Several initiating event categories were developed with different philosophies. These
categories are the following:

-

2.

6.

7.

Loss of Instrument Air System
Loss of Reactor Auxiliaries Cooling System

Loss of Station Service Water/Station Auxiliaries Cooling System

. Loss of Heating, Ventilation and Air Conditioning

. Interfacing System Loss of Coolant Accident (LOCA)

Internal Flooding

Anticipated Transient Without Scram (ATWS)

Success criteria for each of the event trees for the HCGS were developed and are provided
later in this report. These cniteria indicate both the systems that can fulfill each function and
the success criteria; e.g., one of two pumps. Success criteria were based on plant-specific
thermal hydraulic models. Some success criteria are best estimates and were based on the
following sources:

1
.

4,

. PRAs of Peach Bottom (Reference 2-20), Brunswick (Reference 2-21), Limerick

(Reference 2-22), Shoreham (Reference 2-23), and Grand Gulf (Reference 2-24).

General Electric Boiling Water Reactor Owners Group (BWROG! "Emergency Procedure
Guidelines" (Reference 2-25).

“Radionuclide Release Calculations for Selected Severe Accident Scenarios”
(Reference 2-26).

HCGS Updated "Final Safety Analysis Report” (Reference 2-27).

Success criteria are discussed in detail in Section 3.1.1.4.

Actual construction of the HCGS event trees was accomplished mainly by reviewing the
HCGS Emergency Operating Procedures (Reference 2-28). Event tree top events were
generally placed in a temporal order. No attempt was made to minimize the number of
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accident sequences by reordering the top events. Reordering would make the event trees less
clear, Additional sources used in the event tree construction task included the Peach Bottom,
Brunswick, Limerick, Shoreham and Grand Gulf PRAs.

In general, the event trees were constructed to model accident sequences to the point at which
either significant core damage occurred or a stable hot shutdown (operational condition 3) was
achieved. The time required to reach a stable hot shutdown state can vary from several hours
to perhaps longer than a day, depending on the initiating event and the combination of system
successes and failures for each sequence. In general, a time frame of 24 hours following an
initiating event was chosen for representation in the event trees.

To characterize core damage sequences for Level Il analyses (core damage progression,
containment response, and radionuclide behavior analyses, and containment event tree
development), the containment performance model was developed in the form of linked event
trees. The dependencies between the event trees that represent the different phenomena
considered are fully treated. This is consistent with the EPRI Generic Methodology

(Reference 2-14). However, the fault tree models for the CET top events have been replaced
with event tree models. The CETs consider all of the relevant events and phenomena included
in the EPRI Generic Methodology. These events and phenomena were identified based on an in-
depth review of the analysis of Peach Bottom 2 (Reference 2-20). Thirteen subtrees, one
supporting the quantification of each CET top event have been developed. Some of the subtrees
have sub-subtrees for specific phenomena. These are discussed in Section 4. The linked
subtrees (and sub-subtrees) are solved simultaneously using the EVNTRE (Reference 2-29)
software.

Certain accident sequences leading to core damage can be recovered. Recovery in this sense
implies regaining the use of a system or component that was initially unavailable or bypassing
a failed systein or component such that core damage is averted. Some recovery actions may be
m .« 2led in the system fault trees; others might be shown explicitly in the event trees, while
wie remainder can be added to core damage sequence cutsets in the quantification task. In
general, component-level recoveries that are described clearly in the Emergency Operating
Procedures and can be performed from the control room were modeled in the system fault
trees. Most system-level recovery events were modeled in the event trees. Component-level
recoveries performed outside the control room and certain system-level recoveics were
applied in the quantification task.

The relationship of the initiating event analysis task to systems analysis tasks is shown in
Figure 1-4. The basic input to this task was from ! ant familiarization task. The event tree
analysis task interacted with the initiator task.

2.3.1.4 Fault Tree Development

The purpose of the HCGS PRA fault tree development task was to identify and model failures
of the safety systems (and, in some cases, nonsafety systems) contained in the event trees.
These models support the quantification of the event tree sequences. The interrelationship of
the fault tree development task with other tasks is shown in Figure 1-4.
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Fault tree analysis is a disciplined and deductive methodology for the identification of system
failure causes. An undesired top event is defined, and then the credible faults leading to the
top event are deduced. The fault tree is used to develop and depict the logical
interrelationships of basic events (faults) that can lead to the top event. Use of the fault tree
methodology is recommended by both the Interim Reliability Evaluation Program Procedures
Guide (Reference 2-5) and the PRA Procedures Guide (Reference 2-4) for the modeling of
system failures. Detailed information on fault tree methodology is presented in the Fault Tree
Handbook (Reference 2-30).

The inputs required for the fault tree development task came from the event tree development
and plant familiarization tasks. The event tree headings indicate the systems, human actions,
components, and states that are important in the mitigation of various initiators. From the
event tree development task, the event tree top events were identified. Of all the event tree top
events (and initiating events), some were evaluated by developing fault trees or combinations
of fault trees. Other event tree top events not evaluated by using fault trees are discussed in
Section 3.1.1.

Some top events in Section 3 were based on failures of systems such as AC and DC power,
SSWS, and Heating, Ventilating, and Air Conditioning (HVAC). These systems are required
to support operation of the frontline systems identified by the event tree top events. The
dependencies between frontline and support systems are identified in Section 3.2.2.

The output from the fault tree development task, fault tree models for top events identified in
the event trees, was the major input to the accident sequence quantification task. In addition,
the fault tree models supported the data development task, the human reliability task, ard the
dependent failure analysis task. (Strictly speaking, the fault tree development task relationship
to these three tasks is interactive). Finally, the outputs from the fault tree development task
were used as inputs to the external and spatially dependent internal event analysis.

Fault trees for the HCGS were developed following detailed guidelines outlined in the
document HCGS PRA System Fault Tree Development Handbook (Reference 2-31).

Guidelines from this document are summarized below.

The fault trees developed for the HCGS were developed down to the component level.
Examples of components include various types of valves (e.g., manual, motor-operated, and
pneumatic) and pumps (motor-driven and turbine-driven), electric relays, switches, circuit
breakers, motors, fuses, and instrumentation. The level of definition is consistent with the
level of definition of the database developed.

In general, passive failures such as piping leakage and cable open or short circuits were not
modeled because such event probabilities are considered to be much lower than cther events
modeled. Plugging of locked-open valves and internal leakage of locked-closed valves were
modeled wherever appropriate. Finally, flow diversion paths up to and including the first
closed valve were modeled wherever appropriate.



Sources of information used in developing the HCGS system fault trees included training
materials, the updated Final Safety Analysis Report (Reference 2-27), plant P&IDs, electrical
diagrams, plant walk-throughs, and discussions with system engineers and senior reactor
operators. For the purposes of the HCGS PRA fault tree development, the design was frozen
as of August, 1993,

Human errors modeled in the fauit irees included miscalibration, failure to return components
to their normal state after tes'ing or maintenance, and operator errors during an accident.

Test outages were modeled in the system fault trees. Normally test outage for a system or
subsystem was modeled as a separate event (included in a combined test and maintenance
outage event). Test outage events were not iiicluded for cases in which the system is
automatically realigned upon demand. Test outages as modeled in the fault trees can result in
multiple system test outages which may be a violation of the technical specifications. In the
quantification of the fault trees, minimal cutsets containing such violations were eliminated
from the results.

Maintenance outages (at a system or train !2vel) while the plant is in operating condition 1 or 2
were modeled. In general, maintenance nutage was modeled as a separate event (combined
with test outage). By modeling maintenance outages in this manner, multiple maintenance
outages that could be identified as violations of the technical specifications were easily
removed from the quantification results.

Dependent failures were modeled in the system fault trees. A thorough discussion of
dependent failure modeling is presented in Section 3.3.4 of this report.

The basi: event labeling scheme used in the HCGS PRA is similar to that used in the
NUREG/CR-4550 effort (Reference 2-24). A basic event label identifies the level to which
each event was modeled; e.g., train, pipe segment, individual component, or human error.
The failure mode of the basic event is also identified in the event name. A variety of failure
modes were defined to permit flexibility in system modeling. The nature of an event's failure
mode can be either specific or general, as is appropriate for each system and each basic event.

The event labeling system is illustrated below:

XXX -YYY - ZZ - AAAAA

where:

XXX = a three-letter code denoting the system to which the basic event either
belongs or is related (Table 2-2).

YYY = a three-letter code denoting the level of modeling corresponding to the

event (Table 2-3).
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ZZ = a two-letter code denoting the failure mode associated with the event .
(Table 2-4).

AAAAA = an alphanumeric event descriptor.

The last five spaces were used to specifically identify individual components according to their
numbering on the system schematics; e.g., 01, 1234, OA, 1B. Other types of basic events
(e.g., pipe segment failures or train failures) were also identified according to their
designations in the system models. When such specific identification was not applicable, a
descriptive abbreviation of the event's nature was used.

A list of general guidelines and assumptions used in the HCGS PRA fault tree development is
shown in Table 2-5.

2.3.1.5 Dependent Failure Analysis

Dependent failure events have historically been significant contributors in probabilistic risk

assessments. Two redundant failure events are said to be dependent if the combined failure

probability of both events is greater than the product of the two individual failure probabilities.

The existence of such dependent failures can greatly increase the frequencies of accident

sequences leading to core damage. Neglecting dependent failure events can result in

underestimation of the frequency of core damage. ‘

Dependent failure analysis is not an isolated task in a PRA. Figure 1-4 indicates that
interaction occurs with many of the other PRA tasks. In*siaction occurs with the event tree
and fault tree development tasks and with the huma  _aability task. Also, interaction occurs
with the spatially-dependent failure task, which is actually a subset of all dependent failures.
Finally, the outputs of the dependent failure analysis task are inputs for the data development
task and the accident sequence quantification tasks.

The remainder of the section deals with the classification of various types of dependent
failures, the identification of those types that have been modeled in the HCGS PRA, the
development of beta and gamma factors for parametric modeling of dependent failures,
guidelines for the spatially-dependent (physical interaction) failure task, and a review of
historically-identified dependent failures.

The PRA Procedures Guide (Reference 2-4) lists the types of dependent failures that should be
included in a comprehensive systems analysis. The nine types are:

1. Common-cause initiating event dependencies resulting from external and internal initiating
events that increase the failure probability of multiple systems. Examples of such events
are fires, floods, earthquakes, and loss of offsite power.

2. Intersystem dependencies resulting from events or failure causes that create interdependencies .
among the various safety and support systems. Such intersysiem dependencies include:
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' a. Functional dependencies, which are dependencies among systems that result from plant
design philosophy or system capabilities and limitations. An example is a frontline
system dependency on a support system for successful operation.

b. Shared-equipment dependencies, which are dependencies resulting from the sharing of
components, subsystems, or support systems.

¢. Physical interaction dependencies, which are failure mechanisms similar to those for
type 1 that can cause multiple system failures but that are not initiating events. Such
failure mechanisms are often related to environmental stresses, and normally occur as a
result of common locations.

d. Human interaction dependencies, which are system dependencies due to human actions,
including errors of omission, commission, and recognition. This category also includes
operator, maintenance, and calibration errors, as well as design and construction errors.

3. Intercomponent dependencies resulting from events or failure causes that create
interdependencies among components within a system. Types of intercomponent
dependencies include:

a. Functionai Dependencies

. b. Shared-Equipment Dependencies

c. Physical Interaction Dependencies
d. Human Interaction Dependencies

The last four types of dependencies, 3a through 3d, are similar to 2a through 2d except that
the dependencies usually occur within a single system.

In addition to these nine types of dependent failures, a tenth has been added for this study.
This tenth category is denoted as 3e and represents other component dependencies not covered
by 3a through 3d.

The dependencies modeled in the HCGS PRA are discussed in the following paragraphs. The
format follows the order previously described. Recommended methods for analyzing the
various types of dependencies are taken from Reference 2-4, and are indicated in Table 2-5.
Methods used in the HCGS PRA are indicated in the discussion for each type of dependent
failure.

Type 1 events, common-cause initiating event dependencies, can be divided into external event

and internal event classes. The HCGS PRA includes a comprehensive screening analysis of
. internal flooding events. With respect to internal events, initiating event and system

dependencies have been explicitly modeled in the event trees. For example, dependencies
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power initiators have been modeled expiicitly both in the

svstem fault tree models used for the '.ss of offsite power
have

resulting from the loss of offsite
appropriate event tree and in the
event tree. Support system failures that are imtiaung events and afiect safety systems
been identified and have been included in the event sequence calculations.

Intersystem functional dependencies have been modeled in several ways. Functional
dependencies between frontline systems in the event trees have been modeled in the event tree

structure
\

function dependency, frontline or support sysiem dependence on

The other type of intersystem
the individual frontline system fault trees. All significant

other support systems, is modeled In
support systems have been included in the fault trees
nt dependencies have also been modeled in the HCGS PRA. The

Intersystem shared-equipme
g scheme and the merging of frontline

use of a consistent component and subsystem namin
safety system fault tree models to obtain ac cident sequence cutsets ensures that shared-
‘ equipment dependencies have been identified and quantified correctly. Components within a
svstem that have a different system identifier (letters one through three) in their event codes
are generally shared by other systems
Physical interaction dependencies include those resulting from internal flooding events and
those resulting from internal events. Physical interaction dependencies, including those ‘
resulting from fire, external flood, and seismic events will be addressed as part of the IPE of

External Events

Finally, a number of intersystem human int€raction dependencies have been modeled in the
HCGS PRA. Operator failures to ininate systems have been included in the system models or
event trees and have been quantified

sendencies have been modeled within the system fault trees. Functional and
jependencies identified by the fault tree analysts were modeled explicitly
nendencies were examined as part of the

Intercomponent def

shared-component «

within the system fault trees, Human interaction Ge€f
human reliability analysis task. Also some of these types of events arc covered by the beta and
gamma factors used in the parametric modeling of similar component dependent failures.

helped to identify the HCGS-specific design susceptibilities to dependent

I'hese approact nel
failures. As a complement to this explicit identfilaudn and modeling of dependent failures
ed to account ‘or potential dependent failure mechanisms not

a parametric method was us
A discussion of the p.rametric method is presented in

already modeled in the fault trees

Section 3.3.4.1
2.3.1.6 Human Reliability Analysis

reliability analysis (HRA) task of a PRA involves the identification, modeling, and ‘

e human
y of the

fication of human actions affecting core damage sequences 'he relationshij

quant



. HRA task to other PRA tasks is shown in Figure 1-4. Interaction occurs with four tasks:
event tree development, fault tree development, dependent failure analysis, and external and
spatially dependent internal event analysis. The outputs of the HRA task, probabiiities for all
human actions contained in the plant models and a model for accident sequence recovery, are
inputs to the accident sequence (core damage) quantification task.

The HCGS HRA was divided into two subtasks: analysis of human errors before an accident,
and analysis of human (operator) errors during an accident. Furth.ermore, the operator errors
during an accident were subdivided into three types: normal operator actions to manually start
or align components (modeled in the system fault trees), operator actions modeled as top
events in the event trees, and ecovery events applied to the event sequence cut sets. Each
type of human error is discussed in the following sections.

In general, the HCGS HRA tasks used the following references:

1. "Handbeok of Human Reliability Analysis With Emphasis on Nuclear Power Plant
Operations” (Reference 2-32)

2. "Systematic Human Action Reliability Procedure (SHARP)" (Reference 2-33)

3. "Post Event Human Decision Errors: Operator Action Tree/Time Reliabihity Correlation”

‘ (Reference 2-34)

4. "Risk Methods Integration and Evaluation Program (RMIEP) Methods Development:
A Data-Based Method for Including Recovery Actions in PRA, Vol. 1: Development
of the Dat> Nased Methodology" (Reference 2-35)

5. "Accident Sequence Evaluation Program Human Reliability Analysis Procedure”
(Reference 2-36)

6. "A Human Reliability Analysis Approach Using Measurements for Individual Plant
Examination" (Reference 2-37)

Quantification of all human error events modeled in the HCGS PRA was performed on a
screening basis, and then any dominant events that arose from the accident sequence
quantification were re-evaluated on a more detailed basis. The screening methodologies for

various types of human errors are described in Section 3.3.3. Human error events that were
re-evaluated because of their initial dominance are also described in that Section.

2.3.1.7 Data Development

The HCGS PRA data development task involved four tasks:

. 1. Development of a generic database.
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Collection of plant-specific data.
Quantification of the system fault tree basic events
Quantification of special event tree top events that were not developed into fault trees

Fach of these four tasks is discussed in Sections 2.3.1 and 3.3.2

The relationship of the data development task to other PRA tasks is shown in Figure 1-4
Inputs came from the initiating event identification task and the dependent failure analysis

Interaction occurred with the event and fault tree development tasks. Data development
outputs were inputs to the accident sequence quantification task.

2.3.1.8 Accident Sequence (Core Damage) Quantification

Development of HCGS accident sequence models and data to support these models has been
discussed previously. Evaluation of these models is discussed in the section on accident
sequence quantification. Specifically, every accident sequence leading to core damage, as
indicated in the event trees, was evaluated either by calculation or by comparison with othe:
sequences. In addition, any initiating event leading directly to core damage was evaluated.
I'he accident sequence quantification task involved several steps, as follows

Accident sequence cutset generation
Cutset modification, as necessary
Recovery analysis
Analysis of resuits
Fach of these steps is discussed subsequently
I'he relationship of the quantification task to other PRA tasks is shown in Figure 1-4

Essentiallv all of the tasks provide input to the quantification. Results were input to the
' | H

external and spatially dependent internal event analysis and uncertainty and sensitivity analysis
2.3.1.8.1 Accident Sequence Cutset Generation

I'he RELMCS code (Reference 2-38) was used to evaluate the core damage sequences modeled
in the event trees. Frontline systems were mesged with their respective support systems 1o
obtain equations representiag the basic event combinations leading to failure of the frontline
systems. These equations then were combined (AND gate logic) to evaluate umque
combinations of system failures found in the event trees. Actual core damage cutsets were then

obtained by adding the appropriate initiating events and other event tree top events (failures)
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accounting for system successes, removing illegal combinations of testing and maintenance (TM)
outage events, removing other operationally impossible cutsets, and applying recovery factors
where appropriate.

Several of the event tice top events represent combinations or variations of the system fault
trees.

In general, the quantification was performed such that cutsets with a frequency less than 1.0E-
10 per year were truncated. This cutoff value is sufficiently low to result in accurate estimates
of overall core damage frequency and important plant damage state frequencies. With a
truncation value of 1.0E-10 per year, accident sequences with frequencies greater than 1.0E-8
per year were not significantly affected by the cutoff. However, sequences with listed
frequencies of less than 1.0E-8 per year may be underpredicted because of truncation of the
event tree top events.

System successes in accident sequences were accounted for by using special procedures
available with the quantification code. Specifically, cutsets were generated for the failure of
the systems that were successful. These cutsets then were deleted from the accident sequence
cutsets in question.

2.3.1.8.2 Cutset Modification

Combinations of Test and Maintenance (TM) events in the accident sequence cutsets that
violate the Technical Specifications were removed. For example, HPCI and RCIC systems
Technical Specifications irdicate that only one system can be unavailable at a time because of
TM. (If more than one system is unavailabie, the unit must be in hot shutdown within 13
hours.) Because these fault trees have TM events modeled for each of the systems, cutsets
appear that include combinations of two systems unavailable because of TM. These cutsets
were removed. These were removed with a special fault tree during the quantification process.

The accident sequence cutsets remaining after accounting for system successes required further
manipulation. Some cutsets physically did not make sense and were eliminated. For example,
one train of the SACS might be unavailable because of maintenance while the other train fails
to start. Because the SACS is a normally operating system (at least one of two trains must be
operating), a train would not be taken out for maintenance before the other train was started
and was operating successfully. These operationally impossible cutsets arise because the fault
trees were created using only AND and OR gates, with no attempt to model all types of
conditional events. It was much more efficient to keep the fault tree structures fairly universal
and to review the resulting system or sequence cutsets for these operationally impossible cases.
These operationally impossible cutsets were found only in normally operating systems.

2.3.1.8.3 Recovery Analysis

The final modifications to the core damage sequence cutsets involved the application of recovery
events, where appropriate. These events were added based on an examination of the actual
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failures in each cutset, with appropriate timing considerations (which varied from sequence to ’
sequence). in addition to the recovery events applied to individual cutsets, recovery actions also
appear in the event trees, applied to entire sequences, and in the fault trees.

2.3.1.9 lnternal Flooding Analysis

This analysis considered potential internal flooding events occurring in the reactor building, in
the turbine building, or in the service water intake building. For the case when the internal
flood occurs in the reactor building or in the intake building, the turbine building (including
the secondary side of the balance of plant) is not directly affected. Therefore, the furbine trip
event tree logic was used to quantify the impact of the internal flooding initiating event on the
core damage frequency. For the internal flood in the turbine building, the secondary side of
the balance of plant may be affected, and the MSIV closure event tree logic was used. The
rooms in which internal flooding can be considered an initiating event, were identified in the
section of the initiating events. In this context, a room is defined as one or more rooms,
which are isolated from other rooms by means of watertight isolation (like watertight doors).
For each room exposed to internal flooding, a separate event tree was used, in which the
specific room flooding is defined as the initiating event, followed by the failure of the
equipment which is present in this room and failure of additional specific equipment when the
flood is propagated to other rooms. Therefore, despite the fact that the event tree logic looks
the same (like that of the turbine trip), each internal flood event tree was different, because the
initiating event was different and the equipment impacted by the common cause flood was
different.

2.3.1.10 Uncertainty And Sensitivity Analysis

The resuits of quantification of front-end accident sequences are considered to be mean
frequencies obtained by using mean values for the initiating events, fault tree basic events,
dependent failures, human errors, and others. However, the mean frequency results present an
incomplete picture. The remaining part of the picture is the uncertainty associated with each
mean frequency. The relationship of the uncertainty and sensitivity analysis to other PRA
tasks is shown in Figure 1-4.

The PRA Procedures Guide (Reference 2-4) indicates that three major types of uncertainties
are involved in PRA results: data, completeness, and analysis-reiated. The data-related
uncertainties result from plant-to-plant, component-to-component, and year-to-year "random”
variations in initiating event frequencies and fault tree component failure rates. Also,
dependent failure events, human errors, and event tree top events not developed into fault trees
are considered to have a random nature and associated uncertainties. These types of
uncertainties can be estimated. The resulting uncertainty distributions can then be propagated
through the sequence cutset expressions to obtain resulting uncertainty distributions for the
core damage frequencies. This type of analysis has been performed.

Uncertainties related to completeness concerns are much more difficult to estimate.
Completeness cannot be proven in PRAs; however, several things can be done to ensure
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completeness to the maximum extent possible. These include the use of recommended
methodologies for each PRA task, the use of experienced PRA practitioners in the study, and
participation from and review by plant personnel. All three have been foliowed in the HCGS
PRA. Therefore, completeness concerns have been minimized in the study. (Most
incompleteness in PRA studies results in additional, usually unknown, contributions to the
overali core damage. However, it is believed that by following the suggestion. outlined, the
incompleteness contributions to uncertainty can be reduced below data-related and modeling
related uncertainties. )

Finally, analysis uncertainties involve such areas as success criteria, event tree structure, fault
tree structure, and others. In general, such uncertainties are evaluated most appropriately by
performing sensitivity studies. Results from such studies are discussed in Section 3.4.1
2.3.2 Back-End Analysis
I'he back-end analysis portion of the HCGS IPE involved the following
Containment Bypass Review And Interfacing Systems Loss Of Coolant Accident Analysis
Screening for Level I and Front-End to Back-End Interfaces
Accident Sequence Binning
Emergency Operating Procedure Review and Human Reliability Assessment

Containment Event Tree (CET) Developmient and End State Definition

Plant Feature, Containment and Containment System Review

Containment Capacity Analysis

Accident Progression and Radioruclide Release Analysis

Equipment Operability and Survivability Assessment

CET Quantification and Sensitivity/Uncertainty Analyses

Radionuclide Release Category Definition

Compilation of Results and Identification of Safety Features and Vulnerabilities

Dev L‘iUWY‘.('M of Risk Reduction S'xr}',IL';.E'L"\

Independent Review




15. Documentation
Each of these tasks, as well as their relationship to other tasks, is described subsequently.

2.3.2.1

This task included a complete evaluation of potential containment bypass paths and an
interfacing system LOCA scenario analysis.

First, a survey of all potential paths, using walkdowns and drawings, for material to bypass the
containment and escape outside of containment was completed. These paths included contact
of high pressure water from the reactor vessel with low pressure piping, seals, gaskets and
relief valves. The survey also covered (a) all systems with penetrations through containment
and into the reactor vessel, (b) ali systems which penetrate containment and are connected to
systems which connect with the reactor vessel, and (c) all systems connected to the reactor
vessel which also are connected to a system which penetrates containment,

Next, a screening criteria was developed for discarding paths with little potential for bypassing
containment. High pressure piping or sufficiently redundant combinations of closed valves and
check valves were used as the criteria (Reference 2-8). Subsequently, initiating event
frequencies were developed for all paths which survive the screening process.

Plant and operator responses to the initiating event were then modeled using event trees,
human action review and analysis, fault L'ees, and appropriate thermal hydraulic analysis. The
fault tree and event tree models were quantified and a description of the conditions in the
reactor and auxiliary buildings during core melt was made.

2.3.2.2 Screening for Level Il and Front-End to Back-End Interface

The purposes of this task were to ensure a clean interface in the tracing of sequences between
the Level 1 and Level II models and to provide critical information that was needed to ensure
that NUREG-1335 (Reference 2-2) reporting criteria had been met. This task inciudes the
following:

« Identification of the Level I systematic sequences that are to be included for the Level Il
analysis and reported to the NRC in accordance with Section 2.1.6 of NUREG-1335

(Reference 2-2).

« Identification of the PDSs that characterize the Level I sequences in a manner that
smoothly interfaces with Level II.

« Delineation of the important front-end and back-end dependencies of the CET top events
with front-end top events in accordance with Appendix 1 of GL88-20 (Reference 2-1).
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These task activities involved the review of the results of the Level I quantification to identify
and characterize those systematic sequences whose mean frequencies exceed the criteria noted
in Section 2.1.6 of NUREG-1335. They included a description of the PDSs used to assign end
states to those Level I sequences that result in core damage. A list was developed for each
sequence that identified the initiating event, the top events (or cutsets) that failed, the sequence
frequency, the specific NUREG-1335 criteria that are satisfied, and the PDS to which the
sequence is assigned. This table appears in Section 4. It also documented the required front-
end to back-end cross-checking information identified in Appendix 1 of GL88-20. Most of the
aspects addressed in Appendix 1 of the generic letter have been captured in well-defined PDS
definitions.

Since the HCGS sequences were most conveniently expressed in systematic terms, the new
criteria would apply. Any systematic sequence which meets one or more of the following
criteria was included in the Level II analysis:

« "Any systemic sequence that contritites 1E-7 or more per ieactor year to core damage.”

» "All systemic sequence< within the upper 95 percent of the to al core damage frequency.”

« "All systemic seqrences within the upper 95 percent of the total containment failure
frequency."”

» "Systemic sequences that contribute to a containment bypass frequency in excess of 1E-8
per reactor year."

* "Any systemic sequence that the utility determines from previous applicable PRAs or by
utility engineering judgment to be an important contributor to core damage frequency or
poor containment performance.”

« "The total number of unique sequences to be reported ... should not exceed the 100 most
significant sequences.”

The mean accident sequence frequencies vere used for screening.

2.3.2.3 Accident Sequence Binning

GL.88-20 (Reference 2-1) stipulates that only sequences which pass the screening criteria
require radionuclide relcase calculations. This task determined the sequences for which such
calculations have been reported to the NRC. It was achieved via two subtasks.

» Grouping the risk-significant Level I sequences based on system or component failures that
had the potential to impact the CET results.

+ Combining these initial sequence groups, based on implied timing and combinations of
failures that actually altered the CET results.
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Differences within the groups that had negligible impact on the CET results were essentially
deleted. Once the screening criteria had been applied, a total of five Level II initiators were
defined.

2.3.24

This task included the following:

« Review of the HCGS's Emergency Operating Procedures to identify human actions for
applicability to post core melt containment and system response.

« Incorporation of applicable human actions into the CET.

« Incorporation into the CET of other obvious recovery actions, such as recovery of offsite
power and manual initiation of equipment, that are not derived from scenario-specific
considerations.

This task involved reviewing the Emergency Operating Procedures (EOP) for their
applicability in the CET. Those mitigation actions that are in existing procedures were
incorporated into the initial CET. Any other obvious mitigation or recovery actions that are of
a general (nonscenario-specific) nature (e.g., manually initiating equipment that failed to
automatically actuate, or delayed recovery of onsite power) were also documented and
included in the initial CET. At this stage of the Level II analysis, recovery act.ons that are
covered by existing procedure were included in the initial CET. The human error rates of
these procedurized actions were quantified subsequently. After the CET was quantified and
the results were combined with the Level 1 PDS frequencies, the results were carefully
reviewed to determine the risk significant accident scenarios. At this stage, further recovery
actions by the plant operators or the emergency response organization were evaluated on a
scenario-specific basis. These actions were not covered by existing procedures because they
are beyond the design basis, but were evaluated qualitatively and, whenever appropriate,
quantitatively.

Assessment of the allowed time for operator actions was divided into two phases. The first
phase included activities associated with procedural recovery actions; the second phase
included activities associated with non-procedural recovery actions that would be under
consideration for risk reduction. The assessment generally involved thermal-hydraulic
analyses to determine the progression of containment pressure and temperature and a
comparison of these with the containment capacity information to assess time for operator
actions. The thermal-hydraulic results were obtained from the PSE&G MAAP analyses,
scoping hand calculations, or other related studies.

Finally, human error probabilities were calculated. Supporting activities included:

« Interview of PSE&G operations staff personnel to help evaluate the performance-shaping
factors.
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« Quantification of human error rates using the same method as employed in the HCGS
Level I PRA.

This task began by quantifying the human error probabilities for actions covered by existing
procedures. Once the baseline risk was evaluated, the second phase of this task quantified the
expected frequenc, and the associated uncertainties of those risk-significant mitigation actions
not covered by procedures that are judged to be siznificant and practical. This often required
further discussions and interviews with the cognizant PSE&G personnel. The actions were
incorporated into th: CET, and the resulting analysis is documented in the HCGS IPE
submittal. Again, supporting MAAP analyses were sometimes required.

2.3.2.5 Containment Event Tree (CET) Development and End State Definition

This task consisted of the following:

» Development of a comprehensive CET that included all currently m 2aningful containment
challenges, as recognized by the NRC-sponsored NUREG/CR-4550 (Reference 2-20)
analyses for other BWRs (Peach Bottom and Grand Gulf). The CET included provisions to
evaluate relevant operator mitigative actions as well as equipment survivability under
beyond design basis conditions.

» Development of a release category assignment iogic structure that indicated the release
category assignment logic for each CET sequence.

This task essentially was the development of the HCGS-specific CETs with a description of how
the CET sequences are assigned to a specific release category.

The containment performance logic model for the HCGS is developed in the form of linked
event trees, In this context the term "linked" means that there are common events among the
event trees that have been developed to reflect each aspect of containment r=:ponse. The
events and phenomena included in the EPRI methodology were identified based on an in-depth
review of the analysis of Peach Bottom Unit 2 (Reference 2-20). These events and phenomena
are pertinent toc BWRs with Mark I containments. Any HCGS-specific design features that
would affect accident progression or containment performance were documented and
incorporated as appropriate. The CET generally was constructed chronologically, beginning at
the onset of core damage and ending in either an intact containment or a containment failure
with release category assigninent. The containment capacity analysis was used to differentiate
contazinment failure characterizations (i.e., a controlled leak versus a large uncontrolied break)
By its very nature, the CET generally addressed phenomenological issues but also inciuded
relevant operator mitigations actions.

2.3.2.6 Plant Feature, Containment and Containn, nt System Review

This task satisfied the plant data requirements in NUREG-1335 (Reference 2-2) and provides
the information collection needed to begin various Level II PRA tasks. It was achieved via
two subtasks:
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. Development of simplified containment geometry drawings, by review of plant
drawings and plant walkdowns, to demonstrate understanding of the containment design
features which influence severe accident progression and containment capacity

Post-melt debris flow paths for high pressure core melt scenarios
Post-melt debris collection locations for low pressure core melt scenarios
Water flow paths for coolability of coliected debris

. Identification, description, and summary in tabular form of plant features and
containment systems which may impact CET top events, their failure probability,
accident progression phenomena, and potential for radionuclide release

2.3.2.7 Containment Capacity Analysis

In support of the back-end analysis conducted for the HCGS containment structure to estimate
the probability of radioactive release from the containment during a hypothetical severe
accident, a detailed evaluation of the capacity of the HCGS containment structure for elevated
temperature and pressure loadings was completed. Consistent with the nature of the
probabilistic safety assessment, the eva'uation methodology is based on esumating the capacity
of the containment structure in terms of probabilistic parameters for a number of possible
modes of failure

Several potential failure modes were investigated for the containment in which failure was
defined as incipient leakage or a breach of the pressure boundary. The potential failure modes
examined included merabrane failures of the drywell shell, failure of the drywell head flange
seal, failure of the vent line from the drywell to the suppression chambers, failure of the
suppression chamber shell, and failure at penetrations. These failure modes were evaluated for
temperature conditions well in excess of the accident temperature. Median (50th percentile)
failure pressures and their associated variabilities were estimated. Using these values, the
probability of failure were estimated as a function of pressure for the controlling failure

modes. Leak areas were also estimated for those failure modes that do not result in
catastronhic failure

For the investigation it was assumed that the failure pressures associated with all modes of
failure could be treated as quasi-static (i.e., pressure rise times of at least several seconds are
assumed). Effects such as dynamic amplification of the pressure pulse on the containment
shell or internal pressure wave loading on cables and equipment were not considered. In
addition, all temperatures in the materials were assumed to correspond to steady-state

conditions
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2.3.2.8 Accident Progression and Radionuclide Release Analysis

This task investigated the pre- and post-melt accident progression to gain sufficient information
to provide plant specific qualifications of the HCGS CET. Timing of events gained from this
task is an important input to the human action quantification. This task also provided estimates
of plant specific radionuclide releases for categorization as release categories and as a rneasure
for evaluation of potential plant improvements and risk reduction strategies. The
investigations used MAAP coupled with separate effects analyses, prior analyses available in
the literature, and some verification analyses using other codes.

It proved advantageous 0 use MAAP to provide timing for crucial recovery actions and insight
into crucial phenomenological questions in the Level I study. For example, it was necessary to
know the allowed time for successful recovery actions during a station blackout.
I'his task was divided into five subtasks

Development of a plant-specific MAAP parameter file for HCGS

Completion of cases to support the following

accident progression knowledge in the vessel, in the containment,

and 1n the reactor building
operator action studies relating to core cooling

operator action studies relating to containment, reactor building,
and auxiliary building integrity

sensitivity studies to resolve outstanding NRC/IDCOR issues
concerning MAAP

Performance of separate effects calculations to develop specific knowledge in areas
b E
needed to quantify the CET and to defend the use of MAAP

Completion of base and sensitivity cases with MAAP to determine the radionuclide
releases for the CET end states and defend the use of decontamination factors. This

subtask also includes the cases required for containment bypass events from Task |

Completion of MAAP cases to support the quantification of the probability of recovery

actions
2.3.2.9 Equipment Operability and Survivability Assessment

T'his task addressed the concern of NUREG-1335 (Reference 2-2) to pay "particular attention

to equipment vulnerability and survivability” when taking credit for such equipment in the




CET quantification. The equipment was assessed at the same temperature, pressure, humidity,

radiation, and other environmental conditions as predicted in the accident progression analysis.

Because formal environmental qualification requirements are not applicable to the IPE, when
credit is taken for equipment in severe accidents, an assessment must be made of the ability of
the equipment to perform the function for the period of time it is required. Some evidence of
the ability of the equipment in withstanding potentially harsh post-melt environments was
developed. In addition, if a person is required to operate, initiate, or turn-off equipment, then
evidence that the person can function in the environment is offered.

Environmentally induced failures were either directly (or indirectly) modeled in the CET. A
supporting discussion of the equipment operability is provided in Section 4.0. Discussion of
human actions, including stress factors is provided within the discussion of the quantification
of CET top events.

This task consisted of the following:
. Definition of equipment whose survivability is required and definition of the
environmental conditions under which it is to be assessed. Environments were based

on MAAP analyses outputs.

. Judgmental assessment and support of the probability of equipment survivability during
each sequence.

. Model the equipment failures or human errors within the CET.

This task involved CET quantification and any sensitivity and uncertainty studies. The CET
was quantified for each PDS grouping. In general, the CET top event split fractions (i.e., the
conditional probability of failure at each node in the event tree) varied for the particular PDS
grouping evaluated as well as the sequence-specific status of prior top events; i.e., whether
previous events have succeeded or failed. Due to the complexity of the split fraction
evaluation and assignment task, only relevant, publicly available information was used (e.g.,

NUREf3-4550, Volumes 4 and 6 - References 2-20 and 2-24), along with the results of HCGS-

specific MAAP analysis done by PSE&G and the results of the HCGS containment capacity
analysis.

This task consisted of the following:
. Mean value quantification of the comprehensive CET for each key PDS grouping.

. Development of release category frequencies ~ssocizted with the specialized models
for significant containment bypass sequences.
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. Requantification of CET for sensitivity investigations.

. Sensitivity analysis of release category frequency for significant release categories.
. Rez.;onableness checks of quantification.
B Performance of MAAP runs for base case and sensitivity analysis.

2.3.2.11 Radionuclide Release Category Definition

A total of nine radionuclide release categories were generated. The radionuclide release
categories were distinguished by the timing of the release and by the magnitude of the release
to the environment.

Two categories of radionuclide release times are considered in the CET: early release and late
release. An early release is assumed to occur within two to four hours of when a General
Emergency would have been declared. A late release is assumed to occur after four hours
after a General Emergency would have been declared.

The magnitude of radionuclide release is categorized in terms of five levels of release: high,
medium-high, medium, low, and low-low. These levels are designated by numbers 1 through 5,
where 1 refers to a high level of release, and 5 refers to a low-low level of release. Levels are
assigned based on the magnitude of the iodine and tellurium releases calculated for each accident
sequence.

A source term algorithm was generated for the HCGS IPE, which is comprised of correlations
that relate release fracticns and decontamination factors in a self-consistent fashion to calculate
environmental release fractions.

2.3.2.12 (

This task included the compilation of results in accordance with the NUREG-1335 (Reference
2-2) requirements. It answers the question, "What is the baseline risk?" A description of the
dominant Level II sequences and the dominant joint Level I/ Level 1l sequences was
developed. A comparison of results with other published studies to determine the relative
strengths and vulnerabilities of the HCGS was also made. Sequences that were prominent
(either by being much lower or higher in frequency or consequence) relative to similar studies
were reviewed in detail. Dominant sequences which exhibited a significantly higher frequency
or consequence than similar sequences in other plants were candidates for further investigation.
Such investigation took two forms. The first was a re-examination of the assumptions,
approximations, and calculations to find errors, omissions, and conservatisms to be removed.

The second was performed when a sequence continued to be an outlier after the analysis had

been re-examined. An investigation into risk reduction strategies and plant improvements was
then performed.
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2.3.2.12 Development of Risk Reduction Strategies

This task includes the following:
. Development of specific risk reduction strategies.
. Revisions of the risk models to reflect each strategy.

. Requantification of the risk models to estimate the change in risk associated
with the strategies.

In essence, this task was a set of sensitivity analyses that investigate the potential effect of
suggested plant hardware and/or procedure modifications.

The previous tasks involved the development of a mature risk model, quantification of the
model [with necessary iterations to incorporate "analytical fixes" (as opposed to hardware or
procedural changes)], presentation of results, and discussions of the insights gained (both the
HCGS-specific beneficial safety features and any vulnerabilities that might have been
uncovered). This task involved a collaborative effort between the PSE&G Engineering and
Plant Betterment Department and HCGS staff to transcend from the analytical stage into the
design improvement and/or accident management stage. Consultants provided technical
insights from their experiences in performing PRAs on similar plants. This involved a careful
evaluation of the Level I and Level 11 models and results to identify potential design or
procedure changes to reduce either the likelihood of core damage or, if core damage occurs,
the onsite and/or offsite consequences. PSE&G personnel reviewed the identified insights and
developed risk reduction responses which were then independently reviewed. Only one plant
modification was implemented, as described in Section 3.4.2,

2.3.2.14 Independent Review

This task provided for the independent review of the HCGS IPE. The review of the IPE was
in two parts. The first was an ongoing senior level review of the team's technical work. This
was performed by the team leader and his consultants. The second was a more formal
independent review performed near the end of the study. The review team was composed of
PSE&G personnel and a consultant who did not participate in the technical study. The reviews
focused on the accuracy of the plant representation, the methodology, the data, the dominant
accident sequer “ and their contributors, the identified strengths and vulnerabilities, the risk
reduction strategies to be recommended, and the clarity of reporting. The background of the
reviewers aiong with a description of their activities is provided in Section 5.

2.3.2.15 Documentation

This task included the writing and production of this report which conforms to the
requirements of GL88-20 and NUREG-1335 (References 2-1 and 2-2). It also included the
preparation of complete, detailed records of all IPE tasks for internal use and as technical
backup (Tier II) information to the NRC submittal. Four subtasks were involved:
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. Preparation of internal PSE&G decumentation of IPE tasks
- Publishing of a preliminary report for PSE&G internal review.

. Preparation and publishing of the final report for NRC submittal..

o Maintenance of supporting (Tier II) documentation.

This aspect of the IPE was addressed for two instances:

1. Identification of vulnerabilities (and safety features) directly through the front-end
and back-end analyses, and

r & Prioritization of discrepancies as part of PSE&G's discrepancy reporting process.

In the first instance, the methodology described in Section 2.3.2.13 was invoked. For the
second, a formal process would be initiated as described in PSE&G Procedure No. NC.DE-
AP.ZZ-0018(Q) (Reference 2-39). This process would include an assessment of the

discrepancy on the core damage frequency. Based on this assessment, the impact of
vulnerabilities for immediate response would be identified.

2.4 INFORMATION ASSEMBLY

Several major sources of plant-specific information were used in the HCGS IPE. These
included the following:

I, Hope Creek Generating Station, Updated Final Safety Analysis Report

(Reference 2-27)
& Systern Descriptions and Configuration Baseline Documentation (CBDs)
3 Operator Lesson Plans
4. Plant and System Drawings
1 Emergency Operating Procedures
6. Reactor Operators, Training Personnel, and System Engineers

7. Plant and System Walk-Throughs
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Because the HCGS is continually being modified, a cutoff date for design changes had to be
chosen. The HCGS configuration was frozen as of August 1993.

For the back-end analysis portion, the design was also frozen as of August 1993,

Many additional sources of information were used throughout the PRA effort. These sources
included the following:

1. PRA Studies of Other Plants

y PRA Procedures Guides

3 Data Compilations and Analyses

4, Reports Concerning Specific PRA Tasks
- PRA Computer Codes

These sources either are generic or apply to other plants. Their use in the HCGS IPE is
indicated in the individual task methodology (Section 2) or performance (Sections 3 and 4)
write-ups.

2.4.1 Data Gathering Approach

As previously described, the HCGS Level I PRA was performed in accordance with the
provisions of the PRA Procedures Guide (Reference 2-4). Initially, data was segregated into
System and Data Notebooks. Although they were comprehensive in nature, they were
eventually replaced by the Hope Creek Generating Station Probabilistic Risk Assessment
(Reference 2-3) and Systems Configuration Baseline Documents (CBDs) as the primary Tier II
documentation for the HCGS IPE.

The HCGS PRA is currently being revised to reflect the updated information in the IPE
analysis. This report will contain all the same material plus detailed Tier II documeniation,
such as the specific evaluation of HEP and Room Heatup calculations. Although these have
not been assembled by April 1994, it is planned to have them available by July 1994. All of
the Tier II documentation which will appear in the PRA document has been supplied to
internal reviewers and is available for inspection.

The 1iCGS PRA documents specific references used in both the Level I and II analyses.

Data used in the development of the plant-specific MAAP input parameter file was assembled
into a controlled engineering evaluation. The containment capacity analysis (Reference 2-9)
and its supporting calculations are documented in the same manner. MAAP computer results
will be maintained in accordance with the Programmatic Standard (Reference 2-41) described
in Section 2.4.6. Finally, all other supporting calculations used in the back-end analysis are
compiled into a separately maintained report (Reference 2-15).
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Various PRAs were reviewed throughout the IPE process. The specific uses of data from
these documents are described in Section 2, although the references are provided in Sections 3
and 4. For identification of vulnerabilities, the NUREG-4550 reports for Peach Bottom and
Grand Gulf were the primary references (References 2-20 and 2-24). Although publicly
available IPE results from other BWRs were also reviewed as described in Section 3.4.1.5.

2.4.3 Plant-Specific Documentation

In addition to the HCGS UFSAR (Reference 2-27), the following data sources were consulted:

1. Sysiem Piping and instrumentation drawings

2. Elementary wiring diagrams

3. Electrical one-line diagrams

4. System logic diagrams

5. Detailed system descriptions or Configuration Baseline Documentation (CBDs)

6. Normal and emergency operating procedures

y Technical specifications

8. Test and maintenance procedures

9. Operator lesson plans

Specific references including revision version and dates appear in Sections 3 and 4.

2.4.4 Engineering, Operations, and Training Department Support of the HCGS IPE
Performance of the PRA tasks was aided by close cooperation from appropriate HCGS
personnel, including senior reactor operators (SROs), system engineers, and trainers, This
close cooperation ensured that the initial HCGS Level | PRA models accurately represented the
plant. Of special note is the fact that the fault tree modeling for each system was reviewed by

the HCGS system engineers and SROs.

During the update of the Level 1 PRA and throughout the back-end analysis, operators,
trainers, and HCGS system engineers were consulted.
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2.4.5 Plant Walkthrough

During the original HCGS Level I PRA, plant walkdowns were performed by the PRA analyst
assigned to the individual system when information from various data sources, such as
drawings, could not be supplemented or confirmed by onsite plant system engineers or other
cognizant engineering personnel. Such personnel were intimately familiar with the plant
configuration because they often performed "walkdowns" as part of their daily responsibilities.

Walkdowns in support of the Level I PRA update were per formed by a PSE&G PRA analysts
and consultants for each system analyzed. The scope of the walkdown included the following:

1. Areas identified by the Internal Flooding Analysis
< Areas impacted by HVAC failures

: A ECCS equipment areas

4. The HCGS Control Room

2.4.6 Maintenance of Tier I1 Documentation

Because PSE&G intends to use PRA for various plant improvement projects, it has developed
a programmatic standard to define the guidelines for an on-going PRA Program, including
maintenance of relevant data. The PRA Programmatic Standard (Reference 2-41) addresses
the following:

. PRA Program Scope

. PRA Document Maintenance

. Human Reliability Analysis

. Analysis of External Events

. PRA Software Utilization and Maintenance.

The Programmatic Standard was issued in April 1993. It covers maintenance of the Level |

and I PRAs, databases, system and event sequence analyses, and all documentation including
software documentation.
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TABLE 2-2 SYSTEM IDENTIFIERS

System Identifier (XXX) _____System Name

ACP AC Power System
ADS Automatic Depressurization System
CAR Control Area Air Conditioning System
CAS Control Air System
HS Chilled Water System
IS Containment Isolation System
NS Primary Condensate and Feedwater System
RH ‘ontrol Rod Drive (Hydraulics)
'SS Core Spray System
WS Circulating Water System
DCP DC Power System
DGS Diesel Generator System
EAS Control Room Emergency Filtration (CREF)
ESE Engineered Safety Features
HCS Hydrogen Control System
HPI High-Pressure Coolant Injection System
[AS Instrument Air System
1GS Primary Containment Instrument Gas System
LPI Low-Pressure Coolant Injection System
PCS Power Conversion System
RA( Reactor Auxiliaries Cooling System
RCI Reactor Core Isolation Cooling System
RCS Reactor Coolant System
RHS Residual Heat Removal System
RPS Reactor Protection System
RWC Reactor Water Cleanup
SAC Safety Auxiliaries Cooling System
SLA Standby Liquid Control System
SRV Safety/Relief Valves - Pressure Relief
Station Service Water System
Turbine Bypass System
Alternate Injection Systems
Auxiliary Building Ventilation System
Control Area Air Conditioning System

Containment Ventilation System

Diesel Generator Area Ventilation dSystem
Switchgear Area Ventilation System




TABLE 2-3

EVENT AND COMPONENT TYPE IDENTIFIERS

. Identifier (YYY) Component/Event
ACT Actuation Train
ACU Air Cleaning Unit/Air Handling Unit
ACX Air Cooling Heat Exchanger
AHU Air Heating Unit
AOV Air-Operated Valve
BAC Electrical Bus - ac
BAT Battery
BDC Electrical Bus - dc
BDD Back-Draft Damper
BRK Circuit Breaker
CAL Calculational Unit
CBL Electrical Cable
CHG Charger (Motor Generator)
CHL Chiller Unit
CKV Check Valve
CND Signal Conditioner
CRH Control Rods (Hydraulically-Driven)
DCT Ducting
DGN Diesel Generator
DPT Differential Pressure Sensor/Transmitter Unit
DRP Supply Drain Pot, Exhaust Drain Pot
ECT Exciter Regulator
EDP Engine-Driven Pump
EPV Explosive Valve
FAN Motor-Driven Fan
FLT Filter
FPS Flow Process Switch
FST Flow Sensor/Transmitter Unit
FUS Fuse
HDV Hydraulic Valve
HRU Hydrogen Recombiner Unit
HTR Heater Element
HTX Heat Exchanger
ICC Instrumentation and Control Circuit
INV Inverter
ISL Instrument Sensing Line
ISO Flectric Isolation Device
LOG Logic Unit
LPS Level Process Switch
LPW T o3l Power Supply



Table 2-3
Event And Component Type Identifiers (Continued)

Identifier (YYY) e Component/Event

LST Level Sensor/Transmitter Unit

LSW Limit Switch

MDC Motor-Drniven Compressor

MDP Motor-Driven Pump

MGN Motor-Generator Unit

MOD Motor-Operated Damper

MOV Motor-Operated Valve

NOZ Nozzle

NST Neutron Flux Sensor/Transmitter Unit
ORF Orifice

PHT Pipe Heat Tracing

PIP Piping

PND Pneumatic/Hydraulic Damper

PPS Pressure Process switch

PRV Power-Operated Relief Valve

PST Pressure Sensor/Transmitter Unit
RE( Rectifier

RLY Relay and Contactor Unit

RST Radiation Sensor/Transmitter Unit
SCV Stop-Check Valve

SDT Steam-Driven Turbine

SOV Solenoid-Operated Valve

SPI Special Event

SPV Spring Diaphragm (Pressure Regulatin2) Valve
SRV Safety/Relief Valve

STR Strainer

Al AC Electrical Train

TCV I'estable Check Valve

[ DC Electrical Train

[DP Turbine-Driven Pump

TFM Transformer

INK Tank

I'PS Temperature Process Switch

ST Temperature Sensor/Transmitter Unit
'SW Transfer Switch

XX Bistable Trip Unit

XDM Manual Damper

XHI Operator Action

AVM Manual Valve

Ay Ph-sical Position Sensor/Transmitter Unit

ZSW Manual Control Switch




TABLE 24

FAILURE MODE IDENTIFIERS
—Code (ZZ) _Failure Mode
Va'ves, Dampers, Relays, Circuit Breakers and Switches (Demand Failures):
FT Fails to Transfer
00 Normally Open, Remains Open
(Fails to Close)
oC Normally Open, Fails Closed
(Fails to Remain Open)
&L Normally Closed, Remains Closed (Fails to Open)
cO Normally Closed, Fails Open

(Fails to Remain Closed)

Valves, Filters, Orifices, Heat Exchangers, Piping, and Nozzles (Time Failures):

PG Plugged

IL Internal Leakage
Pumps, Motors, Diesels, Turbines, Fans and Compressors:

FS Faii to Start (Demand Failure)

FR Fail to Continue Operating (Time Failure)
Sensors, Signal Conditioners, and Bistable (Time Failures):

HI Fail High

LO Fail Low

NO No Output
Segments, Trains, and Miscellaneous Agglomerations:

LF Loss of Flow, No Flow (Time Failure)

AF Actuation Fails (Demand Failure)

LP Loss of Power, No Power (Time Failure)

VF Failure (for miscellaneous fault agglomerations)

(Demand Failure)
SA Spurious Actuation (use CO or OC for valves

and dampers) (Demand Failure)

Batteries, Buses, and Transformers (Time Failures):

LP Loss of Power, No Pow
ST Short
opP Open
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Table 2-4
Failure Mode Identifiers (Continued)

Code (ZZ) . et Failure Mode

lanks, Pipes, Seals, Tubes, Valves, Pumps, Ducts, Dampers and Fans (Time

Failures)
LK Leak (only used in exceptional cases)
RP Rupture (only used in exceptionai Cases)

Human Errors (Demand Failures)
FO Failure to Operate
M( Miscalibrate

R} Fail to Restore from Test or Maintenance

Normal Operations (unavailaole de se of a planned activity (Demand Failure):
'™ l'est or Maintenance




TABLE 2-§

FAULT TREE DEVELOPMENT GENERAL GUIDELINES
Assumption

1. In general, spurious actuation or trip events were not modeled. (The system
operational history was reviewed to verify that such events had not occurred in
the past.)

2. In general, piping and valve ruptures were not modeled. (The system operational
history was reviewed to verify this.)

3. Plugging of valves or piping was not modeled unless one of the following was true:
- The valve or pipe is not flow tested.
- The interval between flow tests is several years or more.
- The valve or pipe is in a "dirty" system (seawaler, borated water, etc).

4. Tabular OR gates were not used.

5. Only AND and OR gates were used. Only basic, developed, and undeveloped events
were used.

6.  For valves, the following were considered to be part of the basic event for valve failure:
- mechanical valve body,
- driver (operator),
- local 1&C circuitry (mounted on or near the valve body), and
- limit or torque switches.

7. For pumps, the following were considered to be part of the basic event(s) for pump failure:
- mechanical pump body,
- drnver,
- local 1&C circuitry (mounted on or near the pump body),
- torque switches, and
- local self-cooling systems.

8.  Operztor failure to restore (mispositioning) events were not modeled if any of the
following were tiue:
- Auto-realignment of the component occurs when the system is demanded.
- Testing following maintenance would indicate a failure to restore.
- The component is not aligned away from its normal position during maintenance.
Mispositioning is annunciated in the control room or is checked each shift or daily.



Table 2-5

Fault Tree Development General Guidelines (Continued)

Assumption

10

l'est outage contributions were not modeled if any of the following were true
No testing is allowed while the plant is in modes 1 or 2.
Auto-realignment occurs if the system is demanded
The system or channel or component is in a fail-safe condition during the test For
example, the component is not aligned away from its normal position during the test
Another example is an RPS channel being put in the trip position during a test.

The following types of human errors were modeled:
restoration errors following tests or maintenance,
calibration errors,
manual initiation (from the control room) of systems, and
other normal manual actions outlined in system operating procedures and performed
from the control room

Dependent failures were, in general, modeled explicitly in the fault trees
Diversion paths with pipe diameters less than one-third that of the primary path were
ignored for once-through systems. For closed systems all significant diversion paths

were considered

For each component which receives an automatic actuation signal, the actuation failure
was divided into a developed event (top event in an actuation fault tree) and an

undeveloped event (all other actuation and control circuitry associated with the

components). The undeveloped event was designated by ICC-AF in the event
identifier

For large motor-driven pumps, the circuit breaker between the motive power bus and
the pump was modeled as a separate basic event. For small pumps and valves, the
motive power circuit breaker was lumped into the component instrumentation and
control undeveloped event. (In the latter code, the circuit breaker 1s normally closed,
and power to the component is controlled by contacts. )




3.0 FRONT-END ANALYSIS

This chapter describes the methods and results of evaluating the frequency of accident
sequences which result in severe core damage at HCGS. The accident sequences which have
the potential to cause core damage represent the input for the containment performance
analysis given in Chapter 4.

3.1 Accident Sequence Delineation

Practically speaking, there are an infinite number of potential arrangements or combinations
of failed/successful equipment and human actions in a nuclear power plant. Most of these
success/failure combinations will not result in core damage. However, a small fraction of the
success/failure combinations may result in severe core damage. The objective of this section
is to delineate the core damage sequences in a measurable way. The approach selected in

this report, and fully described in Chapter 2, is based on delineating the accident sequences
according to their initiating events. After defining an accident sequence initiating event, this
approach combines (links) the fault trees for the event-tree top events (failed and/or successful
functional system headings) to form a new set of events, which are the core damage accident
sequences.

3.1.1 Initiating Events Identification and Quantification

This section describes the methodology that was used to identify and quantify the initiating
events for HCGS. An initiating event is defined as an anomalous event that requires or
causes a plant shutdown and challenges the plant safety systems. For such events, subsequent
failures in safety systems could result in core damage and radionuclide release from the fuel.
Only the internal initiating events which arise from failures within the plant are considered.
External events such as earthquakes, external flooding, fire, and turbine missiles are excluded.

At the time of the initiating event, the reactor is assumed to be in a steady state at full power
operation. Initiating events occurring during shutdown or refueling were not considered, nor
were those events concerned with sources of radioactivity other than the core.

3.1.1.1 Initiating Events Identification

The methodology used for initiating event identification is described in NUREG/CR2300
(Reference 3.1.1-1). The identification process was performed in two steps, first on a generic
basis and second on a plant-specific basis. The generic sources for identifying and quantifying
initiating events included a survey of U.S. boiling water reactor (BWR) experience. This
survey included EPRI NP-2230, NUREG/CR-3863, LER search covering 1984 through 1989,
and previously performed PRA studies (Brunswick, Shoreham, Limerick, Peach Bottom,
Grand Gulf). As a result of the first step, 55 initiating events were identified as potentially
applicable to HCGS.
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Many initiating events have an identical or very similar impact on the plant. Therefore,
similar events were grouped into two classes: transients and LOCAs. A transient event is
defined as any event which does not cause a direct breach in the primary cooling system
boundaries of the reactor. The transient category may be further divided into general and
special initiators. The special initiators generally involve failures in support systems that result
in a plant trip and adversely affect one or more safety systems. A LOCA initiating event is
defined as any event which involves a breach (small, intermediate, or large) of the primary
cooling system boundaries of the reactor. The LOCA category may be further subdivided into
LOCAs within containment and interfacing system LOCAs (ISLOCAs).

An internal flooding study was conducted to identify flooding events which would necessitate a
plant shutdown with i potential for core damage. Internal flooding differs from LOCA or
ISLOCA in that the flovding water source does not originate (directly or indirectly) in the
primary reactor coolant system.

The second step in ide. tifying initiating events included the performance of a detailed study of
HCGS design and plant operating experience. This task was further divided into two subtasks:
evaluation of the initiators identified in the first step to determine their applicability to HCGS,
and identification of HCGS-specific initiators not previously identified during the generic
industry review. A key aspect of the analysis was to determine whether peculiar features of
the plant could pose potential challenges to plant systems if these systems failed to operate as
designed.

The data base collected for Hope Creek covers the entire available operational experience,
starting from 1986, when Hope Creek was connected to the grid, and ending on July 31, 1993.
The study validated for HCGS the general trend in the industry of reduction of the frequency
of inadvertent trips (initiating events).

In addition, all support systems for HCGS were examined to determine if loss of each support
system would cause a plant trip and concurrently degrade one or more of the systems required
to mitigate the event (e.g., HPCI, RCIC). Such a search was used to identify plant-specific
"special initiators” or "special transients.” However, if any of the events discussed below
cause only an administrative shutdown, particularly after multiple days, due to a limiting
condition for operation (LCO) in an orderly manner (i.e., manual shutdown), then such an
event is not treated as a special initiator in this study. The search for special initiators, based
on Hope Creek's design, included review of the following potential special initiators:

Service Water Systems:
Station Service Water
Safety Auxiliaries Cooling System
Turbine Auxiliaries Cooling System
Reactor Auxiliary Cooling System



Power Systems:
Class 1E AC Bus Systems
Class 1E DC Bus Systems

Compressed Gas System:
Instrument Air/Service Air System
Instrument Gas System

HVAC Systems:
Diesel Room HVAC
Switchgear Room Cooling
SACS Room Cooling
Control Room Cooling
Control Equipment Room Cooling
Class 1E Panel Room Supply
Emergency Area Coolers
Service Water Intake Structure Ventilation
Traveling Screen Motor Room Ventilation
Steam Tunnel Cooling supplied by Turbine Building Chilled Water
Reactor Building Ventilation
Turbine Building Ventilation/Chilled Water
Control Area Chilled Water (for numerous HVACs)
Safety Related Panel Room Chilled Water

The following summarize the results of this review.
Service Water

Procedure HC.OP-AB.ZZ-0122(Q) addresses operational response to Service Water
malfunctions. The procedure basically calls for reducing reactor power and heat loads in an
attempt to keep the plant on-line while the malfunction is corrected. The one exception notes
that if RACS must be isolated to repair a leak, the unit must be shut down. However, if the
entire system were to be lost and expected to be non-recoverable for some time, operators
would need to initiate a forced shutdown of the plant because of the concern for RACS, SACS
and TACS heatups. Particularly, operators woulu monitor heat loads and eventually begin a
shutdown. Since the Delaware river is the ultimate heat sink for the entire plant, the loss of
this system would clearly affect multiple mitigating systems at the same time. Thus, loss of
Service Water is treated as a special initiator.

SACS

Procedure HC.OP-AB.ZZ-0124(Q) addresses malfunctions in this system. The procedure
states that if both SACS loops are lost and cannot be restored, scram the reactor. Operators
would monitor heat loads and initiate a forced shutdown as required to avoid equipment
damage. Hence, loss of this system calls for an eventual trip (loss of TACS would also be



induced, probably leading to a trip) and the SACS loss would also affect many mitigating
systems. Loss of SACS is, therefore, a special initiator. However, note that the CRD and
RACS would still be initially available (to differentiate this event from ("¢ loss of Service
Water) since these systems are not cooled by SACS.

TACS

Procedure HC.OP-AB.Z7-0148(Q) addresses TACS malfunctions. The procedure clearly calls
for a trip on a complete and sustained loss of TACS. Hence, such a loss meets the trip portion
of the definition to be a special initiator. However, TACS failure affects only the secondary
side of the plant and cooling to the station air compressors. There are still many mitigating
systems not affected. The instrument air still has a backup using the emergency instrument air
compressor. Hence, loss of TACS does not significantly affect mitigating capability to shut
down froin a loss of TACS, so this is not considered a special iritiator. Loss of TACS can
instead be treated as a loss of the secondary side of the plant (ircluding loss of condensate since
the secondary condensate pumps require cooling from TACS) which is already covered as a
transient initiator.

RACS

Procedure HC.OP-AB.ZZ-123(Q) addresses RACS malfunctions. The procedure indicates the
need to scram and shutdown within 10 minutes to avoid rezctor recirculation pump seal
damage. Based on the expected quick isolation of the Gaseous Radwaste System, condenser
back pressure could increase, but this should be easily controlled using the mechanical vacuum
pumps. Hence, this event is similar to a turbine trip. RACS cools CRD which is credited in
the PRA as a possible RPV injection source. Because both a reactor scram will occur and
CRD operability is affected, loss of RACS is treated as a special initiator,

Class 1E AC Bus Systems NOTE: Non-Class 1E AC systems do not support mitigating
systems such as HPCI, LPCI, etc., and so were included in the Turbine Trip initiator.

Because of the typical independence of Class 1E divisions in nuclear plants and the typically
low frequencies of losing an AC bus, the search for special initiators has usually involved
examining the loss of one division of AC (at most) at any one time. Much of the AC system
bus loading has been reviewed to see if loss of any one division of AC power (e.g., loss of
4160 VAC Div. A) would cause a scram, since obviously such a loss would affect at least one
train of many mitigating systems. A systematic search of the loads on each bus has identified
only one possibility in which one division loss of AC would induce a possible scram at Hope
Creek. Other plants have found that this could occur due to isolation or failure of air or other
systems that could cause leakdown of the air to the scram pilot valves, thereby causing rod
drift into the core or, for example, degraded drywell cooling so that a high drywell pressure
could occur. No such causes of a trip have been found at Hope Creek due to a single division
faillure. The one exception is unit substation 480V-10B420. Loss of this particular AC
supply, by itself, can cause a diversion of RACS flow around the heat exchangers, thereby
leading to a loss of RACS cooling. Loss of RACS has been identified as a special initiator

3.14



as mentioned above. Loss of this particular substation does not significantly impact other
systems in the plant and, hence, it is virtually a loss of RACS. Additionally, the frequency of
loss of this substation is relatively low compared with the loss of RACS frequency. Because
the effects of loss of this substation can be treated as part of loss of RACS, loss of this power
supply will not be a significant contributor to core damage as compared to other turbine trip
initiators or loss of RACS. Hence, such a loss i1s not treated as a special initiator in the HCGS
IPE. Nevertheless, because of uncertainties in the ability to review every possible circuit in
ti'e plant to assure a scram would not occur, this is examined in a sensitivity analysis in
Section 3.4.1.4

Class 1E UC Eas Svstems

Similar discussion as fo. the AC system is applicable here. A sensitivity analysis 1s performed

1

in Section 3.4.1.4
Insirument Air/Service Air

Procedure HC.OP-AB.ZZ-0131(Q) addresses loss of these systems. As the procedure indicates,
total loss of this interconnected system would lead to such events as control rods crirting in, loss
of condensate/feedwater, slow closure of outboard MSIVs, etc., resulling in a reactor scram
Because such a loss would concurrently affect one pneumatic supply used for containment
venting (there is also a set of backup nitrogen bottles) and fail one of the two RPV injection
headers for CRD (the charging water header would still be available), loss of Instrument/Service

Alr 1s treated as a special 1nitiator
Instrument Gas

Procedure HC.OP-AB.ZZ-0133(Q) addresses this loss. The concern associated with this
malfunction is the closure of inboard MSIVs and the ability to operate SRVs long-term. In
this case, however, there is a very easy and proceduralized recovery action which 1s to
manually valve in the instrument air (this is a backup to instrument gas) which would prevent
any trip situatiop from ultimately occurring because of MSIVs drifting closed. Operators are
required to monitor dryweil oxygen concentration for this lineup  Also, loss of instrument gas
does not really fail any mitigating system since the SRVs can still be used for a considerable
time period by cycling different valves, using accumulator-supplied nitrogen. Based on the
high likelihood of recovering from this event and the limited effect on SRV operability, loss of
Instrument Gas 1s not considered a special initiator

Diesel Room HVAC

Ihese systems cool the diesel p2nerators when required, however, the diesels are required
only under loss of normal power conditions. Hence, if a diesel room cooling system were to
fail as an initiator during normal operations, no plant trip would occur. At most, an LCO
forced shutdown in a controlled manner would occur but with offsite power still available

Hence, there would be no loss of AC power and so no mitigating systems would be affected

I
f
I

Therefore, this 1s not a special imiiato




Switchgear Room Cooling

This is made up of four separate and independent HVAC sub-systems much like .ie AC/DC
divisions. Any one failure would at most affect only one division of power and, based on the
findings, is not a concern. It will take multiple failures of switchgear room cooling
particularly due to common-cause mechanisms, to be of concern. Furthermore, based on
room heatup calculations and review of the system, loss of switchgear room cooling is
expected to be dominated by loss of all fans or the combination of loss of control area chilled
water and loss of fresh air intake. As such, loss of Switchgear Room Cooling is treated as a
special initiator, but as part of a more global initiator called loss of HVAC.

SACS Room Cooling

Room heatup calculations show a high probability that SACS pumps can operate without
SACS room cooling for at least a day or longer. Loss of this room cooling is, therefore, not a
special initiator and is already bounded by the loss of SACS itself.

Control Room Cooling

Procedure HC.OP-AR.ZZ-0019(Q) addresses Control Area HVAC malfunctions and notes
that easy recoverable actions are proceduralized involving opening doors, opening panels, and
providing temporary forced ventilation if all contr<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>