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EXECUTIVE SUMMARY

1.1 INTRODUCTION

| make
available to the technical community work that has been undertaken by the Center for
Nuclear Waste Regulatory Analyses (Center) as part of its contract with the U.S. Nuclear
Regulatory Commission (NRC). Reports will be prepared each calendar quarter, with the

Friirth

tourth such report each year constituting the annual DIORIross report
¢ E ! : ;

T'his is the third in a series of research quarterly reports which document and

Each of the research projects discussed here is being conducted in accordance with
approved Research Project Plans, which were developed in response to research needs
identified by the NRC and the Center. These Plans are the vehicle for establishing the
objectives, technical approach, justification, and fund:' g for each of the studies. In add
the Project Plans describe the interrelationships among the various projects which provide
sound basis for integrating research resuits. Because the Plans address primarily planning
and management matters, they are not discussed further here (with the exception of
objectives)

In reading this report, it is important to realize that several cf the projects have
recently been approved. Consequently, there is relatively little work to report at this iime.
In such cases, this quarter’s report provides basic information on the objectives of the new
projects as well as early activities such as literature assessments. Other projects have been
in progress long enough that significant technical progress in laboratory, calculational, or
field studies can be reported.

This report is organized to provide, first, an Fxecutive Summary that documents in
capsule form the progress of each research project over the past quarter. The Executive
Summary is followed by Chapters 2-7 representing respectively each of the six currently
active research projects. Project objectives and a report of research activitios and results
(as appropriate) to date are given in each chapter.

1.2 UNSATURATED MASS TRANSPORT (GEOCHEMISTRY)
1.2.1 Experimental Studies

A major geologic feature potentially affecting the suitability of Yucca Mountain,
Nevada, as a repository site for high-level nuclear wastes is the presence of thick lateral
zones of zeolitic wutfs. Because of their sorptive properties, zeolites could provide important
geologic barriers to migration of radionuclides away from the repository to the accessible
environment. To support the NRC's high-level waste (HLW) program, the Center is
conducting experimental studies on the thermodynamic and ion exchange properties of
zeolites under Task 3 of the Geochemistry Research Project. These studies are designed
to generate data needed to ezvaluate the cffectiveness of zeolitic tuffs as barriers to
radionuclide migration

lon exchange behavior of zeolites is a function of various parameters, including

composition of the aqueous and solid phases, aqueous solution concentration, and temper-




he composition and concentration dependence of ion exchange
groundwater, isotherm experiments were initiated this quarter on
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N&

and 0.50 N (equiv/liter)

given for the Na” « K*_and 2Na" =« Ca®" equilibria. Initia
Na ' = Cs” and 2Na" = Sr*" showed lack of analytical precisi
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) he use of thermodynamic models in describing and predicting ion

ria will be evaluated using these and other data next quarter
1.2.2 Geochemical Modeling

A thermodynamic analysis of the aqueous solution chemistry employed |
ts conducted as part of the CNWRA integrated waste package ex;\cnmmts
research project (Sridhar and Cragnolino, t?‘ § volume) provides an explanation for pH
variations during the experiments and identifies details of the aqueous speciation at the
experimental temperature of 95°C, The !'(,)~ 6 software package was employed for the
modeling calculations making use of the open-system, equmbn Jam (Rayleigh) gas fraction-
tion capabilities developed in the é_emhen*mr\ research project \\.\.r;m_x, 1989a). The
bserved increases in pH were shown to be compatible with equilibrium, open-system CO,
lat accompanying a small fraction of water vaporization. The calculations
nificant variations in carbonate speciation as a consequence of volatilization

cexperimer

calculations showed that NaSO, " was a significant species at 95°C (12

1.3 THERMOHYDROLOGY

Technical issues and unccrtau:ues for the proposed Yucca Mountain HLW repository
site indicate a need for research on thermohydrological phenomena, i.e., phenomena
associated with heat and fluid tlaw.. to provide information relevar. to perform:
assessment and design criteria. The class of thermohydrological phenomena eummcd in

nce

this project includes phenomena driven by heat emanating from HLW emplaced in a
geologic repository. Information derived principally from research is used to establish a
Knowledge base of thermohydrologic phenomena; the base will be used to assess models
Ol processes used in pc riormance assessments

Work continued in three areas during the past quarter cxpcr'mcmm'\ numerically

| analytically. Test 5§ had provided interesting thermohydrological phenomena but did

ovide sufficiently u\.um,’“.('d results. Separate-effects experiment Te\t 6 has been

\d 18 currently being assembied Ihc objective of Test 6 is to perform an




experiment similar to Test § but with a higher level of control so as to provide more
meaningful resulting data for analysis dud comparison with analytical results and numerical
\;-u\l-slxl““\

}"t minary results of the numerical simulations accomplished using a modified version
of the TOU G H u)dc have been obtained. It is the intenticn of these numcrical exercises
\0 (\u.i.:d\t the capabilities of TOUGH to simulate the two significant flow patterns
observed in ‘1'est S, the apparent formation of a convection cell, and the reluctance to flow
across the simulated fracture under less-than-saturated conditions T?‘" c\pcrm ent was

I using the TOUGH code for a period of aubout 35 days, similar to the duration of
laboratory experiment Test S. The degree of saturation was set at 65 pg.gcru ar.d the
. boundary temperatures were 31 )* and 60°C. The sitnulated movement of water and water

vapor f"\pl).lded to the effect of gravity and to effects of the constant temperature in a
manner similar to that observed in the laboratory. A notable exception to !hu was the
predicted liquid water in the elements modeled as the fracture. The amount of liquid water
predicted for the fracture elements was greater than the liquid-water levels for the adjoining
matrix elements. Seven hours simulation contradicted the observed results of Test §

simuiated usi

The dynamic similitude analysis has been refined. Data gathered using the numerical
simulations with the TOUGH code are being used to assess the various dimensionless
quantities to identify those that appear to be the most sensitive, Based upon a review of
the technical literature and on the observations from the earlier separate effects experi-
ments, inclusion of several physical processes in the similitude analysis has been neglected
at this time. These processes or attributes include liquid buoyancy, liquid infiltration, and
viscosity, If these omissions do not prove to be prudent, they can be included in future
analyses. Processes of interest that will be anal}ze(l include vapor buoyancy, properties and
number of fractures, capillarity, latent heat, and specific heat of the matrix. After this
analysis, a reduced set of parameters and pi terms will have been ideniified. A dynamic
similarity law can be formulated using these analysis

1.4 SEISMIC ROCK MECHANICS

Seismic effects calculations performed to date on underground structures have not
been subjected to an adequate level of experimental and field investigations. Compute:
programs are currently available to model dynamic events of underground structures in rock
formations. However, these programs have not been validated u.smg well-planned and .
rlgnrlm\ e(penmc'm‘ and field protocols. This seismic Rock Mechanics Research Project
s aimed at developing a better understanding of the key parameters affecting the repository
under seismic loadings and consequently validation of computer programs for use in seismic
assessment of underground structures in tuff media.

During this reporting quarter, activities such as pre-test analysis for rock-joint dynamic
shear test, instrumented field studies, calibration of field instruments to be used at Lucky
Friday Mmc, rock-joint specimen preparation, capability development on rock-joint profile
measurement, Nevada Test Site (NTS) data collection on ground shock excitation, and
preparation and testing of cylindrical specimens for tuff material characterization were
carned out
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a

(€51 analysis was periormed (O provide guidance to assist in evaiuaung the effects

test apparatus on dynamic response of the tuff joint specimen. A series of
numerical calculations were pertormed with the three-dimensional distinct-element code
ADEC, 10 sin uiate the shear test apparatus and the dynamic shear test of a naturally jcinted
turlt Specime I'( resutts [ the Jé altior [Or the ’.‘V;‘I\d w'u"l}(‘ O! '.'('\.1“.’.”1\‘.‘;'\ 0!
earthquake loadings (1.e., less than SO Hz) showed that the response of the shear test
apparatus, given the assumed properties, did not influence )oint response significantly
}"L.M’A' \ Of direct near test specimens and cyii».arica specimens tor materna
characterization 1§ currentiy underway [en direct shear i St Specimens were '."(’,’.t't‘d I
this reporting period [ests were conducted on 45 uriax'a compression specimens
> triaxial compression specimens, and 27 Brazilian disk tencion specimens. The average
uniaxial compressive strength was found to be 23,255 psi and 28,674 psi for the average
riaxial con pressive \('("!;Y“ with a confir INg pressure of S00 ps I\"."‘\".‘. values for
Young's modulus and Poison's ratio of the Apache Leap tuff are 5.4 x 10° psi and 0.2

respectively

Development and assemblage were completed of a rock protiler tor protfile measure

\ent of rock-joint surfaces. A custom computer program written in Borland's TurboC was

(28]

T ™ "o S1d 1 > 8 { s b v ' "
f,c\cm;wd tO pertorm p.'utm‘ measureme and to format and store the measured data to
g A Thae me " . " la Aat wn » . s.! o7 sals
PC/AT data file I'he measured profue data will be process€u 10 caicuiate the corre-
sponding joint roughness coefficient to be used for analyzing the Barton-Bandis rock-joint

e i{p
Mmodeil

Collection of available data is ongoing on ;‘,r‘«,n;m! motion under impuisive load ng
generated in the course of underground nuclear explosions at the Nevada Test Site and
during other field tests related to weapons ;wr?wr.r.m.;e A database has been constructed
that contains test information and (esults regarding five sites

lhe instrumentation network was completed to monitor the short

-7y
W LN

and long-term
response ot excavations to repeatsd seismic events, and the changes in water pressure in

other structural teatures in the rock mass as a result of seismic loading. Instru-

¢ |
(auils or

<

ment calibrations were also completed on ten S-anchor extensometers and two triaxial
velocity gauges (transducers)

L5 INTEGRATED WASTE PACKAGE EXPLRIMENTS

The objectives of the Integrated Waste i’;xcmge Experiments (IWPE) Research
Project are to critically evaluate the current material degradation data and to determine
parameters affecting long-term container performance. Following extensive peer review and
a thorough assessment of recently available information, a new Project Plan for this project
JUWPE, Revision 2) was completed and sent to NRC staff for review on May 23, 1990
Since the new Pi;m 1S nOt vet up'\m\cd. reporting tor this period is done in accordance with
Revision 1 of the IWPE Project Plan. The Project I‘l; 1 18 organized according to three
tasks: Task 1 ucdi.\ with the critical review of the information available on corrosion of
materials for waste-package containers; Task 2 refers to the Waste Package Experiment

L} t&l
Program, which includes corrosion and material stability tests; and Tas': 3 comprises general
support and reporting. Th port for this quarter is focused on <pecific accomplishments

within Task




During this reporting period, the experimental work was concentrated in the study of
the effect of environmental variables on the localized corrosion of alloy 825. A two-level,
full factorial design was used to examine the main effects and interactions of chloride,
sulfate, nitrate, fluoride, and temperature. These four anions together with bicarbonate,
which was maintained a: a constant concentration in all the tests, are the predominant
anionic species in J-13 well water, the reference water for the experimental work in the
Yucca Mountain Project (YMP)

Cyclic, potentiodynamic polarization tests were used to determine the susceptibility
ot the alloy to localized corrosion. It was found that the electrochemical parameters
measured in these tests (pitt
between them) were not accurate

visually  Therefore, the visual observi:ion of the specimens with a low magnification
microscope, which was expressed in terms of a rating number, was combined with the
electrochemical parameters in an index, termed localized corrosion index (LCI), to quantify
the extent of localized corrosion and the effect of the environmental factors. Chloride and
sultate were found to be promoters of localized corrosion, whereas nitrate and fluoride
acted as inhibitors. No effect of temperature was found in the 60 to 95°C range. Only at
very high chloride concentrations (10,000 ppm) was a pronounced effect of temperature on
the pittuing and repassivation potentials observed

' ‘4 | . N " > ¥ n . 3 o .
Ing potential, repassivation potential, and the difference

{ ~ P % 5 ™M F ~ "— 'Y 0] g »
indicators ot the extent of localized corrosion observed

ved

1.6 STOCHASTIC ANALYSIS OF FLOW AND TRANSPORT

A quantitative characterization of large-scale flow and radionuclide transport through
the heterogeneous unsaturated fractured rock of Yucca Mountain will be necessary to
evaluate compliance with the siting criteria and performance objectives associated with the
proposed Yucca Mountain HLW repository (10 CFR 60.112 and 60.113). Realistic model-
ing of the complex, heterogeneous flow and transport processes at Yucca Mountain will
require incorporating the effects of relatively small-scale space-time variability in modeling
large-scale unsaturated flow and radionuclide transport.

[he specific objectives of the project are to: perform a review of the literature and
assess available models and data relevant to the subject site, select a global approach to
model large-scale flow and transport in unsaturated fractured rock, develop submodels for
incorporation into the global model, and perform large-scale simulations and participate in
the validation of flow/transport models for the Yucca Mountain repository. The project is
divided in three tasks. The currently active task is Task 1: "Review, Analysis, and Develop-
ment of Modeling Approach,” including Subtask 1, "Literature Review of Modeling
Approaches”; Subtask 2, "Data Review and Assessment"; and Subtask 3, "Selection and
[nitial Development of Global Modeling Approach.” Preliminary aspects of the work
accomplished during this quarter, particularly concerning Subtask 1, are described in
Section 6, the complete results of literature review, initial data assessment, model selection,
and first stages of model development will be integrated into the next quarterly report and
in the forthcoming technical report for Task 1.

1.7 GEOCHEMICAL NATURAL ANALOGS

The Geochermical Analog Project is designed to provide knowledge of the state of the
art in natural analog studies applied to contaminant transport. Activities in Task 1 of the




project, "Literature Review," were underway duriug the third quarter of 1990. Objectives

of Task 1 include compiliation and evaiuaton ot research conducted on natural analogs

relevant to ~ontaminant transport at the candidate HLW repository at Yucca Mountain
review of literature on ;n%c"‘.(xt". sites for a natural analog study to be undertaken, and
evaluation of these sites with respect to the degree of relevance to understanding contami
nant transport at Yucca Mountzin, the PU\\:H ity of ¢ 'A!.'.z."l"‘;. nitial and boundary
conditions, the feasibility of research at the sites, and the potential useruiness ror unsatu-
rated zone contaminant transport model validatior

During this quarter, work continued on literature identfication and review. A draft
ui the Greachemical Natural Analog Literature Review Repo v/as written. A summary of that

iralt report comprises this Quarterly Report. Literature pertinent to the HLW has beer

reviewed for applications of natural analog studies. From these studies,

1€ usetulness and

.

a
s Hmi ‘e O al ! . A BN acH ' A nd ara v " ;
the limitations of natural analogs have been ascertained and are considered in light ot the

i1l - st " ! analas . " - s Pt ha B #
regulatory interest in natural analog investigations in support of the siting of an HLW

repository, Processes and events likely to control contaminant transport at Yucca Mountain

are identified herein, and those processes which are amenable to natural analog study are

discussed. A set of criteria for the successful use of natural analog studies i1s prc\t."tc\! and

based on this information, candidate sites for a natura analog study relevant to Yucca

Mountain are proposed. These sites are the Pena Blanca, Mexico, uranium deposits and

Al . -
the Santorini, Greece, arg haeologic sites [)C\\T,;‘!mro Ot these sites and discussions of their

potential usetulness are included




2. UNSATURATED MASS TRANSPORT (GEOCHEMISTRY)
by Roberto T. Pabalan and Willian M. Murphy

Investigators:  Roberto T. Pabalan (CNWRA), Willian M. Murphy (CNWRA), and Paul
Bertetti (CNWRA)

EXPERIMENTAL STUDIES

2.1.1 Technical Objectives

A major technical consideration in evaluating the suitability of Yucca Mountain,
Nevada, as a potential site for high-level nuclear wastes is the presence of thick latera
zones of zeolitic tuffs. Because of their sorptive properties, zeolites could potentially
sequester radionuclides initially present in the groundwater, and provide geologic barriers
to migration of radionuclides from the repository to the accessible environment, To support
the NRC's HLW program, the Center is conducting experimental studies on the thermo-
dynamic and ion exchange properties of zeolites under Task 3 of the Geochemistry
Research Project. These studies are designed to generate data needed to evaluate the
effectiveness of zeolitic tuffs as barriers to radionuclide migration

The work conducted during this quarter was designed to generate data on the
dependence of ion exchange equilibria on the compositions of the aqueous and zeolite

phases and on the concentrations of aqueous species. Isotherm experiments were conducted
at 25°C involving the exchange of Na® with other cations K*, Cs*, Ca*", and Sr**. The

isotherms ‘were determined at two solution normalities to evaluate the effect of solution
concentrations on isotherm shapes and exchange selectivities. The data derived in this study

will be used in the future to evaluate thermodynamic models for describing and predicting
ion exchange behavior

2.1.2 lon Exchange Isotherm Experiments
21.21 Maerials and Pretreatment

The clinoptilolite used in the experiments was from zeolitized tuff
specimens from Death Valley, California, and was characterized previously using X-ray
diffraction, petrographic analysis, and scanning electron microscopy with energy dispersive
spectrometry (CNWRA, 1990a). The Na-enriched form of the clinoptilolite powder (100-
200 mesh size) was prepared by prolonged treatment with 3m NaCl at 70°C, subsequent to
purification by heavy-liquid separation (CNWRA, 1990b). The Na-enriched clinoptilolite
was washed repeatediy with deionized water at 70°C in a shaker water bath to remove
excess or imbibed NaCl until no CI" was detected in the washings with 0.1 M AgNO,
solution. The Na-enriched powder was then dried in an oven at 80°C, and equilibrated with
water vapor over saturated NaCl solution in a desiccator until constant weight was attained
This last step is required to provide a constant moisture content prior to chemical analysis
and exchange experiments (Dyer et al,, 1981).




21.22 lon Exchange Experiments

Isotherm experiments for the binary exchange reactions Na* = K
ANa® + k + &" - Y a - W it ¢ €0 " . al s "
NG s (s, 2Na™ =« Ca and 2Na" = Sr were conducted at 25VC and at total solutio
concentrations of 0.05 and 0.50 N (equivs/liter). The points on the isotherms were obtained

by equilibrating accurately weighed amounts of the near homoionic Na-form of the clinoptil-
olite witt ries of solutions containing the two competing cations in different concentra-
tion ratios t at a constant normality of either 0.05 or 0.50 N. The 0.50 N aqueous
mixtures were prepared by weight from reagent-grade chloride salts of the respective
cations, The 0.05 N solutions were prepared by a ten-factor dilution of the 0.50 N mixtures
Weights of the clinoptilolite powder used in the experiments ranged from 0.05 to 1.0 gram,
and solution volumes ranged from 5 to 100 ml. The ratios of zeolite weight/solution
volume used in the experiments were optimized to yield significant differences in the initial
and final concentrations of the cations in solution. The clinoptilolite + solution mixtures
were contained in 15 ml to 125 ml screw-cap plastic bottles. These were kept agitated in
a shaker water bath thermostatted at 25.0¢0.1°C for at least 3 days. Previous kinetic
experiments indicate that equilibrium is closely approached in about 2 days (CNWRA, i
1990b)

After the specified period, aliquots of the aqueous solutions were
taken and analyzed for the cations K™, Cs*, Ca*", and Sr**. The cations K* and Ca**
were analyzed using Orion ion selective electrodes (ISE) and an Orion EA 920 pH/mV
ISE/"C meter. Sr*" and Cs” were analyzed by inductively coupled plasma emission

spectrometry (ICP) and atomic absorption spectrometry (AA), respectively. For some

solutions, Na” was also analyzed by ISE or ICP to check the stoichiometry of the exchange Oy
reactions by charge balance constraints

y
A)

The exchange levels were calculated from the initial and final
concentrations of the cation of interest, and from the weight of clinoptilolite and the volume
ot solutions used in the exchange experiments.

21.23 Results

lon exchange isotherms for the Na™ = K" equilibria are shown in
Figure 2-1, while isotherms for the 2Na™ « Ca*" equilibria are shown in Figure 2-2. The
analytical results for Cs” and Sr®", which were analyzed using AA and ICP, respectively,
were not precise enough to use in generating the isotherms. The samples from those
mixtures were submitted for reanalysis. The isotherms were calculated using a cation
exchange capacity (CEC) value of 2.2 milliequivalents/gram zeolite. This value is consid
ered preliminary pending the results of the zeolite chemical analysis, but is consistent with
the CEC derived by Townsend and Loizidou (1984) on clinoptilolite specimens from
Hector, California

Figures 2-1 and 2-2 plot the equivalent mole fraction of K* (or Ca®*)
| the aqueous solution phase versus the equivalent mole fraction of K* (or Ca**) in the
zeolite phase. The results for solution concentrations equal to 0.05 N are given in Figures
2-1a end 2-2a, while those for 0.50 N are shown in Figures 2-1b and 2-2b. As illustrated
In these figures, the concentration dependence of the isotherm is small for exchanges
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involving ions of the same charge (e.g., Na” and K7 ), while it is significant for exchanges
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the prediction of ion exchange behavior under various conditions. In particular, it may be
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predict @ pnon the shape of an isotherm and exchange selectivities at some

aqueous solution concentration based on an isotherm measured at a s ngle concentration
(Barrer and Klinowski, 1974) The mathematical basis of a thermodynamic model for
predicting 1sotherm shapes will be discussed, and a quantitative evaluation of the mode!
using data determined in this study will be conducted next quarter

22 GEOCHEMICAL MODELING

2.2.1 Technical Objective

An objective of the geochemical modeling task of the Geochemistry Research
Project is to develop tools to guide experimentation and to interpret experimental results
in geochemistry and related fields I?.t~ report presents the results of a thermodynamic
analysis of the aqueous solution chemistry employed in experiments conducted as pan of
the CNWRA Integrated Waste-Package Experiments Research Project (Chapter §, this
volume). An unresolved issue in this research is the control on the evolution of solution
pH in corrosion experiments conducted at 95°C. The pH measured at room temperature
atter experimentation was observed

to be significantly greater than the initial soluticn pH
In ‘xud.f: n to pH, a detailed understanding of the equilibrium aqueous speciation of the

solutions at 1.‘.c elevated temperatures of the experiments may be useful for the interpreta-

(BT ("R
tion of the localized corrosion results. The EQ3/6 software package was used to address
this problem making use of the open-system, equilibrium (Rayleigh) gas fractionation
capabilities developed in the Geochemistry Research Project \\h.r'\"\. 1989a)
299
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Thermodynamic Analysis of Aqueous Solution Chemistry in Localized Corro-
sion Experiments

2221 Initial Solution Chemistry

[nitial solutions were prepared for localized corrosion experiments
by dissolving sodium salts to obtain specific mu anion concentrations (Chapter 5, this
volume). One solution found to be relatively corrosive was selected for this modeling
study. Total concentrations of anions and sodium x:‘. this solution reported by Sridhar and
Cragnolino (Chapter §, this volume) are gne'l in Table 2-1. The measured pH of this
solution at room temperature was reported to be 8.15 :0.08 (1¢)

he equilibrium aqueous speciation for the test solution was calcu-
for 25°C with the program EQ3NR (version SZJFR‘JW database 3245R54; Wolery,
1983). Concentrations of sodium \\-.‘.'\' were used as input mass constraints, and the pH was
calculated by adjusting the H™ (and OH") \’k\.a to obtain ct L neutrality. An oxidation
state was selected for all calc;g.;itmr\‘ for which aqueous species remained oxidized (e.g., the

-~
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Table 2-1. WATER CHEMISTRY DATA FOR CORROSION POTENTIAL ST1 DIES

95°( 95°C 25°C
25°C 95°( 0 36% 1 R% COOLED COOLED

INPUT EQUIL INITIAI VOLAT VOLAT 0.36% VOI 1 8% VOI
mg/kg molal molal molal molal molai molal

SPE( o e (B) {C) Dy -7_:"!*;_4_“ (F) ) (G)

S—— —

IES |
1004 2.82e-2 2Rle- 2 B2e-2 2 Rbe 2 R7e-
1000 9 42¢-3 9 16e- 9 1%-3 9 3le- - 9 58e
NaSO, 993e4 1.25¢- 126e3 1 2%e-3 102e
NO, | 10 16led 1 6le 1624 1 6ic-4 162¢ } 64e
S 1 2 1.05¢-4 1 Dde- 1 04e-4 1 H6e-4 10
NaF | 4 53e-7 123e 1 24e-6 127e-6 4.56e-/ 4.68¢
HCO, ; 1 3e- 1 33e- 1 08e-3 R 00e-4 B 85e 4.4%¢-

NaHCO, | 5.92- 1 66e- 1.36e-5 1 01e-5 4 02e 2 Obe
CO(2q) : 1Rle-
Co,? | 1 52e-

-
P -
e 107¢

5
5 4 6le- 6.32e-6 ? 15¢-6 6 00e-7 8 46e-
5

9 (e- 4 37e-S 6 ORe-S 2 OBe-4 3 Rire
NaCO, } 1 Dbe-6 R3le-8 4 0de-7 6 52e-] 1 45e-5 2.72e-
Na’ | 1165466 4 96e-2
pH f B.15+ 08 8.137 7.780 8.554 § K88 © 440 10 002

4 93e-2 4 95¢-2 5.02e-2 4 9Re-2 S 05e-2

128 174 476 562

log fCO, | 329 241

— L —

Reported (Chapter S, this voiume) total mput concenirations for amions Na® concentration calculated based on salt stoichwometry and atomnc

Mmassces

Equilibrinm aqueous speaation calculated with £O3 & 25°C. pH calculated based on charge ncutralty Only mayor speaes of cach component
are reported

Equilibriem aqueous speaation calculated with £O3 at 95°C
are reportied.

Equishbrium agueous speaation calcvlated with EO6 af 9
of 0O, Only major species of cach component are reported

Eguilibrium agucous speaation caloulated with £O6 at 95°C after 1.8 percent vaporization of water and equilibrium open system
00, Ounly major speaies of cach component are reported
Equilibrium aqueous specation calcuisted with EQ3 at 25°C. Toial concentrstions of componenis are cquivalent to the 95°C solution after
0.36 percent vaporization. pH calculated bascd oe charge neutrality. Onlv mzjor specics of cach component are reported

Equibbrium aqueous speaation calcuiated with EQ3 2t 25°C. Total coacentrations of componcats are equivalent to the 95°C solution after
1 8 percent vaporization. pH calculated based on charge ncutrabty. Only major speoes of cach componcent are reported

pH calculated based on charge ncutrahty Only major speces of cach component

<OC after 0% percent vaporization of water and egubibnum opes system fractionatson
pc H q L |

fractionatyon of
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Equilibrium was assumed to be obtained among all aqueous species
{ & { .
Dominant calculated aqueous species in the 257C test solution are reported in Table 2-1

'he calculated pH was 8.137, in excellent agreement with the analytical result, which scrves

to validate the water-chemistry model. Notably, neutral NaHCO, ac.ounts for over
4 percent of total carbonate, and NaSO," accounts for nearly 10 percent of total sulfate at
25°C. The calculated equilibrium CQ, fugacity is 10" bar, which is slightly greater than
the atmospheric CO, fugacity of 10 bar, This indicates a small potential for CO, to
exsolve Ir the solution as a gas at 25° -

2222 Initial Solution Chemistry at Elevated Temperature

The mass constraints noted above were used in EQ3 to calculate the
equilibrium aqueous solvtion composition at 957C, the temperature of the localized
corrosion experiments. The temperature dependence of aqueous equilibria leads to modest
changes in the solution (Table 2-1). The calculated pH under the experimental conditions
s 7.78, Over 1 percent of the total carbonate exists as NaHCO,, and NaSO," represents
2 percent of the sulfate and 2.5 percent of the sodium at 95°C. The most sig mlcant effect
1§ due to the change in carbonate speciation and the decreasing sol ;..'1..'._\ of CO, with
increasing temperature. COs,(aq) (which includes all neutral carbonate such as H, (()\\

1
1
i

accounts for over 3 percent of the total carbonate at 95°C. The equilibrium CO. gas
ngacity increases to 10" bar at 957°C, which is over 10 times greater than the atmmphem
CO, par tial 1‘!‘&‘\n;(c The water v¢ r (steam) fu gacity increases to U 82 bar at 95°C from

0.03 bar at 25°C. At 95°C there is a significant putential for release of both H,O and CO,
to the atmosphere from this solution

2223 Equilibrium Open-System Volatilization at 95°C

The program EQ6 (e.g., Wolery, 1979; Wolery et al, 1989) can be
used to mode! the evolution of mineral and aqueous solution chemistry for a wide variety
of reversible and irreversible reactions. Version 3245R100 of EQ6 has recently been
modified to simulate equi librium, open-system gas fractionation analogous to Rayleigh
distillation (Murphy, 1989ab). In this process, volatile species are released from the
aqueous solution at m“\ that are proportional to their equilibrium fugacities. This code

was used to simulate the effects of vaporization of H,O and CO, from the corrosion test
water at 95%(

The amount of volatilization of H,O and CO, in the experimental
studies 18 unknown. Results of two sample cal lculations are reported neie (Table 2-1)
representing vaporization of 0.2 mole of H O per kilogram (0.36 percent) and 1 mole of
H,O per kilogram (1.8 percent). The pH of the 95°C solution increased markedly from the
nitial value of 7.78, and the carbonate speciation changed sigrificantly because of CO,
volatility associated with water vaporization After 0.36 percent vaporization, thc pH
increased to 8.55 at 95°C and HCO," decreased from 1.33x10™ molal to 1.08x10™ molal
After 1.8 percent vaporization, the H increased to 8.89 and HCO," decreased to 7.86x10
molal, The increase in pH led to .x.‘ Increase of (,(,)1“ from 9.00x10 to 6.86x10" molal
after 1.8 percent vaporization. The solution chemistry other than carbonate speciation and

r < o g slu affans |
pH was not greatly affected

\
\




2224 Cooling of Solutions to 25°C

[otal concentrations of sodium and anionic components 1n the

partially vaporized 957C solutions calculated u ing i Q6 (moditied for Ruht".;‘,h distillation)

were used as input constraints in EQ3 to calculate the pH at 25°C following cooling of the
3 3

C\;\(‘Y‘IY ental soutions I i€ ;'l{ was caicuiale d h\ d\i,u Stir _LI :'.(‘ }’ : “.1':\‘: ()l{ ) congentra-
tions to obtain charge conservation in the equilibrium soluticns. Results are shown in
[able 2-1. For the m »\:ci solution that sustained 0.36 percent vaporization, the calculated
pH was 9.44 at 257C. This corresponds closely to the measured pH of 9.34 £0.27 (10) at
room temperature (Chapter 5, this volume), For the solution that sustained 1.8 percent

var y n tha . . 1 4¢0
vaporizaton, the caicuiated "*l was 10.00 at £ (

223 Conclusions

hermodynamic calculations using EQ3 and EQ6 modified to perform simula
tions of open-system, equilibrium gas !'rm"m"uu-w have provided an explanation for the
observed difference between the initial low temperature pH and pH measurements made
cooled solutions following corrosion experiments conducted at 95°C. An excellent
correspondence was observed between the pH measured in the initial solution at room

temperature prior to heating and the calculated pH based on input concentrations of salts,

charge neutrality, and equilibrium aqueous speciation. This correspondence lends credibility

to the accuracy of the pH measurements and the calculations. The observed increases in
pH were shown to be compatible with equilibrium, open-system CO, volatilization accom-
panying a small fracticn of water vaporization. The calculations identified significant
variations in carbonate speciation as a consequence of volatilization }“rthermure. the
calculations showed that NaSO," was a significant species at 95°C (12 percent of total
sultate)
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3. THERMOHYDROLOGY
by Ronald T. Green

Invesigators: Ronald T. Green (CNWRA), Frank Dodge (SwRI), Steve Svedeman (SwRI)
and Ronald Martin (CNWRA)

3.1 TECHNICA], OBJECTIVES

I'he specific objectives of the Thermohydrology Research Project are summarized as
follows

(1) To perform a critical assessment of the state-of-knowledge of thermohydrology
in unsaturated fractured media, in the context of present HLW-NRC program
activities. This assessment will require an in-depth review of existing literature
and on-going programs. The assessment will focus on flow processes, heat
transfer mechanisms, and state-of-knowledge experimental methods in porous
niedia

(2) To perform a detailed dynamic similarity or similitude analysis on the complete
set of governing equations relevant to unsaturated flow and to determine the set
of dimensionless parameters required to conduct appropriate laboratory simu-
lations. In this analysis of modeling parameters, the range of parameter
applicability and limitation on the magnitude of these parameters, as constrained

by the principles of dynamic similarity, will be determined.

To identify potential problems associated with the design and performance of
labe. ~ry simulations with scaled geometry, fluid, media, and other relevant
properties subject to modeling distortion

To perform a series of separate-effects experiments in order to identify and
understand the role of each effect in the overall coupled processes involved in
thermohyu:ologic phenomena

To design and perform comprehensive experiments whose results will continue
to identify key dependent and independent parameters and their relationships
to each other in the context of thermohydrologic issues.

To develop the laboratory facilities, experimental methods, measurement
techniques, and associated analytic skills to evaluate and validate other program
results and to provide a high quality of technical assistance and research in
support of NRC’s licensing of an HLW repository.

To examine and correlate laboratory results with field data that will aid in the
design of future field experiments.

The

research project has been delineated into five tasks for accomplishing these
objectives



Task 1 - Assessment of the State-of-Knowledge of Thermohydrology in Unsatu-
rated Media

Task 2 - Design and Execution of Preliminary Separate Effects Experiments
Task 3 - Design of Unsaturated Zone Thermohyarological Experiments

Task 4 - Thermohydrologic Phenomena Induced by the Aggregate of Emplaced
HLW in Unsaturated Geologic Media

Task 5 - Unsaturated Zone Thermohydrologic Phenomena Induced by Multiple
Packages of HLW

Tasks 1 and 2 are active at this time and are discussed in the following subsections
b

32 EXPERIMENTAL DEVELOPMENTS

Various thermohydrological phenomena were observed during Test §, but sufficiently
quantified results were not provided. Separate-effects experiment Test 6 has been designed
and is currently being assembled. The objective of Test 6 is to perform an experiment
similar to Test 5 but with a higher level of control to provide more meaningful resulting
data for analysis and comparison with analytical results and numerical simulations

The experimental apparatus being used in Test 6 was improved in comparison to the
apparatus used in Test S in several important areas. The cross-sectional width has been
increased from 0.75 to about 2.25 inches. This added depth will improve the resolution of
the gamma-beam densitometer. Instead of a cumulative water thickness of 0.25 inch at full
saturation which existed with the former slender chamber, the new wider chamber wil! have
a cumulative water thickness of about 0.75 at fuli saturation. The greater range in detection

with the densitometer for media between zero and full saturation will permit greater
resolution in measuring water content.

Several other technical improvements have been incorporated into the experimental
apparatus to improve the resolution of the densitometer. A lead shield has been added to
the gamma source to further restrict the cross-sectional area of the gamma-beam. The
beam 15 collimated through an aperture with a 0.25-inch diameter. Therefore, both the
gamma-ray source and the detector now have lead shielding for this purpose.

An adaditional refinement to the densitometer has been the increase of the sampling
time of each measurement to about 3 minutes. This adaptation and the application of
extra insulation to reduce fluctuations in temperature should increase the signal-to-noise
ratio of the recorded gamma-beam measurements.

Additional instrumentation has been installed in the test chamber. Two tensiometers
have been added to allow direct measurement of suction pressures. Three thermistors are
attached to the exterior of the plexiglass side panels. The thermistors are iocated equi-
distantly along the side. Therefore, temperature will be recorded at a total of five locations
(the three new thermistors in addition to thermistors located in the two heat exchangers).
Thermal fluctuations observed during earlier experiments should also be reduced by the use

32




l.g'-,‘.b

of thicker plexiglass siage walls (0.75-inch walls versus 0.5-inch walls used in Test 5) and the

app “:’.uh of additional insulation

An additional hole has been J'n'ui ed in both the top and bottom of the test chamber
'hese holes will permit fully saturating the medium and fully C‘\u\‘.u"\..\} the medium at the
end of the test to permit baseline _.'.m'._.‘ -Deam densitometer measurements of the test
Cr D€ { 2€r0 and n saturati

Several other aspects of Test 6 are similar to Test S, The matrix is (u’\'rwlc’d of a

xture of equal portions of 40- and 80-micron diameter glass beads. A vertically oriented
fracture 1§ again simula using 160-mucron diameter glass beads Ihc heat exchangers are
riented in the vertical direction. Dyes will also be used to visually track the movement of

the liquid water, Photographs will be taken periodically to record the liquid movement
he temperatures of the two heat exchangers will be maintained at 20° and 60°C using

circulated fluid from constant tet "wcm..“e water baths as in Test S

he duration of Test 6 is anticipated to be 45 to 60 days; however, the experiment
may be conducted longer if the chamber has maintaired integrity and meaningful data are
St DEINg collected

33 NUMERICAL SIMULATIONS

Freliminary results of the numerical simulations using a modified version of the
TOUGH code have been evaluated. The intention of performing the simulation is to
evaluate the theory incorporated into the TOUGH code and to determine if the numerical
simulation adequately represents the phenomena observed in the laboratory experiment
Particular ,\“ummc-r“x of interest include direction of liquid water flow, liquid and water
vapor saturation, and matrix/fracture interactions

I" p.x'tu‘.x!u' It 1 the intention of these numerical exercises to evaluate the capabil-
ties TOUGH to simulate the two significant flow patterns observed in Test 5. the
apparent formation of a convection cell. and the reluctance to flow across the simulated
tracture uncder less-than-saturated conditions. Although the difficulty of simulating these
compiex processes has been documented (Runchal et al., 1985; Nitao and Buscheck, 1989:
and Pruess et al, 1990, for examples), it is thought that such an assessment will provide

\;;‘;.;;x'»'c insight into the thermohydrological phenomena expected in the geologic medium
HLW . ’ ; Q
" ar \

The simulated medium is a vertically oriented, two-dimensional (8.15 by 5.75 inches)
grid with variably sized elements that decrease in width proximal to the vertically oriented,
simulated fracture. The two vertical edges of the container are simulated as constant-
temperature (20 and 60°C), no-flow boundaries; and the two horizontal edges are treated
as aciabatic, no-flow boundaries. The simulated fracture is vertically oriented and located
app.oximately haltway between the two vertical boundaries. A schematic of the finite-
"«terence grid is illustrated in Figure 3-1. A list of the input parameters of interest that
«ere included in this simulation are included as Table 3-1

)
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Figure 3-1. Schematic of finite-difference grid used in the numerical simulation
of Test §

Although densitometer measurements from Test 5 correlated positively with moisture
movement observed in the test chamber, moisture content in the test chamber mea: ured
with the densitometer had insufficient resolution to be used quantitatively. More useful
information gathered during the experiment was photographs of the locations of the dyes
injected into the medium to visually track the movement of water,

The experiment was simulated for a period of about 35 days using the TOUGH code.
This length of time was similar to the duration of laboratory experiment Test 5. Included
in this report are liquid and gas saturation levels computed for the last time step of the
simulation (Figures 3.2 and 3-3). As illustrated in the figures, the simulated movement of
liquid water and waier vapor responded to the effect of gravity and to effects of the
constant temperature in a manner similar to what was observed in laboratory Test 5. The
liquid-water saturation levels vary from about 52 percent at the top near the heated (right)

boundary to a maximum liquid saturation of about 78 percent at the base of the cooler
(left) boundary,



Table 3-1. INPUT PARAMETERS FOR TOUGH

Grid o 2-dimensional with 16 x 17 elements
Physical: o B.15 x 5.75 inches
Porosity: o 35 percent
Permeability: o matrix 1.2x10"% m
» boundary 4. (rxm“ m
o fracture 1.2x10°** m*

Specific heat o matrix 800 J/kg-C
o beundary 1.0e+ 10 J/kg-C

Temperature: « right boundary 60°C
¢ left boundary 20°C
¢ matrix initial temperature 20°C

Van Genuchten: « Matrix:
a =0.759 1/KPa
n =7 38
¢ =0341
o Fracture:
a =0920 1/KPa
n =738
¢ =0341

A notable exception to this was the moisture movement in the elements modeled as
the fracture. Closer inspection of the fracture elements revea.2d that the simulated fracture
had liquid saturation levels greater than agjoining matrix elements in contrast to what would
be expected with respect to capillary forces and the relatively larger pore size of the
fracture. The possible source for this discrepancy may in the selection of the van Genuch-
ten parameters of the fracture relative to those selected for the matrix. Although the van

Genuchten parameters for the matrix were based upon experimental measurements, the van
Genuchten parameters for the fracture were estimated.

Additionaily, the mo..ture content of the two sections of the medium separated by the
simulated fracture in Test 5 appeared to be substantially different at the end of the
experiment. This qualitative observation was based on the hue of the medium as seen
through the plexiglass side walls. The observation is interpreted as an indication that the
section on the cool side of the fracture had a substantiaily higher moisture content than on
the heated side. The simulation did not reflect this observation; i.e., it did not display an
abrupt change in moisture content on the cool side of the fracture compared to the warm

.
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Figure 3-2. Liquid-water distribu- Figure 3-3. Water-vapor distribu-
tion simulated at 35 days using the tion simulated at 35 days using the
TOUGH code TOUGH code

. .

A

side. This incopgistency may again be attributed to inappropriate van Genuchten param

eters assigned to the fracture. Further refinements in the model are being attempted in an
etfort to more accurately simulate the above mentioned nonisothermal physical processes
in general, and those processes affected by the fracture, in particular

34 ANALYTICAL DEVELOPMENTS

I'he dynamic similitude analysis, including the parameiers and dimensionless terms,
has been refined to reflect the daia gathered during Test S. Data gathered using the
numerical simulations with the TOUGH code will be used to assess the various dimension-
less quantities to identify those that appear to be the most sensitive

A list of the values of the nominal or baseline properties of the test-case parameters
15 being compiled from which the comparisons will be made. The refined list = baseline
parame ers includes temperature, pore diameter, liquid surface tension, liquid ond vapor
density, porosity, saturated liquid permeability of matrix, specific heat of medium, \-acture
width, fracture roughness, saturated liquid permeability of fracture, fracture saturation, and
heat and water flux, where applicable. Additional parameters that will be part of the
similitude analysis include gravity, length scales, and time

Based upon a review of the technical literature and on the observations during the
‘ b
earlier separate-efiects experiments, inclusion of several physical processes in the similitude

2y LUK
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analvsis has bee! ,'.:"."‘.ff\it‘d at this time ”1(‘\{“ Processes or att butes include Hqu d

buoyancy, hquid infiltration, and viscosity. If these omissions do not prove to be prudent
the terms can oe included in future analyses. Processes of interest that wi

[l be analvzed

INnciuge vapor DUOVANCY " ;"'(l'!i("‘ dl’l\’ nuraber ot fractures Cap Aty :.!Y(.'v"l el .H\\‘
l Specitfic heat ol the WLrix
1 he { O] ¢ €55 Pl lerms Das also peen reting { W LoLals fourteen, tw
I which are dept { and the remaining twelve are dependent 1 Ne WO fﬁt",l(‘?\f("!
! S drfre nondimensional en perature and ni ndin CNSIONa! saturation and are expre &d
follows
4

The twelve Pl Lerms are expressed as

B LK ¢t p, oB..d.T k
1, = = | AL . D= st
2 e k,
To LM, p,,9da
iy P, 0.0, f, 0 = =7 =% 7
| | I, =5 o,,=5,
»A' ere
d = pore diameter
o = liquid surface tension
' = density
¢ porosity
N K = saturated hydraulic conductivity
. ( « specific heat of mediun
- S = matrix saturation
K = matrix thermal conductivity
dy = fracture width
g rg = f{racture roughness
S = saturation
N, = latent heat of vaporization
¥ = gravity
! = lime
8 = coefficient of thermal expansion
m = VISCOSIt
N = heat source
| = charactenstic length (e.g., of model size or heater

o




and where the subscript / deniotes liquid, v denotes vapor, f denotes fraciure, and o denotes
the nominal or baseline case.

After the parameters have been assigned nominal values, the twelve pi terms will be
computed using the TOUGH code and compared to nondimensional saturation and
temperature. ‘f‘hc values of each of the parameters will be varied while the remaining
parameters are held constant. The pi terms for each varied set of perturbed parameters
will be computed. If a pi term does not vary significantly as the parameters are perturbed,
the implication exists that the particular pi term can be varied without adversely affecting
the scale model. This pi term can then be eliminated from further analysis. Pi terms that
do vary significantly will need to be simulated dynamically (exactly) in the scale model.

After this analysis, a reduced set of parameters and pi terms will have been identified.
For completeness, parameters neglected earlier in the analysis can be assessed in similar
fashion if there is any indication to warrant this action. A dynamic similarity law can be
formulated using these analyses.
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4. SEISMIC ROCK MECHANICS
by Simon M. Hsiung and Asadul H. Chowdhury

Investigators:  Mikko P. Ahola (CNWRA), Asadl H. Chowdhury (CNWRA), Jaak J.
Daemen (Conswltard), Roger Hart (ITASCA), Simon H. Hsiung (CNWRA),
Daniel D. Kana (SwRI)

4.1 TECHNICAL ORJECTIVES

The overall objectives of the Seismic Rock Mechanics Research Project have been
outlined in the second CNWRA research program quarterly report (CNWRA, 1990). The
work conducted during this quarter includes pre-test analysis for the rock-joint dynamic
shear test; specimen preparation and laboratory testing of welded tuff materials; Nevada
Test Site ( ) data collection on ground-shock excitation; and instrumented field studies
at the Lucky Friday Mine, Mullan, Idaho, for

¢ Dynamic effects on underground openings and
o Seismic effects on the geohydrologic regime.

42 PRE-TEST ANALYSIS FOR THE ROCK-JOINT DYNAMIC SHEAR TEST

The objective of this pre-test analysis for the rock-joint dynamic shear test is to
provide preliminary irsight to assist in evaluating the effects of shear-test apparatus on
dynamic response of the tuff juint specimen. A series of numerical calculations using the
three-dimensional distinct-element code, IDEC, were performed to simulate the shear-test
apparatus and the dynamic shear test of a naturally jointed tuff specimen,

This analysis is considered the first step in the evaluation and development of an
analytical model representation of a naturally jointed tuff specimen. The Coulomb and
continuously _m':ldin; joint models are used in 3DEC to demonstrate the evaluation
procedure. Coulomb slip model is the standard used in rock mechanics to describe
primarily the static response of a rock joint. The continuously yielding modei is a more
complex algorithm that simulgtes continuous-yielding, displacement-weakening, and hyster-
etic effects, and has greater poiential to represent joint behavior associated with dynamic
loading. These models are bed in detail by et al, (1989a). The results of this
analysis must be considered preliminary because actual test data from naturally jointed tuff
pecimens are not yet available, Nevertheless, these simulations serve as a starting point
for correlution 1o laboratory test results once the experimental program has begun,

421 3DEC Models of the Dynamic Shear Test

Two 3DEC models have been used in the preliminary investigations: a sim-
ple base model of a jointed tuff specimen and a full model consisting of a jointed tuff
specimen inside the shear box. The geometries of the two models are shown in Figures 4-1
and 4-2. The base model of the jointed tuff specimen consists of two blocks and assumes
uniform normal and shear stresses along the interface joint plane of these two blocks. The
relative shear motion between the two blocks of the specimen is prescribed directly
according to a given shear-displacement time history. Normal and shear stresses and

41



Figure « ', 3DEC simple base model of a jointed tuff specimen

Figure 4-2. 3DEC full model consisting of a jointed tuff specimen
inside the shear box
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normal displacements along the joint are calculated according to the prescribed Coulomb
and continuously yielding joint models. This base 3DEC model is the primary tool for
investigating the analytical representations for joint mechanical behavior,

The full model of the jointed specimen inside the shear box is a more elaborate
representation of the shear test condition, as described by Kana, et al. (1989b), and can be
used to assess the influence of the actual experimental conditions on the dynamic response
of the tuff joint specimens.

422 Simulation of the Demonstration Test on Concrete Joint Specimen

The application of the IDEC base model is illustrated by simulating the
pseudostatic demonstration test on a concrete joint specimen, reported by Kang, et al.
(1989b). The continuously yielding model is used for these simulations. Comparisons are
illustrated below for both joint normal stress versus joint closure and joint shear displace-
ment versus joint shear stress.

In the continuously yielding model, the joint normal and shear stiffnesses are
normal stress dependent and are given by:

Ky = 240,
K, = a0,

where K, is joint normal stiffness, K is joint shear stiffness, and a,, e, a, and e, are
constants.

The joint normal stress versus joint closure curve obtained from the 3DEC base
model using the normal stiffness parameters derived from experimental results on concrete
joint specimen (Kana, et al., 1989b) is compared to the experimental curve in Figure 4.3,

The best fit of the results from the continuously yielding model in 3DEC to the
laboratory test results for joint shear stress versus joint shear displacement provides the
following continuously yielding model parameters (Cundall and Lemos, 1988):

o ¢ (intrinsic friction angle) = 37°

* #no (initial friction angle) = 85.9°

¢« R (joint roughness parameter) = 0.31 mm
The best-fit curve is shown in Figure 44,

423 Preliminary Numerical Simulations of Tuff Joints

Joint and basic material properties for the jointed tuff specimens to be tested
are not available. Therefore, "recommended" tuff joint properties given in the Site Charac-
terization Plan Conceptual Design Report (SCP-CDR)(MacDougall et al., 1987) were used

to ihe extent possible to perform simulations for providing preliminary assessments of tuff
the continuously yielding model are not directly available from the SCP-CDR, two condi-
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Figure 4-3, Comparison of 3DEC model to laboratory test results
for joint closure variation with pseudostatic normal stress
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Figure 4.4, Comparison of 3DEC model to laboratory test results
for joint stress variation with joint shear displacement at normal

stress = 4,36 MPa
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tions of properties, one for a smooth joint and one for a rough joint, were investigated
‘ 4 y P‘ J h

'

'he properties used in the joint models are listed in Table 4.1

Table 4-1. ASSUMED TUFF JOINT MODEL PARAMETERS

(PRI SRS SEER e e S e L e N 2 T R SR S R R A RIS L TS S T g g e T e e s

S ——
Coulomb COntnuousty \ ield Yie' ‘ﬂm:t‘
Parame .ers Model Case | Case 2
Norma ffness (GPa/m) 100.0 100.0 100.0
Shear Stiffness (GPa/m) 10.0 10,0 10.0
Cohesion 00 00 00
I'ensile Strength 0.0 0.0 0.0
| Intrinsic Friction Angle K4 8.4 28.4°
B | Friction Angle - 42.6° 56,7
Roughness Parameter (mm) . 0.1 0.1
| — S——

'he 3DEC base model was used with an assumed constant normal stress of
MPa during shear testing, Joint responses to monotonic loading, load reversal, harmonic
loading, and earthquake loading conditions were evaluated. The loading conditions were
applied as displacement histories io the joint, and inertial effects were neglected. Because
neither the Coulomb model nor the continuously yielding model is a velocity-depandent
model, the time scale does not influence the shear stress-displacement results

£

4.23.1 Monotonic Loading

Figure 4.5 presents the resulting shear stress-displacement curves for
the Coulomb model and continuously yielding model Cases 1 and 2. Both continuously
yielding cases display yielding before the residual shear stress is reached. The properties
assumed for Case 1 lead to a curve without a peak while Case 2 displays a peak shear stress
of 296 MPa, corresponding to a friction angle of 30.6°. The maximum dilation angle
¢ leulated at the peak shear stress for the continuously yielding model Case 2 is 2.2°. The
Coulriab model and continuously yielding model Case 1 display no joint dilation

4232 Load Reversal

Reversal in shear loading is simulated by prescribing a shear-displace-
ment history, as shown in Figure 4.6, The resuiting chear stress-displacement curves are

shown in Figures 4-7 and 4-8 for the Coulomb model and continuously yielding mode!
Case 1, respectively

4.23.3 Harmonic Loading

A sine-wave shear displacement is applied for the harmonic loading
ly. For both cases, the continuously yielding model displays a loss in shear strength
upon cyclic shearing (Figure 4-9) while the Coulomb model does not display shear strength

LOSS
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Figure 4.5, Shearstress-displacement curve for monotonic loading
with Coulomb friction model and continuously yielding model
Cases 1 and 2
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Figure 4-6. Shear displacement path for load reversal
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Figure 4.7. Shear stress-displacement curve for Joad reversal with
Couiomb friction model
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Figure 4.9, Shear stress-displacement curve for harmonic loading
with continuously yielding model, Case 2
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4234 Earthquake Loading

The shear stress-displacement curve for the Coulomb mode! based on
a typical earthquake velocity drive is shown in Figure 4-10. Slip occurs at 2.7 MPa for this
model. The ¢ eve for the continuously yielding model Case 2 is given in Figure 4-11,

424 Influence of Test Conditions

Preliminary calculatiuns were made to study the influence of the shear-box test
setup on joint response. The objective was to determine the influence of input frequency
on joint motion, taking into account the stiffness ot the grout, shear box, and horizontal and
vertical loading system. The full shear-box model shown in Figure 4-2 was used for the
calculations,

4.24.1 3DEC Full Shear Bax Model

The 3DEC model consists of blocks representing the tuff specimen with
the same dimensions as the 3DEC base model, tha! is, a 1-inch-thick grout layer, a 2-inch-
thick steel box, and horizontal and vertical loading blocks with stiffness ?Broximning that
of the load system, Figure 4-12 shows a vertical section through the 3DEC model and
identifies the component materials. The bottom of the JDEC model is fixed in all direc-
tions. After a normal stress of § MPa is applied to the top loading block, the top block is
fixed in the vertical direction during the dynamic shear-load phase. The dynamic load is
applied as a horizontal velocity to the left loading block. Displacements and stresses are
monitored during the simulations at five locations denoted on Figure 4-12. Point A
corresponds to the left loading block; point B to the top loading block; and points C, D,
and E to points along the tuff joint plane through the center of the model. The tuff joint
is assumed to be elastic for the majority f the simulations. Table 4-2 presents the proper-
ties assumed for this analysis.

Table 4-2. ASSUMED PROPERTIES FOR 3DEC
FULL SHEAR BOX MODEL

_ Young's Modulus
ty (GPa).

Tuff Specimen 304 022
Grout 10.1 0.22
Steel 210.0 0.30
Left Loading Block 210.0 0.30
Top Loading Block*® 2100

*For one run, the Young's Modulus was 21 GPa to simulate a soft loading block.
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Figure 4-12. Vertical section through 3DEC full shear-box model

4242 Dynamic Analysis

A sine-wave drive signal was applied to the left loading biock to study
dynamic effects. Different frequency conditions were investigated. The peak velocity was
varied for each frequency so that the peak displacements at point A for all cases were the
same.

The simulation results show an obvious devietion from the prescribed
sine-wave input (Figure 4-13) as a consequence of the natural frequency of the model
system. The influence of natural frequency decreases as input frequency decreases {com-
pare Figures 4-13 and 4-14) and incr:ases as the stiffness of the left loading block
decreases. The normal stress across the joint was not uniform for these simulations.
Normal stress at the center of the model was lower than that at the joint edges, and more
slip was calculated at the center when the joint was allowed to slip.

425 Summary and Recommendations

The 3IDEC base model can be used to investigate existing joint constitutive
relations and identify conditions when joint model improvements are needed. As more in-
formation from the laboratory tests becomes available, the joint model can be improved or
revised.
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e 3DEC base model neglects inertial effects of joint behavior, Ascertaining
the importance of velocity dependency on tuff joint response by means ol I;Ahﬂfdl(lf\ testng
s necessary, If inertial effects are important, modification to the Coulomb and continuously
vielding model will be required

For the typical range of frequencies of earthquake loadings (i.e., less than
the response of the shear-test apparatus, given the assumed properties, was found
ifluence Joint response significantly. However, informatior was not available on the
actual stifftness of components of the test apparatus. A new set of simulations with a more
omplete material characterization is required

S0 }{A'!

' '
A0

If explosive shock loading is simulated, the presence of high-frequency compo-
' : ’ E “
in the input pulse may affect joint response. This phenomenon should also be
investigated
P.k

43 LABORATORY CHARACTERIZATION OF JOINTED ROCK

The types of tests to be performed for jointed-rock characterization include: (1) basic
material properties, (2) jointed tuff interface characterization, (3) joint response for
pseudostatic direct shear, (4) joint response for harmonic load, (5) joint response for
ground-shock load, and (6) joint response for earthquake load. The first three types of tests
are aimed at determining basic tuff metrix and joint properties while the last three are
performed for analyzing dynamic behavior of joints

43,1 Specimen Preparation/Testing Activities

4.3.1.1 Direct Shear Specimen Preparation

During this reporting period, ten direct shear test specimens have
been prepared. Specimen preparation is expected to continue at a rate of five specimens

every 2 weeks

4.3.1.2 Uniaxial and Triaxial Compression Specimen Tests

Forty-five uniaxial specimens and five triaxial specimens have been

tested. The test results for the uniaxial and tnaxial compressive tests are listed in Table 4-3
and 44, respectively

statistical analysis gives a mean uniaxial compressive strength of 23,255
psi (with a standard deviation of 3,750 psi) and a mean triaxial compressive strength of
28,674 psi (with a standard deviation of 2,743 psi) with S00-psi confining pressure. Typical

values for Young's modulus and Poison's ratio of the Apache Leap tuff are 5.4 x 10° psi and
0.2, respectively

4.3.1.3 Brazilian Disk Tension Specimen Tests

A total of 27 Brazilian disk tension specimens have been tested and
the results are given in Table 4.5




Table 4-3. UNIAXIAL COMPRESSIVE STRENGTH OF

APACHE LEAP TUFF
m
}-allure

SRM28.2.3.U.1 25,700 SRM10,1.1-U-2
SRM2834-1.2 15,200 SRM10.1.1-U1
SRM1.3.3.U.1 22,240 SRM26.2.3-U-1
SRM16.1.1-U.2 30,210 SRM1334.U.2
SRM16.1.1-U-1 26,840 SRM22.1.1-U-1
SRM1.3.3.U.2 24,490 SRM27.34.U.3
SRM28.1.1-U.2 19,450 SRM28.34.U-1
SRM28.1.1-U-i 17,650 SRM28.1.2-1.U.
SRM25.1.1-U.3 18,930 SRM17.2.3.L.2
SRM25.1.1-U:2 16,580 SRM2K8.2.3.U.2
SRM1534.U.2 25,100 SRM1534.U-1
2-U:2 21,470 SRM23.1.2-U-1

A4-U.2 26,820 SRM23.34.U.1
AU 27,140 SRM2334.U.2

2-U-1 25,710 SRM1.2.2-U-1
U2 20,890 SRM22.85.11.2

3-U-1 22,780 SRM1.1.1-U.2

4-U-1 21,770 SRM15.2.3.U.1

AU 16,280 SRM1.1.1-U-1
3 U-1 17,470 SRM26.2.2-U.2

5.5-U-1 27,400 SRM26.2.2-U-1
4-U-3 24,510 SRM2024.U.2
SRM29.24.U.1

APACHE LEAP TUFF

SRM1 33
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Table 45, UNIAXIAL COMPRESSIVE STRENGTH OF
APACHE LEAP TUFF

st S8 R R R A B

’u. Wure }dliulf
sdmple No, eSS (Psi) ample No, LLEss (Psi)
|
' SRM2334.5-1 | 870 SRM1.33.B-2 790
| SRM10.1.1-B-1 1,760 SRM1.3.3-B-1 828
| SRM10.1.1-B-2 1,990 SRM17.2.3-B-1 1,730
SRM10.1.1.B-3 1 690 SRM17.2.3-B-2 1.470
SRM23.1.2-B-1 1,740 SRM17.2.3-B-2 1,440
SRM23.1.2-B-2 1,710 SRM13.5.7-B-3 2,320
| SRM23.3.4-B-2 1.840 SRM13.5.7-B-1 1460
SRM28.2.3-B-1 1,680 SRM13.§ "-B-Z 1,580
| SRM28.23-B-2 1,320 SRM21.1.2-B-1 1,810
| SRM28.2.3.B-3 1,550 SRM21.1.2-B-2 1,510
| SRM28.1.2-1.B-1 1210 SRM16.1.1-B-1 2,355
SRM28.1.2-1-B.2 1,450 SRM16.1.1-B-2 1,455
SRM15§.34.B-3 1,210 SRM1534.B.2 1,440
| SRM15.3.4-B-1 1,570 SRM16.1,1-B-2 1,570
| SRM1.3.3.B-3 880 SRM16.1.1-B-4 1,190
— .

432 Jointed Tuff Interface Characterization Tests

I'he parameters required for joint-interface characterization for various
analytical joint models are different, and the methodologies for acquiring them aiso vary.
One important parameter for characterizing the Barton-Bandis joint model is the joint.

roughness coefficient (JRC). The determination of this parameter requires profile measure-
ments of a rock-joint surface

The “rock profiler" (Figure 4-15) is a noncontact surface-height gauging
profilometer. It has been assembled primarily from off-the-shelf equipment including an
Asymtek A-102B benchtop gantry-type X-Y-Z positioner and a Keyence LC-2100/2320 laser
displacement meter. An LC-2320 red visible laser head, with specified displacement

measurement resolution of about 0.5 micron, is attached to the Z-axis of the A-102B X-
Y-Z gantry positioner

A rock positioned beneath the A-102B is profiled by scanning the LC-2320
across the rock surface in the X- and Y-axis directions in a raster-scan pattern. The LC-
2320 has a measurement window of about +8 mm from a standoff position of about 50 mm
Ihe LC-2100/2320 combination form the laser displacement meter, which operates on a

principle of triangulation, i.e., the apparent shift in the position of a laser light spot, as the
laser head is raised or lowered, indicates displacement.

The rock-profiler movements are controlled by PC/AT commands to the A-
102B X-Y-Z table by way of a serial communications port Ihc A-102B table has a built-
in computer for interpreting high-level commands from the PC/AT and then executing the
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Figure 4-15. Profilometer for joint surface profile measurement

moves. A custom computer program written in Borland's TurboC, Version 2.0, issues
movement commands to the A<102B to (1) read the displacement-measurement Z-axis
movement from the LC-2100 and (2) format and store pertinent scanning and rock-profile
displacemant information to a PC/AT floppy or hard-disk data file. Additional software
modifications were also made to further extend the rock-profiler measurement range from
+8 mm to about £25 mm, as the rock-surface variations exceeded the originally assumed
range of +8 mm. The Z-axis of the A-102B is used to accomplish this greater range

44 NEVADA TEST SITE DATA COLLECTION ON GROUND-SHOCK
EXCITATION

ssential documents for the collection of Nevada Test Site (NTS) ground-shock data
have heen obtained. These documents contain the requisite data such as: (1) site geology
and geometry of underground facilities, (2) block-motion observations, (3) ground motion,
(4) material properties for both effective rock mass materials and discrete geoiogic features,
and (5) tectonic stress-magnitude and direction measurements
A significant body of block-motion data, resulting from high-explosive near-surtace
source events. was accumulated by the Air Force Weapons Laboratory (AFWL) during field
tests of the high explosive-simuiation technique (HEST) and the direct-induced hlgh-
s !

explosive-simulation technique (DIHEST). These tests used high explosives buried in a

geometnic array (o produce ¢ ired particie velocity history at a given range trom the array
. ) P i R 1o 1 . hWrpp T varao P o \ [

A series of tests was carried out 1n 1nree rocx '.v’"\‘ lavered sedimentary, Soft W('\l!h(‘r(‘\!

tonalite or quartz diorite, and hard quartzite, in which block-motion data were recorded



Several of these tests have been rated as having excellent to good quality block-motion date.
Data from three of these tests (two in tonalite and the other in quartzite) will become part
of this block-motion database.

Block-motion data were also observed on contained underground tests (UGTSs) at the
NTS, including events within the Tunnel Beds Formation of Rainier Mesa, which consists
of partially saturated, zeolitized, bedded ashfall tuff. These tests used nuclear explosives
buried in an underground tunnel or shaft to produce the shock wave. Data-collection
efforts for nuclear tests where block motion was observed have concentrated on measuring
the maximum extent, direction, and magnitude of relative displacements across geologic
3iscontinuities. Among the tests, two have been selected as part of this block-motion

atabase,

The five cases that are being summarized are listed in Table 4-6 below,

Table 4-6. FIELD TESTS FOR BLOCK-MOTION DATABASE

Test Rock Number  Event Test
Event Date Type Observed  Yield Saturation Type

HANDEC [! 8/69  Tonalite very small unsat,

ROCKTEST 1l 3/70  Tonalite small unsat,
STARMET 11/70  Granite very small unsat,
MIGHTY EPIC 5/76 moderate  part. sat.
DIABLO HAWK | 9/78 moderate  part. sat.

During the late 1960s, AFWL was charged with the development of techniques using
high explosives to simulate the airblast, airblast-induced, and cratering-induced ground
motions as part of the Hard Rock Silo nuclear-design threat. HEST tests were used to
simulate the airblast and airblast-induced ground motion and consisted of a cavity of
uniform height bounded on the sides by a soil ben, above by & soil overburden of uniform
thickness, and below by the testbed. DIHEST tesis were used to simulate the cratering-
induced motions and consisted of a series of collirear boreholes with multiple high-explo-
sive charges equally spaced along each hole.

In the sequence of AF'WL's test &rogram. HANDEC Il and ROCKTEST 1l tests were
among the later tests conducted at the Cedar City, Utah, facilities. These tests were a
combined HEST-DIHEST test which were to simulate a combined airtlast ove pressure and
direct induced ground-shock pulse. The HANDEC 1l test was shot during August 1969, and
ROCKTEST Il was performed seven months later, in March 1970,

Data from these two tests include up to 2.R-foot joint displacements in silo walls,
blocks thrust 2 feet bound by distinct joints, heaving of silo closure units by 3 to 4 feet,
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opening and slipping upward of continuous cracks measuring up to 11 feet, and cratering
near explosive array areas.

The third AFWL test selected for this block-motion database is from the STARMET
test. This test was conducted in November 1970 at the Pedernal Hills test site in central
New Mexico. The test occurred in a metamorphic quartzite rock formation. Only a
DIHEST array was used and is the smallest in size of testbeds and pounds of explosives of
the cases selected. What was different about this test was that the test-bed rock was quite
strong; but it had about a 50-percent soil overlay, and displacement occurred primarily
along a single feature delimiting a large thrust block. Table 4-7 summarizes the data from
these three tests that are considered useful for the purposes of the study.

The other two cases selected for this database are UGTs from the Rainer Mesa Area
of the NTS. The MIGHTY EPIC horizontal line of sight (HLOS) event was conducted on
May 12, 1976, and nearly two and one-half years later on September 13, 1978, the DIABLO
HAWK event was conducted in the same general vicinity. Part of the MIGHTY EPIC
tunnel and support systems were designed to be reused by the DIABLO HAWK event. The
concept afforded the DNA block-motion community the opportunity to study block-motion
effects in previously loaded rocks. The tunnels were locaied 1300 feet below surface, and
the water table was over 3000 feet below surface. Faults were extensively mapped on the
surface and at depth for which nine were considered throughgoing. Extensive tests have
been run on the tuff rocks; and, thus, intact material properties are considered to be well
known. Fault and joint properties, on the other hand, have not been well characterized.
Because of the depth of the test, in siru stresses were carefully measured in and around the
test area. Table 4-8 gives a summary of block-motion data recorded from these two tests.

It is believed that the final document containing the block-motion database will be
an unclassified document with unlimited distribution status. Eftort is currently being spent
assembling the document, which should be ready for review during the next quarter.

45 FIELD INVESTIGATION

The second CNWRA research program guancrly report (CNWRA, 1990) discussed
the instruments to be installed at the Lucky Friday Mine. The instruments are used to
study the effects of repetitive seismic events on the underground openings and long-term
water-pressure changes in faults or other structural features in the rock mass. Thase
instruments include extensometers to monitor long-term displacement of rock mass around
underground openings, triaxial velocity gauges to determine the transient response of the
rock at excavation surfaces, tape extensometer to monitor opening closure, piezometers to
measure pore water-pressure changes in the packed-off regions of a borehole, and a
hydrophone to monitor ground shock at a location in the borehole. Conceptual schematic
diagrams for the data acquisition systems for extensometer and piezometer readouts and
ground-motion monitoring are provided in Figures 4-16 and 4-17. During this quarter,
calibration of ten S-anchor extensometers and two triaxial velocity gauges has been com-
pleted.
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Tobie 47. HANDEC I, ROCKTEST I, AND

STARMET DATA SUMMARY

=

Range Total

Radial C

omponent
of Dhspl.
(ft)

LL =left lateral; SS-strike slip; R =reverse; DS =dip slip; Vert=vertical

Clay filled and/or won stamed
Jomt m silo, day filled
Not mapped pretest

NW guadrant of testhed, avg displ

Same as W-S, 10ft  testhed ctr. line
Same as W-5, 29t S testbed ctv. line




Tabie 48. MIGHTY EPIC AND DIABLO HAWK DATA SUMMARY

Item

Strike

Component
of Daspl

(1)
(1)

Comments

===

B S

e

MIGHTY EPIC

Fault 5 bypass

Fault 5 B drift

TG3BC/3D

A drift
Fault A dnift
Fault LOS drift

Fault

Fault 7 A dnft

Fault 8 A dnift

60SW

68SW

i6 RDS
151

LSS

98 RDS
13 LLSS

R.DS

R.DSLLSS
R.DS

1.5 NS DS
2S5 LLSS

0

Damp gauge m fault 025 . thack

Damp gauge in fault 025 . thack

Damp clay layer on contact 0
thx k

Fault through SRI structure
Fault near #6 in LOS dnifi

Fault mn mnterface dnift

Tight and dry

Two planes tight and dry

J

e ——

Vert =vertical: NA =not measured; L1 =left lateral; LOS=hne of sight; SS =strike shp; R =reverse,
? = unknc wa, NS =normal ship; Horiz = horzontal

F =east: S=south; W=west;

DS=d:p ship, N= north;




1T

Table 48. EPIC AND DIABLO HAWK DATA SUMMARY (Cont'd)

Comments

1.4 north
10 cast

39 porth
14 cast

Borehole MH-2 a0 NOGE 258 25 2 4 north
064 eant

Tight and dry
Two planes tight and dry
Tight

Tight and dry

Tight and dry
Tight

Water-satura’ed zone m tuff

At tuff palen-colluvium mterface

1 3 vert at wff paleo-colluvium contact

68 vert. at wff palec onllviam contact

Vert =vertical, NA =not measured; L1 =left lateral, LOS=line of sight. SS=strike shp. R =reverse, Db =dip shp, N=north,

E =east; S=south, W=west, ?=unknown; NS =normal shp, Horz = horwzontal
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Table 48. MIGHTY EPIC AND DIABLO HAWK DATA SUMMARY (Coat'd)

Range Strike Dwp Total of Dn
item ) (deg) (deg) {ft) (f)
DIABLO HAWK
Surface fracture | 1227 NiSW vert. L7 NA Fracture open at surface 0160 .
Fault 3BP 730 N3swW 5w 0 NA Tight and dry
Fault LOS 630 N2SW ROW ¢ NA Tight and dry
LOS-1 530 NITE 65W 05 04 LLSS Pin measurement
83 RDS
LOS-2 443 N4TE R2SE >10 >10RDS  Pin measurement, LOS pipe damage
CB-1 190 N2IE ARNW >17 >17TRDS Pia measurement
AB-1 255 N2E 66F 102 10 RLSS P measurement
152 RDS
3IBC/3D AB drift | 165 NTSE 185 St 10 NA Beddin 1 plane m AB drift
3BC/3D O AX-2 | 305 NRSE Iss >0 NA Damaged structure
Fault n AX4 330 N26: Tow 52 NA Damaged structure

Vert =vertical;, NA =not measured, LL =left lateral, LOS=line of sight; S5 =strike sip, R =reverse, DS =dwp shp, N=north,
[ =east; S=south, W=west, ?=unknown; NS=normal shp, Horz = horizon:al
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Table 48 MIGHTY EPIC AND DIABLO HAWK DATA SUMMARY (Cont'd)

) Component
Item L% 0‘12?1 € omments
Fault 0 CS 2+80 | 350 N20E TowW 15t 10 NA Damage m AB drift
Fault n CY-23 438 N10OE Tow Ot 10 NA Damaged structure and cables
Fault 5 B dnft 304 NSE 66F >19 NA Filled with damp gauge
Fault C dnift 348 N3ow 66NE >0 NA Fault severed TRW short cables
C1 bulkhead 223 N8SE 17s 20w 35 NA Bedding planes i TH4B formation
Fault D dnift 290 N2SW TSSW 20 NA Secondary fault water tank structure
Fault D1 dnift 326 N3sSW TSSW 1.7 NA Secondary faslt D1 minsstructure =
Fault 0 AZS&AZ | 350 NiIsw 755w i1 NA Movement betweer structures
Fault 4 O CZ1 282 NiSE SOE 01wio NA Structure damaged tight and dry
Fault 4 E drift 410 N20E R0E n4 NA E dnift offset by tight and dry
Fault 0 Sia. CB) 315 N2OE 5w >1.7 NA Fault in mam reentry drift near sta. CB1
LOS3 196 N2SE 65E 0 NA No LOS pipe damage pin measurement

Vert =vertical, NA =not measured; LL =left lateral, i OS =line of sight, SS=s'rike shp, R =reverse, D€ =dip shp; N=north,
E =east; S=south, W=west, 7=unknown; NS=normal shp, Horiz=horzonial
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Table 48 MIGHTY EPIC AND DIABLO HAWK DATA SUMMARY (Cont'd)

]

Dip
(deg)
wik
76SE
HOSW
TOW
65SW
HRSW
75SW
8SNE
7SNE
8SNE
7SE

Vert=vertical, NA =not measured; LL =left lateral, LOS =lne of sight; SS=strike shp; R =reverse; [IS=dip shp, N =north;
E=east; S=south, W=west, ?7=unknown; NS =normal ship, Hori: = horizontal



Table 48 MIGHTY EPIC AND DIABLO HAWK DATA SUMMARY (Cont'd)
i Radial Component
Range Strike Dyp Total of Daspl

g Hem 1 (ft) (deg) {deg) {fr) {fr) Comments
i ! T ———

BP-3 793 Due N £SW NA NA inacressible :
i

BP4 643 NiIsSW BSNE NA NA Inaccess:hie

Fault 2 BP-S S90 Nisw TTW NA NA Tight and dry maccessibi

Fault 2R BP-6 542 NIOE TSE NA NA Tight and dry maccessible

|
BP-7 | 395 N4SE ROSE NA NA Inaccessible
|

BP-8 | 380 NISE ROE NA NA Inaccessible

BP-RA 377 NA NA NA NA Inaccessible

Fault 3 BP-9 218 NiISW ROSW NA NA Twht and dry maccessibie

Fault S BP-10 ; 203 NISE 716F NA NA Damp gauge mnaccessihle

Fault 4 CB-2 220 NSE ROW NA NA Tight maccessible

CB-3 | 395 N1OW o NA NA Inaccessible

Faust 6 RE-1 258 Ni3SE SESH NA NA rlg'!‘»f and drv maccessible
| S —

Vert =vertical. NA =not measured; LL =left lateral, LOS =line of sight; S5 =strike ship; R=reverse, DS=dip shp, N= north;
F =east. S=south, W=west: ?=unknown; NS =normal shp; Horz =horzontai
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45.1 Five-Anchor Extensometer Calibration

The five-anchor extensometers selected for the field study ar~ Geokon Model
A-6G, consisting of three basic components: (1) hydraulic borehole anc' rs, (2) 1/4-inch-
diameter glass-fiber mec uwement rods and 1/2-inch protective plastic tubes, and
(3) hydraulica'ly anchored extensometer head assembly, The relative displacement between
an anchor and the head .sembly anchor is measured using a linear potentiometer with a
maximum range of 2 inches, These d= tes provide measurements of relative movements
along the borehcle axis at approxin S<foot intervals, Figure 4-18 presents one of the
five-anchor extensometers

The ten extensometers were calibrated one at a time through a data acquisi-
tion system to be used in the field (as shown schematically in Figure 4-16). Figure 4-19
displays the equipment used for data acquisition and extensometer calibration. The
calibration was performed using a National Institute of Standards and Technology (NIST)
traceable do-all gauge block set to provide known displacements, The glass-fiber measure-
ment rods of an extensometer were released (disconnected) from the anchors and rigidly
clamped into a circular plate at the head assembly end so that the five measurement rods
could be calibrated as a unit through the programmed scanning of the datalogger. Gauge
blocks with specified thickness were placed between the extensometer assembly head and
the plate clamping device used to move the five measurement rods in unison, A total of
ten measurements for each measurement rod were taken over a range of relative dis-
placement of approximately 1.6 inches. The calibration was designed in such a way that
measurements were taken in both directions with respect to the corresponding linear poten-
tiometers,




station

Siton
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After the calibration, data obtained for both gauge block and measurement
rods were entered into a Lotus spreadsheet database and normalized against their initie!
readings. Linear regression analysis was then performed between the normalized gauge
block and each measurement rod data set. Table 4-9 presents the calibration data and
regression results for a typical five-anchor extensometer, The regression results indicated
that, within the range of interest, all 50 linear potentiometers (five for each extensometer)
show linear response with respect to rod displacement. The R-squared values are very close
to 1.0 for ail potentiometers while the corresponding estims »d intercepts (listed as
‘Constant” in the table) are very small for all potentiometers and, therefore, may be
negligible. In general, the tangent of the slope (listed as "X coefficient" in the table) for
all linear potentiometers ranges from 0.956 to 0.996. These X coefficients will be used as
correction factors during actual data collection in the field. Figures 4-20 and 4-21 show
typical calibration curve plots.

452 Triaxial Velocity Gauge Calibration

Tiie objective of the velocity-gauge calibration process was to define the voltage
output of the velocity transducers in a defined frequency range for a known velocity input.
The results of the calibration process were summarized as both plots and table of the
voltage level for the primary and cross-axis terms at defined frequencies, normalized to an
input of 1.0 in./sec velocity.

The equipment used in the calibration process can be divided into several
basic groups. The first consist f the electrodynamic shaker, associated power amplifier,
and servo controller. The elecirodynamic shaker has the capability of both vertical and
horizontal excitation with a slir table. In this way, the orientation of the test item could
be maintained with respect to .. _llation in the field. The servo controller and amplifier
are utilized to provide input to the shaker for the closed-loop control process. The servo
controller provides the logarithmic swept sinusoidal signal to drive the shaker,

The motion of the shaker was monitored using an accelerometer mounted in
close proximity to the iest item. For this testing, two accelerometers and associated
amplifiers were used. The first was a reference standard accelerometer traceable t. NIST.
A second, with extended low-frequency and low-acceleration capabilities, was calibrated with
respect to the standard accelerometer. Within the frequency and amplitude range of
overlap of these two accelerometers, the resulting controls of velocity were identical.

Two triaxial velocity transducers, Electrolab Model 1130GS, were calibrated
in the system schematically shown in Figure 4-22, each with a matched amplifier. Cabling
was set up to provide a gain of 10dB on the amplifier. The velocity transducer was
attached to the shaker through an interface plate, V-blocks, and clamps. The orientation
of the velocity transducer was set to match required installation procedures.

The final set of instrumentation was associated with data acquisition, analysis,
and display. This was a ZONIC 6088 FFT analyzer with display and printer. The fre-
quency range of the analyzer was set to match the sweep range. The full-scale range and
the engineering units per volt for each channel were set as requiied. The data type
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Table 49. EXTENSOMETER CALIBRATION DATA CHART FOR MPBX NO. B
(all units are in inches)

Gauge Block Pos#1 Pos#2 Pos#3 Pos#4 Pos#5
Readout Norm Readout Norm Readout Norm Readout Norm Readout Norm Readout Norm

2385 0.000 021 0.000 0185 0.00 0.183 0.00 0.172 0.00 0.192 000
2 0385 0.589 0379 0.562 0377 0.561 0378 0549 0377 0.569 0377
16 0.785 0985 0.776 0957 0772 0.95% 0.77% 0943 077 0963 077
12 1.185 1.37 116 134 1.155 134 1.157 133 1.158 135 1.158
08 1.585 1.76 1.55 1.73 1.545 1.74 1.557 1.72 1548 i.74 1.548
1 1.385 157 136 154 1.355 154 1.357 153 1358 155 1358
14 0.985 118 097 115 ICES 1.15 0967 1.14 0968 1.16 0968
18 06.385 0.796 0.586 0.768 0._83 077 0.587 0.753 0.581 0773 0.581
22 0.185 0389 0179 0362 0.177 0361 0.178 0349 0177 037 0178
2385 0.00 021 0.00 0.185 .00 0.181 -0.002 0171 -0.001 0191 -0.001
R e @ for Pos# | R - for Pos#2 R -y [

Constant 0003108 Constant 0.002208 Constant 9001958

Std Err of Y Est 0.005267 Std Err of Y Est 0.00512 Std Err of Y Est 0005863

R Squared 0.999915 R Sguared 0999919 R Squared 0 999895

No. of Observations 9 No. of Observations 9 No. of Observations 9

Degrees of Freedom 7 Degrees of Freedom 7 Degrees of Freedom 7

X Crefficient(s) 0.978959 X Coefficient(s) 0.975866 X Coefficient(s) 0980138

Std Env of Coef. 0.003417 Std Err of Coef. 0.003321 Std Err of Coef. 0.003804

Regression Output for Pos#4 egression Output for Pos
! Constant 0.001094 Constant 0.001404
; Std Errof Y Est 0004184 Std Err of Y Est 0.004018

R Squared 0.999946 R Squared 0.999995

No. of Observations 9 No. of Observations 9

Degree< of Freedom 7 Degrees of Freedom 7

A Coefficient(s) 0.978553 X Coefficient(s) 0978299




LUnaar Potentiometer in

Figure 4.20. Extensometer calibration curve for MPBX No. B, position 3
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Figure 4-21. Extensometer calibration curve for MPBX No. E, position 3
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was set to "periodic" with continuous sampling with no data overlap. The number of
samples for a given test was a function of the sweep time and cutoff frequency range of
the analyzer.

The majority of the data is presented in the frequency domain, i.e., amplitude
as a function of frequency, The frequency-domain data are presented in terms of a tran-
sfer function relating the output voltage to a constant-amplitude sine-wave signal, For a
logarithmic swept signal, a transfer functi- 1 to obtain a flat output for a constant-level input
because of the number of samples in each frequency interval. The level of the constant-
amplitude sine wave was set such that the transfer function gave results in terms of volts
for a velocity level of 1 inch per second.

Plots were obtained for the voltage output of the velocity transducer in the
direction of excitation and the two cross-axis terms (Figure 4-23). In addition, tables were
obtained for the voltage levels for primary axis as a function of frequency. Limited time-
history output was provided to obtain some indication of the shape of the voltage output
of the velocity transducer in relation to the input acceleration,

1 00E +1
1 D0F +0 /
1.00€

1.00E-2

Output Voltags /1 in/ s

1 00€-3 4 i A SR TR W P 1 ~1 - S TSy S o B & i | | !
1875 10 000 100 00 800 00

Frequency (H2)

Figure 4-23. Output voltage in the principal excitation direction
(X-axis for this plot) vs. frequency
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The final calibration gave similar results for the primary sensitivity axis for
each transducer. The voitage output is rnot constant fur a constant-velocity input throughout
the entire frequency range, nominally 2 to 500 Hz (Figure 4-23), Because of the design of
the transducer, a low-frequency roll-off occurs below 20 Hz. In the high-frequency range,
roll-off caused by the filters is evident. Between the high- and low-frequency roll-off points,
the output voltage is fairly constant

The transducer has a cross-axis response which, in most cases, is an order of
magnitude below the primary axis response and can be ignored.
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5. INTEGRATED WASTE-PACKAGE EXPERIMENTS
by Gustavo Cragnolino and Narasi Sridhar

Investigators:  Gustavo Cragnolina and Narasi Sridhar

5.1 TECHNICAL OBJECTIVES

The technical objectives of the Integrated Waste Package Experiments Project (IWPE)
are planned to be accomplished by the following tasks, listed in accordance with the
Revision 1 of the program plan:

o Task 1 - Collection and Review of Information for Assessment of Current Status
of YMP Corrosion and Materials Program for Waste Package Containers

o Task 2 - Waste Package Experimental Programs
o Task 3 - General Support and Reporting

The current quarterly report follows the above task classification. A second revision
of the IWPE program plan was submitted to the NRC on May 23, 1990. Following the
approval of the second revision, future quarterly reports wiil reflect the Revision - 2 task
classification.

52 WASTE-PACKAGE EXPERIMENTAL PROGRAMS

The objective of the waste-package experiment program task is to provide indepen-
dently developed data for the NRC to use in the evaluatica of information supplied by
DOE regarding the degradation of waste package container materials. The experimental
program has been divided intc two major tasks: (1) corrosion of container materials in the
tuff repository environment and (2) metallurgical stability of container materials in the tuff
repository environment. The latter task includes studies of hydrogen absorption and
embrittiement,

5.2.1 Corrosion of Container Materials in the Tuff Repository Environment

The main activities within the task to investigate corrosion of container
materials in the tuff repository environment have been related to (1) performing the initial
material and electrochemical characterization of the candidate alloys and (2) determining
the effects of environmental variables on localized corrosion of these alloys. The initial
material characterization is done to document the microstructural condition of the materials
to be wested, the corrosion rate in some standard immersion tests related to intergranular
corrosion, and any si- nificant variations found on the surfaces of the materials that may
affect long-range performance. The results of the initial material characterization tests
were reported in the previous quarterly report (CNWRA, 1990). The electrochemical
characterization of the candidate container materials has been designed to elucidate the
range of performance of these materials as a function of environmentai variables. Localized
corrosion (crevice corrosion and pitting) is considered to be one of the most critical of the
corrosion processes, and hence emphasis is placed on experimental investigation of these
corrosion modes. The cyclic, potentiodynamic, polarization curve has been chosen as the
test technique.
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The effect of chloride ion concentration in simulated J-13 water on the
localized corrosion of two materials, alloy 825 and AISI 304L stainless steel, were reported
in the previous quarterly report (CNWRA, 1990). The effects of four environmental
species--chloride, fluoride, sulfate, and nitrate--on the localized corrosion of alloy 825 is
discussed in this report. These effects were investigated using a two-level, full-factorial
experimental design that included a fifth variable, temperature. Additionally, more detailed

experiments were conducted to examine the effect of temperature at various chloride
levels.

5.21.1  EJec of Environmental Variables on Localized Corrosion of Alloy 825

Test Techniques. The specimen and cell configurations used for the
tests were similar to those described in ASTM G-5. Platinum gauze was used as the
counter electrode, Saturated Calomel Electrode (SCE) was used as the reference electrode,
along with a long salt bridge with a Vycor tip so that the reference electrode was at
ambient temperature. All potentials in this report will be referred to the SCE at room
temperature, The correction for thermal liquid junction potential is estimated to be about
20 mV at 95” C and is not considered here. All tests were conducted using either a PAR
173/276 or a PAR 273 potentiostat with a PAR 342C software. In very low chloride
environments, especially with the use of the PAR 273 potentiostat, a severe noise problem
was encountered with the use of a salt bridge solution of the same composition as the test
solution. In these cases, a higher concentration solution, usually a 0.5N KCl solution, was
used to mitigate the noise. Following the test, the chloride content of the test solution was
measured using a selective ion electrode; and no change in chloride concentration was
noted. An Allihn condenser with drip tip and an outlet trap was used to minimize evapora-
tive losses.

Cyclic polarization tests were carried out in accordance with Center's
Technical Operating Procedure CNWRA TOP-008, which is similar to the ASTM G-61
procedure. The solutions for the factorial experiments were prepared in accordance with
the Center's procedure CNWRA TOP-010. All salts were added as sodium salts to
eliminate interference with other cations. The anions that were varied were chloride (6 and
1000 ppm), sulfate (20 and 1000 ppm), nitrate (10 and 1000 ppm), and fluoride (2 and 200
ppm). The lower levels of these anions correspond to the concentrations present in natural
J-13 water. Bicarbonate was added to all these solutions to a level of 85.5 ppm. The initial
pH at room temperature averaged 8.15 with a standard deviation of 0.08, The final pH
at room temperature was 9.34 with a standard deviation of 0.27. As discussed by Murphy
(this volume, Section 2.2), these values are in rcasonably good agreement with the calcu-
lated values. The increase in pH results from ex-solution of CO, due to the combined
effects of temperature and deaeration of the solution with Argon.

Factorial Design. A two-level, full-factorial design was adopted using
five factors--Cl’, SO, NO,', F-and temperature (T). The test trial order was randomized
before testing. The five- t%ctor interaction was established to form two blocks of experi-
ments, one using the PAR 173/276 potentiostat and the other using the PAR 273 potentio-
stat. This approach speeded up the experimentation and at the same time enabled any
systematic differences in the instrumental effects to be detected. However, in the eventual
analysis, the instrumental differences were considered to be minimal; and four- and five-
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factor interactions determined pooled variance. A description of the factorial design can
be found in Mason et al. (Mason, 1989),

Electrochemical Observations. Selected polarization curves are shown
in Figures 5-1 and 5-2 to illustrate the anodic behavior observed in these tests. As shown
in Figure 5-1, nitrate has a major inhibitive effect on pitting in the high chloride environ-
ment, since practically no hysteresis was present in the 1000-ppm nitrate solution and the
specimen exhibited no pitting. From many of the tests, a poor correlation clearly was
evident between the parameters of the polarization curves and the visual evidence of

prie,
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Figure 5-1. Typical cyclic polarization curves for alloy 825 at 95°C
indicating the effect of nitrate at a chloride concentration of
1000 ppm
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Figure 5-2. Typical cyclic polarization curves for alloy 825 at 95°C
indicating the effect of fluoride at a chioride concentration of
6 ppm
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pitting. This was especially true at low chloride contents and low temperatures, For
example, as snown in Figure 5-2, the specimen tested in a solution containing 6-ppm
chloride and 2-ppm fluoride showed a smaller hysteresis than another tested in a solution
containing 6 ppm chloride plus 200 ppm fluoride. However, the former pitted while no
pitting was found in the latter. Statistical analysis therefore using just the electrochemical
parameters will result in misleading interpretation of environmental effects on pitting, This
point is further amplified in later sections,

Visual and SEM Examination. Specimens were examined after the
test under a low-power microscope (70X magnification). In selected cases, scanning
electron microscopy (SEM) of the specimens was conducted. Five broad classifications
were created as shown in Table 5-1. While these ratings are relative, a rating based only
on the number of pits per unit area is insufficient to characterize the behavior, since both
the depth of pits and type of corrosion products associated with the pits varied. The most
severe cases (rating = 4) had not only deep pits, but also crevice corrosion. There were
no thick corrosior. products deposited on the pits. Specimens with a 3 rating also exhibited
deep pits of a similar kind, but did not show extensive crevice corrosion. The pits were
found to have considerable undermining beneath the surface.

In some specimens, the pits were quite numerous, but shallow and
covered with a brown deposit. No crevice corrosion was observed in these specimens,
These were given a rating of 2. Finally, in one specimen, the pits were found to be flat
depressions surrounded by brown corrosion product. This specimen was given a rating of
! to distinguish it from the shallow but narrow pits of rating 2. In the case of specimens
exposed to high fluoride environments, a loosely adherent, yellowish film was found to have
formed uniformly over the entire surface.

Table 5-1. RATING OF LOCALIZED CORROSION BY VISUAL EXAMINATION
|__Rating Description corrosion Product
B Severe pitting, crevice corrosion Rich in Cr, Mo
3 Less severe pitting, no crevice Rich in Cr, Mo
2 Shallow, numerous pits Rich in Fe
! Shallow, flat areas of corrosion Rich in Fe
0 No localized corrosion

m‘m‘ 5

The type of pits observed by SEM are shown in Figures 5-3 to §-5.
The case of a severe pitting (rating = 4) is shown in Figures 5:3a and 5-3b. A magnified
image of the bottom of the pit indicates 2 s.cp-type structure outlining the grains, indicating
that the corrosion was greater in the grain interiors than the grain boundaries. The
specimens rated 3 showed a very similar type of pitting, che essential difference being the
lack of crevice corrosion. In an example of a 2 rating, shown in Figures S<42 and 5-4b, the
pits were covered by brownish deposits. A magnified view of one of th: pits indicated
considerable intergranular aitack along with pitting. The specimen ratud 1 is shown in
Figures 5-5a and 5-5b. As in the case of specimens ranked 2, a brown deposit was found
around the pits.

S-4



Wt

Figure 5-3a. Scanning electron microscope view of pits that were
rated 4. Specimens rated 3 also pitted in a similar fashion but
without ¢revice corrosion,

Figure 5-3b. Magnified view of the bottom of a pit shown above
}
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Figure 5-4b. Magnified view of the bottom of a pit shown above

Intergranular attack is evident in these pits,



Figure 5-5a. Scanning electron microscope view of pits rated 1

Figure 5-5b. Magnified view of the flat area inside one of the pits
above exhibiting uniform corrosion surrounded by corrosion
p.'\)\,‘..:\‘(\



Energy dispersive x-ray (EDX) analysis was performed on these
specimens. Essentially two types of localized corrosion behavior were observed. In the
case of severe localized corrosion (ratings 4 and 3), the corrosion products at the edges of

pits were high in Cr and Mo low in Ni and Fe, and greenish blue in color, The analysis
of the bottom of these pits (Figure 5-3b) was similar to that of the base metal. In the case
of shallow pits (rating 2) covered by brown corrosion products, the corrosion products were
high in Fe and low in Cr and Mo. The absence of Cr in the

corrosion products on samples
rated 1 and 2 may be related to the high anodic potentials at which these pits were
observed. At these potentials, the stable Cr species are the highly soluble hexavalent Cr
species, whicn result in a depletion of Cr at the surface of the sample. The ensuing
dissolution causes an Fe-rich corrosion product
Localized Corrosion Index. In the literature on localized corrcsion,
the hysteresis in the polarization curve reflected by E,, - E ., is often considered to be a
measure of the extent of localized corrosion. In the present investigation, however, this
correlation was not always -5served. This is illustrated in Figure 5-6 where the visual
rating is plotted against the teresis, E_ - E_. A lack of correlation between these two
parameters is evident, especially at mtermedl;&c and low values of hysteresis. Since both
the electrochemical parameier (E, - E ) and the visual rating carry part of the informati
required to characterize the localized corrosion behavior, an index called the localized
corrosion index (LCIT) was introduced as shown in Eq. (1)

LCI = (E, - [trp) Visual Rating (1)
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The LCI is zero in cases where no pitting was observed even if there
were a sizable hysteresis. The index also differentiates cases where similar hysteresis is
observed with widely varying severity of localized corrosion. The LCT was then used as the
measurcd parameter for statistical analysis. The results of the tests along with the com-
puted LCI are summarized in Table S-2.

Statistical Analysis of Results. The initial approach was to consider
only the main effects of the five variables and the two-factor interactions. The higher
factor interactions were then pooled to calculete the variance in the results and to construct
the 95-percent confidence intervals for the factor coefficients. Another approach was to
consider not only the main effects and two-factor interactions, but also the three-factor
interactions. Again, higher order interactions were used for pooled error calculations.
Upon inspection of the second analysis, it was evident that the three-factor interactions
were not significant, with the possible exception of the temperature-chloride-sulfate interac-
tion term. The three-way interaction of temperature, chioride, and sulfate was dominated
by the adverse effect of chloride. Additionally, the statistical model with three-factor
interactions was determined to be more complicated than warranted by the test technique.
Since the potentiodynamic test approach was expected to yiel4 only trends in the behavior
of the material and not life-time predictions, use of more complicated models is of mar-
ginal benefit. However, the pooled variance associated with the three-factor model was
used in analyzing the results. The residuals from the model and actual measurements
exhibited a normal distribution. The resulting equation for localized corrosion is shown in
Eq. (2):

LCI = 660 + 591(X ) - 23(Xy) - 76(XF) - 587(XN03) + S1(X 50,)
- 2&XyoXs0,)
where LCI = (E - E,%) * Visual Rating. Note that the parameters X, eic. refer to the
coded values and not the actual values of these variables. For example, when the chloride
concentration is at the lowest level used in the test matrix, X is -1; and at the highest

chloride concentration, it is +1. To convert any concentration of a species A to its coded
value, the following equation should be used:

| AAyy) (3)

X = G A

where A is the actual concentration of species A and A, Ay, and A, are the maxi-
mum, minimur? and average concentrations, respectively, of species A in the experimental
matrix. The R® value for the statistical model shown in Eq. (2) was 0.993.
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Table 5-2. SUMMARY OF RESULTS OF CYCLIC POLARIZATION TESTS ON ALLOY 825 USING
A TWO-LEVEL FULL FACTORIAL EXPERIMENTAL DESIGN

cr T

e

NO, SO} Epu E E
@pm) (@pm) (@V) (MV) (mV) (mV] Rating LOI

Trial  (ppm)  (°C)  (ppm)
i 6 60 2 10 20 413 820 756 64 2 128
2 1000 60 2 10 20 -343 678 38 640 4 2560
3 6 95 2 10 20 -447 782 758 24 0 g
4 1060 95 2 10 20 -§55 626 82 544 4 2176
b 6 60 200 10 0 -372 7 577 230 0 ]
6 1000 60 200 10 20 -541 709 187 522 4 2088
7 6 95 200 ie 20 432 737 610 127 0 4]
8 1000 95 200 10 20 -460 593 87 681 3 2040
Rl 6 60 2 1000 20 -429 Ri2 679 133 2 399
10 1006 60 2 1000 20 -453 1961 RKQ 172 2 344
11 6 95 2 10060 20 662 736 €62 74 2 22
12 1000 95 2 1000 20 -509 712 672 40 0 0
i3 6 &0 200 1000 20 -461 776 612 64 ] ]
14 1000 60 200 1000 26 -443 778 566 21n 0 0
15 6 95 200 1006 20 -5940 716 535 3.3 0 0
16 1006 g5 208 1000 20 -593 717 560 157 0 0
17 6 60 2 644 125 2 250
18 1000 60 2 656 4 2624
19 95 2 0 1] 0
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Table 5-2 SUMMARY OF RESULTS OF CYCLIC POLARIZATION TESTS ON ALLOY 825 USING

A TWO " EVEL FULL-FACTORIAL EXPERIMENTAL DESIGN (Cont'd)

ar T F NOj SOy E ot E E E_-E Visual
Trial  (ppm) (°C)  fpom) (ppm) (ppm) (mV) (m¥)  (@V) @@V}  Raumg  LCI
20 1200 95 2 10 1000 -492 713 -3 716 4 2864
21 6 60 200 16 1000 -609 765 568 197 G 0
22 1000 60 200 10 1000 -450 743 179 564 4 2256
23 6 95 200 10 1500 -419 730 574 156 1 156
24 1000 95 200 10 1000 -523 698 -2 706 4 2800
25 6 60 2 1000 1000 471 895 BiS 80 - 240
26 1000 60 2 1000 1000 -474 739 631 128 2 256
27 6 95 2 1000 1000 -478 723 707 16 0 ]
28 1000 95 2 1000 1000 -555 703 662 41 0 0
29 6 60 200 1000 1000 -437 776 548 2°8 0 0
30 1004 60 200 1000 1000 -419 666 567 9 it 0
31 6 95 200 1000 1000 617 721 =n i61 0 0
32 1000 95 200 1000 1000 -554 691 583 108 0 0
33 3060 g9s 2 10 1 ¥ -508 728 55 673 1 2692
34 1000 80 2 10 26 -503 686 -10 696 4 2784
35 1000 95 2 10 00 470 751 -17 768 4 3072
36 1000 95 100 19 20 -545 725 -101 826 4 1304
37 1000 95 2 100 20 488 709 -20 729 4 2916




Not all the factors in Eq. (2) are of significance, however. Analysis
of variance (ANOVA) must be performed on the coefficients in Eq. (2) (Mason, 1989) to
determine the statistical significance of the various factor effects. In performing this
analysis, the confidence interval so determined is dependent on the standard deviation of
the observed electrochemical parameters. This standard deviation can be determined by
either repeated tests using a single combination of environmental factors or by assuming
that all the higher order interactions involving three or more factors are really due to
random errors in the experiments, In the current set of experiments, these two measures
of error are approximately equal; and hence the latter was used for estimation of confi-
dence intervals,

Figure 5-7 shows a plot of the coefficients of all the factors listed in
Eq. (2) with their 95-percent confidence intervals. It can be seen that for the terms, T,
CI*T, CI*F, T*NO,, T*SO,, F*NO,, and F*SO,, the 95-percent confidence intervals of the
coefficients straddle zero, indicating that these ?;mors may not be important. On the other
hand, Cl, F, NO,, CI*NO,, T*F, and NO4*SO are clearly important, since their confidence
intervals are ciearly displaced from zero. The terms SO, and CI*SQ are borderline cases
and may be included in a more detailed model. Based on the above analysis, a simplified
equation for L.CI can be expressed as:

(4)
T2AXyo Xso,)+ 64Xy Xp)

1000 -
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Figure 5-7. The coefficients in Eq. (2) plotted for various factors
along with their 95-percent confidence levels
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where LCI" has the same meaning as LCI, but the value computed from Eq. (4) will differ
from that calculated from Eq. (2). Importantly, the approach used here is not a least
squares fit where dropping of terms will be reflected in a change in the coefficients of the
remaining terms. The design of the experiment implies orthogonality of all factors, so
dropping of any factor will not affect the coefficients of the remaining terms. Dropping of
erms, however, will affect the degree qf fit of the statistical model to experimental data as
reflected by the R* value. Thus the R* value for Eq. (4) is 0.98¢ which is still considered

1{4) ’"\(‘ & O 18]

Ihese equations are valid only within the experimental
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and 5-9. As shown in Figure 5-8, for the low nitrate solutions increasi

concentration increases the LCI; whereas for the high nitrate solutions

chloride content does not produce a significant change in LCI. If there were no in
the slope of the LCI vs. Cl line would be independent of nitrate concentra
interaction between nitrate and sulfate i1s shown in Figure 5-9. This interaction

pronounced as the previous one

[he experimental design used above can only result
relationship. The predictions from Eq. (2) agree reasonably well with t!
when the variables are at the extremes of the matrix. However, the deviation from linearity
can be visua I by comparing predicted and measured values of LCI at intermediate

values of some of the variables using Egs. (2) and (3) as shown below
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Figure 5-9. Illustration of the interaction between sulfate and nitrate

Case 1:  ClI5 300 ppm, T: 95 C, NO3*: 10 ppm, F': 2 ppm, SO,%: 1000 ppm
Predicted LCI = 901; Measured LCI = 2692

Case 2:  CI': 1000 ppm, I._BQ.C NO,: 10 p&rr_l. F: 2 ppm. $O,%": 20 ppm
Predicted LCI = 2364; Measured

Case 3:  CI": 1000 ppm, T: 95 C, NO4™: iC F‘prm,Mm
Predicted LCI = 2361, Measured

Case 41 CI': 1000 ppm, T: 95 C, NO,* 100 ppm, F: 2 ppm, SO,%: 20 ppm
Predicted LCI = 2082; Measured LCI = 2916

Case §: CI'; 1000 ppm, T: 95 C, NO;y™: 10 ppm, E= 100 ppm, SO“ 20 ppm
Predicted LCI = 2232, Measured LCI = 3304

Case 1 shows that the variation of localized corrosion with chloride
concentration is far from linear, since the predicted value was much lower than the
observed value of LCI. This is discussed further in the next se~iica. Since temperature did
not have a significant effect, the predicted LCI at intermediate values of T (case 2) agrees
reasonably well with observed values. For the cases of sulfate, nitrate, and fluoride, the
deviation from linearity is smaller than observed for chloride (cases 3 through §).
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The results of the factorial experiments clearly iliustrate the impor-
tanze of environmental variables in the development of localized corrosion. The main
effect of chloride was similar to that found in the experiments with simulated J-13 water
reported in the previous quarterly report (CNWRA, 1990). The experiments revealed lack
of a direct correlation, however, between electrochemical parameters (such as pitting
potential, repassivation potential and the difference between them) and the visual evidence
of pitting. This is particularly true at low chloride concentrations, as shown in Figure §-2.
Specimens without any sign of localized corrosion showed hysteresis values (Ep -E,.) as
great as 200 mV. On the other hand, specimens exhibiting a severe attack, as indicated by
a rating value of 2, gave rise to polarization curves with relatively low hysteresis values
(<100 mV). Although generalizing these observations to other alloy/environment systems
may be questionable, apparently for environments containing low chloride concentrations
or certain combination of other anionic species, the simple approach of using electro-
chemical parameters for quantitative assessment of localized corrosion could be inappro-
priate. The introduction of the combined index, termed LCI, allows one to overcome that
limitation and to establish an unambiguous, albeit subjective, rating for the statistical
evaluation of the environmental effects.

As indicated by Eq. (1) and shown graphically in Figure 5-6, chloride
and nitrate are the two dominant anionic species in terms of their effect on localized
corrosion of alloy 825, chloride being a promoter and nitrate an inhibitor. This is similar
to their effect on austeniiic stainless steels (Szklarska-Smialowska, 1986). The interactive
relationship between :heie two anionic species is clearly depicted in Figure 5-8, indicating
that nitrate inhibits localized corrosion when the chloride concentration is high. In the 6-
ppm chloride solution, nitrate does not appear to act as an inhibitor; but the pitting was
shallow and different in type (rating 2) from the pitting in the high chloride solutions.
Pitting in these solutions occurred at very high anodic potentials in the transpassive region,
and a similar type of pitting was found in experiments with zero-ppm chloride solutions at
60°C. The mechanism for this type of pitting is not yet clear. Possibly pitting occurring
at high potentials in these types of environments is a form of selective dissolution associ-
ated with tne transpassive dissolution of Cr,

Eq. (4), a simplified form of Eq. (2), shows coefficients affecting the
predominant environmental factors. In addition to the anionic species just discussed,
fluoride had a slight inhibiting effect whereas nitrate interacted with sulfate to suppress its
weak action as a promoter, as illustrated in Figure 5-9. The inhibiting effect of fluoride
was found mainly in the low-chloride solutions (Tabie 5-2). In all solutions containing
fluoride, a loose layer of corrosion product was observed. It is possible that fluoride, acting
as a strong complexing agent, promotes uniform rather than localized corrosion. Sulfate
was found to be a weak promotor of localized corrosion (Figure 5-6), mainly in high
chloride concentrations (Table 5-2). The effect of sulfate found in this investigation is in
contrast to the beneficial effect of sulfate found by Leckie and Uhlig (Leckie, 1966) for
type 304 stainless steels.

5.21.2 Effect of Temperature on Localized Corrosion of Alloy 825
The effect of temperature on the anodic behavior of alloy 825 was

studied in simulated J-13 water in which the chloride content was 6 ppm. Figure 5-10
shows a family of potentiodynamic polarization curves obtained at temperatures ranging
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Figure 5-10. Effect of temperature on poiarization curves of allos
825 in a 6-ppm chloride solution

from 30 to 95°C using a scan rate of 0.167 mV/sec. The curves are similar, with the
corrosion potential and the transpassive anodic peak displaced to lower potentials with
increasing temperature. Also, at potentials above the potential at which the current
increases abruptly from the oxygen evolution reaction (CNWRA, 1990), a quasi-limiting
current density appears ("a" in Figure 5-10) followed by a region of increasing current. The
value of the quasi-limiting current density increases with increasing temperature, but at
95°C this distinctive behavior is no longer observed.

The presence of pits was detected in the specimens tested at temper-
aturcs extending from 30 to 80°C. On the other hand, no pitting was observed at 95°C.
The pits were quite shallow and covered Ly brown corrosion products, which ware found
to be enriched in iron. Intergranular attack was clearly noticeable at the bottom of the
pits. According to the observations reported previously, this type of pitting can be classified
within the 2 rating. The occurrence of this type of pitting is not related to a characteristic
or critical poten*  as it is in the case for the pitting observed in more concentrated
chloride solutions (> 100 ppm). It seems to occur at potentials above that corresponding
te “»  vgen evoiution reaction, precisely within the potential range in which the quasi-
| ¢ 1t density was observed. This shallow form of pitting was observed, even in

ti ~ J* chloride, in a solution of composition similar to simulated J-13 water in
\ : de was replaced by sulfate to maintain adequate conductivity. Thus, it appears

elective and localized transpassive dissolution at very high potentials rather than
i« 1 breakdown of the passive film by the chloride anion. This phenomenon

theretorc is not realistic in practical terms because such high potentials are not attainable
in natural environments even under highly oxidizing conditions.
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The weak effect of temperature on the susceptibility to localized
corrosion of alloy 825 within the 60 to 95°C range, as evaluated through the factorial
experiments, seems to be related to the relatively high pitting potentials exhibited by this
alloy in all the solutions tested. It is well known (Szklarska-Smialowska, 1986; Cragnolino,
1987) that many metals and alloys exhibit a strong dependence of the pitting potential on
temperature in the range of 25 to 150°C. The pitting potential decreases with temperature,
reaching an almost constant value at even higher temperatures. ‘The temperature range in
which the pitting potential is a strong function of temperature is displaced to higher
temperatures with increasing alloy resistance to pitting corrosion (Brigham, 1973). On the
other hand, for a given alloy it is displaced to lower temperatures with increasing aggres-
siveness of the environment, as characterized, for example, by the increase in the chloride
concentration. An alloy extremely resistant to pitting in a given solution exhibits a high
pitting potential, in some cases unattainable within the range of stability of water as a
solvent. For these highly resistant alloys, an increase in temperature or in the concentra-
tion of the aggressive species is required to promote the occurrence of pitting within the
range of corrgsion potentials prevaiiing in natural environments.

Since only a weak dependence of the pitting potential on temper; ure
was observed in the solution containing 1000-ppm chloride, additional cyclic polariza ‘an
curves were obtained in a 10,000-ppm chloride sclution over the temperature range tnat
extends from 30 to 95°C. For th%s purpose solutions containing 1000- and 10,000-ppm CI’
with the addition of 20-ppm SO, 10-ppm NO;’, 2-ppm F, 88-ppm HCO," and Na® as
a single cation were used to study the effect of temperature on the pitting and repassivation
potentials. The results are summarized in Figure 5-11 where E_ and E__ are ploited as a
function of temperature for both chloride concentrations. The lifies in the figure are linear
regression fits. Both E; and E_ decreased with temperature with approximately the same
slope for the 10.000-me chloride solution. The extremely weak dependence of Ep with
temperature was confirmed for tke 1000-ppm chloride solution. In this solution, E,_ also
decreases with temperature but with a less pronounced slope than in the more concenlrated
chloride solution,

From this analysis, alloy 825 in the 1000-ppm chloride solution is
concluded to be in the upper plateau region of the pitting potential vs. temperature curve,
showing a behavior characteristic of a material with a relatively high resistance to pitting
corrosion (Brigham, 1973). This conclusion explains the lack of tempsrature dependence
observed by other authors (Glass,1984; Beavers, 1990) in solutions centaining low chloride
concentrations. In a more aggressive solution, such as that containing 10,900-ppm chloride,
the puting potenyal lies in the transition region where the dependence on temperature
hecomes dominant. The repassivation porsntials, however, are quit. low despite the
relatively high pitting potentials measured a: 95°C, even in the solution comainin% 1000~
ppm chloride. The repassivation poteutial in the 10,006-ppm chloride solution at 95°C was
-343 mV, which v/as close to the open-circuit poiential measured in the deaerated solution.
These results irdicate that further sidies are ne ded to evaluate the susceptibility to
loculized corrosion under potentiostatic conditions over the potential range that extends
from E.; to E;. Results of these studics will be compared to those obtained under free
corroding conditions that may be present in the repository environment,
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522 Summary

The focus of the investigations reported in this quarter was the response of

alloy 825 to cyclic polarization as a function of environmental variables. These electro-
chemical studies indicate that:

(1)

In the factorial experiments, especially in low chloride solutions, no
correlation existed between the electrochemical parameters and visual
evidence of localized corrosion. Using only the electrochemical param-
eters will result in a statistical analysis that is physically meaningless
Hence, a Localized Corrosion Index = Visual Rating * (E, - Erp) was
used to analyze the results. Using this approach, a good fit getwccn the

experimen.ally observed values and those predicted by the statistical
model was obtained (R* = 0.993).

17 ¢ analysis of the factorial experiments indicated thai chloride is a
proioter of localized corrosion; nitrate is an inhibitor of localized
corro.ion; and chloride and nitrate have a major interaction, i.e., nitrate
is an efective inhibitor when the chloride level is high. The inhibitive
effect o nitrate was found only above a concentration of 100 ppm.
Fluoride was found to be an inhibitor of localized corrosion (evident
mainly in the low chloride environment), Sulfate was found :0 be a mild
promoter of localized corrosion. Temperature was found to have no
significant effect within the range of temperatures studied.
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In solutions with chloride concentrations s 1000 ppm, both the pitting and
repassivation potentials were relatively independent of temperature in the
range of S0 to 957 in the 10,000-ppm chloride solution, both these
potentials decreased with temperature. In the 6-ppm chloride solution,
& small inverse temperature effect (greuter localized corrosion with a
decraase in temperature) «~as noted

Considerable nonlinearity in the functional dependence of LCI on chlo
rde was ed. The observed values of LCI at intermediate chloride

concentic nons were higher than predicted by the linear regression
equation
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6. STOCHASTIC ANALYSIS OF UNSATURATED
FLOW AND TRANSPOR']
by Rachid Ababou

Investigator Rachid Ababowu

6.1 TECHNICAL ORJECTIVES

A C

intit

JUs ative characterization of large-scale flow and radiotr

ol uchige
heterogencous unsaturated fractured rock of Yucca Mounta.n wi

evaluate compliance with the siting criteria and performance objectives associated

proposed Yucca Mountain HLW repository (10 CFR 60,112 and 60,113 he
] »

technical 1ssues concerning radionuclide migration at Yucca Mountain must be und
SO a8 to demonstrate that the hulm;‘('uiugn conditions at the repository site strongly ir

e

be

radionuclide transport *o the accessible environment and meet performance criteria

Realistic modeling of the complex, heterogeneous flow and transport processes at Yucca
Mountain will require incorporaiing the effects of relatively small-scale space-time variab
ity in modeling large-scele 1 saturated flow and radionuclide transport

'he specific objectives of the Stochastic Analysis of Unsaturated Flow and Transport
Project are as follows

l'o perform a review of the literature and assess available models and data relevant
10 the subject site,

I'c select a global approach to model large-scaie flow and transport in unsaturated
actured rock,

To develop submodels for incorporation into the gloval model, and

lo perform large-scale simulations and participate in the validation of flow
transport raodels for the Yucca Mountain repository

'he project is divided in three tasks to accomplish the objectives

(1) Task 1 - Review, Analysis, and Initial Development of Modeling Approach
Task 2 - Stochastic Submodel Development and Implementation

(3) Task 3 - Large-Scale Flow/Transport Simulation and Data Analysis

Complete results of the literature review, initial data assessment, model selection, and
tirst stages of model development will be presented in the Technical Report for Task 1

6.2 RESEARCH ACCOMPLISHMENTS

I'hree major technical areas of development were presented in the previous quarterly
report: (1) three-dimensional synthetic flow experiments, (2) numerical analysis of non
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6.2.2 Anisotropic Effective Conductivity

I detalled model Nng appears computationatly unfeasibie, then a coarser mode

1 8

ased on etfective hvdrodynamic properiies may have to bhe developed, Conceptual mode

ol effective hydrodynamic properties have been useful in the areas of oil-reservoir simula
tion and contaminant hydrology. During this quarter, the relation between anisotrog

effective conductivity and spatial-statistical conductivity distribution was explored for the
case of a fully saturated statistical continuum (R, Ababou, 1990). Because this paper is no

widely available and the conference proceedings have not yet been published, the extended

d
abstract 1s made available in Appendix B, The tensorial effective conductivity mode!l was
successtully applied using saturated flow data from the fractured granite Oracle Site
Arizona). The question remains whether a similar, effective conductivity mode! can be
jeveioped for unsaturated fractureC rocks. This will be expiored in Task 2
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7. GEOCHEMICAL NATURAL ANALOGS
by English C. Pearcy and William M. Murphy

Investigators English C. Pearcy and William M. Murphy

1 TECHNICAL ORJECTIVES

The Geochen ' itural Analog Project is designed 1o pros wiedge Of the
nant ! ' { "\.'." N I.,L\k

NAIOR studies applied

! ] »
O Contar

review was conducted during the thirc juarte [ 1990, Objec

lask 1 i ude compiiation and evaluaton of researct ucted
analogs relevant to contaminant transport at the candidate HLW repositon
Mountain; review of literature on potential sites for a natural anaiog study to | )
taken; and evaluation of these sites with respect to the degree of relevance to understanding
contaminant transport at Yucca Mountain, possibility of constraining initial and boundary
condit

ions, feasibility of research at the sites, and potential uset

} ness for unsaturated-zone

contaminant-transport model validation
72 RESEARCH ACTIVITY

I)x;.';ng this quarter, work continued on literature igentification and review, A draft
of the Geochemical Narural Analog Literanire Review Report (Task 1 milesione repo-t 20

3704-061-003) was written. A summary of that draft report comprises this quarterly report
GEOCHEMICAL NATURAL ANALOG LITERATURE REVIEW

he HLV literature his been reviewed for applications of natural analog studies
Processes and events likely to control contaminant transport at Yucca Mountain are
\dentified herein, and those processes which are amenable to natural analog study are
discussed. A set of criteria for the successful use of natural analog studies is presented
Descriptions of candidate natural analog sites relevant to the proposed HLW repository at
Yueca Mountain and discussions of their potential usefulness are included

Natural analogs are occurrences of a material or process in nature which may be
viewed as comparable to some aspect of a system of interest. In this case, the system of
interest is a4 high-level nuclear waste repository. Natural materials that approximate
components of a repository may be st. “ed to gain a better understanding of the behavior
to be expected from the repository material. Similarly, a process that occurs (or has
eurred) in nature and that may be significant to the performance of a repository may
be investigated to learn of possible effects on a repository system

Natural analog studies have been used for many years. Geologists have always been
limited in their investigative approaches by the physical and temporal scales of many aspects

of their subject. Mountains do not fit into a laboratory and the time and forces involved

\n building them are not available for experiments. In many cases, therefore, the only test
of a geologic hypothesis is how well it fits with observations of nature’s experiments




\:\

Consequently, it is often difficult to prove a geologic hypothe!ii in the same sense that
nypotheses in other disciplines can be prover through rigorous ¢uplication of experiments
by many investigators. Geologists instead rery on generalizat v inderred (rom numerous
observetions of analogous rocks to test the ideas; that is, the

5

wHE NATUTEL ANAIOES
73.1 Uses of Natural Analogs for HLW Repository ¥laaning

Natural analog studies are necessary in the planning of geclogic HLW reposito-
ries !

for many of the same reasons as they are necessary to muct REOIORIC Investigation
l'he Environmental Protection Agency (EPA) rule 40 CFR Part 191 [section 191.13(a))
specifies that HLW must be isolated from the accessible environment for a period of at

least 10,000 vears T'he NRC rule 10 CFR Part 60 [sections 60.21(c) 1) iiNF) and

60.101(a)(2)] calls for use of natural analog studies to "s

",‘«'H. analyses and models that
will be used to predict future conditions and change

n I,’»'t’ ECOIORIC Selting at a repository
site over the period of regulatory interest. In addition to the great length of time under
consideration, a geologic nuclear waste repository will constitute a system much larger than
can be approximated by laboratory facilities. By studying natural systems which have
operated for times comparable to radionuciide isolation requirements and which are of
similar scale to a repository, some of the uncertainty inherent in projecting such large-scale
processes so far into the future can be reduced

Public perception is a difficult problem associated with nuclear waste disposal
It has been suggested (e.g., Winograd, 1986, Papp, 1987, Vovk, 1988; Chapman and
McKinley, 1990) that natural analogs may be useful in conveying to the public a sense of
the long-term stability possible in a geologic environment. For example, mary studies
consider uranium ore deposits as naturai analogs of HLW repositories. The ability of these
sites to contain substantial quantities of radioactive material for periods much lorger than
required for HLW isolation is an apnealing intuitive argument for the possibt lity of safe
nuclear waste disposal. However, these same ore deposits may be used to make arguments
for massive transport of radioactive materials over large distances by natural processes
(Sargent, 1990; Apted, 1990). The substantial quantity of uranium contained in these
deposits was originally dispersed throughout some larger volume. Natural processes
mobilized the uranium and transported it to the site of the present deposit; $O uranium ore

deposits do provide implicit evidence of the element’s considerable mobility in the natural
environment

732 Limitations of Natural Analog Studies

Though natural analog studies extend the sort of investigations possible in the
laboratory, they have a variety of inherent limitations. Chief among these is the incom-
pleteness of the geologic record, at any geologic analog site, of all of the processes and
events important (or potentially important) to the development of the analog. The existing
record also may be uninterpretable, Erosion, metamorpnism, hydrothermal or meteoric
alteration, and structural disruption are all processes commonly responsible for erasing
portions of the geologic record. Even if a given portion of the geologic record is not erased
by a later event, the overlapping effects of subsequent phenomena may make it difficult or
impossible to sort out the history of the area in detail. Consequently, it is generally difficuit
to adequately constrain the initial and boundary conditions for specific processes within
natural geologic systems. Temperatures, pressures, fluid compositions, timing of process




dgurztion--are all exar pies Of Tactors that may only be indirectly estimable. Of
IS May aiways be place Dut they may dbe broad. Quantification of eftects to
daesired 18 often diffic
NO natural a 4 1 d € reposIiory svsien e avallanie A Riven site
“ niy be analogous to some pot I & repository or to a subset of the processes that
Wikl OCCUr 1n a repository Ad il processes &lso will have occurred that are not
naracté { [ the rep Lory ( NUst DE Made as to the processes [ greatest
reievance and the abulity t em 10r study
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composition and cCrysta form « spent fuel (Finch and Ew ng, 1Ysy and basaltic and
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Cast steel) are parucuiarty diff | approximate with natural maternals
e 10,000-year period required for HLW isoletion is difficult to approximate
with natural analogs. Most ore deposits are much older (10° to 107 years), and most
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133 Contributions of Natural Analog Studies

['ne above limitations notwithstanding, natural analog studies can make critical
contributions, These contributions have been summarized notably by Petit (1990a and b)
from which much of the following discussion is taken. Oniy through the use of natural
analogs can an investigator identify and confirm that a process occJars in nature as well as
in @ laboratory or in theory. Natural analogs allow testing of the pertinence of in
processes over geoiogic time and the assessment of the relative importance of
processes as they interact in nature, Analog investigations may determine the cor
under which the processes occur, the effects of the processes, and the magnituc
duration of the phenomena

V'H:d.l]
A\rIous
tons

and

Objection to the scientific use of natural analogs based on their generally
qualitati2 nature s inappropriate for two reasons. First, in recent years new techniques
and more rigorous efforts have produced substantial quantitative data from natural analog
studies. Second, the supposed pre-eminence of quantitative data over qualitative data is
questionable. Although it is often implied that qualitative data are inferior to quantitative
data, the choices made in setting up a mathematical model generally are made on the basis
of quaiitative information; and it is only after those choices are made that quantitative data
are introduced in the mechanical calculations. For example, performance assessment
models are typically extremely quantitative. The choices, however, of what processes and

components to include in the model and the point in the model at which to insert a process
are all qualitative, and it 15 those qualitative determinations which control the model

ad




10 I'he qualitative basis for the construction of the models, therefore. is as
portaat as the quantitative data input later

Matl ! | WEIS Of natural pne - ire Jdeve ped Lt gN @ procges

! L1ve teract witl Htural analogs and jat iory and held exper Ihere

5 Ady | girectly vandate iong-tern predict \ [ models witt oratory or fneid

" d given the uncertainties involvec nalog studies, valida {agiver

{ ay D¢ POSSIDIE [ nct sense) through (the use ot il alogs, Naturg

P
A conceptual model and the computer code derived from i1t are ‘validated
when it is confirmed that the conceptual model and the derived computer code
provide a good representat he actual processes occurring in the real
sysien Validation is thus catr ut by \'r'W';\_"\\'éf""i caicuiations with fieid
bservations and experimental measurements.” (IAEA, 1982)
'he results of short-term, small-scale laboratory experiments, and the long
term predictions of models based on the laboratory experiments may be compared t
observations of natural systems that have operated for long periods at large scales (i.e.,
natural (L’\J‘l'}:\' At the same time, while this Process of (C'\Ilff)', by con parison constitutes
validation of the model, the limitations of validation by comparison must be clearly under-
stood. T'he comparisons are not expected to be exact; in fact, performance assessment
i models are typically conservative in their predictions and therefore deliberately differ fron
reality, Comparison of model predictions with the results of natural analog investigations

eeneral will permit only confirmation that the model takes into account the appropriate
processes in appropriate ways. Validation of a predictive model by such comparison resuits
n reasonable assurance that the model accurately reflects future behaviors. This is the
evel of confidence required by 10 CFR Part 60 section 60.101(a)(2) which reads in part

£ 1

"Proof of the future performance of [a HLW repository) over time periods of

many hundreds or many thousands of years is not to be had in the ordinary
sense of the word. For such long-term objectives and criteria, what is required

1§ reasonable assurance

Regulation 10 CFR Part 60 does not use the word "validation" or "validate'

except in section 60.131(b)(7), which refers to "experiments used to validate the method of
calculation” to ensure nuclear "criticality control® in handling HLW

734 Natural Analog Studies

I'his section contains examples of natural analog studies relevant to contan
nant transport at the candidate HLW ripos tory at Yucca Mountain, Nevada. The compila-
tion is not intended to be exhaustive but tc give an overview of the range of analogs

considered. The studies are organized according to the type of site at which the study was
I'he natural analog examples include: ore deposits, igneous contact zone

- st ard
VLN \!;.\k( (4
’ | | \ s | . ¢ ey . . il \ . IS

atural glasses, nuciear expiosion sites, uraniterous nodules, sediment contacts, hydro-

tharenm . lino | haanl n 14 ) » 1
¥ nermal systems, mine tailings, rock alteration, archaeologic sites, and uraniferous veins




For a complete listing and description of the sites identified, the reader is referred to the
Fask 1 milestone report 20-3704-061-003

135 Processes and Events Likelv to Control Contaminant Transnort at Yucca
Mountain
Processes and events that are likely to control contaminant transport at Yucca
Mountain fall into two groups: (1) those generally important at any geologic HLW reposi
1on d | those peculiar to Yucca Mountain. Both are ;'f(‘\(’fi-’c'\‘ below

Processes Important to Contaminars Transport at Any Geologic HL.W Repaository
Processes likely to be important in general to contaminant transport at geologic HLW

:
repositories include

o Miceral/container/waste form dissolution and/or precipitation

¢ Aqueous speciation of repository fluids (including organic complexing and
radioelement speciation)

¢ Colloid transport and/or retardation of waste elements

o Microbial activity (redox controls, mineral precipitation/dissolution, and
formation of organic colloids)

o Matrix and intra-crystalline diffusion of elements

o Fracture flow of fluids and gases

o Matrix flow of fluids and gases

o Changes in permeability due to thermal, chemical, or physical effects

o Redox equilibration (kinetics) and redox front migration

o Chemical species and mineral phase stability, solubility and metastability

¢ Radiolysis

» Thermally driven elemental diffusion

o Convective (buoyancy driven) fluid movement

e Alpha recoil effects

¢ Adsorption

¢ lon exchange

« Coprecipitation

o Dispersion

+ Radioactive decay chain

Processes and Everits Which Are Peadiar to Contaminant Transport at Yucca
Mountain. A number of processes important to contaminant transport result from the
(1) occurrence of the proposed repository at Yucca Mountain in tuffaceous host rock,
(2) chemically oxidizing environment of the site, and (3) partial hydrologic saturation of the
proposed repository horizon. The host tuffs contain large amounts of glass fragments which
interact readily with groundwater. This interaction may take the form of elemental
exchange, dissolution of the glass, or alteration of the glass or its components to new
minerals. Large volumes of the tuffs underlying the repository horizon have been altered
S0 that they contain abundant zeolites; sorption onto these zeolites is likely to impede
radionuclide transport. The response of these tuffs to thermal and hydrothermal alteration
may change their sorptive copacity. Mineralogic alteration of the tuffaceous host rocks may
also result in volume change which, in turn, could open fractures enhancing fluid flow and




/3.6 Geochemical Processes Amenable to Natural Analog Study
above are potentially
processes are considered most
ory at Yucca Mountain, and

Criteria for the Successful Use of Natural Analogs

Chapman et al. (1984) presented the f

| i

he Process 1nvoly hould be clear-cut, Othet Processes

been involved in the geochemical system should be identifiabie

amenabie to quantitative assessmert as well so that their effects car

subtracted.’

'he chemical analogy should be good It is not always possible to study

the behavior of a mineral system, chemical element, or 1sotope identica
that whose behavior requires assessing. The limitations of this sho

i

1 e | 4 i
Uity understioodg

I'he magnitude of the various physico-chemical parameters involved (suct
as P, T, pH, Eh, and concentrations) should be determinable. preferably
by independent means, and should not differ greatly from those envisage
in the disposal system

(4) The boundaries of the system should be identifiable (whether it is oper

or closed and, consequently, how much material has been involved in the
process being studied)

e time scale of the process must be measurable, since this

the greatest significance (the raison d’etre) for a n
Airey and Ivanovich (1985) added a requirement for

(6) A contaminant transport analog requires a sj

which (0 observe transport




) the above criteria, it 1s important that

B the original distribution of the elements of interest)
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ned, and

'he environmental analog be close. The argument is inappropriate that
in anal ,!. ha . s |
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150N anaQ L.eretore 'P*IH'\ ides a conservative ('\‘H'x“;(‘ More exirenmi
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cOonaitions

more extreme conditions than the system of

are differeru conditions than those present in the system of
comparison; such different conditions may inciude different processes or
different combinations of processes than those at the site of interest

Potential Sites for a Natural Analog Study

'he uranium ore deposit at Pefia Blanca, Mexico, and the archaeologic site at
Gireece, have been identified as potential sites for a natural «1alog study, These
ites were described in the quarterly report for April 1 - June 30, 1990 (CNWRA, 1990)

Qantor e

g1

Briefly, the sites at both Pefa Blanca and Santorini are in the hydrologically
unsaturated zone of siliceous tuff sequences, and tioth sites occur in climates similar to that
if southern Nevada. The past and present oxidation of uraninite at Pefa Blanca constitutes
an analog for the alteration of spent nuclear fuel. The processes of migration of uranium
and other elements from sites of initial mineralization under unsaturated, oxidizing condi-

ns at Pefha Blanca are analogous to those that would occur in the Yuceca Mountain
repository. Studies using buried artifacts at the Santorini archaeological site as analogs of
contaminant sources would permit analyses of the rates and mechanisms of trace elemental
migration in a geologic setting analogous to Yucca Mountain. The initial and boundary
conditions at Santorini could be especially well defined, and the time period since burial

of the artifacts (3600 years) is comparable to the period of interest in radioactive waste
management

Though Pefa Blanca and Santorini provide good analogs to some processes
important to HLW containment, there are no perfect analogs. The source term and
boundary conditions at Pefia Blanca may be difficult to constrain closely because of the
complexity of the original hydrothermal systems and subsequent aiteration. Conversely, at
santorini (where the source term and boundary conditions are relatively weil known) the
material and elemental sources are not necessarily close analogs to spent fuel or vitrified
waste forms. Nevertheless, the physical similarities between these sites and Yucca Moun-
tain could permit ider tification and characterization of relevant waste form degradation and
contaminant migration phenomena, and could aid in the development and validation of
predictive models for performance assessments,
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Fine-Scale Spatial-Statistical Distributions and Correlations:
Effects of Cross-Correlations Between Intercept
and Slope of Unsaturated Log-Conductivity Field

Introduction

I the statistical (';‘

proach 1o geclogic heterogeneity, the geologi
assumed (o behave like a porous continuum (porous medium). A detailed, fine-sca
continuum heterogeneity can be obtained by representing each hydrodynamic parameter
of a random field. Both single- realization approaches (Ababou et al., 1989) and mult ‘
Carlo realizations (Smith and Freeze, 1979) have been used in the context of saturated groundwale
flow. Single-realization approaches for unsaturated flow were implemented in three dimensions
by Ababou and Gelhar (198E) and in one dimensions by Yeh (1989). Multiple Monte-Carle
realizations of one-dimensional unsaturated flow, with only the saturated conductivity as randon
field, were used by Andersson and Shapiro (1983). In contrast, Ababou (1988, Chap. 7) and Ye!
(1989) considered the case where the entire curve of unsaturat onduclivity versus pressure varies
randomly in space. This idea of a spatially variable nonl conductivity was implemented by
assigning random field properties to both K,, the saturated conductivity, and a, the slope of the
curve relaung log-conductivity (o pressure

he three-dimensional single-realization numerical experiments of Ababou (1988, ( hap
ndicate that even a moderate cocfficient of vanation in the a-parameter can create highly
helerogeneous moisture patterns. In addition, comparing the cases of perfectly correlated and
perfectly uncorrelated Ks and o, Ababou (1988) found a significant sensitivity of flow neterogeneity
0 (Ks, a) cross-correlation. The most heterogeneous moisture patterns were obtained in the
uncorrelated case. A similar conclusion was reached by Yeh (1989) based on more detailed one
dimension comparisons of the perfectly correlated and uncorrelated cases

The purpose of this note is to elucidate and quantify analytically some of the cross-correlatior
effects uncovered by Ababou (1988, Chap. 7) and Yeh (1989), and to extend their analyses to the
general case of imperfect cross-correlation between the saturated conductivity and slope of the
unsaturated log-conductivity curve. The contribution is two-fold: (i) provide a parsimonious
analytica: model of spatially random unsaturated conductivity curves subject to correlation between
intercept and slope, and (i) provide a compact analytical characterization of heterogeneous
unsaturated flow processes in relation to cross-correlations among hydraulic conductivity
parameters. The first point is the object of the next section. The second point will be brie”
summarized in the remaining section




Random Field Model of Unsaturated Conductivity Curve with Imperfect

Cross-Correlation

ty K,(x) and the "slope” parameter a(x) are eac!
¢. random fields. 'nlike the above-mentioned

n dbetween these parameters 18 modeled explicitly here

rst. the random unsaturated conductuvity modiel (1) 1s expressed g\

IVILY a8 10L0owWS
Y(¥.x) = F(x) - exp(A(x)) ¥
) '.»\(' Unsatur ‘L: ‘.\‘b' conductivity

Y(¥.x) = {n K(¥,x)

and all other quantities are as defined previously. The log-conductivity model given by equatior
First the unsaturated log-conductivities are linear functions

<) possesses two important features
In Space

I suction (¥), with random intercept (F) and random siope (exp(A)) at each point
secondly, since the siope of the unsaturated log-conductivity curve is given by exp(A), the slope

§ log-normally distributed and can never take ncgative values. This is 0 accordance with the

ntuitively reasonable requisite that conductivity must ailways decrease in a drying porous medium

[0 complete the model (1)-(2)<(3), the two-point correlations and cross-correlations of the
ointly gaussian random fields (F(x), A(x)) must still be specified. A special form of jointly
n randem fields is selected that reduces the number of statistical parameters while retaining
as previously suggested in Ababou

Faussia
:

crucial features, spatial correlations and cross-correlations
988, Chap. 7, eq.(7.7)). First, let

(JdI

F(x) =
(4b)

Alx)

where (F,A) are the means and (f, a) the zero-mean perturbations of the random fields (F,A). The
1S obtained by choosing a(x) to be a linear combination of two

"y

proposed simplified model

ndependent replicates of f(x). Lat u(x) be a normally distributed zero-mean unit-variance rande
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feld. Assign tw u(x) the observed correlaiion structure of f(x). Then, construct f(x) and a(x) fron

Wy ;':\1(""'1\1("! ’('P‘l,‘\"(‘\ U.ix) (‘.f«\t Is(X) Of UiXx). 4s shown DEIOW

1

['hus d.i) have the desired j)ointy gaussian distnoution and correlatuon structure, and the

coeltficient @ unigquely characterizes the cross-correlation between the two random fields a(x) ar

\ {

In the forthcoming sections, a statistical characterization of the family of unsaturaied g
conductivity curves Y(W, x) based on the previously defined model is developed. This model car
capture complex features | ke three-dimensional anisotronic heterogeneity, and can take into account
the often obscrved fact that coarser matenals, with large K,, excerience a faster decrease of
conductivity as they desaturaie. The goal is to analyze the role of this phenomenon, represented
by the cross-correlation paramcter @ in naturally heterogeneous porous media

3. Mean and Effective Unsaturated Conductivity Curves

Various types of mean unsatura‘ed conductivity curves are computed by taking averages over
the ensemble of random unsaturated conductivity curves. First, the geometric mean unsaturate
conductivity curve, K,(W¥), is obtained by computing the arithmetic mean of the log-conductivity
curve (5) as follows

INKo(¥W) = < Y(¥x) > = InK; - a, exp (0,°/2) ¥ (6)

he first equality is an identity, and the second equality follows by taking the average of eq. (5)
and taking into account the following identities

Y2 = (> = Cyuy>» = ( (7a)

a=90,0py = vi=p2 Uy) (7h)

]

<a> = (; <exp(a)> = exp (0,'/2) (7¢)

More generally, other types of means conductivity curves, including arithmetic and harmonic
means, can be computed basad on power averaging formulas similar to those given by Ababou and
Wood (1990). Without going into details, the reasons for avestigating the power average
conductivity can be explained as follows. The power average unsaturated conductivity K(¥) =
<K(¥,x)" > " can be used as a surrogate for the effective macroscale conductivity of quasi-steady
unsaturated flow systems. Thus, in a distinctly stratified formation, the arithmetic mean (p = +1)
I & surrogate for effective conductivity parallel to bedding, and the harmonic mean (p = -1) is a



griective cond
sal

PpOWEr-average
ation coetfricient @ on the (Surrogate) ¢

the case Of structurally 18otropig

V) 1s ('L,Lfv

= K (O)expl-aqsexp/a,’/ )V}
effective conductivity does not depend on the cross-correlation coef
i

n the case of structurally anisotropic stratified format

7) eliective conductivities are given by the anthmeti (p

hese are of the form
1,(¥) ¥)
expl-a,¥) ¥)

) can be used for computing an "effective” anisotropy ratio, namely

It appears that

Y ;\‘,.‘{.r 'g

'he siopes of the parallel and orthogonal effective conducti

(W), both vary linearly with suction




'he slope of the parallel effective conductivity, a,(¥), decreases as suction increases: this
tends to encourage paralle! flow at larger suctions

he slope of the orthogonal effective conductivity, a,(W¥

INCTEASES With suchior
tends to block orthogonal flow at larger suctions

In the case of positive cross-correlation (g > 0) the parallel/orthogonal anisotrony 1
; 2 }

al
increases with suction above a critical value (¥ > ¥)

reaches a minimum at ¥ =V¥.. anc
decreases with suction below the critical value (V< V)

The critical suction corresponding to the minimum “effective" anisotropy
obtained from eq. (11). It is given by

ralio

in summary, a simplified model of spatially random unsaturated conductivity curves has beer
developed, and the special role played by the cross-correlation coefficient in anisotropic flow
behavior has been indicated

4. Statistical Characterization of the Intersecting Set of Unsaturated
Conductivity Curves

In addition to the previous analysis, it has been shown that the critical suction ¥, of the
effective anisotropy ratio, developed above, is in fact related to the density of intersections of the
set of conductivity curves K(¥,x). This is schematically illustrated by Figure 1. In addition, the
set of curves possesses an upper envelope K, (¥). This part of the research is currently being
finalized. The combined results of the previous sections and the forthcoming statistical analysis
will allow establishment of a direct link between the properties of intersecting sets of conductis ity
curves and the nonlinear effective conductivity behavior of highly heterogeneous unsaturated flow
svstems at the large scale. The model appears tractable enough to be considered as a potential
candidate submodel for large-scale numerical flow modeling, possibly in a more refined and general

form. Applications of similar ideas for unsaturated fractured media will also be explored along
with single fracture models and fracture network models

5. Preliminary Conclusions

The main conclusion at this point is that the unsaturated flow pattern may be quite sensitive
to the assumed cross-correlation between intercept and slope of the unsaturated log-conductivity
curve. This sensitivity is most apparent in the case of highly stratified formations, as it implies

A-S
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Conductivities Versus Suction

Figure A-1. Schematic representation of the critical suction in & heterogeneous or fractured

unsaturated geologic medium: local minimem of effective ANISOropy ratio (top); and intersection
of conductivity curves (bottom)
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EXTENDED ABSTRACT

lhe effective macroscale hydraulic conductivity of heterogeneous and
stratified geologic formations can be identified by ad hoc inverse methods, or by more
generic, direct methods such as homogenization. Proposed here is a direct approach
based on a simple homogenization relation expressing the effective conductivity tensor
of randomly heterogeneous flow systems under certain conditions of statistical
homogeneity and statistical anisciopy, given the microscale conductivity field
KX, %3, %), Imperfectly stratified and anisotropic geologic structures are described by
means of directional fluctuation scales, while other features such as degree of variability,
bimodality, etc, are conveyed by a probability distribution. The dimensionality of the
flow system is also an important factor. Discussed below is the general case of a
D-dimensional flow system (D = 1, 2, or 3)

The proposed homogenization relation expr-sses the principal components

of the D-dimensional effective conductivity tensor by means of 2 tensorial power-average
- operatot

K, = KM™ (=1, D) (1)

where the angular brackets < > designate the operation of averaging. In this equation

the p,'s are directional averaging exponents. They are expressed in terms of the
directional fluctuation scales ¢,, as follows:

R. Ababou, September 1990, Proceedings of the 5th Canadlan-American
onference on Hydrology: Parameter Identification and Estimation for Aquifer and
Reservoir Characterization, Calgary, Alberta, Canada ‘to be published
%
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Note that the averaging exponents are constrained to lie veithin the int [-] 1] |

that they sum up to D-2. To summarize, equations (1)-(3) give an analytical relations!
for the D-dimensional effective conductivity tensor in terms of the s ngie-point
probability distribution, the principal directions, and the directional fluctuation scales of
the microscale log-conductivity field Note that the microscale data required for
mpiementation of equations (1)-(3) are all of a siatistical nature. |

Or technical reasons
g-conductivity rather than conductivity are preferred

]

the statustics of

lhe power-average effective conductivity tensor (1)-(3) can be expressed
in closed form for several

an
a

vSual types oi log-conductivity distributions, such as gauss
binary, ¢tc. In the case ~f a "gaussian medium® with normally distributed ¢nK. anplving
M

(.'-“ud'.i-.”]“ (1)=(3) lewe.S 1O

| ¥y pd t | |
R, * K, exp{--'|1 %) G=1,.D) ¢
"2l Bl

when o,° is the log-conductivity variance, and K, is the geometric mean conductivity

Fhis relation was initially developed by Ababou (1988, Vol |, Eq. 4.48) in the
equivalent form

R, » ®)"K)'™ (i=1,..D) (§

where a;, = D -(f,/0)/D, and K, and K, represent the arithmetic and harmonic mean

conductivities, respectively. Another case of interest is that of a binary medium, made
up of a mixture of two distinct conductive phases a and §, present in the proportions (p)
and (1-p) respectively. For instance, phase o could be a sandstone matrix, and phase 8
a set 0f shale lenses or shale clast inclusions (Desbarats 1987, Bachu and Cuthiell 1990)

i

The conductivity distribution of such & composite medium is of the form




Brob (Kix, x,x)+*K )

Prob (Kix x, %)+ K,‘

§ assumed that as & first approximadtis
w defined by three fluctuation scales (

g Lot s'l;me,s
N N
(pK, +(] pIK, | "

WIth averaging powers (p) are as given previously in equation (2). In the case of a
three-dimensional 1sotropic binary medium, let D = 3 and (., = {, =(,. This vields
p,= 1/3 (1=1.2,3) in equation (7). In the case of a two-dimensional isotropic binary
medium, et {, = [, for horizontal isotropy, and D = 2 for restriction to two-dimensional
space, or equivalently D = 3 with {, - + o for two-dimensional horizontal flow
through a vertically homogeneous medium. Either case yields p, = 0 for { = | and 2
Inserting this in (7) and using Taylor developments leads to

> - » (W3 e l«p . ™
K=K, (K,) (1=]1 and 2)
where p represents the concentration of phase a, and 1-p the concentration of phase 3

Although the general form of the effective conductivity model (13-(})
remains conjectural at this stage, many specialized forms of this relation appear to be
confirmed by other results. The range of validity of the mode! is being explored in
several ways: (1) by comparison with exact bounds and with available homogenization
solutions in cases of lower dimensionality, statistical isotropy, symmetric distribution,
binary distribution, etc; (2) by comparison with analytical solutions based on linearized
and/or perturbation approximations;, and (3) by comparison with direct numerical
simulations of flow in randomly heterogeneous porous media. The preliminary results of
such analyses are encouraging. Some of the relevant effective conductivity results used
tor comparisons can be found in Ababou (1988), Ababou et al. (1989). Desbarats (1987)
Gelhar and Axness (1983), Kohler and Papanicolacu (1982), and Matheron (1967
among others

Finally, some of the possibie applications of the tensoriai power-av erage
conductivity model in the area of parameier estimation are briefly indicated. First, the
model can be used as & convenient tool for direct identification of the effective
conductivity tensor, given reasonable estimates of the microscale co ductivity
distribution, principal axes, and fluctuation scales. Unlike other approaches to inverse
problems, the present approach does not require numerical procedires, Furthermore, the
model can also be used to estimate geostatistical parameters from large-scale flow test:
To tllustrate this second type of application, a parameter identification procedure
previously developed for the Oracle fractured granite site by Neuman and Depner (1988)

B-3




WS 1T pLe nied. Theu E MU WAS 10 estimate the conductivity enrrelatio ales (which

play an imporiuit roie i contaminant macroclispersion) lasg¢ on a o (bination of

|

"musroscale’ Lingie-hoie packer ea's and "macroscale” cross-hole tests, The principal
axcs Of macroscale arisotropy, ai inferred from the cross-hole data, appeared to be

feClly reialed 10 the nentabions I majur fracture sets. Noa g.ver the measured

macroscaie conductivity tensor and an independent estimate of vertical correlatior

Malc
e remaining correlal scales 0f the Oracie site Con be identified by inverting the
eiiective conguctvity model (1)-(3). Again, this is feasible without recourse to numerica
‘\:)l (3] ‘,“ ;'v’ (-A. V‘\
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