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Volume 1: Equations and Numerics


#### Abstract

The COMMIX-1C computer program is an extended and improved version of previous COMMLX codes with four major additions or modifications: (1) a new finite-volume formulation for the mass, momentum, and energy equations to extend the applications to suusonic compressible flows and to make the calculations more robust; (2) a flowmodulated skew-upwind discretization scheme to reduce numerical diffusion: (3) two new matrix solvers for the discretized equations to increase the fiextbility and efficiency of numerical computation; and (4) a $\mathrm{k}-\varepsilon$ two-equation turbulence model that is more robust and better validated than ti. ise in previous COMMLX codes. In addition, there are numerous smaller modificatio ths that improve overall operation greatly.

COMMIX-1C solves the conservation equations of mass, momentum, and energy, as well . the transport equations of t'rbulence parameters. It is designed to perform steadystate/transient, single-phase, three-dimensional analysis of fluid flow with heat transfer in a single-component or a multicomponent engineering system. The program was developed for the analysis of heat transfer and fluid flow processes in a nuclear reactor system. However, it is designed in a generalized fashion so that, with little or no modification, it can be used to analyze processes in any engineering equipment or in any system.


The following are unique features of the COMMIX-1C code:

- Porous-Medtum Formulation: COMMIX-1C uses e nep orous-medium formulation with the parameters of volume porosity, directional surface porosity, distributed resistance, and distributed heat source ois sink. With this formulation, the COMMIX code has the capability to model an anisotropic flow domain with stationary structures, and it can be used to treat irregular geometries. The porous-medium formulation with the additional parameter of directional surface porosity represents a unified approach to thermalhydraulic an ysis. Because of this feature, it is now possible to perform a multidimensional thermal-hydraulic simulation of either a single component. such as a rod bundle, reactor plenum, piping system, or heat exchanger, or of a multicomponent system that is a combination of such components.
- Three Matrix Solvers: In COMMIX-1C, three matrix solvers, the successive overrelaxation method, the Yale Sparse Matrix Package, and the preconditioned conjugate gradient method for symmetric matrix, are available to solve the pressure equation and scalar transport equations. Depending on the size of the computationai domain, the user can choose the solver that is best suited
for a given proulem. These three matrix solvers greatly increase the fexibility and efficiency of aumerical computation for COMMLX-1C compared to previous COMMIX codes.
- Geometrical Package: A special geometrical package has been developed and implement do permit modeling of any complex geometry in the most storage-efficient way
- Skew-Upwind Discretization Scheme: A new flow-modulated skew-upwiad discretization scheme has been developed and implemented to reduce the numerical diffusion observed in simulations of flow inclined to grid lines. The scheme also eliminates temperature over/undershoots that occur when simulations are performed with other skew-upwind differencing schemes.

Volume I (Equations and Numerics) of this report describes in detall the basic equations, formulations, solution procedures, and models for auxiliary phenomena. Volume II (User's §uide and Manual) contains the input instruction, sample problems, flow charts, and description of available options and boundary conditions.
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## Executive Summary

The COMMIX (Component M(xing) codes are designed for analyzing heat transfer and fluid flow. The COMMLX-1C computer program-an extendeu version of previous COMMIX codes-is designed to analyze steady-state/transient, single-phase, three-dimensional flow with heat transfer in a reactor component/multicomponent system.

The four major improvements that have been implemented in previous COMMLX codes (including COMMIX-1B) to develop COMMIX-1C are

- New fintte volume formulation for the mass, momentum, and energy equations to extend application to subsonic compressible flows. The new momentum formulation employs the concept of a volume-averaged velocity. It makes the numerical calculation more robust than in previous COMMIX versions. It also makes the location of pressure change coinelde with that of density change for one-dimensional flows. In addition, the new discretized momentum equations also satisfy the one-dimensional Bernoulli equation.
- Addition of a new flow-modulated skew-upwind discretization scheme in the energy equation to reduce numerical diffusion. This new scheme is considered better than the previous volume-flow-weighted skew-upwind difference scheme in COMMIX-1B because it not only reduces numerical diffusion but also has a theoretical basis for not producing overshoots and undershoots that are physically unrealistic
- Addttion of two matrix solvers, the Yale Sparse Matrix Package and the preconditioned conjugate gradient method, for the solution of discretized equations. These two new matrix solvers, plus the existing solver using the successive overrelaxation method, greatly enhance the flexibility and efficiency of COMMIX-1C in dealing with various engineering problems.
- An improved $k-\varepsilon$ two-equation turbulence model that is more robust and better validated than that in previous COMMIX codes.

In addition to these major improvements, there are numerous mitior modifications that significantly improve the overall operation.

One of the major untque features of COMMIX is its porous-medium formulation. which has been rigorously derived through local volume averaging. In the new formulation, we use volume porosity, directional surface porosity (directional because surface porosity is an anisotropic vector quantity), distributed resistance, and distributed heat source or sink. The concept of adding the parameter of directional surface porosity is relatively new. In the conventional porous-medium formulation, only the volume porosity, distributed resistance, and distributed heat source are used. Volume porosity is the ratio on the volume occupled by fluid in a control volume to the total control volume. Surface porosity is similarly defined as the ratio of fluld flow area through a control surface to the total control surface area. The porous-medium formulation has the capability of modeling both the anisotropic flow domain and irregular geometry.

In any numerical analysis of an engineering system, modeling must include distributed resistance (friction factor) because, in general, it is not a precisely known quantity. Thus. with the conventional porous-medium formulation, the flow distribution that we obtain depends completely on how accurately we model the distributed resistance. However, in the case on the present porous-medium formulation, due to the introduction of directiunal surface porosity (a geometrical quantity that can be prescribed accurately), the dependence of the velocity field on resistance modeling is reduced. Hence, we obtain improved resolution and accuracy in the modeling of velocity and temperature fields. The present porous-medium formulation thus represents the irst unffied approach to thermalhydrautic analysis. The conventional porous-medium formulation can be considered a subset of this present porous-medium formulation.

The COMMLX code provides detalled local velocity and temperature fields for the probiems under consideration. The conservation equations of mass, momentum, and energy and the transport equations of turbulence parameters are solved as a boundary-value problem in apace and an initial-value problem in time. The discretization equations are sotained by integrating the conservation equations over a control volume.

The code has a wide range of applicability. It is capable of solving thermal-hydraulic problems involving etther a single component, such is a rod bundle, reactor plenum, piping system, heat exchanger, etc., or a multicomponent s.stem that is a combination of these components.

COMMLX has two alternative solution sch.emes. One is semi-implicit and is a modiffcation of the ICE technique. The other, a fully implicit scheme called SIMPLEST-ANL, is a modification of the numerical procedure known as SIMPLER.

The code has a modular structure and permits analysis with either Cartesian or cylindrical coordinate systems. It has four thermal-hydraulic property packages: water vapor, sodium vapor, liquid sodium, and liquid water. Besides these four packages, an option is avallable for users to input simplified thermal-physical property correlations that are valid in the desired range : ${ }^{t}$ applications.

Another unique feature of the COMMLX code is its geometrical package. The basic concept is to use computational cells (either in Cartesian or cylindrical coordinates) as bulding blocks that are stacked to approximate the shape of the physical systems under consideration. Then volume porosity and directional surface porosity are used to account for the differences between the geometry used in computation and the actual configuration. This feature permits the COMMIX code to model any irregular and complex geometry encountered in a real engineering system. Furthermore, the computer storage requi-ement of the COMMLX code is optimized; only the computational cells used in calculations are counted.

Volume 1 (Equations and Numerics) of this report describes in detail the basic equations, formulation, flow-modulated skew-upwind discretization scheme, and solution procedures. It also describes models used for the following phenomena:

- Momentum interaction between fluid and stationary solid structures.
- Thermal interaction between fluid and stationary solid structures.
- $\mathrm{k}-\varepsilon$ two-equation turbulence model.

In Volume II (User's Gutde and Manual), we provide flow charts, descripitons of subroutines, geometry modeling, initialization procedures, input descriptions, etc. Two sample problems are also included so that readers who plan to use COMMIX-1C can become famillar with the input/output structures of the code.

## 1 Introduction

COMMDX (for Component Mixing) is a computer code for heat transfer and fluid flow analysis. Since the development of COMMIX-1 in 1976, many features have been added and refined to augment the code's capability and applicability. Consequently, COMMLX has become a very general-purpose co i. ter code with a very wide range of applications. Although developed for nuclear reactor appications, with no or minimal modifications COMMIX can be used to analyze various processes in engineering systems.

Many industries and organizations in -lved in the design or analysis of nuclear reactors are already using COMMDX. However, due to the code's generality of formulation and its wide range of applications, people from other disciplines have also found COMMLX a very useful tool. We tharefore expect the number of COMMDX users to increase in the future. Prospective users of COMMDX can benefit from a comprehenslve description of the code. The purpose of the present report is to meet this need.

In describing COMMIX-1C, we have two distinct aims. One is to convey to the reader the capabilities of COMMIX, the equations that are solved, and how they are solved; that is the subject of this volume (Volume I: Equations and Numeries). The second aim is to present a step-by-step procedure on the use of COMMLX. To achieve this, we must describe the procedure in sufficient detail that a reader has little or no difficulty in beginning to use COMMDX. This complex task is the subject of the second volume (Volume II: User's Guide and Manual).

This volume (f) describes the basic equations, formulations of discretization equations, auxiliary models, solution procedures, etc. Volume II describes all the information needed by the user, e.g., input description, flow chart, sample problems, and user options.

### 1.1 Overview of COMMIX-1C

The COMMIX-1C code is a generalized computer code for heat transfer and fluld flow analysis. Although designed specifically for reactor component/mulicomponent applications, it has been developed in a way that makes it applicable to many other complex engineering system. Its capability includes steady-state/transient, three-dimensional, and single-phase analysis of nuclear reactor systems under normal and off-normal operating conditions.

In general, a computer code developed for numerical simulation of an engineering process can be classified as either a system code or a component code.

- A system code generally deals with many interiinking components: it accounts for component interactions to provide an overall analysis of a whole system without detailed analysis of all the components of a system.
- A component code, in contrast, deals with only one component of interest and provides a detailed numerical simulation of a single component.

COMMIX-1C can be described as both a system code and a component code because it is capable of providing detalled information about a single component or of analyzing a multicomponent system in sufficient detall. Because of this broad capability. COMMLX-1C can also provide detailed information about component interactions.

COMMIX-1C is an extended and upgraded version of the previous COMMIX codes. including COMMLX, ${ }^{1}$ COMMIX-1A. ${ }^{2}$ and COMMIX-1B. ${ }^{3}$ which were released in 1981, 1983, and 1985, Fespectively. COMMIX-1C has retained all the flexibilties and generalities of tis predecessors, but now contains some additional and improved features:

- A new finte-volume formulation of the mass, momentum, and energy equations to extend the applications to subsonic compressible flows. The new momentum formulation employs the concept of a volume-averaged velocity, which makes the computation more robust than in previous COMMIX versions. The new formulation makes the location of pressure change coincide with that of density change in one-dimensional flows. The new discretized momentum equations also satisfy the one-dimensional Bernoulli equation.
- A new flow-modulated skew-upwind discretization (FMSUD) scheme to reduce numerical diffusion for flows inclined to grid lines. The FMSUD scheme is considered better than the volume-weighted skew-upwind difference scheme in COMMIX-1B because the FMSUD scheme in COMMLX1C not only reduces numerical diffusion, but also does not produce overshoots and undershoots that are physically unrealistic.
- A modified $k-\varepsilon$ two-equation turbulence model that is more robust and better validated than the $\mathrm{k}-\varepsilon$ two-equation turbulence model in COMMIX-1B.
- Three matrix solvers, i.e., the successive overrelaxation (SOR) method, the Yale Sparse Matrix Package (YSMP), and the preconditioned conjugate gradient (PCG) method, are now available in COMMIX-1C. These matrix solvers are implemented in modular fashion, which provides the user with greater flexibility in choosing a solution method better suited to a given problem.

COMMLX-1C solves the conservation equations of mass, momentum, and energy, as well as transport equations of turbulence parameters, as a boundary-value problem in space and an initlal-value probiem in time. The staggered grid system is used, which considers the field variables as located at the center of a cell and flow variables as located at the surface of a cell.

The COMMIX series of codes are well tested. Already, many computations for complex situations have been performed. ${ }^{4-39}$ A number of simulations using COMMIX-1C have been
performed since 1985.40-41 The structure of the code is modular. It has many important features that are described in the following section.

### 1.2 Major Features of COMMIX-1C

### 1.2.1 Porous-Mediu: Formulation

As do all the codes in the COMMXX series. COMMIX-1C employs conservation equations of mass, momentum, and energy that are based on a new porous-medium formulation utilizing local volume averaging. $42-48$ The formulation uses four parameters-volume porosity, directional surface porosity, distributed resistance, and distributed heat source (sink)- to model the effects of internal solid struetures. In the conventional porousmedium formulation, only three parameters-volume porosity, distributed resistance, and distributed heat source-are used. The addition of a fourth parameter, directional surface porosity, ${ }^{42-51}$ is a relatively new concept.

The volume porosity parameter is defined as the ratio of the volume occupied by fluid in a control volume to the total control volume. Directional surface porosity is similarly defined as the ratio of area allowed for flutd flow through a control surface to the total control surface area. We use the adjective "directional" because surface porosity is an anisotropic quantity.

Introducing the fourth parameter, directional surface porosity, has several advantages. In any thermal-hydraulic analysis, flow resis ance due to internal structures and/or irregulat geometry (the friction factor) generally is not precisely known for most engineering applications and musi be modeled as a distributed resistance. In the conventional porous-medtum formulation, the accuracy of numerical prediction therefore depends primarily on how well the resistance is modeled. In the case of the new porous-medium formulation, two parameters (distributed resistance and directional surface porosity) are avallable for modeiing of velocity and tem: srature fields in anisotropic media. Incidentally, directional surface porosity is a geometrical parameter and can be calculated precisely. By the introduction of directional suriace porosity in the new porous-medium formulation, we reduce the dependence of numerical prediction on the modeling of distributed resistance (an empirical parameter not precisely known). Thus, the concept of adding directional surface porosity greatly faciltates the modeling of velocity and temperature fields in anisotropic media and, in general, improves resolution and accuracy. Another unique feature of the porous-mediuai formulation is that it can be used to model irregular geometry.

If we set directional surface porosity equal to one, the new formulation reduces to the conventional porous-medium formulation. We can therefore consider the conventional borous-medium formulation as a subset of the new porous-medium formulation. Furtheriore, if we set the volume porosity equal to one and the distributed resistance and heat s iurce to zero, the porous-medium formulation reduces to a continuum-medium

[^0]formulation. Thus, the new porous-medium formulation can be considered a most general and unified approach to thermal-hydraulle analysis.

### 1.2.2 Two Solution Algorithms

In COMMIX-1C, there are two solution algorithms as user options:

- A semi-implicit algorithm derived from the Los Alamos ICE Technique. ${ }^{52-54}$ This algorithm is ideally suited for analyzing fast transients, where we are interested in detalls at small time intervals fon the order of Courant time-step size).
- A fully tmplicit algorithm named SIMPLEST-ANL. This algorithm is a modification of the Patankar-Spalding numerical procedure ${ }^{55}$ known as SIMPLE/SIMPLER. It is particularly suitable for analyzing steady-state systems, as well as slow and moderate transients.


### 1.2.3 Three Matrix Solvers

The form of all the discretized equations in COMMIX-1C can be expressed as

$$
a_{0}^{t} \phi_{0}-\sum_{i=1}^{6} a t \phi_{t}-b_{0}^{t}=0
$$

where $\phi$ is a dependent variable and the subscript $t$ stands for the indices of neighboring points. This general form of the discretization equation leads itself to various solution schemes. In COMMIX-1C, three matrix solvers (SOR, YSMP, and PCC) are avallable and the user can choose any one of the methods to solve the discretized equations. The combination of two solution algorithms and three matrix solvers greatly increases the flexibility for the user to select the solution algorithm and the matrix solvers best suited for a given problem.

### 1.2.4 Flow-Modulated Skew-Upwind Discretization (FMSUD) Scheme

In engtneering applications, frequently the local velocity is not parallel to the grid lines. This may introduce the so-called numerical diffusion, which is nonphysical and thus reduces the accuracy of the numerical results. In COMMIX-1C, a flow-modulated skewupwind discretization scheme is implemented in the energy equatio it to reduce numerical diffusion. The FMSUD scheme does not produce physically unrealistic overshoots and undershoots and is, therefore, considered better than the volume-weighted and mass-flowweighted skew-upwind difference schemes in other COMMIX versions.

### 1.2.5 Geometry Package

The geometry package developed and implemented in previous COMMIX versions is also retained in COMMIX-1C. This package is capable of approximating any irregular geometry. It uses basic computational cells as bullding blocks to model the geometry under
consideration. Then beth volume porosities and directional surface porosities are used to account for the differences between the approximated and actual configuration.

To save computer storage, a computational cell is defined by a number rather than by Its conventional (1, J. k) location, where $\mathrm{i}, \mathrm{j}$, and k are the computational cell indices in the three principal axes (e.g., $x, y$, and $z$ in the Cartesian coordinate system). With this approach, the storage requfrement depends only on the total number of computational cells and not on the value of the product IMAX•JMAX KMAXX where IMAX. JMAX. and KMAX denote the maximum values of computational cell indices in the three corresponding principal axes.

A normal three-dimensional computational cell has six surfaces. But to facilitate true and proper modeling of a complex irregular geometry (most geometries in engineering systems are complex and irregular), we have provided fexibility so that a user can specify an additional seventh surface, called an irregular surface, to a computational cell.

### 1.3 Other Features of COMMIX-1C

- Two options are provided to give COMMDX-1C a wide range of applications in dealing with turbulent flows:
- Constant turbulent diffusivity model.
- Two-equation k-e turbulence model.
- The discretization equations are formulated by integrating the conservation equations and transport equations over a control volume surrounding a grid point. Thus, the derivation process and resulting equations have direct physical meaning, and the consequent solution satisfies conservation principles.
- The program has a decoupled-transient-simulation option that permits solution of
- mass-momentum equations only, or
- energy equation only, or
- coupled mass-momentum and energy equations.
at any given time step.
- The code has an option that allows use of either Cartesian or cylindrical coordinates.
- The COMMIX-1C code has a modular structure that permits rapid implementation of the latest available drag models, heat-transfer models, etc.
- COMMLX-1C has built-in properties for liquid sodium and water, and sodium vapor and water vapor, with an option permitting use of simplified property correlations for any fluids and solid structures.
- The code also contains
- A generalized resistance model to permit specification of resistance due to internal structures (fuel rods, wire wrap, baffes, grid spacers, etc.)
- A generalized thermal structure formulation to model thermal interaction between structures (fuel rods, wire wraps, duct wall, bafles, etc.) and surrounding fluid.
- Heat source/sink and boundary conditions can be functions of time.
- The COMMIX-1C code is structured to permit solution of 1-D, 2-D, of 3-D calculations.


### 1.4 Organization of the Repor:

This volume describes the formulations of the governing equations for threedimensional, single-phase, steady-state/transient flow with heat transfer. The description starts with differential equations and deals with numerical methods incorporated into the COMMIX-1C program. Section 2 is devoted to the general form of governing conservation equations for a quasicontinuum domain. This generalization facilitates uniffed development of the numerical method and the construction of the computer program.

The quasicontinuum domain is defined as a medtum that contains fintte, dispersed. stationary heat-generating (or absorbing) solid structures. The effects of solid structures in a medium are accounted for by introducing volume porosity, directional surface porosity, distributed resistance, and distributed heat ssurces.

Section 3 describes the staggered grid arrangement and the conventions used in COMMIX-1C to define the location of a control volume. Section 4 assembles the finitevolume equations. The finite-volurie formulation of the general equation is presented in Sec. 4.5. Because a staggered grid system is used, the control volumes for momentum equations are different and require special consideration. The special features of the finitevolume equations for momentum are discussed in Sec. 4.6.

The pressure appearing in the momentum equation must be such that the velocity distribution obtained satisfies the continuity equation. The derivation of the pressure equation (derived by combining the momentum and continulty equations) is presented in Sec. 5.

Currently, two options are available to account for turbulence effects:

- Constant Turbulent Diffusivity: This model is very simple; the turbulent viscosity and turbulent thermal conductivity are assumed constant. No transport equation is solved. This option is suitable only for scoping analysis because it does not provide detailed information on turbulence.
- The $k-e$ Two-Equetion Turbulence Model: The transport equations of turbulence kinetic energy k and dissipation rate of turbulence kinetic energy $\varepsilon$ are solved to evaluate turbulence quantities. This is more general than the Prandtl mbing length hypothesis and the one-equation turbulence model and is computationally more economical than the complex multiequation models of turbulence that are still in the development stage.

These models are described in Sec .6.
Ceneral practice in the formulation of convective terms is to use pure-upwind differencing rather than central differencing. This is because the pure-upwind scheme prevents instability at high eclet numbers. However, it has been found that w! a rureupwind differencing, the fe e (numerical) diffusion can be large if the flow is ticumed to grid tines. To reduce the fi, rarinal diffusion, we have tmplemented a new flow-modulated skew-upwind discretization (FMSUD) 3cheme. Derivations of the two-dimensional and three-dimensional FMSUD schemes and numerical examples are presented in Sec. 7.

Section 8 describes several models thet have been matntained in COMMIX-1C; these include a generalized-force model and a generalized thermal-structure model. The force model computes distributed resistance to account for the friction between fluid and submerged solids. The thermal-structure model is designed for computing the distributed heat source (fuid and submerged solids) and the thermal inertia of submerged solids.

In COMMIX-1C, there are several boundary condition options for momentum, energy, and continulty equations. These options are described in Sec. 9.

In COMMLX-1C, two alternative formulations leading to two alternative solution procedures are avallable-the semi-implicit modified ICE-type solution scheme and the fully tmplicit solution scheme SIMPLEST-ANL, an extension of the numerical procedures known as SIMPLE/SIMPLER. These two solution procedures are described in Sec. 10. There are three matrix solvers the successive over-relaxation method, the Yale Sparse Matrix Packs ge, and the preconditioned conjugate gradient methed) avaflable in COMMLXIC to entr, the discretized scalar transport equations and the pressure equation. These matrix solvers are also described in Sec. 10.

Volume II of this report is written spectically for COMMIX-1C users. It describes steady-state and translent calculation and various procedures in the preparation of load modules, input data, reading and writing of restart files, etc. Two sample problems. along with their deseription, input, and output, are presented to provide a sound introduction to the capabilities of COMMIX-1C. The code input description is also included in Volume II.

## 2 General Form of Conservation Equations

The conservation equations of mass, momentum, and energy possess a common form. If we denote the general dependent variable as 0 . the corresponding conservation equations have the following form in the Cartesian coordinate system:

In continuum domain:


In quasicontir uum domain. 45

$$
\begin{gather*}
\frac{\frac{\partial}{\partial t}\left(\gamma_{v} \rho \phi\right)}{\text { Unsteady }}+\underbrace{\frac{\Delta \gamma_{i}}{\partial)}+\frac{\Delta\left(\gamma_{y} \rho v \phi\right)}{\Delta y}+\frac{\Delta\left(\gamma_{z} \rho w \phi\right)}{\Delta z}}_{\text {Convection }} \\
=\underbrace{\frac{\Delta\left(\gamma_{k} \Gamma_{4} \frac{\partial \phi}{\partial x}\right)}{\Delta x}+\frac{\Delta\left(\gamma_{y} \Gamma_{t} \frac{\partial \phi}{\partial y}\right)}{\Delta y}+\frac{\Delta\left(\gamma_{z} \Gamma_{4} \frac{\partial \phi}{\partial z}\right)}{\Delta z}}_{\text {Diffusion }}+\underbrace{\gamma_{v} S_{4}}_{\text {Source }} \tag{2.1b}
\end{gather*}
$$

Here, $u, v$, and $w$ are the veluities in the $x, y$, and $z$ directions, respectively; $\%$ is the volume porosity (fract an of the volume occupled by the fluid) and $\gamma_{x}, \gamma_{y}$, and $\gamma_{z}$ are the directional surfp e porositles (fraction of the surface area that is unobstructed to fluid flow) in the $x, y$, cad $z$ directions, respectively. The convective and diffusive terms $\Delta(\varphi) / \Delta x_{1}$ in Eq. 2.1 b are defined as

$$
\begin{equation*}
\frac{\Delta(\varphi)}{\Delta x_{1}}=\frac{\varphi\left(\mathbf{x}_{1}+\Delta \mathrm{x}_{1} / 2\right)-\varphi\left(\mathbf{x}_{1} \cdot \Delta \mathrm{x}_{1} / 2\right)}{\Delta \mathrm{x}_{1}} . \tag{2.2}
\end{equation*}
$$

${ }^{7}$ ach $x_{1}$ stands for the $x, y$, or $z$ coordinate. The diffusion coefficient $\Gamma_{\phi}$ and e source term $S_{\phi}$ are specific to each meaning of $\uparrow$. The sources for all conservation equations are given in Talies 1 and 2.

The conservation equations in the cylindrical coordinate system also tave the same general form (Eq. 2.1) when we place the centri ugal and Coriolis force tw. $\%$. in the source term $\mathrm{S}_{\boldsymbol{\phi}}$. We can, $\mathrm{t}^{\dagger}$ erefore, arra, all formulations for the Jartesian coordinai is to cylindrical coordin tes with the simple transformations shown in Table 3.

Equation $2 . a b$ can be considered very general, because it reduces to the conservation equation for a continuum (Eq. 2.1a) when we make volume porosities and dir ctional surface porosities $=1\left(\gamma_{v}=\gamma_{x}=\gamma_{y}=\gamma_{z}=1.0\right)$, distributed resistances $R_{x}=R_{y}=R_{z}=0$ (or $R_{r}=R_{\theta}=R_{z}=0$ in a cylindrical coordinate system), and heat source $\dot{Q}_{r b}=0$.

For turbulent flow, all quantities in Eq. 2.1 are considered time-averaged values, and the diffusion coefficient $\Gamma$ is interpreted as the effective (laminar and turbulent) diffusion coefficient, i.e.,

$$
\begin{equation*}
\Gamma_{0}=\Gamma_{\text {elaminar }}+\Gamma_{\text {Q.turbulent }} \text {. } \tag{2.3}
\end{equation*}
$$

We can also express the effective diffusion coefficient in terms of the corresponding turbulent Prandtl number, 1.e.,

$$
\begin{equation*}
\Gamma_{q}=\mu_{\text {laminar }}+\frac{\mu_{\text {marbulent }}}{\sigma_{4}} \tag{2,4}
\end{equation*}
$$

Here, $\sigma_{\phi}$ is the turbulent Fsandtl number based on the diffusivity of variable $\phi$.

Tablo 1. Source terms in Cartesian coordinate systema

| Equation | Variable ( $\dagger$ ) | Direction | Diffusion Coefficient ( $\Gamma_{0}$ ) | Source Term ( $\mathrm{S}_{\phi}$ ) |
| :---: | :---: | :---: | :---: | :---: |
| Continuty | 1 | Scalar | 0 | 0 |
| Momentum <br> (i) | u | x | $\mu$ | $P_{R_{1}}+V_{1}-R_{1}-\left(\frac{\partial p}{\partial k}\right)$ |
| (11) | $v$ | y | $\mu$ | $\rho g_{y}+V_{y}=R_{y}-\frac{\partial p}{\partial y}$ |
| (iii) | w | $z$ | $\mu$ | $P_{g_{1}}+V_{1}-R_{1} \cdot\left(\frac{\partial P}{\partial z}\right)$ |
| Energy | h | Scalar | $\lambda$ | $\frac{d p}{d t}+Q_{10}+Q+\Phi$ |


| $a V_{x}, V_{y}, V_{z}$ | Balance of the viscous diffusion terms |
| :---: | :--- |
| $R_{x}, R_{y}, R_{z}$ | Distributed resistances due to solid structures in a momentum <br> control volume |
| $Q_{16}$ | Rate of heat liberated from solid structures pe, init fluid volume |
| Rate of internal heat generation per unit fluid volume |  |
| $\Phi$ | Dissipation function |

Table 2. Source terms in cylindrical coordinate system ${ }^{a}$


Table 3. Transformations for Cartestian and oyitndiricai coordinate systerns

| Cartestan <br> Coordinates | Cylindrical <br> Coordinates |
| :---: | :---: |
| $x$ | $r$ |
| $y$ | $\theta$ |
| $z$ | 2 |
| $\Delta x$ | $\Delta r$ |
| $\Delta y$ | $r \Delta \theta$ |
| $\Delta z$ | $\Delta z$ |
| $u$ | $v_{r}$ |
| $v$ | $v_{\theta}$ |
| $w$ | $v_{z}$ |

The transport equations of turbulence parameters k and $\varepsilon$ for comp 'ation $\gamma$ ? the turbulent diffusion coefficient also have the same general form as Eq. 2.1; however, for clatity of presentation, they are included in Sec. 6.

## 3 Control Volume

### 3.1 Construction of a Cumputational Cell

The computational cells around a grid point can be defined in a number of ways. In COMMIX-1C, the computational cell is delined by the locations of cell volume faces, and a grid point is placed in the geometrical center of each cell volume. Cell sizes can be nonuniform. This type of construction is shown in Fig. 1. The convention used in COMMIX-1C for defining the seighboring cells and cell faces is given in Table 4.

### 3.2 Control Volume for Field Variables

In COMMLX, we use the staggered grid system, in which all dependent field variables (pressure, temperature, density, enthalpy, turbulent kinetic energy, physical properties, etc.) are calcurated at a cell center and all flow variables (velocity components) are calculated at the surfaces of a cell.

For a field vartable, we consider the control volume to be as shown in Fig. 2. It is constructed around a grid point 0 , which has grid points $1(1-1)$, and $2(1+1)$ as its west and east neighbors; grid point $3(j-1)$ and $4(j+1)$ as its bottom and top neighbors; and grid points $5(\mathrm{k}-1)$ and $6(\mathrm{k}+1)$ as its south and north neighbors. We integrate each term of the conservation equation, step by step, over the control volume to derive the finite-volume equation.


$$
\begin{aligned}
& \text { A typfeal celt } \\
& \text { volure }
\end{aligned}
$$

Flg. 1. Construction of cell volumes

Table 4. Convention used in COMMIX-1C to define neighboring-cell control volumes

| Subscript | Cell Centers |  |  | Cell-Face Center |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | x | y | $z$ | x | y | $z$ |
| 0 | 1. | J. | k |  |  |  |
| 1 | 1-1. | J. | k | 1-1/2 | J, | k |
| 2 | $1+1$. | J. | k | $1+1 / 2$, | j. | k |
| 3 | 1. | j-1, | k | 1. | j-1/2. | k |
| 4 | 1. | J+1. | k | 1. | J+1/2 | k |
| 5 | 1. | $J$. | k-1 | 1. | $J$. | k-1/2 |
| 6 | 1. | J. | k+1 | 1. | J. | k+1/2 |



FYg. 2. Cell volume around point $O$ in ijl,k notation

### 3.3 Control Volume for Flow Variables

Although most dependent variables are calculated for a grid point, the velocity components $u, v$, and $w$ are exceptions. They are calculated for displaced or "staggered" locations, not at the grid point. The displaced locations of the velocity components are such that they are placed on the faces of a control volume. Thus, the ${ }^{1}$-direction velocity $w$ is calculated at the faces normal to the k direction.

Figure 3 shows the locations of $u$ and $w$ by short arrows on a two-dimensional grid; the three-dimensional counterpart can be easily imagined. With respect to a grid point, the $u$ location is displaced only in the $i$ direction, the w location only in the $k$ direction, and so on. The location for $w$ thus lies in the $k$ direction link, joining two adjacent grid points. It is the pressure difference between these grid points that will be used to drive the velocity w located between them. This is the main consequence of the staggered grid.

A direct consequence of the staggered grid is that the control volumes to be used for the conservation of momentum must also be staggered. The control volumes shown in Figs. 1 and 2 will no , be referred to as the main control volumes. The control volumes for momentum will be staggered in the direction of the momentum such that the faces normal to that direction pass through the grid poin... (see Fig. 4). Thus, the pressures at these grid points can be directly used for calculating the pressure force on the momentum control volume. Table 5 shows the convention used for the subscripts, and Fig. 4 sho "s the momentum control volumes for the x and z directions.


Fig. 3. Staggered grid

$x$ momentum
Control Volume

Flg. 4. Momentum control volumes

Table 5. Convention used in COMMIX-1C to define neighboring control volumes for 2 -direction mornentum equations

| Subscript | Momenturn Control Volume Centers |  |  | Momentum Control Volume Face Centers. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | x | y |  | x | y | $z$ |
| 0 | 1. | J. | k+1/2 |  |  |  |
| 1 | 1-1, | J. | k+1/2 | 1-1/2. | 1. | k+1/2 |
| 2 | 1+1, | J. | k+1/2 | 1+1/2. | J. | k+1/2 |
| 3 | 1. | J-1. | k+1/2 | t, | J-1/2, | k+1/2 |
| 4 | 1. | J+1, | k+1/2 | 1. | J+1/2 | k+1/2 |
| 5 | 1. | J. | k-1/2 | i. | J. | k |
| 6 | 1. | J. | k+3/2 | 1. | J. | k+1 |

## 4 Finite-Volume Formulation

Although the fintte-volume formulation is applied to a grid in both the Cartesian and cylindrical coordinate systems, only a Cartesian coordinate grid system is used here to demonstrate the formulation of the finite-volume equations. Simflarly, we have used only the $z$-momentum equation to fllustrate the formulation of the momentum equation. Extension of the derivation to the x and y momentum equations is straightiorward. It should be noted that the main control volume is applicable to both the energy and the contunuity equations, and the momentum control volume is applicable to the momentum equations.

The fintte-volume equations are derived by integrating the governing equation (Eq. 2.1) over a crntrol volume. We integrate each term separately.

### 4.1 Convection Term

### 4.1.1 Main Control Volume

The integration of the convection terms over the control volume gives

$$
\begin{align*}
& \int\left[\frac{\Delta(\gamma, \rho u \phi)}{\Delta x}+\frac{\Delta(\gamma, \rho v \phi)}{\Delta y}+\frac{\Delta(\gamma, \rho w \phi)}{\Delta z}\right] d x d y d z \\
= & y_{2}(\phi\rangle_{2}^{0}+F_{1}\langle\phi\rangle_{0}^{1}+F_{4}\langle\phi\rangle_{4}^{0}-F_{3}(\phi\rangle_{0}^{3}+F_{6}\langle\phi\rangle_{6}^{0}-F_{5}(\phi)_{0}^{5} . \tag{4,1}
\end{align*}
$$

Here, $F$ ( $\mathbf{n}$ density x velocity x flow area) is the mass flow across the surface of the control volume, and subscripts 1-6 stand for the west, east, top, bottom, south, and north surfaces, respectively (see Fig. 5). For example.

$$
\begin{equation*}
F_{2}=F_{1+1 / 3}=\langle\rho\rangle_{2}^{0}\left(Y_{2} u \Delta y \Delta z\right)_{2}=\langle\rho\rangle_{2}^{0}\left(u A_{2}\right)_{2}=\langle\rho\rangle_{1+1}^{1}\left(U A_{2}\right)_{1+1 / 2} \tag{4.2}
\end{equation*}
$$

is the mass flux at the east surface, as shown in Fig. 5. $\langle\phi\rangle_{\text {, is the value of } \phi \text { assoclated with }}^{0}$ surface ${ }^{2} 2$." which is convected by the mass flow $\mathrm{F}_{2}$. Since only the values of $\phi$ associated with cell volumes are avallable for the main control volume, a relattonshtp must be assumed between the associated surface and volume values. The upwind difference scheme provides one such relation as

$$
\begin{align*}
(\phi)_{2}^{0}=\langle\phi)_{i+1}^{1} & =\phi_{0}=\phi_{i} \quad\left(\text { if } F_{3} \text { is }+v e\right),  \tag{4.3a}\\
& =\phi_{2}=\phi_{i+1} \quad\left(\text { if } F_{2} \text { is }-\mathrm{ve}\right) \tag{4.3b}
\end{align*}
$$

The superscript location value is to be used for nositive velocity, and the subscript location is to be used for negative velocity. Each term on the rt ht side of Eq. 4.1 can also be written as, for example.

$$
\begin{equation*}
\mathrm{F}_{2}|\phi\rangle_{2}^{0}=1 \quad{ }_{2}\left|\phi_{0} \cdot\right| 0 \cdot-\mathrm{F}_{2} \mid \phi_{2} \tag{4,4}
\end{equation*}
$$

The operator I I is definec - 'tal to the greater " two a. \& ments, i.e.,

$$
\begin{align*}
|\mathrm{A}, \mathrm{~B}| & =\mathrm{A} \quad \text { if } \mathrm{A}>\mathrm{a} \\
& =\mathrm{B} \quad \text { if } \mathrm{B}>\mathrm{A} . \tag{4.5}
\end{align*}
$$

In accordance with the above convention and after some simplification, we rewrite Eq. 4.1 as

$$
\begin{aligned}
& \int\left[\frac{\Delta(y, \rho u \phi)}{\Delta x}+\frac{\Delta(y, \rho v \phi)}{\Delta y}+\frac{\Delta(y, \rho w \phi)}{\Delta z}\right] d x d y d z \\
& =\left[\left|0, F_{21}{ }^{1}+\left|0, F_{4}\right|+\left|0, F_{6}\right|+\left|0,-F_{1}\right|+\left|0,-F_{3}\right|+\left|0, \cdot F_{5}\right|\right\} \delta_{0}\right.
\end{aligned}
$$

Note that we have introduced a curly bar over the dependent variable $\phi$ in Eq. 4.6. We define

$$
\begin{equation*}
\alpha \phi^{n+1}+(1-\alpha) \phi^{n} \text {. } \tag{4,7}
\end{equation*}
$$

where $\alpha$ is an implicitness parameter. The introduction of the implicitness parameter $\alpha$ makes the convective flux formulation, Eq. 4.6. very general, i.e.. from the semi-implicit formulation where some variables are at old-time values $(\alpha=0)$ to a fully implicit formulation where all variables are at new-time values $(\alpha=1)$.

All six convective fluxes for the main control volume are listed in Table 6


Fig. 5. Coni.- fluxes for main control volume

Table 6. Convective fluxes for main control volume

$$
\begin{aligned}
& F_{1}=\left(A_{x} u\right)_{1-1 / 2}\left\langle\left.\rho\right|_{0} ^{1}\right. \\
& F_{2}=\left(A_{x} u\right)_{1+1 / 2}\langle\rho\rangle_{2}^{0} \\
& F_{3}=\left(A_{y} v\right)_{j-1 / 2}\langle\rho\rangle_{0}^{3} \\
& F_{4}=\left(A_{y} v\right)_{j+1 / 2}\langle\rho)_{4}^{0} \\
& F_{5}=\left(A_{2} w\right)_{k-1 / 2}\langle\rho\rangle_{0}^{5} \\
& F_{6}=\left(A_{z} w\right)_{k+1 / 2}\langle\rho)_{6}^{0}
\end{aligned}
$$

### 4.1.2 Mos.entum Control Volume

Figure 6 shows the staggered mesh for the $z$-momentum control volume. The various mass flows shown in the figure are as foliows:

$$
\begin{align*}
& \mathrm{F}_{z 0}=\langle\rho\rangle_{8}^{0} \mathrm{~A}_{20} \mathrm{~W}_{0}  \tag{4.8a}\\
& \mathrm{~F}_{31}=\langle\rho\rangle_{61}^{1} \mathrm{~A}_{21} \mathrm{~W}_{1}  \tag{4.8b}\\
& \mathrm{~F}_{x 2}=\langle\rho\rangle_{62}^{2} \mathrm{~A}_{22} \mathrm{~W}_{2} \tag{4.8c}
\end{align*}
$$



F(9. 6. Convective fluxes and average velocities for 2-momentum control volume

$$
\begin{align*}
& F_{85}=\langle\rho\rangle_{0}^{5} \mathrm{~A}_{25} W_{5}  \tag{4.8~d}\\
& F_{z 6}=\langle\rho\rangle_{36}^{6} \mathrm{~A}_{26} \mathrm{~W}_{6}  \tag{4.8e}\\
& F_{x 1}=\langle\rho\rangle_{0}^{1} \mathrm{~A}_{x 1} \mathrm{u}_{1}  \tag{4.8f}\\
& F_{x 2}=\langle\rho\rangle_{2}^{0} \mathrm{~A}_{\mathrm{x} 2} \mathrm{u}_{2}  \tag{4.8~g}\\
& F_{\mathrm{x} 61}=\langle\rho\rangle_{6}^{6!} \mathrm{A}_{\mathrm{x} 61} \mathrm{u}_{61}  \tag{4.8h}\\
& F_{\mathrm{x} 62}=\langle\rho\rangle_{62}^{6} \mathrm{~A}_{\mathrm{x} 62} \mathrm{u}_{62} \tag{4.81}
\end{align*}
$$

whete the velocities $w$ and $u$ are defined at the cell faces as shown in Fig. 3. The mass flow rates on the north and south faces of the staggered mesh $\left(\vec{F}_{25}\right.$ and $\left.\bar{F}_{26}\right)$ are not directly avallable. In COMMIX-1C, it is assumed that

$$
\begin{align*}
& \bar{F}_{z 5}=\left(F_{z 0}+F_{z 5}\right) / 2  \tag{4.8j}\\
& \bar{F}_{z 6}=\left(F_{z 0}+F_{z 6}\right) / 2 . \tag{4.8k}
\end{align*}
$$

In previous COMMLX versions, the velocity, $w$, is assumed to be transported by the convective fluxes. In COMMLX-1C, however, we assume that the transported quantity is a momentum per unit mass assoclated with a certain volume tnsteat of the factal velocty $w$. Referring to Fig. 6, the $z$ momentum $\left(\mathrm{M}_{\mathrm{z}}\right)$ assoclated with the lower half of the staggered mesh is

$$
\begin{equation*}
\left(M_{2}\right)_{v_{0} / 2}=\int_{V_{0} / 2} y_{v} p w d x d y d z . \tag{4.9a}
\end{equation*}
$$

If a volume-averaged veloctty $W_{00}$ is defined as

$$
\begin{equation*}
P_{0} \frac{\mathrm{~V}_{0}}{2} \mathrm{~W}_{00}=\left(\mathrm{M}_{2}\right)_{\mathrm{V}_{0} / 2} \tag{4.9b}
\end{equation*}
$$

then

$$
\begin{equation*}
W_{00}^{\prime}=\frac{2\left(M_{z}\right)_{V_{0} / 2}}{V_{0} P_{0}}=\frac{2 \int_{\mathrm{V}_{0} / 2} Y_{v} \rho w d x d y d z}{\rho_{0} V_{0}} \tag{4.9c}
\end{equation*}
$$

or

$$
\begin{equation*}
W_{00}=\frac{2 \int_{A_{2} / 2}\left[\int_{A_{2}}\left(y_{2} \rho w\right) d x d y\right] d z}{\rho_{0} V_{0}} \tag{4.9~d}
\end{equation*}
$$

The intigral inside the bracket of Eq. 4.9 d is the mass flow rate through any crosssectional area Az inside the volume $\mathrm{V}_{0} / 2$. In COMMLX-1C, this m -ss flow rate is assumed to be equal to $F_{20}$ and Eq. 4.9 d becomes

$$
\begin{equation*}
W_{\infty 0}^{*}=\frac{\Delta z_{0} F_{x 0}}{p_{0} V_{0}} \tag{4,9e}
\end{equation*}
$$

$W_{00}$ - presents the momentum per unit mass of the fluid in the volume $\mathrm{V}_{0} / 2$ and is the quantity assumed to be transported. Wo has the dimension of velocity and can also be considered as a volume-averaged velocity defined by Eq. 4.9 c .

Similarly, a volume-averaged velocity can be defined for the upper half of the staggered mesh in Fig. 6:

$$
\frac{V_{6}}{2} \rho_{6} W_{0 \theta}^{*}=\left(M_{2}\right)_{v_{\theta} / 2}=\int_{V_{\theta} / 2} \gamma_{v} \rho w d x d y d z
$$

and

$$
\begin{equation*}
W_{06}^{*}=\frac{\Delta z_{0} F_{00}}{\rho_{6} V_{6}} \tag{4.9~g}
\end{equation*}
$$

The volume-averaged velocities ( $\mathrm{w}^{*}$ ) assoctated with their respective volumes are also shown in Fig. 6 and are defined by the following equations:

$$
\begin{align*}
& W_{00}^{*}=\frac{P_{20} \Delta z_{0}}{\rho_{0} V_{0}}=\frac{\langle\rho\rangle_{6}^{0} A_{20} \Delta z_{0}}{\rho_{0} V_{0}} \cdot W_{0}  \tag{4.10a}\\
& W_{06}^{*}=\frac{F_{20} \Delta z_{6}}{\rho_{6} V_{6}}=\frac{\langle\rho\rangle_{6}^{0} A_{20} \Delta z_{6}}{\rho_{6} V_{6}} \cdot W_{0}  \tag{4.10b}\\
& W_{1}^{\prime}=\frac{F_{21} \Delta z_{0}}{\rho_{1} V_{1}}=\frac{\langle\rho\rangle_{61}^{1} A_{21} \Delta z_{0}}{\rho_{1} V_{1}} \cdot W_{1}  \tag{4.10c}\\
& W_{2}^{*}=\frac{F_{22} \Delta z_{0}}{\rho_{2} V_{2}}=\frac{\langle\rho\rangle_{62}^{2} A_{22} \Delta z_{0}}{\rho_{2} V_{2}} \cdot W_{2}  \tag{4.10~d}\\
& W_{5}^{*}=\frac{F_{25} \Delta z_{0}}{\rho_{0} V_{0}}=\frac{\langle\rho\rangle_{6}^{5} A_{25} \Delta z_{0}}{\rho_{0} V_{0}} \cdot W_{5}  \tag{4.10e}\\
& W_{6}^{*}=\frac{F_{26} \Delta z_{6}}{\rho_{6} V_{6}}=\frac{\langle\rho\rangle_{66}^{6} A_{2}, \dot{z}}{\rho_{6} V_{6}} \cdot W_{6}  \tag{4.10}\\
& W_{61}^{*}=\frac{F_{21} \Delta z_{6}}{\rho_{61} V_{61}}=\frac{\langle\rho\rangle_{61}^{1} A_{21} \Delta z_{6}}{\rho_{61} V_{61}} \cdot W_{1}  \tag{4,10~g}\\
& W_{62}^{*}=\frac{F_{22} \Delta z_{6}}{\rho_{62} V_{62}}=\frac{\langle\rho\rangle_{62}^{2} A_{22} \Delta z_{6}}{P_{62} V_{62}} \cdot W_{2} \tag{4.10~h}
\end{align*}
$$

where $V=\gamma_{v} \Delta x \Delta y \Delta z$ is the volume of the fluid at that location. Equation 4.10 can be considered as the closure relations (and assumptions) that link the volume-averaged velocities to the facial velocities. These assumptions are necessary because the volume averaged velocities are not directly available quantities. The derivation described here is somewhat more complicated than those in previous COMMIX versions. But the calculations using the present formulation are found to be more robust than those in previous COMMIX versions in some applications. In addition, as we shall demonstrate later, the previous hypothesized closure relations will reduce to a formulation that ensures that the pressure drop occurs at the same location as the density gradient in one-dimensional steady state flows. As shown by Padilia and Rowe 56 using the so-called donor flow formulation, this effect can be important when significant density gradients occur in a system. Furthermore, as we shall demonstrate later, the closure relations described here, used in the momentum equations, satisfy the one-d'inensional steady-state Bernoulli equation.

Now we can write the finite-volume expressions for the convective terms in the $z$ morrentum equation (Fig. 6),

$$
\begin{align*}
& \int \frac{\Delta\left(y_{z} \rho w w\right)}{\Delta z} d x d y d z \\
= & \left|0, \bar{F}_{w}\right| W_{06}^{\prime} \cdot\left|0,-\vec{F}_{26}\right| W_{6}^{\prime}-\left|0, \bar{F}_{s 3}\right| W_{5}^{\prime}+\left|0,-\bar{F}_{a s}\right| W_{20}^{\prime} . \tag{4.11a}
\end{align*}
$$

$$
\begin{align*}
& \int \frac{\Delta\left(\gamma_{x} \rho w u\right)}{\Delta x} d x d y d z \\
= & \frac{1}{2}\left|0, F_{x 2}\right| W_{00}^{\prime}-\frac{1}{2}\left|0,-F_{x 2}\right| W_{2}^{\prime}+\frac{1}{2}\left|0, F_{x 62}\right| W_{06}^{\prime} \cdot \frac{1}{2}\left|0,-F_{x 62}\right| W_{62}^{\prime} \\
- & \frac{1}{2}\left|0, F_{x 1}\right| W_{1}^{\prime}+\frac{1}{2}\left|0,-F_{x 1}\right| W_{00}^{\prime}-\frac{1}{2}\left|0, F_{x 61}\right| W_{61}^{\prime}+\frac{1}{2}\left|0,-F_{x 61}\right| U_{06}^{\prime} . \tag{4.11b}
\end{align*}
$$

The third conv otive term (pwv) in Eq. 2.1b can be written similarl' as Eq. 4.1:b. By adding all three convective terms and by using Eqs. 4.8 and 4.10 , ve obtain the finttevolume expression for $z$ momentum control volume in the fuliowing form:

$$
\begin{align*}
& \int\left[\frac{\Delta\left(\gamma_{2} \rho w w\right)}{\Delta z}+\frac{\Delta\left(\gamma_{x} \rho w u\right)}{\Delta x}+\frac{\Delta\left(\gamma_{y} \rho w v\right)}{\Delta y}\right] d x d y d z \\
&=s_{0}^{w c} w_{0}-a_{1}^{v c} w_{1}-a_{2}^{v c} w_{2}-s_{3}^{v c} w_{3}-a_{4}^{w c} w_{4}-a_{5}^{v c} w_{5}-a_{6}^{v c} w_{6} \tag{4.12}
\end{align*}
$$

where the coefficients are defined by the following equations:

$$
\begin{align*}
& a_{0}^{m c}=\frac{\langle\rho)_{8}^{0} A_{20} \Delta z_{6}}{\rho_{6} V_{6}}\left(\left|0, \bar{F}_{26}\right|+\frac{1}{2}\left|0,-F_{x 62}\right|+\frac{1}{2}\left|0,-F_{x 61}\right|+\frac{1}{2}\left|0_{1}-F_{y b 4}\right|+\frac{1}{2}\left|0,-F_{y 83}\right|\right) \\
& +\frac{\langle\rho\rangle_{6}^{0} A_{20} \Delta z_{0}}{\rho_{0} V_{0}}\left(\left|0,-\bar{F}_{25}\right|+\frac{1}{2}\left|0, F_{x 2}\right|+\frac{1}{2}\left|0,-F_{x 1}\right|+\frac{1}{2}\left|0, F_{y 4}\right|+\frac{1}{2}\left|0,-F_{y 3}\right|\right)  \tag{4.13a}\\
& a_{1}^{* e}=\frac{1}{2}\left[\left|0, F_{21}\right| \Delta z_{0}\langle\rho\rangle_{61}^{1} A_{01} / \rho, V_{1}+\left|0, F_{201}\right| \Delta z_{6}(\rho)_{01}^{1} A_{01} / \rho_{01} V_{61}\right]  \tag{4.13b}\\
& a_{3}^{m}=\frac{1}{2}\left[\left|0,-F_{n 2}\right| \Delta z_{3}\langle\rho\rangle_{62}^{2} A z_{2} / \rho, V_{2}+\left|0,-F_{* 62}\right| \Delta z_{6}\langle\rho\rangle_{61}^{2} A z_{2} / \rho_{62} V_{62}\right]  \tag{4.13c}\\
& a_{3}^{v e}=\frac{1}{2}\left[\left|0, F_{y 3}\right| \Delta z_{0}\langle\rho\rangle_{63}^{3} A z_{3} / \rho_{3} V_{3}+\left|0, P_{y 03}\right| \Delta z_{6}\langle\rho\rangle_{63}^{1} A z_{3} / \rho_{6,} n\right]  \tag{4.1.9d}\\
& a_{6}^{v_{0}}=\frac{1}{2} \| \eta_{n}, F_{,}\left|\Delta z_{0}\langle\rho)_{64}^{+} A z_{4} / \rho_{4} V_{4}+\left|0_{-}-F_{y+4}\right| \Delta z_{6}\langle\rho)_{54}^{*} A z_{4} / \rho_{64} V_{64}\right]  \tag{4.13e}\\
& a_{5}^{v e}=\|\left|0 . \bar{P}_{z s}\right| \Delta z_{0}\langle\rho\rangle_{0}^{s} \Delta z_{5} / \rho_{0} V_{0}  \tag{4.13n}\\
& a_{6}^{v c}=\left|0,-\bar{F}_{z 6}\right| \Delta z_{6}\langle p\rangle_{66}^{6} A z_{6} / p_{6} V_{6} \tag{4,13~g}
\end{align*}
$$

Here the superscript " $w$ " indicates the $w$-momentum equation and " $c$ " indicates convection. The vartous convective fluxes for the z-momen, um control volume are listed in Table 7.

Similar finite-volume expressions can be derived for the x and y momentum control voiumes. We can rewrite Eq. 4.12 in a more general form

$$
\int\left[\frac{\Delta\left(y_{,} \rho w \phi\right)}{\Delta z}+\frac{\Delta\left(y_{,} \rho v \phi\right)}{\Delta y}+\frac{\Delta\left(y_{,} \rho u \phi\right)}{\Delta x}\right] d x d y d z
$$

Table 7. Convective fluxes for z-momentum control volume

$$
\begin{aligned}
& \bar{F}_{25}=\frac{1}{2}\left(F_{25}+F_{z 0}\right)=\frac{1}{2}\left[\langle\rho\rangle_{6}^{0} A z_{0} W_{0}+\langle\rho\rangle_{0}^{5} A z_{8} W_{8}\right] \\
& F_{x 6}=\frac{1}{2}\left(F_{x \theta}+F_{20}\right)=\frac{1}{2}\left[\langle\rho\rangle_{00}^{n} A z_{6} W_{6}+\langle\rho\rangle_{8}^{0} A z_{0} W_{0}\right] \\
& F_{z 0}=\langle\rho\rangle_{k+1}^{k}(A z w)_{k+1 / 2}=\langle\rho\rangle_{6}^{0} A z_{0} w_{0} \\
& F_{z 1}=\langle\rho\rangle_{1-1 . \mathrm{k}+1}^{1-i . k}(\mathrm{~A} z \mathrm{~W})_{1-1, \mathrm{k}+1 / 2}=\langle\rho\rangle_{0}^{1} A z_{1} \mathrm{~W}_{1} \\
& F_{z 2}=\langle\rho\rangle_{1+1 . k+1}^{1-1.1}(\mathrm{~A} z \mathrm{w})_{1+1 . \mathrm{k}+1 / 2}=\langle\rho\rangle_{62}^{2} \mathrm{~A} z_{2} w_{2} \\
& F_{z 3}=\langle\rho\rangle_{r-1 . k+1}^{-1 . k}(A z w)_{r-1 . k+1 / 2}=\langle\rho\rangle_{e 3}^{s} A z_{63} W_{3} \\
& F_{z 4}=\langle\rho\rangle_{j+1 . k+1}^{p+1 . k}(A z w)_{j+1 . k+1 / 2}=\langle\rho)_{64}^{4} A z_{e 4} W_{4} \\
& F_{\mathrm{cb}}=\langle\rho\rangle_{\mathrm{k}}^{\mathrm{k}-1}(\mathrm{Azw}\rangle_{\mathrm{k}-1 / 2}=\langle 0\rangle_{0}^{5} \mathrm{Az}_{5} \mathrm{~W}_{5} \\
& F_{z 6}=\langle\rho\rangle_{k+2}^{k+1}(A . z W)_{k+3 / 2}=\langle\rho\rangle_{66}^{6} A z_{6} W_{6} \\
& F_{x 2}=\langle\rho\rangle_{1+1}^{1}(A x u)_{i+1 / 2}=\langle\rho\rangle_{2}^{0} A x_{2} u_{2} \\
& F_{\mathrm{K} 1}=\langle\rho\rangle_{1}^{1-1}(\mathrm{Ax} \mathrm{u})_{t-1 / 2}=\langle\rho\rangle_{0}^{1} A x_{1} \mathrm{u}_{1} \\
& F_{\mathrm{x} 62}=\langle\rho\rangle_{1+1 . k+1}^{(i . k+1}(\mathrm{Ax} u)_{1+1 / 2 . k+1}=\langle\rho\rangle_{62}^{A} A x_{62} u_{\mathrm{E} 2} \\
& F_{x 61}=\langle\rho\rangle_{1+1}^{k, i, k+1}(A x u)_{t-1 / 2 . k+1}=\langle\rho\rangle_{8}^{61} A x_{61} u_{61} \\
& F_{y 4}=\langle\rho\rangle_{j+1}^{j} \text { (Ay v) } j_{j+1 / 2}=\langle\rho\rangle_{4}^{0} \mathrm{Ay}_{4} \mathrm{v}_{4} \\
& \mathrm{~F}_{\mathrm{y} 3}=\langle\rho\rangle_{j}^{\vdash-1}(\mathrm{Ay} \mathrm{v})_{5-1 / 2}=\langle\rho\rangle_{0}^{3} \mathrm{Ay}_{3} \mathrm{v}_{3} \\
& F_{y-64}=\langle\rho\rangle_{j+1 . k+1}^{\mid . k+1}(A y v)_{j+1 / 2 . k+1}=\langle\rho\rangle_{64}^{6} A y_{64} v_{64} \\
& F_{y 63}=\langle\rho\rangle_{k k+1}^{-1 . k+1}(\text { Ay v })_{5-1 / 2, k+1}=\langle\rho)_{6}^{63} \mathrm{Ay}_{63} v_{63}
\end{aligned}
$$

$$
\begin{equation*}
=a_{0}^{* *} \phi_{0}-a_{1}^{*} \delta_{1}-a_{1}^{*} \delta_{2}-\varepsilon,-a_{1}^{*} \delta_{4}-s_{1}^{*} \delta_{3}-s_{6}^{*} \dot{\phi}_{6} \tag{4,14}
\end{equation*}
$$

Here again, we have employed the general variable $\phi$, which can represent cither $u, v$, or $w$ because we are dealing with momentum control volumes. Also, we have introduced a curly bar over the dependent variable $\phi$. As defined in Eq. 4.7. \$ represents a combination of old and new time values.

To demonstrate that the pressure drop occurs at the same location where the density change occurs, we consider a steady-state one-dimensional flow with constant flow area. Assuming that canvection is dominating, Eq. 2.1 b for the z direction becomes

$$
\begin{equation*}
\frac{\Delta\left(\gamma_{1} p w w\right)}{\Delta z}=-\gamma_{\psi} \frac{\partial p}{\partial z} . \tag{4.15}
\end{equation*}
$$

Integrating over the $z$ momentum control volume (Fig, 6) and assuming that $w$ is positive, we obtain from Eq. 4.11a

$$
\begin{equation*}
\widetilde{F}_{26} w_{06}^{\prime}-\bar{F}_{25} w_{3}^{\prime}=-\left(P_{6}-P_{0}\right) A z . \tag{4,16}
\end{equation*}
$$

where Az is the flow area in the z direction. Substituting Eqs. 4.8 and 4.10 into Eq. 4.16,

$$
\begin{equation*}
\left(F_{20}+F_{30}\right) F_{10} / 2 p_{6} A z_{6}-\left(F_{20}+P_{25}\right) P_{25} / 2 p_{0} A z_{0}=-\left(P_{6}-P_{0}\right) A z \tag{4.17}
\end{equation*}
$$

For one-dimensional flow with constant flow area

$$
\begin{aligned}
& A z_{0}=A z_{5}=A z_{8}=A z \\
& F_{z 0}=\rho_{0} A z_{0} W_{0}=\rho A z W \\
& F_{z 5}=\rho_{5} A z_{5} W_{5}=\rho A z W \\
& F_{z 6}=\rho_{6} A z_{6} W_{6}=\rho A z W
\end{aligned}
$$

and Eq. 4,17 reduces to

$$
\begin{equation*}
(\rho W)^{2}\left(\frac{1}{\rho_{6}} \cdot \frac{1}{\rho_{0}}\right)=-\left(P_{6} \cdot P_{0}\right) \tag{4.18}
\end{equation*}
$$

which indicates that the pressure drop occurs at the same location where the density change occurs. In a similar manner, it can be demonstrated that the same relation holds if W is negative.

### 4.2 Diffusion Term

### 4.2.1 Main Control Volume

The integration of diffusion terms over a main control volume (Fig. 7) gives


Fig. 7. DIffusion fluxes for main control volume

Table 8. Diffusion strengths for main control volume

$$
\begin{aligned}
& D_{1}=\left(A_{x}\right)_{i-1 / 2}\left(\Gamma_{0}+\Gamma_{2}\right) /\left(\Delta x_{0}+\Delta x_{1}\right) \\
& D_{2}=\left(A_{x}\right)_{j+1 / 2}\left(\Gamma_{0}+\Gamma_{2}\right) /\left(\Delta x_{0}+\Delta x_{2}\right) \\
& D_{3}=\left(A_{y}\right)_{j-1 / 2}\left(\Gamma_{0}+\Gamma_{3}\right) /\left(\Delta y_{0}+\Delta y_{3}\right) \\
& D_{4}=\left(A_{y}\right)_{j+1 / 2}\left(\Gamma_{0}+\Gamma_{4}\right) /\left(\Delta y_{0}+\Delta y_{4}\right) \\
& D_{5}=\left(A_{z}\right)_{k-1 / 2}\left(\Gamma_{0}+\Gamma_{5}\right) /\left(\Delta z_{0}+\Delta z_{5}\right) \\
& D_{6}=\left(A_{2}\right)_{k+1 / 2}\left(\Gamma_{0}+\Gamma_{6}\right) /\left(\Delta z_{0}+\Delta z_{6}\right)
\end{aligned}
$$

$$
\begin{align*}
& \int\left[\frac{\Delta\left(\gamma_{x} \Gamma_{\phi} \frac{\partial \phi}{\partial x}\right)}{\Delta x}+\frac{\Delta\left(\gamma_{Y} \Gamma_{\varphi} \frac{\partial \phi}{\partial y}\right)}{\Delta y}+\frac{\Delta\left(\gamma_{2} \Gamma_{6} \frac{\partial \phi}{\partial z}\right)}{\Delta z}\right] d x d y d z \\
= & D_{2}\left(\xi_{2}-\dot{\phi}_{0}\right)-D_{1}\left(\dot{\phi}_{0}-\dot{\phi}_{1}\right)+D_{4}\left(\dot{\phi}_{4}-\dot{\phi}_{0}\right)-D_{5}\left(\delta_{0}-\dot{\phi}_{3}\right)+D_{6}\left(\delta_{6}-\dot{\phi}_{0}\right)-D_{5}\left(\dot{\phi}_{0}-\dot{\phi}_{5}\right) \\
= & D_{1} \dot{\phi}_{1}+D_{2} \delta_{2}+D_{3} \dot{\phi}_{3}+D_{4} \dot{\phi}_{4}+D_{5} \dot{\phi}_{5}+D_{6} \dot{\phi}_{6} \\
& -\left(D_{1}+D_{2}+D_{3}+D_{4}+D_{5}+D_{6}\right) \dot{\phi}_{0} . \tag{4,19}
\end{align*}
$$

Here, D ( $=$ effective diffusivity $\times$ flow area/distance between the centers of two control volumes) is the diffusion strength across the surface of the control volume, $\oint$ (Eq. 4.7), represents the sum of the contributions of old and new time values, and $\Gamma_{\phi}$ is the effective diffusivity for the variable $\phi$.

To determine the value of $D$ at a surface, we assume the diffustvity. $\Gamma$, varies continuously from one main control volume to the next and use the following average diffusion strength, e.g.,

$$
\begin{equation*}
D_{2}=(A x)_{i+1 / 2}\left(\Gamma_{0}+\Gamma_{2}\right) /\left(\Delta x_{0}+\Delta x_{2}\right) \tag{4.20}
\end{equation*}
$$

The values of diffusion strength for main control volume are listed in Table 8.

### 4.2.2 Momentum Control Volume

The integration of the diffusion terms over z-momentum control volume (Fig, 8) also results in an expression similiar to Eq. 4.19:

$$
\begin{align*}
& \int\left[\frac{\Delta\left(\gamma_{x} \Gamma_{0} \frac{\partial \phi}{\partial x}\right)}{\Delta x}+\frac{\Delta\left(\gamma_{y} \Gamma_{0} \frac{\partial \phi}{\partial y}\right)}{\Delta y}+\frac{\Delta\left(\gamma_{z} \Gamma_{e} \frac{\partial \phi}{\partial z}\right)}{\Delta z}\right] d x d y d z \\
& =\bar{D}_{1} \bar{\phi}_{1}+\bar{D}_{2} \bar{\phi}_{2}+\bar{D}_{3} \bar{\phi}_{3}+\bar{D}_{4} \bar{\phi}_{4}+\bar{D}_{5} \dot{\phi}_{5}+\bar{D}_{6} \dot{\phi}_{\theta} \\
& -\left(\bar{D}_{1}+\bar{D}_{2}+\bar{D}_{3}+\bar{D}_{4}+\bar{D}_{5}+\bar{D}_{6}\right) \dot{\phi}_{0} . \tag{4.21}
\end{align*}
$$

The only difference is that we now use the momentum control volume diffusion strength $\bar{D}$, instead of the main control volume diffusion strength D, e.g.

$$
\begin{equation*}
\bar{D}_{6}=\frac{1}{2}\left[(A z)_{k}+(A z)_{k+1}\right]\left(\frac{\Gamma}{\Delta z}\right)_{6} . \tag{4.22}
\end{equation*}
$$

The values of the diffusion strengths $\bar{D}$ for the $z$ momentum control volume are listed in Tavie 9.


Fig. 8. Diffusion fluxes for z-momentum control volume

Table 9. Diffusion strengths for z-momentum control volume

$$
\begin{aligned}
& \bar{D}_{1}=\frac{1}{4}\left[(A x)_{j-1 / 2, k}+(A x)_{i-1 / 2, k+1}\right]\left[\frac{\left(\Gamma_{0}+\Gamma_{1}\right)}{\left(\Delta x_{0}+\Delta x_{1}\right)}+\frac{\left(\Gamma_{6}+\Gamma_{61}\right)}{\left(\Delta x_{6}+\Delta x_{61}\right)}\right] \\
& \bar{D}_{2}=\frac{1}{4}\left[(A x)_{i+1 / 2, k+1}+(A x)_{1+1 / 2, k}\right]\left[\frac{\left(\Gamma_{0}+\Gamma_{2}\right)}{\left(\Delta x_{0}+\Delta x_{2}\right)}+\frac{\left(\Gamma_{6}+\Gamma_{62}\right)}{\left(\Delta x_{6}+\Delta x_{61}\right)}\right] \\
& \bar{D}_{3}=\frac{1}{4}\left[(A y)_{j-1 / 2, k}+(A y)_{j-1 / 2, k+1}\right]\left[\frac{\left(\Gamma_{0}+\Gamma_{3}\right)}{\left(\Delta y_{0}+\Delta y_{3}\right)}+\frac{\left(\Gamma_{6}+\Gamma_{63}\right)}{\left(\Delta y_{6}+\Delta y_{63}\right)}\right] \\
& \bar{D}_{4}=\frac{1}{4}\left[(A y)_{j+1 / 2, k}+(A y)_{j+1 / 2, k+1}\right]\left[\frac{\left(\Gamma_{0}+\Gamma_{4}\right)}{\left(\Delta y_{0}+\Delta y_{4}\right)}+\frac{\left(\Gamma_{6}+\Gamma_{64}\right)}{\left(\Delta y_{6}+\Delta y_{64}\right)}\right] \\
& \bar{D}_{5}=\frac{1}{2}\left[(A z)_{k}+(A z)_{k-1}\right]\left(\frac{\Gamma}{\Delta z}\right)_{0} \\
& \bar{D}_{6}=\frac{1}{2}\left[(A z)_{k}+(A z)_{k+1}\right]\left(\frac{\Gamma}{\Delta z}\right)_{6}
\end{aligned}
$$

### 4.3 Unsteady Term

### 4.3.1 Main Control Volume

Representation of the term $\partial\left(y_{v} \rho \phi\right) / \partial t$ is obtained assuming that the values $\rho_{0}$ and $\phi_{0}$ prevail over the control volume surrounding point 0 (see Fig. 9). Integration of the unsteady terms over the control volume then gives

$$
\begin{equation*}
\int \frac{\partial}{\partial t}(\gamma v \rho \phi) d x d y d z=\frac{(\rho \phi)_{0} \cdot(\rho \phi)_{0}^{2}}{\Delta t} v_{0} . \tag{4.23}
\end{equation*}
$$

where $V_{0}=\gamma_{v} \Delta x \Delta y \Delta z$ is the volume of the fluid; the superscript $n$ refers to known old time-step values, and the superscript $n+1$ for new time-step values is omitted for simplicity.

### 4.3.2 Momentum Control Volume

Referring to the $z$ momentum control volume shown in Fig. 6, and recalling that the momentum of the staggered mesh consists of two parts, i.e..

$$
\begin{align*}
M_{*} & =\left(M_{2}\right)_{v_{, / 2}}+\left(M_{*}\right)_{v_{1} / 2} \\
& =\int_{v_{4} / 2} \gamma_{v} \rho w d x d y d z+\int_{v_{1} / 2} \gamma_{v} \rho w d x d y d z . \tag{4.24}
\end{align*}
$$

Integrating the unsteady term over the control volume gives

$$
\begin{align*}
\int \frac{\partial}{\partial t}\left(\gamma_{v} \rho w\right) d x d y d z & =\int_{v_{0} / 2} \frac{\partial}{\partial t}\left(\gamma_{v} \rho w\right) d x d y d z+\int_{V_{0} / 2} \frac{\partial}{\partial t}\left(\gamma_{v} \rho w\right) d x d y d z \\
& =\frac{\partial}{\partial t}\left(M_{2}\right)_{v_{0} / 2}+\frac{\partial}{\partial t}\left(M_{5}\right)_{v_{1} / 2} \\
& =\frac{\partial}{\partial t}\left(\frac{V_{0} \rho_{0} W_{00}}{2}\right)+\frac{\partial}{\partial t}\left(\frac{V_{0} \rho_{0} W_{00}^{\prime}}{2}\right) \\
& =\frac{1}{\Delta t}\left[\frac{V_{0}}{2}\left(\rho_{0} W_{00}-p_{0}^{n} W_{00}^{n}\right)+\frac{V_{6}}{2}\left(\rho_{6} W_{06}-\rho_{6}^{n} W_{06}^{n}\right)\right] \tag{4.25a}
\end{align*}
$$

In the derivation of Eq. 4.25 a , we have employed Eqs. 4.9 b and 4.9 , which were introduced previously to define the volume averaged velocity $w^{*}$. Again, the superscript $n$ refers to the old time-step values, and the superscript $n+1$ for new time-step values is omitted for simplicity.

Substituting Eq. 4.10 into Eq. 4.25 a , and after rearranging, we obtain

$$
\int \frac{\partial}{\partial t}(\gamma v p w) d x d y d z
$$
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$$
\begin{equation*}
=\frac{A z_{0}(\rho)_{6}^{0}\left(\Delta z_{0}+\Delta z_{6}\right)}{2 \Delta t} w_{0}-\frac{A z_{0}\left[\langle\rho\rangle_{6}^{0}\right]^{n}\left(\Delta z_{0}+\Delta z_{6}\right)}{2 \Delta t} w_{0}^{n} \tag{4.25b}
\end{equation*}
$$

In Eq. 4.25b, we have again employed the closure relations (Eq. 4.10) described in Section 4.1.2.

Note that Eq. 4.25 b has two potential limitations: (a) if there is a large density change in the control volume, the approximation may be less accurate; (b) if the volume porosity is substantially different than the surface porosity in the momentum control volume, this may also lead to less accuracy. An alternative formulation of the unsteady term as shot in Eq. 4.23 is provided as a user's option in which both volume-weighted average porosity and volume-weighted average density are used.

### 4.4 Source Term

The fintte-difference representation of the source term S in Lq. 2.1 is expressed as

$$
\begin{equation*}
S_{\phi}=S_{c \phi}+S_{p \phi} \phi_{0} . \tag{4.26}
\end{equation*}
$$

where $\mathrm{S}_{\mathrm{c} \mathrm{\phi}} . \mathrm{S}_{\mathrm{p} \phi}$. and $\varphi 0$ are assumed io prevail over the control volume surrounding point 0 . This "linearization" of the source term is an effective device for stability and convergence. The exact expressions for 'ie source term coefficients $S_{c \phi}$ and $S_{p \phi}$ depend on the actual form of the source $\mathrm{S}_{\phi}$. "ae coemicient $\mathrm{S}_{\mathrm{p} \phi}$ is always less than or equal to zero: otherwise instability, divergence, or physically unrealistic solutions would result.

Integration of the source term over the main control volume gives

$$
\begin{equation*}
\int s_{\varphi} d x d y d z=s_{c \phi} v_{0}+s_{p \phi} v_{0} \phi_{0} . \tag{4.27}
\end{equation*}
$$

where $V_{0}=x_{v} \Delta x \Delta y \Delta z$ is the fluid volume.
Integration of the source term over the $z$ momentum control volume gives

$$
\begin{equation*}
\int s_{\phi} d x d y d z=s_{c \phi} \bar{V}_{0}+s_{p \phi} \overline{\mathrm{~V}}_{0} \phi_{0} . \tag{4.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{v}_{0}=\left(\Delta z_{0}+\Delta z_{6}\right) /\left(\frac{\Delta z_{0}}{V_{0}}+\frac{\Delta z_{6}}{V_{6}}\right) . \tag{4.29}
\end{equation*}
$$

$\overline{\mathrm{V}}_{0}$ is the characteristic volume used in the fintte-volume integration. It will become clear later why we have employed Eq. 4.29 as the characteristic volume for the integration of the 2 momentum control volume.

### 4.5 General Finite-Volume Equation for Main Control Volume

Having looked at each term of the general equation separately, we now assemble all terms of Eqs. 4.6, 4.19, 4.23, and 4.27 for the main control volume to obtain the general finite-volume equation.

$$
\begin{align*}
& \int[(\text { Unsteady })+(\text { Convection })-(\text { Diffusion })-(\text { Source })] d x d y d z \\
& =\frac{(\rho \phi)_{0}-(\rho \phi)_{0}^{n}}{\Delta t} V_{0}+\left(\left|0,-F_{1}\right|+\left|0, F_{2}\right|+\cdots \cdot\right) \phi_{0} \\
& \text { (Unsteruy) (Convection) } \\
& -\left(\left|0, F_{1}\right| \dot{\sigma}_{1}+\left|0,-F_{2}\right| \dot{\phi}_{2}+\cdots\right)+\left(D_{1}+D_{2}+\cdots\right) \dot{\phi}_{0} \\
& \text { (Convection) } \\
& -\left(D_{1} \dot{\phi}_{1}+D_{2} \dot{\phi}_{2}+\cdots\right)-S_{c q} V_{0}-S_{p \phi} \dot{\phi}_{0} V_{0}=0 \text {. }  \tag{4,30}\\
& \text { (Diffusion) } \\
& \text { (Source) }
\end{align*}
$$

We now rearrange Eq. 4.30 so that only the terms containing $\varphi 0$ are on the left side of the equation, noting that

$$
\begin{equation*}
\delta=\alpha \phi+(1-\alpha) \phi^{n} . \tag{4.31}
\end{equation*}
$$

After some algebra and rearrangement, we obtain

$$
\phi_{0}\left\{\frac{\rho_{0} V_{0}}{\Delta t}+\alpha\left\{\left(\left|0,-F_{1}\right|+\cdots+\left|0, F_{6}\right|\right)+\left(D_{1}+\cdots+D_{6}\right)-S_{p \phi} V_{0} \mid\right\}\right.
$$

$$
\begin{align*}
= & {\left[\left(\left|0, F_{1}\right|+D_{1}\right) \phi_{1}+\cdots+\left(\left|0,-F_{6}\right|+D_{6}\right) \phi_{6}\right] \alpha } \\
& +\left[\left(\left|0, F_{1}\right|+D_{1}\right) \phi_{1}^{n}+\cdots+\left(\left|0,-F_{6}\right|+D_{6}\right) \phi_{6}^{n}\right](1-\alpha) \\
& -\phi_{6}^{n}(1-\alpha)\left[\left(\left|0,-F_{i}\right|+\cdots\left|0, F_{6}\right|\right)+\left(D_{1}+\cdots D_{6}\right)-S_{p \phi} V_{0}\right] \\
& +\left(\frac{\rho_{\rho}^{n} \phi_{0}^{n}}{\Delta t} V_{0}+S_{1} V_{0}\right) . \tag{4.32}
\end{align*}
$$

or

$$
\begin{equation*}
a_{0}^{\prime} \theta_{0}=\left(a_{i}^{\prime} \phi_{1}+\varepsilon ; \theta_{2}+a_{j} \phi_{1}+a_{i}^{\prime} \phi_{4}+a ; \phi_{1}-a_{i}^{\prime} \phi_{6}\right) \alpha+b_{0}^{*} . \tag{4.33}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{0}^{*}=b 1_{0}^{\prime}+b 2_{0}^{\prime}+b 3_{0}^{\prime} \text {. } \tag{4.34}
\end{equation*}
$$

For ease in reading, the coefficients of Eqs. 4.33 and 4.34 for the main control volumes are
on in Table 10. Because we have combined the extreme semi-implicit and fully implicit fur tulations in one general form, the coefficienis of Table 10 may appear somewhat ising. We have therefore also included Tables 11 and 12, which give the coefficients cor extreme semi-implicit $(\alpha=0)$ formulation and fuliy implicit ( $\alpha=1$ ) formulation.

It may be noted from Table 10 that we have expressed the coefficient af in two forms. The first form, $a_{0}^{\prime}(1)$, is obtained by assembling all the terms of Eqs. 4.6, 4.19, 4.23, and 4.27 The second form, $a_{0}(2)$, is obtamed by subtracting the continuity equation from the first form, ao(1): that is,

$$
\begin{equation*}
a_{0}(1)-(\text { continutty equation })=a_{0}(2) \tag{4.35}
\end{equation*}
$$

The use oi the second form, $a_{0}(2)$, is preferred; this is the .orm implemented in COMMIX1C. The reason is that this form is independent of the continuity equation that may or may not be satisfled during the solution of the energy equation. The second form is also referred to as the transport form.

In deriving the transport form of the coefficient an for the main control volume, we have made use ( $f$ the ntinuity equation as described below (if the reader is not interested in details, the rest of tnis section can be skipped).

If we subs' itute $\phi=1, S_{\phi}=0$, and $\Gamma_{\phi}=0$ in the general equation (Eq. 2.1) for the main control volum, we have the continuity equation. Therefote, all formulations derived so far also are applicable to the continulty equation.

To derive the continuity equation, wa substitute $\phi=$ ? n Eq, 4.32, remembering that $D=0$ and $S=0$ for the continuity equation. After simplification, we have the following:

Table 10. General fintte-volume equation for main control volume (Eqs. 4.33 and 4.34) and its coefficients $a_{0}^{*} \theta_{0}=a\left(a_{1}^{*} \phi_{1}+\cdots+a_{6}^{*} \phi_{6}\right)+\left(b 1_{0}^{+}+b 2_{0}^{*}+b 3_{0}^{*}\right)$

$$
\begin{aligned}
& a_{1}^{\prime}=\left(\left|O_{1} F_{1}\right|+D_{1}\right) \quad a_{2}^{\prime}=\left(\left|0_{1}-F_{2}\right|+D_{2}\right) \\
& a_{3}^{*}=\left(\left|0, F_{3}\right|+D_{3}\right) \quad a_{4}^{!}=\left(\left|0_{0}-F_{4}\right|+D_{4}\right) \\
& a_{5}^{0}=\left(\left|0, F_{5}\right|+D_{5}\right) \quad a_{6}^{0}=\left(\left|0,-F_{6}\right|+D_{6}\right) \\
& b l_{0}^{\theta}=(1-\alpha)\left(a_{1}^{0} \phi_{1}^{n}+a_{2}^{0} \phi_{2}^{n}+a_{3}^{0} \phi_{3}^{n}+z_{9}^{0} \phi_{4}^{n}+a_{\rho}^{0} \phi_{5}^{n}+a_{6}^{\theta} \phi_{6}^{n}\right) \\
& \left.b 2_{0}^{\circ}=-(1-\alpha)\left(\left|0,-F_{1}\right|+\cdots+\left|0, F_{6}\right|\right)+\left(D_{1}+\cdots+D_{6}\right)-S_{p \phi} V_{0}\right] \varphi_{0}^{n} \\
& \mathrm{~b} 3_{0}^{*}=\left(\frac{\rho^{n} \phi^{n}}{\Delta t}+S_{c \varphi}\right)_{0} v_{0} \\
& \mathrm{a}_{0}^{4}(1)=\frac{\rho_{0} \mathrm{~V}_{0}}{\Delta t}+\alpha\left[\left(\left|0,-\mathrm{F}_{1}\right|+\cdots+\left|0, F_{6}\right|\right)+\left(\mathrm{D}_{1}+\mathrm{D}_{2} \cdots+\mathrm{D}_{6}\right)-\mathrm{S}_{p \phi} \mathrm{~V}_{0}\right] \\
& \text { (1st form) } \\
& \mathrm{a}_{0}^{*}(2)=\alpha\left(\mathrm{a}_{1}^{0}+\mathrm{a}_{2}^{0}+\cdots \cdot \mathrm{a}_{6}^{0}\right)+\left(\frac{\rho_{0}^{n}}{\Delta t}-\mathrm{S}_{\mathrm{p}}\right) \mathrm{V}_{0}+(1-\alpha)\left(\mathrm{F}_{1}-F_{2}+F_{3}-F_{4}+F_{5}-F_{6}\right)
\end{aligned}
$$

(2nd form)

Continuity Equation in the Discretized Form

$$
\begin{align*}
& \frac{\rho_{0} V_{0}}{\Delta t}+\alpha\left(\left|0,-F_{1}\right|+\cdots+\left|0, F_{6}\right|\right)-\alpha\left(\left|0, F_{1}\right|+\cdots+\left|0,-F_{6}\right|\right) \\
& -(1-\alpha)\left(\left|0, F_{1}\right|+\cdots+\left|0,-F_{6}\right|\right)+(1-\alpha)\left(\left|0,-F_{1}\right|+\cdots+\left|0, F_{6}\right|\right)-\frac{\rho_{0}^{n} V_{0}}{\Delta t}=0 \tag{4.36}
\end{align*}
$$

Please note that the first density term in the continuity equation (Eq. 4.36) is at the new time, while the second density term is at the old time. The subtraction of Eq. 4.36 from ao(1), after some algebra, results in the second form, $a_{0}(2)$ :

$$
\begin{aligned}
a_{0}(2)= & a_{0}^{9}(1)-\text { Continuity Equation } 4.36 \\
= & \alpha\left(\left(D_{1}+\cdots+D_{6}\right)-S_{p 0} V_{0}\right)+\alpha\left(\left|0, F_{1}\right|+\cdots+\left|0_{1}-F_{6}\right|\right) \\
& +(1-\alpha)\left(\left|0, F_{1}\right|+\cdots+\left|0,-F_{6}\right|\right)-(1-\alpha)\left(\left|0,-F_{1}\right|+\cdots+\left|0, F_{6}\right|\right)+\frac{\rho_{0}^{n} V_{0}}{\Delta t}
\end{aligned}
$$

Table 11. Extreme semi implicit ( $\alpha=0$ ) finite-volume equation for main control volume
(Eqs. 4.33 and 4.34) and its coeffictents $\mathrm{a}_{0}^{*} \phi_{0}=\left(b 1_{0}^{t}+b 2_{0}^{t}+b 3_{0}^{*}\right)$

$$
\begin{aligned}
& b 1_{0}^{*}=\left(a_{1}^{*} \phi_{1}^{n}+a_{2}^{t} \phi_{2}^{n}+a_{3}^{0} \phi_{3}^{n}+a_{4}^{*} \phi_{4}^{n}+a_{5}^{t} \phi_{5}^{n}+a_{6}^{\theta} \phi_{6}^{n}\right) \\
& b 2_{0}^{*}=-\left[\left(\left|0,-F_{1}\right|+\cdots \cdot+\left|0, F_{6}\right|\right)+\left(D_{1}+\cdots \cdot+D_{6}\right)-S_{p \phi} V_{0}\right] \\
& b 3_{0}^{*}=\left(\frac{\rho^{n} \phi^{n}}{\Delta t}+S_{c \phi}\right)_{0} V_{0} \\
& a_{0}^{*}(1)=\frac{p_{0} V_{0}}{\Delta t}
\end{aligned}
$$

(1st form)
$a_{0}^{*}(2)=\left(\frac{\rho_{0}^{n}}{\Delta t}+S_{p \phi}\right) V_{0}+\left(F_{1}-F_{2}+F_{3}-F_{4}+F_{5}-F_{6}\right)$
(2nd form)

- Bie 12. Fully implicit $(\alpha=1)$ finite-volume equation for main control volume (Eqs. 4.33 and 4.34) and its coefficients $\mathrm{a}_{0}^{*} \phi_{0}=\left(\mathrm{a}_{i}^{0} \phi_{1}+\cdots+\mathrm{a}_{6}^{*} \phi_{6}+\mathrm{b} 3_{0}^{*}\right)$

$$
\begin{array}{ll}
a_{1}^{*}=\left(\left|0, F_{1}\right|+D_{1}\right) & a_{2}^{*}=\left(\left|0,-F_{2}\right|+D_{2}\right) \\
a_{3}^{*}=\left(\left|0, F_{3}\right|+D_{3}\right) & a_{4}^{*}=\left(\left|0,-F_{4}\right|+D_{4}\right) \\
a_{5}^{*}=\left(\left|0, F_{5}\right|+D_{5}\right) & a_{6}^{*}=\left(\left|0,-F_{6}\right|+D_{6}\right)
\end{array}
$$

$$
\begin{aligned}
& b 3_{0}^{*}=\left(\frac{\rho^{n} \phi^{n}}{\Delta t}+S_{\infty}\right)_{0} v_{0} \\
& a_{0}^{*}(1)=\frac{\rho_{0} V_{0}}{\Delta t}+\left[\left(\left|0,-F_{1}\right|+\cdots+\left|0, F_{6}\right|\right)+\left(D_{1}+D_{2} \cdots+D_{E}\right)-S_{p \phi} v_{0}\right]
\end{aligned}
$$

(1st form)

$$
a_{0}^{4}(2)=\left(a_{1}^{\bullet}+a_{2}^{\bullet}+\cdots \cdot a_{6}^{4}\right)+\left(\frac{p_{0}^{n}}{\Delta t}-S_{p \phi}\right) v_{0}
$$

(2nd form)

$$
\begin{align*}
& \text { - } \left.\left.\alpha_{l i n}^{e_{1} n} F_{1} \mid+D_{1}\right)+\cdots+\left(\left|0,-F_{6}+D_{6}\right|\right)\right]+\left(\frac{\rho_{0}^{n}}{\Delta t}-\alpha S_{w}\right) V_{0} \\
& +(1-\alpha)\left[\left(\left|0, F_{1}\right|-\left|0,-F_{1}\right|\right)+\cdots+\left(\left|0,-F_{6}\right|-\left|0, F_{6}\right|\right)\right] \\
& =\alpha\left(a_{1}^{0}+a_{2}^{t}+a_{3}^{t}+a_{4}^{t}+a_{5}^{t}+a_{6}^{t}\right)+\left(\frac{\rho_{0}^{n}}{c t}-\alpha S_{p t}\right) V_{0} \\
& +(1-\alpha)\left(F_{1}-F_{2}+F_{3}-F_{4}+F_{5}-F_{6}\right) \tag{4.37}
\end{align*}
$$

because

$$
\left|0, F_{1}\right|-\left|0,-F_{1}\right|=F_{1}
$$

and

$$
\left|0 .-F_{2}\right|-\left|0, F_{2}\right|=-F_{2} .
$$

rinally, it should be noted that the general variable $\phi$ for the main control volume can represent any transported variable such as enthalpy, turbulence kinetic energy, or rate of dissipation of the turbulence kinetic energy.

### 4.6 General Finite-Volume Equation for z-Momentum Control Volume

We can derive the finite-volume equation for $z$ momentum by following the same procedure as for the finite-volume equation of the main control volume, with one exception. We see that the pressure gradient term appears in the momentum equation, but the pressure field is neither known beforehand nor directly obtainable from some sort of "conservation equation for pressure." Therefore, we consider pressure as unknown and determine it indirectly from the constraint that the velocity field satisfies the continuity equation. For this reason, we disf lay the pressure-containing term in the finite-volume form of the momentum equation separately and do not include it in the source term.

From these considerations, the discretized equation for the $z$-momentum control volume shown in Fig. 6 is written as

$$
\begin{equation*}
a_{0}^{w} w_{0}=a_{1}^{w} w_{1}+a_{2}^{w} w_{2}+a_{3}^{w} w_{3}+a_{4}^{w} w_{4}+a_{5}^{w} \cdot v_{5}+a_{6}^{w} w_{6}+b_{0}^{w}-d_{w}\left(P_{6}-P_{0}\right) \tag{4.38}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{x}=\bar{v}_{0} /\left[\frac{1}{2}\left(\Delta z_{0}+\Delta z_{6}\right)\right] . \tag{4.39}
\end{equation*}
$$

and $\overrightarrow{\mathrm{V}}_{0}$ is the characteristic volume for the momentum control volume defined by Eq. 4.29 . The reason that Eq. 4.39 is employed here is that we want the discretized momentum equation to satisfy the one-dimensional steady-state Bernoull's equation iwith constant density and neglecting gravity effect), which can be written as (Fig. 6)

$$
\begin{equation*}
p\left(\bar{w}_{6}^{2}-\bar{w}_{0}^{2}\right) / 2=-\left(P_{6}-P_{0}\right) \tag{4.40}
\end{equation*}
$$

where $\bar{w}_{6}$ and $\bar{w}_{0}$ are the average velocities associated with the control volume centered at grid points 6 and 0 , respectively. From continulty, we have

$$
\begin{equation*}
\rho \bar{W}_{6} \frac{V_{6}}{\Delta z_{8}}=\rho \bar{W}_{0} \frac{V_{0}}{\Delta z_{0}}=F_{z 0}=\rho A z_{0} W_{0} . \tag{4.41}
\end{equation*}
$$

Substituting Ec. 4.41 into Eq. 4.40, we obtain the following equation, which must be satisfled by the discretized, one-dimensional $z$-momentum equation

$$
\begin{equation*}
\frac{F_{70}^{2}}{2 p}\left[\left(\frac{\Delta z_{6}}{V_{6}}\right)^{2}-\left(\frac{\Delta z_{0}}{V_{0}}\right)^{2}\right]=-\left(P_{6}-P_{0}\right) . \tag{4,42}
\end{equation*}
$$

The one-dimensional momentum equation in the $z$ direction is

$$
\begin{equation*}
\frac{\Delta\left(y_{2} \rho w w\right)}{\Delta z}=-y_{v} \frac{\partial p}{\partial z} \tag{4,43}
\end{equation*}
$$

Integrating over the $z$-momentum control volume (Fig. 6), and assuming that $w$ is positive and

$$
\int_{v_{0}} \gamma_{v} \frac{\partial P}{\partial z} d v=\frac{P_{0}-P_{0}}{\frac{1}{2}\left(\Delta z_{0}+\Delta z_{6}\right)} \bar{v}_{0} .
$$

we obtain

$$
\begin{equation*}
\bar{F}_{20} \mathrm{~W}_{06}^{*}-\overline{\mathrm{F}}_{25} \mathrm{~W}_{5}^{\prime}=-\left(\mathrm{P}_{6}-\mathrm{P}_{0}\right) \overline{\mathrm{V}}_{0} /\left[\frac{1}{2}\left(\Delta z_{0}+\Delta z_{6}\right)\right] . \tag{4,44}
\end{equation*}
$$

where $\overline{\mathrm{V}}_{0}$ is the characteristic volume to be determined. Substituting Eqs. 4.8 and 4.10 into Eq. 4.44 .

$$
\begin{equation*}
\frac{\left(F_{20}+\frac{\left.F_{26}\right) F_{20} \Delta z_{6}}{2 \rho_{6} V_{6}}-\frac{\left(F_{20}+F_{25}\right) F_{25} \Delta z_{0}}{2 \rho_{0} V_{0}}=-\frac{\left(P_{6}-P_{0}\right) \bar{V}_{0}}{\frac{1}{2}\left(\Delta z_{0}+\Delta z_{5}\right)}\right) .}{} \tag{4,45}
\end{equation*}
$$

For one-dimensional flow with constant density,

$$
\begin{aligned}
F_{z 0} & =F_{25}=F_{z 6} . \\
\rho_{0} & =\rho_{6}=\rho .
\end{aligned}
$$

Therefore. Eq. 4.45 reduces to

$$
\begin{equation*}
\frac{F_{0}^{2}}{2 \rho}\left[\frac{\Delta z_{6}}{V_{6}}-\frac{\Delta z_{0}}{V_{0}}\right]\left(\Delta z_{6}+\Delta z_{0}\right)=-\left(P_{6}-P_{0}\right) \bar{v}_{0} \tag{4.46}
\end{equation*}
$$

Dividing Eq. 4.46 by Eq. 4.42 , we ob ain

$$
\begin{equation*}
\bar{V}_{0}=\frac{\Delta z_{6}+\Delta z_{0}}{\frac{\bar{z}_{0}}{V_{6}}+\frac{z_{0}}{V_{0}}} \tag{4,47}
\end{equation*}
$$

Equation 4.47 is identical to Eq. 4.29. Thus, the characteristic volume $\overline{\mathrm{V}}_{0}$ employed in $E$ 4.39 is the proper volume for integration over the $z$-momentum control volume, and th resulting finite-volume equation satisfies the one-dimenslonal Bernoulli equation.

The coefficients $a_{0}^{*} \cdots s_{0}^{*}$ and $b_{0}^{*}=b 1_{0}^{*}+b 2_{0}^{*}+b 3_{0}^{*}$ are assembled from Eqs 4.12, 4.21, 4.25 , and 4.28 . The resulting equation has the same form as Eq. 4 33, except that the contributions of the source that enter $s_{0}^{*}$ and $b_{0}^{*}$ do not contain the pressure gradient. The effect of the pressure gradient is expressed by the la it term in Eq. 4.38 . The coefficients for the 2 -momentum control volume are presented in Tables 13-15. We have again replaced the velocity $w$ by the general variable $\phi$ in Tables $13-15$. This is onty to indicate that the $x$ - and $y$-momentum equations can be derived in a simtlar manner as the $z$ momentum equation. In Tables 13-15, we have provided two different forms of the coefficient $\varepsilon_{0}^{\prime}$. The first form, $a_{0}^{\prime}(1)$, is obtained from the momentum equation only and is referred to as the conservative form because conservation of momentum is satisfled over the control volume. The second form, $\mathbf{a}_{0}^{*}(2)$, is derived by employing both the momentum and the continuity equations even though the latter may not be satisfied during an iteration. Experience indicates that using the continuity equation often helps to speed up the convergence during iterations. The second form of the coefficient is referred to as the transport form of the momentum equation and is implemented in COMMIX-1C. To derive the transport form of the z-momentum equation, we begin with the discretized continuity equation for cell 0 and cell 6 , which can be written as

$$
\begin{equation*}
\left(\rho_{0}-\rho_{0}^{n}\right) V_{0} / \Delta t+F_{20}-F_{25}+F_{x 2}-F_{x 1}+F y_{4}-F y_{3}=0 \tag{4,48}
\end{equation*}
$$

for cell 0 , and

$$
\begin{equation*}
\left(\rho_{6}-\rho_{6}^{\mathrm{n}}\right) V_{6} / \Delta t+F_{z 6}-F_{20}+F_{x 62}-F_{x 61}+F y_{64}-F y_{63}=0 \tag{4.49}
\end{equation*}
$$

for cell 6. The transport form of the $z$-thomentum equation is obtained as follows:


It can be observed that Eqs, 4.48 and 4.49 contain only the time-dependent terms and the convective fluxes. The diffusion terms and the source terms remain the same in the transport form as compared to conservative form of the $z$-momentum equation. Thus, all the coefflcients are the same in the conservative and tra:sport forms of the $z$-momentum equation, with the exception of the coefficient $a_{0}^{\circ}$. Equation 4.50 can be reduced to

$$
\begin{equation*}
a_{0}^{*}(2)=a_{0}^{*}(1)-\frac{w_{\infty}^{*}}{2} \times \text { Eq. } 4.48-\frac{w_{0}^{*}}{2} \times \text { Eq. } 4.49 \tag{4.51}
\end{equation*}
$$

After some manipulation and rearrangement, the final forms of $a_{0}^{*}(2)$ turn ont to be identical to those given in Tables 13-15.

Table 13. Coefficients of general fintte-volume equation for z-momentum control volume

$$
a_{0} \theta_{0}=\alpha\left(a_{0} \phi_{1}+\cdots+s_{0}^{*} \phi_{6}\right)+\left(b 1_{0}^{*}+b 2_{0}^{*}+b 3_{0}^{*}\right)
$$

$$
\begin{aligned}
& a_{1}=\frac{\langle\rho)_{e 1}^{1} A z_{1}}{2}\left(\left|0, F_{x 1}\right| \Delta z_{0} / \rho_{1} V_{1}+\left|0, F_{x 61}\right| \Delta z_{6} / \rho_{61} V_{61}\right)+\bar{D}_{1} \\
& a_{2}^{+}=\frac{\langle\rho)_{e 2}^{2} A z_{2}}{2}\left(\left|0,-F_{x 2}\right| \Delta z_{0} / \rho_{2} V_{2}+\left|0,-F_{x 52}\right| \Delta z_{6} / \rho_{62} V_{62}\right)+\bar{D}_{2} \\
& \mathrm{a}_{3}^{4}=\frac{\langle\rho\rangle_{63}^{3} A z_{3}}{2}\left(\left|0, \mathrm{~F}_{y 3}\right| \Delta z_{0} / \rho_{3} \mathrm{~V}_{3}+\left|0, \mathrm{~F}_{y 63}\right| \Delta z_{6} / \rho_{63} \mathrm{~V}_{63}\right)+\bar{D}_{3} \\
& a_{4}^{*}=\frac{\langle\rho\rangle_{84}^{4} A z_{4}}{2}\left(\left|0,-F_{y 4}\right| \Delta z_{0} / \rho_{4} V_{4}+\left|0,-F_{y 64}\right| \Delta z_{6} / \rho_{64} v_{64}\right)+\bar{D}_{4} \\
& a_{8}^{*}=\frac{\langle\rho\rangle_{0}^{5} A z_{5} \Delta z_{0}}{\rho_{0} \mathrm{~V}_{0}}\left|0, \overline{\mathrm{~F}}_{25}\right|+\overline{\mathrm{D}}_{5} \\
& \mathrm{a}_{6}^{*}=\frac{\langle\rho)_{e 8}^{6} A z_{6} \Delta z_{6}}{\rho_{6} \mathrm{~V}_{6}}\left|0,-\bar{F}_{26}\right|+\overline{\mathrm{D}}_{6} \\
& b 1_{0}^{*}=(1-\alpha)\left(a_{1}^{0} \phi_{1}^{n}+a_{2}^{9} \phi_{2}^{n}+\cdots+a_{6}^{?} \phi_{6}^{n}\right) \\
& b 2_{0}^{\circ}=-(1-\alpha)\left[\frac{1}{2}\left(\left|0, F_{x 1}\right| \frac{\langle\rho)_{81}^{6} A z_{1} \Delta z_{0}}{\rho_{1} V_{1}}+\cdots+\mid 0,-F_{y 64} \frac{(\rho)_{84}^{4} A z_{4} \Delta z_{0}}{\rho_{64} V_{64}}\right)\right. \\
& \left.+\left|0, \bar{F}_{25}\right| \frac{\left\langle\rho \rho_{0}^{5} A z_{5} \Delta z_{0}\right.}{\rho_{0} V_{0}}+\left|0,-\bar{F}_{26}\right| \frac{\langle\rho)_{e \theta}^{6} A z_{6} \Delta z_{6}}{\rho_{6} \mathrm{~V}_{6}}+\bar{D}_{1}+\cdots+\bar{D}_{6}-S_{p \phi} \bar{v}_{0}\right] \phi_{0}^{n} \\
& b 3_{0}^{t}=A z_{0}\left[(\rho)_{8}^{0}\right]^{n}\left(\Delta z_{0}+\Delta z_{0}\right) \theta_{0}^{n} / 2 \Delta t+S_{c Q} \bar{v}_{0} \\
& \mathrm{a}_{0}^{8}(1)=A z_{0}(\rho)_{6}^{0}\left(\Delta z_{0}+\Delta z_{6}\right) / 2 \Delta t \\
& +\alpha \frac{\langle\rho\rangle_{6}^{0} A z_{0} \Delta z_{6}}{\rho_{6} V_{6}}\left(\left|0, F_{z 6}\right|+\frac{1}{2}\left|0, F_{x \in i}\right|+\frac{1}{2}\left|0,-F_{x \in 1}\right|+\frac{i}{2}\left|0, F_{y 64}\right|+\frac{1}{2}\left|0,-F_{y 63}\right|\right) \\
& +\alpha \frac{\langle\rho)_{e}^{0} A z_{0} \Delta z_{0}}{\rho_{0} V_{0}}\left(\left|0,-\bar{F}_{25}\right|+\frac{1}{2}\left|0, F_{x 2}\right|+\frac{1}{2}\left|0,-F_{x 1}\right|+\frac{1}{2}\left|0, F_{y 4}\right|+\frac{1}{2}\left|0,-F_{y 3}\right|\right) \\
& +\left(\overline{\mathrm{D}}_{1}+\cdots+\overline{\mathrm{D}}_{6}-\mathrm{S}_{p \mathrm{p}} \overline{\mathrm{~V}}_{0}\right) \alpha \\
& a_{0}^{0}(2)=\frac{\langle\rho)_{6}^{0} A z_{0}}{2 \Delta t}\left[\left(\frac{\rho_{0}^{n}}{\rho_{0}}\right) \Delta z_{0}+\left(\frac{\rho_{e}^{n}}{\rho_{6}}\right) \Delta z_{6}\right] \\
& +\alpha \frac{\langle\rho)_{6}^{0} A z_{0} \Delta z_{6}}{\rho_{6} \mathrm{~V}_{6}}\left(\left|0,-\bar{F}_{z 6}\right| \cdot \frac{1}{2}\left|0,-\mathrm{F}_{x 62}\right|+\frac{1}{2}\left|0, \mathrm{~F}_{x 61}\right|+\frac{1}{2}\left|0,-\mathrm{F}_{y 64}\right|+\frac{1}{2}\left|0, F_{y \in 3}\right|+\mathrm{F}_{z 0}\right) \\
& +\alpha \frac{\langle\rho)_{8}^{0} A z_{0} \Delta z_{0}}{P_{0} V_{0}}\left(\left|0, \bar{F}_{25}\right|+\frac{1}{2}\left|0,-F_{x 2}\right|+\frac{1}{2}\left|0, F_{x 1}\right|+\frac{1}{2}\left|0,-F_{y 4}\right|+\frac{1}{2}\left|0, F_{y 3}\right|-F_{z 0}\right) \\
& +\left(\overline{\mathrm{D}}_{1}+\cdots+\overline{\mathrm{D}}_{6}-\mathrm{S}_{\mathrm{p} \mathrm{\phi}} \overline{\mathrm{~V}}_{0}\right) \alpha
\end{aligned}
$$

Table 14. Coefficients of extreme semi-implicit ( $\alpha=0$ ) fintte-volume equation for z-mornentum control volume

$$
a_{0}^{t} \phi_{0}=b 1 t+b 2 t+b 3_{0}^{t}
$$

$$
\begin{aligned}
& b l_{0}^{*}=a q_{1}^{n}+a_{2}^{0} \phi_{2}^{n}+\cdots+a_{6}^{\theta} \phi_{\theta}^{n} \\
& b 22_{0}^{*}=-\left[\frac{1}{2}\left(\left|0, F_{x 1}\right| \frac{\Delta z_{0}\langle\rho)_{61}^{1} A z_{1}}{\rho_{1} V_{1}}+\cdots+\left|0,-F_{y 64}\right| \frac{\Delta z_{6}(\rho)_{64}^{4} A z_{4}}{\rho_{64} V_{64}}\right)\right. \\
& \left.+\left|0, \bar{F}_{z 5}\right| \frac{\Delta z_{0}(\rho)_{0}^{5} A z_{5}}{\rho_{0} V_{0}}+\left|0,-\bar{F}_{z 6}\right| \frac{\Delta z_{6}\langle\rho)_{e 8}^{6} A}{\rho_{6} V_{6}}+\nu_{1}+\cdots+\bar{D}_{6}-S_{p \phi} \bar{V}_{0}\right] \phi_{0}^{n} \\
& \mathrm{~b} 3_{0}^{*}=\mathrm{A} z_{0}\left[\langle\rho\rangle_{\mathrm{e}}^{0}\right]^{n}\left(\Delta z_{0}+\Delta z_{6}\right) \phi_{0}^{n} / 2 \Delta t+\mathrm{S}_{\mathrm{c}} \overline{\mathrm{~V}}_{0} \\
& \mathrm{a}_{6}^{4}(1)=\mathrm{A} z_{0}(\rho)_{6}^{0}\left(\Delta z_{0}+\Delta z_{6}\right) / 2 \Delta t \\
& a_{0}^{\theta}(2)=\frac{\langle\rho\rangle_{8}^{0} A z_{0}}{2 \Delta t}\left[\left(\frac{\rho_{0}^{n}}{\rho_{0}}\right) \Delta z_{0}+\left(\frac{\rho_{6}^{n}}{\rho_{6}}\right) \Delta z_{6}\right]
\end{aligned}
$$

Table 15. Coefficients of fully implicit ( $\alpha=1$ ) finite-volume equation for z-momentum contro: volume $a_{0}^{:} \phi_{0}=\left(a \theta_{1}^{\prime} \phi_{1}+\cdots+a_{0}^{!} \phi_{0}+b 3_{0}\right)$

$$
\begin{aligned}
& a_{i}=\frac{(\rho)_{61}^{1} A z_{1}}{2}\left(\left|0, F_{x 1}\right| \Delta z_{0} / \rho_{1} V_{1}+\left|0, F_{x 61}\right| \Delta z_{6} / \rho_{61} V_{61}\right)+\bar{D}_{1} \\
& a_{2}^{\dot{\theta}}=\frac{\langle\rho\rangle_{62}^{2} A z_{2}}{2}\left(\left|0,-F_{x 2}\right| \Delta z_{0} / \rho_{2} V_{2}+\left|O_{1}-F_{x 62}\right| \Delta z_{6} / \rho_{62} V_{62}\right)+\bar{D}_{2} \\
& \mathrm{a}_{3}^{0}=\frac{\langle\rho\rangle_{63}^{3} A z_{3}}{2}\left(\left|0, F_{y 3}\right| \Delta z_{0} / \rho_{3} V_{3}+\left|0, F_{y 63}\right| \Delta z_{6} / \rho_{63} V_{63}\right)+\bar{D}_{3} \\
& a_{4}^{!}=\frac{\langle\rho\rangle_{64}^{4} A z_{4}}{2}\left(\left|O_{1}-F_{y 4}\right| \Delta z_{0} / \rho_{4} V_{4}+\left|0,-F_{y 64}\right| \Delta z_{6} / \rho_{64} V_{64}\right)+\bar{D}_{4} \\
& \mathrm{a}_{\mathrm{g}}=\mid 0, \bar{F}_{25} \frac{\Delta z_{0}\langle\rho\rangle_{0}^{5} \mathrm{Az}_{5}}{\rho_{c} Y_{0}}+\overline{\mathrm{D}}_{5} \\
& \mathrm{a}_{6}^{4}=\left|0,-\bar{F}_{26}\right| \frac{\Delta z_{6}(\rho)_{66}^{6} A z_{6}}{\rho_{6} \mathrm{~V}_{6}}+\overline{\mathrm{D}}_{6} \\
& \mathrm{~b} 3_{0}^{0}=\mathrm{A} z_{0}\left[(\rho)_{6}^{0}\right]^{n}\left(\mathrm{~A} z_{0}+\mathrm{A} z_{6}\right) \phi_{0}^{n} / 2 \Delta t+\mathrm{S}_{\mathrm{cq}} \overline{\mathrm{~V}}_{0} \\
& \mathrm{a}_{0}^{*}(1)=A z_{0}\langle\rho)_{6}^{0}\left(\Delta z_{0}+\Delta z_{6}\right) / 2 \Delta t \\
& +\frac{\langle\rho\rangle_{6}^{0} A z_{0} \Delta z_{6}}{\rho_{6} V_{6}}\left(\left|0, \bar{F}_{z 6}\right|+\frac{1}{2}\left|0, F_{x 62}\right|+\frac{1}{2}\left|0, \cdots F_{x 61}\right|+\frac{1}{2}\left|0, F_{y 64}\right|+\frac{1}{2}\left|0,-F_{y 63}\right|\right) \\
& +\frac{\langle P\rangle_{5}^{0}}{P_{0} Z_{0} V_{0} \Delta z_{0}}\left(\left|0,-\bar{F}_{z 5}\right|+\frac{1}{2}\left|0, F_{x 2}\right|+\frac{1}{2}\left|0,-F_{x 1}\right|+\frac{1}{2}\left|0, F_{y 4}\right|+\frac{1}{2}\left|0,-F_{y 3}\right|\right) \\
& +\overline{\mathrm{D}}_{1}+\cdots+\overline{\mathrm{D}}_{6}-\mathrm{S}_{\mathrm{p}} \overline{\mathrm{~V}}_{0} \\
& \mathrm{a}_{0}^{0}(2)=\frac{\langle\rho\rangle_{6}^{0} A z_{0}}{2 \Delta t}\left[\left(\frac{\rho_{0}^{n}}{\rho_{0}}\right) \Delta z_{0}+\left(\frac{\rho_{6}^{n}}{\rho_{6}}\right) \Delta z_{6}\right] \\
& +\frac{\left\langle\left.\rho\right|_{6} ^{0} A z_{0} \Delta z_{6}\right.}{P_{6} V_{6}}\left(\left|0,-\bar{F}_{z 6}\right|+\frac{1}{2}\left|0,-F_{x 62}\right|+\frac{1}{2}\left|0, F_{x 61}\right|+\frac{1}{2}\left|0,-F_{y 64}\right|+\frac{1}{2}\left|0, F_{y 63}\right|+F_{z 0}\right) \\
& +\frac{(\rho)_{6}^{0} A z_{0} \Delta z_{0}}{P_{0} V_{0}}\left(\left|0, \bar{F}_{z 5}\right|+\frac{1}{2}\left|0-F_{x 2}\right|+\frac{1}{2}\left|0, F_{x 1}\right|+\frac{1}{2}\left|0,-F_{y 4}\right|+\frac{1}{2}\left|0, F_{y 3}\right|-F_{z 0}\right) \\
& +\overline{\mathrm{D}}_{1}+\cdots+\overline{\mathrm{D}}_{6}-\mathrm{S}_{p \phi} \overline{\mathrm{~V}}_{0}
\end{aligned}
$$

## 5 Pressure Equation

The pressure appearing in the momentum equation (Eq. 4.38) is unknown and must be determined from the conservation-of-mass equation. In this section, we present the derivation of the pressure equation.

The conservation-of-mass equation for the cell around point 0 (Fig. 9) can be derived from Eq. 4.32 by substituting $\phi=1$, diffusion strength $D=0$, and $S=0$ :

$$
\begin{align*}
v_{0}\left(\frac{\partial \rho}{\partial t}\right) & -\left(A_{x} u\right)_{1-1 / 2}\langle\rho)_{0}^{1}+\left(A_{x} u\right)_{1+1 / 2}\langle\rho)_{2}^{0} \\
& -\left(A_{y} v\right)_{j-1 / 2}\langle\rho)_{0}^{3}+\left(A_{y} v\right)_{j+1 / 2}\langle\rho\rangle_{4}^{0} \\
& -\left(A_{z} w\right)_{k-1 / 2}(\rho)_{0}^{5}+\left(A_{z} w\right)_{k+1 / 2}\langle\rho)_{6}^{0}=\delta_{0} . \tag{5,1}
\end{align*}
$$

Here, $V_{0}=\gamma_{v} \Delta x \Delta y \Delta z$ is the fluid volume of the main control volume, $\delta_{0}$ is the mass residual of the continuity equation, $\langle\rho\rangle$ is the upwind density, $u, v$, and $w$ are the normal velocities at the surface of the control volume, and A is the flow area. We deflne the flow area as the product of surface area and surface porosity.

When mass is prectsely conserved, the right side of Eq. 5.1 vanishes, i.e.. $\delta=0$. However, because Eq. 5.1 is solved by an iterative-solution procedure, the mass residual $\delta$. in general, may not be zero.

To convert the indirect specification of pressure in the continuity equation to an explicit form, we write the momentum Eq. 4.38 as

$$
\begin{equation*}
\phi=\delta-d^{\bullet} \Delta(\delta P) \quad(\phi=u, v, w) . \tag{5.2a}
\end{equation*}
$$

where

$$
\begin{align*}
& \delta P=P^{n+1}-P^{n},  \tag{5.2b}\\
& \dot{\phi}=\frac{\alpha \sum_{i=1}^{6} a_{i}^{0} \phi_{t}+b 1_{0}^{4}+b 2_{0}^{4}+b 3_{0}^{4}-d^{4} \Delta P^{n}}{a_{0}^{!}} . \tag{5.2c}
\end{align*}
$$

The reason that $\delta P$ (instead of $P$ ) is used in Eq. 5.2 a is to speed the convergence. This is particularly helpful when the change in pressure is small compared to the absolute pressure of the system.

For example, the $z$-direction velocity $w$ at the north surface of the main control volume is expressed as

$$
\begin{equation*}
\mathrm{w}_{6}=\dot{\mathrm{w}}_{6}-\mathrm{d}_{6}^{\mathrm{w}}\left(\delta \mathrm{P}_{6}-\delta \mathrm{P}_{0}\right) . \tag{5.3a}
\end{equation*}
$$

where

$$
\begin{align*}
& \dot{w}_{6}=\frac{\alpha \sum_{k=1}^{6} a_{1}^{w} w_{1}+b 1_{0}^{w}+b 2_{0}^{w}+b 3_{0}^{w}-d_{6}^{w}\left(P_{8}^{n}-P_{0}^{n}\right)}{a_{0}^{w}} .  \tag{5.3b}\\
& d_{6}^{w}=\frac{2 \bar{V}_{6}^{w}}{a_{0}^{w}\left(\Delta z_{0}+\Delta z_{6}\right)^{\prime}} \tag{5.3c}
\end{align*}
$$

and

$$
\begin{equation*}
\overline{\mathrm{V}}_{6}^{\mathbf{w}}=\left(\Delta z_{0}+\Delta z_{6}\right) /\left(\frac{\Delta z_{0}}{\mathrm{~V}_{0}}+\frac{\Delta z_{6}}{V_{6}}\right) . \tag{5.3d}
\end{equation*}
$$

With similar definitions for $\hat{u}, \hat{\mathrm{v}}, \mathrm{d}$, and $\overline{\mathrm{v}}$, the other velocities appearing in Eq. 5.1 can be expressed as

$$
\begin{aligned}
& u_{1}=\hat{u}_{1}-d_{1}^{u}\left(\delta P_{0}-\delta P_{1}\right), \\
& u_{2}=\hat{u}_{2}-d_{2}^{u}\left(\delta P_{2}-\delta P_{0}\right), \\
& v_{3}=\hat{v}_{3}-d_{3}^{v}\left(\delta P_{0}-\delta P_{3}\right), \\
& v_{4}=\hat{v}_{4}-d_{4}^{v}\left(\delta P_{4}-\delta P_{0}\right),
\end{aligned}
$$

and

$$
\begin{equation*}
w_{5}=\tilde{w}_{5}-d_{5}^{w}\left(\delta P_{0}-\delta P_{5}\right) \tag{5,4}
\end{equation*}
$$

where

$$
\begin{aligned}
& d_{1}^{u}=\frac{2 \bar{v}_{1}^{u}}{a_{0}^{u}\left(\Delta x_{0}+\Delta x_{1}\right)} \\
& d_{2}^{u}=\frac{2 \overline{\mathrm{~V}}_{2}^{u}}{\mathrm{a}_{0}^{u}\left(\Delta x_{0}+\Delta x_{2}\right)} . \\
& d_{3}^{v}=\frac{2 \overline{\mathrm{~V}}_{3}^{v}}{\mathrm{a}_{0}^{v}\left(\Delta y_{0}+\Delta y_{3}\right)} . \\
& d_{4}^{v}=\frac{2 \overline{\mathrm{~V}}_{4}^{v}}{\mathrm{a}_{0}^{v}\left(\Delta y_{0}+\Delta y_{4}\right)} .
\end{aligned}
$$

and

$$
\begin{equation*}
\mathrm{d}_{5}^{\mathrm{w}}=\frac{2 \overline{\mathrm{~V}}_{5}^{w}}{\mathrm{a}_{0}^{\mathrm{w}}\left(\Delta z_{0}+\Delta z_{5}\right)} . \tag{5.5}
\end{equation*}
$$

The characteristic volumes are defined as

$$
\bar{v}_{1}^{u}=\left(\Delta x_{0}+\Delta x_{1}\right) /\left(\frac{\Delta x_{0}}{v_{0}}+\frac{\Delta x_{1}}{v_{1}}\right)
$$

$$
\begin{aligned}
& \bar{v}_{2}^{u}=\left(\Delta x_{0}+\Delta x_{2}\right) /\left(\frac{\Delta x_{0}}{v_{0}}+\frac{\Delta x_{2}}{V_{2}}\right), \\
& \bar{v}_{3}^{y}=\left(\Delta y_{0}+\Delta y_{3}\right) /\left(\frac{\Delta y_{0}}{V_{0}}+\frac{\Delta y_{3}}{v_{3}}\right), \\
& \bar{v}_{4}^{y}=\left(\Delta y_{0}+\Delta y_{4}\right) /\left(\frac{\Delta y_{0}}{V_{0}}+\frac{\Delta y_{4}}{V_{4}}\right) .
\end{aligned}
$$

and

$$
\begin{equation*}
\bar{V}_{5}^{\mathbf{w}}=\left(\Delta z_{0}+\Delta z_{5}\right) /\left(\frac{\Delta z_{\mathrm{V}}}{V_{0}}+\frac{\Delta z_{5}}{V_{5}}\right) . \tag{5,6}
\end{equation*}
$$

Here, the subscripts $1 \ldots . .6$ for velocities refer to the surfaces of the matn control volume. Substitution of Eqs. 5.3 and 5.4 into Eq. 5.1 yields

$$
\begin{equation*}
a_{0}^{p} \delta P_{0}-\sum_{t=1}^{6} a_{t}^{p} \delta P_{t}-b_{0}^{p}=\delta_{0} \tag{5.7}
\end{equation*}
$$

The coefficients of Eq. 5.7 are listed in Table 16. These coefficients form a symmetric matrix.

Equation 5.7 is the required pressure equation. It can be solved by using any one of the matrix solvers described in Sec. 10.4.

## 6 Turbulence Modeling

### 6.1 Background of Turbulence Modeling

The subject of turbulence has attracted countless researchers for more than 80 years. In 1895, Reynolds proposed that a fluid particle in turbulent flow is in randomly unsteady motion. He averaged the Navier-Stokes equation over a time scale that is long compared to the turbulent time scale and derived the equations that describe the mean turbulent motion. In spite of the long time span and large research effort since then, the problem of turbulence has not been resolved completely, for the reasons discussed beww.

The appearance of the time-averaged correlations, such as $\rho \overline{u^{\prime} v}$ in the governing equations, gives rise to the so-called "closure" problem (more unknowns than equations avallable for the solution of unknowns). Here, $\rho$ denotes fluid density, $u^{\prime}$ and $v^{\prime}$ are the fluctuating velocity components in the coordinate directions $x$ and $y$, and the overbar denotes the time averaging. The correlations u'v' are known as Reynolds stresses.

Anothe- difficulty is that the constituents of the turbulence phenomenon normally take place in scales of mntion that are of very small orders of magnitude in size, while the whole flow domain may extend over meters or even kilometers. Important detalls of turbulence are small-scale in character lalthough it is not the detalls but the time-averaged consequences that are of interest in practical application). As a result, the computational nodes required to resolve small-scale motions of turbulence will require far more storage capacity

Table 16. Coefficients of pressure equation
(Eq. 5.7)

$$
\begin{aligned}
& \mathbf{a}_{1}^{\prime}=\left(\frac{A_{i}}{a_{0}^{j}}\right)_{i-1 / 2}\langle\rho\rangle_{0}^{\prime}\left(\frac{2 \bar{V}_{i}^{u}}{\Delta \mathbf{x}_{0}+\Delta \mathbf{x}_{1}}\right) \\
& \Delta_{i}^{\prime}=\left(\frac{A_{1}}{a_{0}^{d}}\right)_{1+1 / 2}\langle\rho\rangle_{2}^{0}\left(\frac{2 \bar{v}_{1}^{*}}{\Delta x_{0}+\Delta x_{2}}\right) \\
& s_{1}^{\prime}=\left(\frac{A_{y}}{A_{0}^{\prime}}\right)_{j+1 / 2}\langle p\rangle_{0}^{\prime}\left(\frac{2 \bar{v}_{j}}{\Delta y_{0}+\Delta y_{3}}\right) \\
& s_{i}^{!}=\left(\frac{A_{i}}{a_{i}^{\prime}}\right)_{j+1 / 2}\langle P\rangle_{d}^{0}\left(\frac{2 \overline{\mathrm{~V}}_{i}^{*}}{\Delta y_{0}+\Delta y_{i}}\right) \\
& a_{3}^{*}=\left(\frac{A_{2}}{a_{0}^{*}}\right)_{w-1 / 2}\langle P\rangle_{0}^{2}\left(\frac{2 \bar{V}_{j}^{*}}{\Delta z_{0}+\Delta z_{5}}\right) \\
& B_{0}^{!}=\left(\frac{A_{1}}{a_{0}^{v}}\right)_{x+1 / 2}\langle P\rangle_{0}^{0}\left(\frac{2 \overline{\mathrm{~V}}_{0}^{v}}{\Delta z_{0}+\Delta z_{0}}\right) \\
& a_{0}^{p}=B_{1}^{p}+a_{2}^{p}+B_{1}^{p}+a_{1}^{p}+B_{5}^{p}+a_{0}^{p} \\
& b_{0}^{*}=-V_{0}\left(\frac{\partial \rho}{\partial t}\right)_{0}+(A, 0)_{1+1 / 2}\langle\rho)_{0}^{1}-(A, 0)_{i+1 / 2}(\rho)_{2}^{0} \\
& +(A, \hat{Q})_{5,1 / 2}\langle\rho\rangle_{0}^{3}-(A, \hat{Q})_{51 / 2}\langle\rho\rangle_{4}^{0} \\
& +(\mathrm{A}, \hat{W})_{k+1 / 2}\langle\rho\rangle_{0}^{2} \cdot(\mathrm{~A}, \hat{\hat{2}})_{k+1 / 2}\langle\rho\rangle_{0}^{0}
\end{aligned}
$$

than is avallable with current computers. The corresponding computer running time also will be infeasibly long.

An alternative approach to resolving these difficulties is to employ some form of turbulence modeling in which we solve only the time-averaged equations of motion, along with a set of transport equations of turbulence quantities, e.g., k. the turbulence kinetic energy, $\varepsilon$, the rate of dissipation of $k$, etc. Even this approach requires a significant amount of numerical computation. It is only in the last 20 years, with the recent advances in computer power, that this alternative turbulence modeling approach has been feasible.

Many turbulence models have been proposed to resolve the above-mentioned difficulties by providing solvable equations for computation of turbulent flows. The central idea in most of the turbulence models, except the Reynolds-stress model or algebralc stress modeling, is the use of an artifictal turbulent viscosity $\mu_{\text {tur }}$ to account for the additional diffusional flux due to the turbulent motion. To do that. the Reynolds stress term is expressed as

$$
\begin{equation*}
-\rho \overline{u^{\prime} v^{\prime}}=\mu_{\cot }\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)-\frac{1}{3} \rho\left(\overline{u^{\prime 2}}+\overline{v^{\prime 2}}+\overline{w^{\prime 2}}\right) . \tag{6.1}
\end{equation*}
$$

We must note here that the turbulent viscosity $\mu_{\text {tur }}$ is a property of the local state of turbulence and not a physical property of the fluid. The turbulence model in this category is therefore generally referred to as a viscosity model.

The very early and still popular model among these viscosity models is the Prandtl's mixing length hypothesis. ${ }^{57}$ Prandtl's mixing length model is the simplest turbulence model since it does not require solution of any transport equation of turbulence parameters. In his mixing length hypothesis, Prandtl assumes that

$$
\begin{equation*}
\mu_{\mathrm{tur}}=\rho t^{2} \frac{\partial \mathrm{u}}{\partial y} . \tag{6.2}
\end{equation*}
$$

where $t$ is the mixing length that represents the length scale of the turbulent flow. It is known that $\ell$ can have different forms for different type of flows. For example, in the boundary layer of a single wall.

$$
\begin{equation*}
t=K y, \tag{6.3}
\end{equation*}
$$

where K is the von Karman constant $(0.42)$ and y is the distance from the wall. For some free turbulent flows, such as jets or mixing layers,

$$
\begin{equation*}
t=c \delta, \tag{6,4}
\end{equation*}
$$

where $\delta$ is the jet half-width, and c is an empirical constant. Even though the mixing length hypothesis is easy to use and gave fairly good results for some simple flows, it has the following disadvantages:

- It cannot predict successfully more complicated flows in practical applications, such as recirculating flows that occur frequently in engineering systems.
- It implies that the effective viscosity and the effective thermal conductivity vanish where the velocity gradient is zero. This is generally not true and can lead to erroneous results.

Finally, it should be noted that the mixing length hypothesis does not take into account the effects of convection and diffusion on turbulence, and we shall see that it is a spectal case of the more general $\mathrm{k}-\varepsilon$ two-equation turbulence model.

In 1945, Prandtl suggested a more general approach than the mixing-length hypothesis. ${ }^{58}$ His new approach is generally referred to as a one-equation turbulence model. In this medel, the turbulent viscosity is assumed to be a function of the square root of the turbulence kinetic energy $k$ :

$$
\mu_{\text {tur }}=\rho \ell \mathrm{k}^{1 / 2}
$$

To determine the value of $k$. Prandtl suggested that a transport equation of $k b$ solved, thus taking into account the influence of neighboring regions on the local turbulence energy. As shown in Eq. 6.5, the turbulent viscosity is related to the turbulent kinetic
energy $k$. instead of a mean velocity gradient. This alleviated the problem encountered in the mixing length hypothesis where the effects of turbulence vanish when the mean velocity gradient is zero. For example, on the centerline of a pipe, although the mean velocity gradient is zero, the turbulence energy is not. Therefore, the turbulent viscosity does not vanish at the centerline of the pipe. Even though the one-equation turbulence model generally produces more rellable results than the mixing length hypothesis at the expense of more computation), in practice, the model offers only a small advantage over the mixing length hypothesis since the length scale in Eq. 6.5 still must be specified. Furthermore, the effect of transport of the length scale is not accounted for in the one-equation turbulence model. The difficulty of trying to specify a length scale in complicated flow situations for the one-equation turbulence model leads to the development of a twoequation turbulence model that is the main subject of this chapter

There are several two-equation turbulence models ( $\mathrm{k}-\varepsilon$ model. $\mathrm{k}-\ell$ model, $\mathrm{k}-\mathrm{w}$ model. etc.). Here, the symbol $k$ is the kinetic energy of turbulence, $\varepsilon$ is the dissipation rate of turbulence energy, $l$ is a macroscopic length scale of turbulence, and W is interpreted as the time-averaged square of the velocity fluctuations. Ariong the two-equation models, the $k-\varepsilon$ model, as proposed by Harlow and Nakayama ${ }^{59}$ and Jones and Launder, ${ }^{60}$ is the most widely used.

The next level in turbulence modeling is represented by the complex Reynolds stress models. ${ }^{61-64}$ These models are still in the development stages.

In COMMIX-1C, as in COMMIX-1B we have adopted the $k-\varepsilon$ two-equation turbulence model of Harlow and Nakayama ${ }^{59}$ and Jones and Launder ${ }^{60}$ for the follow'ng reasons

- The $\mathrm{k}-\mathrm{\varepsilon}$ two-equation turbulence model is the most widely used and tested model. This will provide the user with some confidence in the results of COMMLX-1C when it is used to predict turbulent flows.
- The $k-\varepsilon$ two-equation turbulence model has some generality and can be applied to various types of turbulent flows, including internal fows and free shear flows. This generality fits well in the COMMLX code, which is itself a general-purpose code.

It should be noted that only the $\mathrm{k}-\varepsilon$ two-equation turbulence model is retained in COMMIX-1C in an attempt to simplify the code structure by eliminating seldom-used options. This is different from COMMLX-1B, where three options are avallable for calculating turbulent nows, i.e. the Prandtl mixing length hypothesis, the one-equation turbulence model, and the $\mathrm{k}-\varepsilon$ two-equation model. Because the Prandtl mixing length hypothesis and the one-equation turbulence model are special cases of the more general $k$ $\varepsilon$ two-equation turbulence model, there is no loss of generality in dealing with various types of turbutent flows in COMMIX-1C compared to COMMLX 18. However, the reader should be aware of both the limitations and the merits of the Prandtl mixing length hypothesis and the one-equation turbulence model. It is our opinion that understanding the mixing length hypothesis and the one-equation turbulence model is a prerequisite to understanding the more complicated and more general $k-\varepsilon$ two-equation turbutence model and is, therefore. highly recommended.

Finally, we have retained the constant diffusivity model in COMMIX-1C. Strictly speaking, the constant diffusivity model is not a turbulence model. We find it useful sometimes in performing scoping calculations since it does not require the solution of additional transport equations.

### 6.2 Constant Turoulent Diffusivity Model

This is a very simplified turbulence model in which the turbulent viscosity and the turbulent conductivity are assumed to be constant. The value of turbulent viscosity is a user-prescribed single input constant.

It is preferable to prescribe values of turbulent viscosity and turbulent conductivity obtained from experimental data. If the experimental information is not available, then turbulent viscosity can be estimated with the following equation suggested by Sha and Launder: 65

$$
\begin{equation*}
\mu_{\mathrm{tur}}=0.007 \mathrm{c}_{\mu} \mathrm{pU}_{\max } t . \tag{6,6}
\end{equation*}
$$

where

$$
\begin{array}{ll}
c_{\mu}=0.1 & \text { for } R e_{\max }>2000, \\
c_{\mu}=0.1\left(0.001 R e_{\max }-1\right) & \text { for } 1000 \leq R e_{\max } \leq 2000
\end{array}
$$

and

$$
\begin{equation*}
c_{\mu}=0 \quad \text { for } R e_{\max }<1000 \tag{6.7}
\end{equation*}
$$

Here,

$$
\begin{align*}
& U_{\max }=\operatorname{Max}(\mathrm{u}, \mathrm{v}, \mathrm{w}) \text { and }  \tag{6,8}\\
& \operatorname{Re}_{\max }=\operatorname{Max}\left(\mathrm{Re}_{\mathrm{x}}, \mathrm{Re}_{\mathrm{y}}, \mathrm{Re}_{z}\right) \tag{6,9}
\end{align*}
$$

the mixing length scale

$$
\begin{equation*}
t=C_{t} \mathrm{D}_{\mathrm{h}} . \tag{6.10}
\end{equation*}
$$

the coefficient

$$
\begin{equation*}
C_{l}=0.4, \tag{6.11}
\end{equation*}
$$

and $D_{h}$ is the hydraulic diameter.
If information about turbulent conductivity $\lambda_{\text {tur }}$ is not available and not prescribed, we can approximate it with the following relation:

$$
\begin{align*}
\lambda_{\text {tur }} & =\frac{c_{p} \mu_{\mathrm{tur}}}{\sigma_{\mathrm{h}}} \\
& =\frac{c_{p} \mu_{\mathrm{tur}}}{0.8\left[1-\exp \left(-6 \times 10^{-5} \mathrm{Re}^{\mathrm{Pr}}{ }^{1 / 3}\right)\right]^{-1}}, \tag{6.12}
\end{align*}
$$

where $\sigma_{h}$ is the turbulent Prandtl number, Re is the characteristic Reynolds number, and $\mathrm{Pr}=\mathrm{C}_{\mathrm{pH}} / \lambda$ is the molecular Prandtl number. Equation 6.12 is based on the proposal of Nijsting and Eifler. 66

Again, it must be emphasized that the constant diffusivity model is, strictly speaking. not a turbulence model. It does save computing time compared to the two-equation turbulence model and is used only for scoptng calculations.

## S.3 k- k Two-Equaticn Turbulence Model

The derivations of the transport equations for $k$ and $\varepsilon$ are well documented in the literature, e.g., Launder and Spalding. ${ }^{67}$ Sha and Launder, 65 and Arpacl and Larsen. 68 Here. we will only briefly summarize the results. In this section, $k$ and $\varepsilon$ are defined by the foliowing equations:

$$
\begin{equation*}
\mathrm{k}=\frac{1}{2}\left(\overline{\mathrm{u}^{\prime 2}+\mathrm{v}^{\prime 2}+\mathrm{w}^{\prime 2}}\right) \tag{6.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon=v \overline{\frac{\partial u_{i}}{\partial x_{j}} \frac{\partial u_{i}}{\partial x_{j}}} \tag{6.14}
\end{equation*}
$$

### 6.3.1 Transport Equation for $k$

The transport equation for turbulence kinetic energy, k. can be written as

$$
\begin{align*}
& \rho \frac{\partial k}{\partial t}+\rho u_{j} \frac{\partial k}{\partial x_{j}}=\left.-\rho \overline{u_{1} u_{j}} \frac{\partial u_{1}}{\partial x_{j}}+\overline{\rho \cdot u_{i}} g_{1}-\mu \frac{\partial \overline{u_{i}}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{j}}\right.}{\partial x_{i}}\right) \\
& \text { A } \quad \text { B } \\
&+\frac{\partial}{\partial x_{j}}\left[\mu\left(\frac{\partial k}{\partial x_{j}}+\frac{\partial \overline{u_{i} u_{1}}}{\partial x_{1}}\right)-\rho \overline{\frac{u_{i} u_{i} u_{j}}{2}}-\overline{p u_{i}} \delta_{11}\right] \tag{6.15}
\end{align*}
$$

D
Equation 6.15 is the exact form of the transport equation for $k$. Here, the terms are
A: source due to mean shear,
B: buoyancy interactions,
C: loss of k through viscous dissipation, and
D: diffusive transport of k and randomizing action of the pressure-strain correlation.

We can see that Eq. 6.15 has a closure problem. Using the standard closure relations. Eq. 6.15 reduces to

$$
\begin{equation*}
\rho \frac{\partial k}{\partial t}+\rho u_{j} \frac{\partial k}{\partial x_{j}}=P_{k}+G_{k}-\rho \varepsilon+\frac{\partial}{\partial x_{j}}\left[\left(\frac{\mu_{\text {tue }}}{\sigma_{k}}+\mu_{\text {tarn }}\right) \frac{\partial k}{\partial x_{j}}\right] \tag{6,16}
\end{equation*}
$$

Here.

$$
\begin{equation*}
P_{k}=\mu_{\text {tur }}\left[\frac{\partial u_{1}}{\partial x_{j}}\left(\frac{\partial u_{1}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{1}}\right)\right] \tag{6.17}
\end{equation*}
$$

is the source due to mean shear, and

$$
\begin{equation*}
G_{k}=-\frac{\mu_{\text {tar }}}{\rho \sigma_{\mathrm{h}}} \frac{\partial \rho}{\partial T}\left(\frac{\partial T}{\partial x_{j}} g_{j}\right) \tag{6,18}
\end{equation*}
$$

is the source due to thermal buoyancy, where oh is the turbulent Prandtl number for the energy equation and has a recommended value of 0.9 . The term containing $\sigma_{\mathrm{k}}$ in Eq. 6.16 represents the diffusion of $\mathrm{k} . \sigma_{\mathrm{k}}$ is called the turbulent Prandtl number for k . Launder et al. ${ }^{63}$ have recommended the value 1.0 for $\sigma_{k}$.

### 6.3.2 Transport Equation for $\varepsilon$

The exact form of the transport equation for $\varepsilon$ is obtained by taking the derivative of Eq. 6.1 with respect to $x_{j}$, and multiplying it by

$$
\begin{equation*}
2 v\left(\frac{\partial u_{1}^{\prime}}{\partial x_{j}}+\frac{\partial u_{j}^{\prime}}{\partial x_{1}}\right) \tag{6.19}
\end{equation*}
$$

The resulting equation is discussed in detall by Daty and Harlow, 69 H , walic and Launder, ${ }^{62}$ nd Limley and Khajeh-Nouri, ${ }^{70}$ The only feasible approach toward devising an $\varepsilon$ equation is to apply both intuftion and intelligent dimensional analysis. The e equation contains several empirical coefficients that requirc adjusting to account for different behaviors of different shear flows. The equation proposed by Jones and Launder ${ }^{60}$ and by Daly and Harlow ${ }^{70}$ is

$$
\begin{align*}
\rho \frac{\partial \varepsilon}{\partial t}+\rho u_{j} \frac{\partial \varepsilon}{\partial x_{j}}= & C_{1} \frac{\varepsilon}{k}\left(P_{k}+G_{k}\right)-C_{2} \frac{\rho \varepsilon^{2}}{k} \\
& +\frac{\partial}{\partial x_{j}}\left[\left(\frac{\mu_{\text {tur }}}{\sigma_{\varepsilon}}+\mu_{\text {tam }}\right) \frac{\partial \varepsilon}{\partial x_{j}}\right] \tag{6.20}
\end{align*}
$$

Here, the source terms $\mathrm{P}_{\mathrm{k}}$ and $\mathrm{\rho}_{\mathrm{k}}$ have the same form as Eq, 6.17 and Eq, 6.18, respectively; the second term on the right is the dissipation term; and the last term represents diffusion. The variable $\sigma_{\varepsilon}$ is the turbulent Prandtl number for $\varepsilon$; the recommended value ${ }^{68}$ is 1.3 . The coefficient of the production term $\mathrm{C}_{1}$ is normally chosen by reference to near-wall turbulence, whereas the coefficient $C_{2}$ is determined from the decay of grid turbulence. The values of $C_{1}$ and $C_{2}$ recommended by Launder et al. ${ }^{71}$ are 1.44 and 1.92 , respectively.

### 6.3.3 k-e Two-Equation Turbulence Model

In the $\mathrm{k}-\varepsilon$ two-equation turbulence model, we first solve the transport equation for turbulence kinetic energy k (Eq. 6.16) and the dissipation rate of turbulence kinetic energy $\varepsilon$ (Eq. 6.20 ). After obtaining the values of k and $\varepsilon$, we compute the turbulent viscosity $\mu_{\mathrm{tu}}$. using the relation

$$
\begin{equation*}
\mu_{\mathrm{iut}}=\left(\frac{C_{0} \rho \mathrm{k}^{2}}{\varepsilon}\right) \tag{6.21}
\end{equation*}
$$

Here, $C_{D}$ is a constant having the recommended value 0.09 . After computing turbulent viscosity, we compute the thermal conductivity using the relation

$$
\begin{equation*}
\lambda_{\text {tur }}=\frac{C_{p} \mu_{\text {tur }}}{\sigma_{h}} \tag{6.22}
\end{equation*}
$$

For turbulent flow, the diffusivity in the governing conservation equation (2.1) is considered as a time-averaged value. Therefore, the viscosity $\mu$ and thermal conductivity $\lambda$ in the momentum and energy equations are replaced by the effective transport coefficients of momentum and energy, respectively. Thus,

$$
\begin{equation*}
\mu=\mu_{\mathrm{ef}}=\mu_{\mathrm{lam}}+\mu_{\mathrm{tur}} \tag{6,23}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda=\lambda_{\text {eff }}=\lambda_{\text {lam }}+\lambda_{\text {tur }} . \tag{6.24}
\end{equation*}
$$

Here, the subscripts lar and tur stand for laminar (molecular) and turbulent properties.
In Sec. 6.1, we remarked that the Prandtl's mixing length hypothesis is a spectal case of the $k-\varepsilon$ two-equation turbulence model. We shall now proceed to demonstrate this. For steady-state, one-dimensional flow near a wall, the effects of convection and diffusion are usually negligible; turbulence production is balanced by dissipation. Equation 6.16 reduces to

$$
\begin{equation*}
\mu_{\mathrm{tur}}\left(\frac{\partial u}{\partial y}\right)^{2}=\rho \varepsilon \tag{6.25}
\end{equation*}
$$

Multiplying Eq. 6.21 by Eq. 6.25 ,

$$
\begin{equation*}
\mu_{\mathrm{ww}}^{2}\left(\frac{\partial u}{\partial y}\right)^{2}=C_{D} P^{2} k^{2} \tag{6.26}
\end{equation*}
$$

Since

$$
\begin{equation*}
\tau=\mu_{\mathrm{tur}} \frac{\partial \mathrm{u}}{\partial \mathrm{y}} \tag{6.27}
\end{equation*}
$$

Equation 6.26 can be written as

$$
\begin{equation*}
t=C_{D}^{1 / 2} \rho k \tag{6.28}
\end{equation*}
$$

which expresses the result that the turbulent shear stress is directly proportional to the turbulence kinetic energy in local equilibrium turbulence. This important relationship is supported by expertments on flows near walls.

From dimensional considerations, ${ }^{67}$ the dissipation rate $\varepsilon$ can be expressed as

$$
\begin{equation*}
\varepsilon=C_{D} k^{3 / 2} / t \tag{6.29}
\end{equation*}
$$

Substituting Eqs. 6.21 and 6.29 into Eq. 6.25 and after further rearrangement.

$$
\begin{equation*}
C_{D} \mathrm{k}=\left(\frac{\partial u}{\partial y}\right)^{2} t^{2} \tag{6.30}
\end{equation*}
$$

Eliminating k between Eqs. 6.28 and 6.30 gives

$$
\begin{equation*}
\tau=C_{D}^{1 / 2} \rho \ell^{2}\left(\frac{\partial u}{\partial y}\right)^{2} \tag{6.31}
\end{equation*}
$$

Equation 6.31 can be recognized as equivalent to the Prandt's mixing-length hypothesis expressed by Eq. 6.2. Thus, the mixing-length hypothesis can be deduced from the transport equation for the turbulence kinetic energy by neglecting the contributions from convection and diffusion. Its application is limited to local equillbrium turbulent flows that usually occur near walls. Consequently, as we shall see, the results of local equillbrium turbulence model play an important role in the wall function development to be described in Sec. 6.5.

### 6.4 Boundary Conditions for Turbulent Transport Equations

There are three types of boundaries: (1) a line or surface (plane) of symmetry, (2) inlet and outlet boundaries, and (3) a solid wall. The first two boundaries are discussed here. and a solid wall boundary is discussed in Sec. 6.5.

### 6.4.1 Symmetry Boundary

The simplest boundary is the line or plane of symmetry; at a symmetry line, the normal velocity is zero. The gradients of scalar quantities k and $\varepsilon$ normal to the symmetry line are also zero.

### 6.4.2 Inlet and Outlet Boundaries

At the outlet plane (free boundary), the gradient of turbulence quantities is assumed to be zero. Thus, at the outlet plane,

$$
\partial k / \partial z=0 .
$$

and

$$
\begin{equation*}
\partial \varepsilon / \partial z=0, \tag{6.30}
\end{equation*}
$$

where z represents flow direction at the outlet.
The inlet plane requires spectal treatment. Both the inlet turbulence kinetic energy $k_{\text {in }}$ and the inlet dissipation rate $\varepsilon_{\text {in }}$ should be obtained from measurements if available. If masurements are not avallable at the inlet plane, the following procedure may be used to estimate $k_{\text {in }}$ and $\varepsilon_{\text {in }}$ If the inlet velocity is uniform and equal to $u_{i n}$.

$$
\begin{equation*}
\mathrm{k}_{\mathrm{in}}=0.001 \mathrm{u}_{\mathrm{in}}^{2} \tag{6.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{\mathrm{in}}=C_{D} k_{\mathrm{in}}^{3 / 2} / t_{\mathrm{in}} . \tag{6,32}
\end{equation*}
$$

where $t_{\text {in }}$ is a length scale at the inlet. $\ell_{\text {in }}$ is usually assumed to be equal to the smaller of 0.42 y or 0.18 , where y denotes the distanve to the nearest wall and $\delta$ is the width of the shear layer. If the profile of the mean velocity at the inlet plane is known, then $\mathrm{k}_{\mathrm{in}}$ can be estimated from

$$
\begin{equation*}
\mathrm{k}_{\mathrm{in}}=3 t_{\mathrm{in}}^{2}\left[\left(\frac{\partial u_{\mathrm{in}}}{\partial y}\right)^{2}+\left(\frac{\partial \mathrm{u}_{\mathrm{in}}}{\partial z}\right)^{2}\right] \tag{6.33}
\end{equation*}
$$

where $u_{i n}$ is the mean velocity component in the main flow ( $x$ ) direction. The inlet dissipation rate $\varepsilon_{\text {in }}$ is again estimated by using Eq. 6.32 .

It should be noted that $\mathrm{k}_{\text {in }}$ and $\varepsilon_{\text {in }}$ are user-spectifed input parameters for COMMIX1C. If the user does not specify $\mathrm{k}_{\mathrm{in}}$ and $\varepsilon_{\mathrm{in}}$. COMMLX-1C assumes that the inlet k and $\varepsilon$ are negligibly small ( $\mathrm{k}=10^{-16}$ and $\varepsilon=10^{-10}$ ).

### 6.5 Wall Function Treatment

In the immediate vicinity of a solid wall, there is a large variation in the values of turbuience properties. Therefore, to predict the correct values of momentum flux, energy flux, and the gradients of k and $\varepsilon$, we apply a special treatment called the wall-function treatment. In this procedure, we implicitl; account for steep variation near a wall and avold the need for a fine mesh. This approach fits well with COMMIX since, in most engineering applications, one rarely has the luxury of resolving the fine detalis in a boundary layer due primarily to the high cost of computation in using a fine mesh, system.

In the literature, there are several different treatments of wall function. ${ }^{72}$ It appears that at the present time, no single wall function treatment can claim superiority in both generality and accuracy for a variety of turbulent flows. In view of this, we have developed the wall-function model in COMMIX-1C based on the following guidelines:

1. Simplicity.
2. Mintmizing numerinal diaculties.
3. Wide range of applicability.

The ftrst two gutdelines are stratghtforward. The third guideline will become clear later
There are basically two approaches in treating the cells adjacent to the walls. The first one is that both the k and $\varepsilon$ are calculated algebraically for the cells next to the walls. Therefore, transport equations for $k$ and $\varepsilon$ are not solved for wall-adjacent cells. The second approach is to calculate $\varepsilon$ algebraically and solve the transport equation for k for cells adjacent to walls. In COMMLX-1C, we have adopted the first approach, i.e., both k and $\varepsilon$ are solved algebraically, because of its simplicity (guideline 1).

There are also two types of wall function models: a two-layer model and a three-layer model. Again, we have cho ien the simpler two-layer wall function model and modified it slightly to meet the guj delines described previously.

### 6.5.1 A Two-Layer Wall Function Nodel

In a general purpose code such as COMMLX, one may frequently have to deal simultaneously with laminar and tirsbulent flows at different locations of a system. Also, during a transient simulation, diue"sht flow regimes may occur at the same location but at different times. Provision mast be made in the code to handle these situations even though the accuracy of t'ie results may deteriorate in a certain range of the relevant parameters (such as Reynolds number). Thus, in COMMLX-1C, we have made provision to calculate flows with Reynoids nut ibers ranging from very small (laminar) to very large (highly turbulent). This is what we mt an by a wide range of applicability in guideline 3 .

Figures 10 and 11 show the two-layer wall function model used in COMMLX-1C, where P is the node adjucen: to the wall, yp is the distance from P to the wall, and $\mathrm{y}_{\ell}$ is the thickness of the viscous sublayer. The distance yp is fixed when the user finishes modeling the geometry (and mesh system). The thickness of the vigcous sublayer $\mathrm{y}_{\ell}$, however, is not a constant and often cannot be easily determined beforehand. This is why we have made provision in COMMIX-1C to accommodate both situations shown in Figs. 10 and 11. The distributions of k and $\varepsilon$ are assumed to be the same in both figures.

When $Y_{p}>Y_{\ell}$, the first node is in the fully turbulent zone (Fig. 10). The velocity at node $P$ is given by the law of the wall in the fully turbulent region

$$
\begin{equation*}
u_{p}=\left(u_{1} / K\right) \operatorname{tn}\left(E y_{p}^{*}\right), \tag{6.34}
\end{equation*}
$$

where

$$
\begin{align*}
& u_{\tau}=\left(\tau_{w} / \rho\right)^{1 / 2}  \tag{6.35}\\
& y^{+}=y u_{\tau} / v . \tag{6.36}
\end{align*}
$$

E is a constant equal to $9.0, \mathrm{~K}$ is the von Karman constant $(\mathrm{K}=0.42$ ), and v is the kinematic viscosity. Equation 6.34 can be written as


Fig. 10. Two-layer wall function model $\left(y p>y_{l}\right)$




Fig. 11. Two-layer wall function model ( $y p \leq y_{t}$ )

$$
\begin{equation*}
u_{1}=K u_{p} / \operatorname{tn}\left(E y_{p}^{\prime}\right) . \tag{6.34a}
\end{equation*}
$$

The turbulence kinetic energy k at node P can be calculated by using Eq. 6.28 , which is rewritten as

$$
\begin{equation*}
\mathrm{k}_{\mathrm{p}}^{3}=\mathrm{u}_{\mathrm{t}}^{2} / \mathrm{C}_{\mathrm{D}}^{1 / 2} \tag{6.37}
\end{equation*}
$$

The turbulence diss. tion rate $\varepsilon$ at node $P$ is calculated by using an equation stmilar to Eq. 6. 29

$$
\begin{align*}
\varepsilon_{p} & =C_{D}^{3 / 4} k_{p}^{3 / 2} /\left(K y_{p}\right) \\
& =u_{q}^{3} /\left(K y_{p}\right) . \tag{6.38}
\end{align*}
$$

When $Y_{P} \leq Y_{\ell}$, the node $P$ is in the laminar sublayer (Fig. 11). The velocity at node $P$ is given by the law of the wall in the laminar sublayer

$$
\begin{equation*}
u_{p}=u_{1} y_{p}^{\prime}, \tag{6.39}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
u_{\mathrm{s}}=\left(v u_{p} / y_{p}\right)^{1 / 2} . \tag{6.39a}
\end{equation*}
$$

The turbulence kinetic energy at node P is calculated by

$$
\begin{equation*}
k_{p}=k_{1}\left(y_{p} / y_{l}\right)^{2} \text {. } \tag{6,40}
\end{equation*}
$$

where $k_{l}$ is the turbulence kinetic energy at $y=w_{k}$. We assume that Eq, 6.28 for local equilibrlum turbulence applies at the edge of the lamtnar sublayer ( $\mathrm{y}=5 \mathrm{~b}$ ) and Eq. 6.40 becomes

$$
\begin{equation*}
\mathrm{k}_{\mathrm{p}}=\mathrm{u}_{\mathrm{T}}^{2}\left(\mathrm{y}_{\mathrm{p}} / \mathrm{y}_{\ell}\right)^{2} / \mathrm{C}_{\mathrm{D}}^{1 / 2} \tag{6.40a}
\end{equation*}
$$

It should be noted that the assumption of local equilibrium at the edge of the laminar sublayer may not be strictly valid. It is known ${ }^{08}$ that local equilibrium applies when $30<\mathrm{y}^{+}$ <50. We adopt it here to simplify the calculation. It should also be noted that we assume that the turbulence kinetic energy k is constant outside the laminar sublayer (Fig. 10). This dssumption greatly simplifies the numerical calculation (guideline 1) since no extrapolation is needed.
The turbulence dissipation rate $\varepsilon$ at node $P$ is calculated by using Eq. 6.38 and assuming that the dissipation rate in the laminar sublayer is cunstant and equal to that at $y=m$.

$$
\begin{equation*}
\varepsilon_{p}=u^{3} / k y_{\ell} \tag{6.41}
\end{equation*}
$$

The assumption of constant $\varepsilon$ in the laminar sublayer is in agreement with most wall function models in the literature. The assumption of $\varepsilon p$ equal to $\varepsilon$ at $y=y_{k}$ is different from those in the literature. The reason for making the last assumption is to make $\varepsilon$ continuous
so that numerical difficulties assoclated with discontinuous functions can be avoided (guideline 2).

### 6.5.2 Evaluating $k$ and $\varepsilon$ for Cells Adjacent to Walis

In the computer code, the following paths are followed to determine the proper values of $k$ and $\varepsilon$ for cells adjacent walls. The key is to determine whether the node adjacent to a wall is in the laminar sublajer or in the turbulent zone. The relevant scaling parameter is the frictional velocity $u_{r}$, which appears in the equations for $k_{,} \varepsilon$, and the velocity distribution given by the law of the wall in $\mathrm{Sec}, 6,5.1$.

The preliminary step is to evaluate the dimensionless thickness of the laminar sublayer $3_{k}^{+}$. This is accomplished by matching the velocity at the edge of the viscous sublayer $(y=$ $y_{l}$ ) to that from the law of the wall.

$$
\begin{equation*}
y_{i}^{*}=\frac{1}{x} \ln \left(E y_{i}\right) . \tag{6,42}
\end{equation*}
$$

where

$$
\begin{equation*}
y_{i}^{*}=y_{t} u_{i} / v . \tag{6.43}
\end{equation*}
$$


The value of $\varphi_{k}^{+}$turns out to be 10.924 . Then we proceed to calculate $\mathrm{k}_{\mathrm{p}}$ and $\varepsilon_{p}$ as follows:
Step 1 - Calculate $y_{k}$ based on a guessed value of $u_{T}$
The value of $u_{\tau}$ can be estimated by either the laminar sublayer relationship (Eq, 6.39a), or the local equilibrium turbulence relationship (Eq. 6.37 ). In the code, we take the larger of the two as the guessed value of $u_{5}$.

$$
\begin{equation*}
u_{\tau}^{2}=\max \left(\frac{v u_{p}}{y_{p}}, c_{D}^{1 / 2} k_{p}\right) \tag{6.44}
\end{equation*}
$$

Then, $w_{k}$ is calculated by

$$
y_{i}=y_{i}^{*} / u_{t}
$$

where $y_{l}{ }^{+}$is calcule, ${ }^{\circ} \mathrm{d}$ previousty and has a value of 10.924 .
Step 2 - Compute $k_{p}$ and $\varepsilon p$ by compartig yp with ye

$$
\| f y p>V_{k}
$$

This indicates the node $P$ is in the turbulent zone, and we recompute the frictional velocity $u_{i}$ fteratively by using the law of wall in the turbulent zone

$$
\begin{equation*}
u_{t}=K u_{p} / \ell n\left(E y_{p} u_{s} / v\right) . \tag{6.45}
\end{equation*}
$$

Then, compute kp and $\varepsilon \mathrm{p}$ according to Eqs. 6.37 ar. d 6.38

$$
\begin{aligned}
& \quad k_{p}=u_{i}^{2} / \mathrm{C}_{\mathrm{D}}^{1 / 2} \\
& \varepsilon_{p}=\mathrm{u}_{i}^{3} / \mathrm{K} y_{p} . \\
& \text { Uf } y_{p} \leq u_{k}
\end{aligned}
$$

This indicates that the node $P$ is in the laminar sublayer, and we recompute $u_{\tau}$ by using Eq. 6.39a.

$$
u_{t}=\left(v u_{p} / y_{p}\right)^{1 / 2}
$$

Then, compute kp and $\varepsilon$ p according to Eqs. 6.40a and 6.41

$$
\begin{aligned}
& k_{\mathrm{p}}=u_{\mathrm{i}}^{2}\left(\mathrm{y}_{\mathrm{p}} / y_{l}\right)^{2} / C_{\mathrm{p}}^{1 / 2} \\
& \varepsilon_{\mathrm{p}}=u_{i}^{3} / \mathrm{K} y_{l} .
\end{aligned}
$$

The algebraically computed $k_{p}$ and $\varepsilon$ p of wall adjacent cells are then used in the solution of the transport equations of $k$ and $\varepsilon$ for other cells. If the results do not satisfy the convergence criteria, Steps 1 and 2 are repeated untt convergence is reached.

### 6.6 Solution Procedure for Calculating Turbulent Flows

The procedure for calculating turbulent flows is simflar to that described in Chapter 10, except that there are two additional transport equations ( $k$ and $\varepsilon$ ) to be solved. These two equations are solved after the pressure equation and before the energy equation. Table 17 summarizes a solution procedure for calculating turbulent flows.

### 6.7 Discussion

There are a total of eight constants employed in the $\mathrm{k}-\varepsilon$ two-equation turbulence model. Table 18 prov,des a summary of these constants. The va' ues listed in this table are the default values used in COMMDX-1C. These values may or may not be slightly different from those used in other $k-\varepsilon$ two-equation turbulence models. If users wish to use values other than those listed in Table 18, they may input these parameters (input preparation is described in Volume II).

The wall function model described in Sec. 6.5 is different from and simpler than most other models in the literature. We have thoroughly tested this model against the data for fully developed pipe flow and for two-dimensional single-sudden-expansion (backwardfacing step), ${ }^{73}$ The results indicate that the current $k-\varepsilon$ two-equation turbulence model compares favorably with the data of fully developed pipe flow at high Reynolds numbers, while the agreement is less favorable for the backward-facing-step problem, particularty near the reattachment zone. These observations are in agreement with assessment of other two-equation turbulence models. 74

We have also tested the $\mathrm{k}-\varepsilon$ two-equation turbulence model against data of a circular buoyant jet. ${ }^{73}$ Both the calculated centerline velocity and centerline temperature

Table 17. Fully implicit (SIMPLEST-ANL) solution sequence $(\alpha=1)$ for turbulent flows

1. Calculate velocity-pressure relation coefficients from the previous iterate values of $u, v$, $w$, and $\mu_{\mathrm{eff}}$ :

$$
\hat{\phi}, d^{*}:(\phi=u, v, w) .
$$

2. Calculate pressure equation coefficients using $\dot{\phi}, \mathrm{d}^{\boldsymbol{*}}$ :

$$
a_{0}^{p}, a_{1}^{p}, b_{0}^{p} .
$$

3. Solve pressure equation for new-time, new-iterate pressure $\delta$ P:

$$
a_{0}^{p} \delta P_{0}=\sum a_{1}^{p} \delta P_{t}+b_{0}^{p} .
$$

4. Calculate new-time, new iterate velocities $u, v, w$ from velocity-pressure relations:

$$
\phi=\dot{\phi}-\mathrm{d}^{4} \Delta \delta \mathrm{P}:(\phi=\mathrm{u}, \mathrm{v}, \mathrm{w})
$$

5. Calculate coefficients for k and $\varepsilon$ equations using new-time new-iterate velocities:

$$
a_{0}^{k}, a_{l}^{k}, b_{0}^{k} ; a_{0}^{c}, a_{f}^{\ell}, b_{0}^{t}
$$

6. Solve k and $\varepsilon$ equations for new-time, new-iterate k and $\varepsilon$ :

$$
a_{0}^{k} k_{0}=\sum a_{l}^{k} k_{l}+b_{0}^{k} ; a_{0}^{e} \varepsilon_{0}=\sum a_{t}^{e} \varepsilon_{l}+b_{0}^{e}
$$

7. Calculate new-time, new-iterate $\mu_{\text {eff }}$ and $\lambda_{\text {eff }}$

$$
\begin{aligned}
& \mu_{\text {tur }}=C_{D} \rho k^{2} / \varepsilon, \quad \lambda_{\text {tur }}=C_{p} \mu_{\text {tur }} / \sigma_{n} \\
& \mu_{\text {eff }}=\mu_{\text {tam }}+\mu_{\text {tur }}, \lambda_{\text {eff }}=\mu_{\text {tam }}+\mu_{\text {tur }}
\end{aligned}
$$

8. Calculate energy equation coefficients using new-time, new-iterate velocities and $\lambda_{\text {eff }}$

$$
a_{0}^{h}, a_{l}^{h}, b_{0}^{h} .
$$

9. Soluz energy equation for new-time, new-iterate enthalpy $h$ :

$$
\mathrm{a}_{0}^{\mathrm{h}} \mathrm{~h}_{0}=\sum \mathrm{a}_{l}^{\mathrm{h}} \mathrm{~h}_{l}+\mathrm{b}_{0}^{\mathrm{t}}
$$

10. Check for convergence of $u, v, w, h, k, \varepsilon ;$ if not converged, return to Step 1 .

Table 18. Summary of constants employed in $k-\varepsilon$ two-equation turbulence model

| Symbol | Value | Appearance <br> (Equation) |
| :--- | :---: | :---: |
| $\sigma_{\mathrm{h}}$ | 0.9 | 6.18 |
| $\sigma_{\mathrm{k}}$ | 1.0 | 6.16 |
| $\sigma_{\varepsilon}$ | 1.3 | 6.20 |
| $\mathrm{C}_{\mathrm{l}}$ | 1.44 | 6.20 |
| $\mathrm{C}_{2}$ | 1.92 | 6.20 |
| $\mathrm{CD}_{\mathrm{D}}$ | 0.09 | 6.21 |
| K | 0.42 | 6.34 and 6.42 |
| E | 9.0 | 6.34 and 6.42 |

distributions compare favorably with data for a densimetric Froude number of 5 . The buoyant jet is a free shear flow and therefore is not affected by the wall function model.

Finally, it should be noted that the $k-\varepsilon$ two-equation turbulence model described in this section is, strictly speaking, only valid for isotropic turbulence at very high Reynolds numbers. Even though the code will perform calculations for flows at lower Reynolds numbers, the results are less reliable and must be examined and interpreted very carefully This is because the $k-\varepsilon$ two-equation turbulence model does not automatically degenerate to the low Reynolds flow and is the inherent limitation of most iurbulence models. The L'sers must be aware of this limitation. However, as in itioned previously, the k-e twoequation turbulence model is the most widely used ana tested turbulence model. Our assessment is that this model does have some generality in treating a variety of turbulent flows encountered in engineering systems, even though the accuracy may vary from one type of flow to another.

## 7 Flow-Modulated Skew-Upwind Discretization Scheme

### 7.1 Introduction

In fluid-dynamic calculations, the pure-upwind difference scheme is generally preferred over the central-difference scheme to discretize convective terms. The reason is that for high-Peclet number flows, the pure-upwind scheme prevents instability and provides a more accurate solution than that obtained with the central-difference scheme. However, it has been observed that for flows inclined to grid lines, the pure-upwind scheme causes increased numerical diffusion. To reduce numerical diffusion, we have developed and implemented a flow-modulated skew-upwind discretization (FMSUL; scheme. This scheme is currently implemented in the energy equation only. To keep the
discussion manageable, the demonstrations and derivations that follow are based on the assumption of unidirectional flow in an arbitrary direction (i.e., there is no velocity gradient anywhere in the flow domain). However, this assumption will be removed as shown in Sec. 7.4.3. In fact, the imolementation of FMSUL in the energy equation is for all flow conditions.

### 7.2 Pure-Upwind Difference Scheme

### 7.2.1 One-Dimensional

Because of its stabilizing effect, the pure-upwird difference scheme is used extensively in one-dimensional hydrodynamic computer programs. ${ }^{75}$ The basic concept is briefly discussed here with reference to Fig. 12.

It is easy to difference the model equation

$$
\begin{equation*}
\frac{\partial}{\partial x}(u \phi)=0 \tag{7,1}
\end{equation*}
$$

at node 1 , where $\phi$ is some scalar and $u$ is the velocny. Equation 7.1 can be differenced at center node 1 as

$$
\begin{equation*}
\frac{(u \phi)_{1+1 / 2}-(u \phi)_{1-1 / 2}}{\Delta x}=0 \tag{7.2}
\end{equation*}
$$

where the subscript $1 \pm 1 / 2$ refers to the values of $(u \phi)$ at the cell edges. In a staggered mesh system, $\phi$ and $u$ are not known at the same points. If it is assumed that $\phi$ is continuous, Eq. 7.2 can be approximated as

$$
\begin{equation*}
\frac{(u \phi)_{1+1 / 2}-(u \phi)_{1-1 / 2}}{\Delta x} \approx \frac{u_{i+1 / 2} \phi_{1}-u_{i-1 / 2} \phi_{i-1}}{\Delta x} \tag{7.3a}
\end{equation*}
$$

for the case $\mathrm{u}_{\lfloor \pm 1 / 2}>0$, and

$$
\begin{equation*}
=\frac{u_{i+1 / 2} \phi_{i+1}-u_{i-1 / 2} \phi_{i}}{\Delta x} \tag{7.3b}
\end{equation*}
$$



Flg. 12. One-dimensional upwind or donor cell


Fig. 13. Two-dimensional upwind or donor cell
for $u_{1 \pm 1 / 2}<0$. That is, the values of $\phi$ are considered "donated" (or upwinded) to the cell edge depending on the signs of $u_{ \pm 1 / 2}$.

### 7.2.2 Two-Dimensional

Now consider the two-dimensional situation shown in Fig. 13. The application of th: one-dimensional pure-upwind difference scheme to the two-dimensional n . , ${ }^{\text {del }}$-quation

$$
\begin{equation*}
\frac{\partial}{\partial x}(u \phi)+\frac{\partial}{\partial y}(v \phi)=0 \tag{7.4}
\end{equation*}
$$

produces

$$
\begin{align*}
\frac{\partial(u \phi)}{\partial x} & =\frac{(u \phi)_{1,1 / 2 \cdot j}-(u \phi)_{i-1 / 2,}}{\Delta x} \\
& \cong \frac{\left(u_{i+1 / 2, j} \phi_{L}\right)-\left(u_{i-1 / 2, j} \phi_{i-1 . j}\right)}{\Delta x} \tag{7.5}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial(v \phi)}{\partial y} & =\frac{(v \phi)_{i, j+1 / 2}-(v \phi)_{i, 1 / 1 / 2}}{\Delta y} \\
& \equiv \frac{\left(v_{i, j+1 / 2} \phi_{i, j}\right)-\left(v_{i,-1 / 2} \phi_{i, j-1}\right)}{\Delta y} \tag{7,6}
\end{align*}
$$

assuming u and v are both positive. This extension assumes that the velocities are locally one-dimensional, i.e., each cell face is associated with only one velocity component, as shown in Fig. 13. Extension to other combinations of signs of $u$ and $v$, as well as to three dimensions, are straightforward.

### 7.2.3 Numerical Diffusion

This apparently straightforward application of the one-dimensional pure-upwind concept to two and three dimensions has been identified as one of the main sources of numerical diffusion when the streataline is at an angle to the grid lines. ${ }^{76-78}$ It has been shown that the numerical diffuston coeffictent for a two-dtmensional steady-state situation can be approximated by

$$
\begin{equation*}
\Gamma_{\text {taiex }}=\frac{\rho U \Delta x \Delta y \sin 2 \theta}{4\left(\Delta y \sin ^{3} \theta+\Delta x \cos ^{3} \theta\right)} \tag{7.7}
\end{equation*}
$$

where V is the velocity and $\theta$ is the angle between the velocity U and the x coordinate. It can be observed that numerical diffusion for the upwind difference scheme is affected by velocity, mesh size, and angle between the local streamlines and the grid lines. Equation 7.7 indicates that numerical diffusion is most serious when $\theta=45^{\circ}$. It is also clear from Eq. 7.7 that numerical diffusion does not exist for a one-dimensional flow or a two-dimensional flow when the local streamlines are parallel (or perpendicular) to grid lines $\left(\theta=0\right.$ and $\left.90^{\circ}\right)$.

Note that the term "numerical diffusion" is highly misunderstood among the practitioners of nurierical analysis. Accordingly, we get different interpretations from different practitioners. The concept of numerical diffusion can be described as follows. If we subtract the finite-difference approximation from its partial differential equatior in a Taylor-series expanded form, the resulting equation is generally termed o "truacation error." Here, we are assuming that a Taylor-series expanded form is an azcurite representation of the partial differential equation under consideration.

The truncation error usually contains many odd and even derivative ce:ms. The effect of even derivative terms is generally to reduce ail gradients in the solution, whether physically correct or artificially induced. This effect. called dissipation, is often looked on as if we have introduced an artifictal diffustivity. This is why dissipation is often referred to as false, artificial, or numerical diffusion. The odd derivative terms, on the other hand, have a tendency to produce an oscllatory solution. This effect is termed dispersion.

The lowest-order term of the truncation error defines the order of the numerical scheme. In general, if the lowest-order term in the truncation error is an even derivative. the dissipative error will predominate; if it is an odd derivative, the dispersive error will predominate.

When we use an upwind-differencing scheme, the lowest-order term in the truncation error is a first-order even derivative of the order O(Ax). The effect of upwind differeneing is therefore to distort sharp gradients by dissipation, as shown in Fig. 14b. In the case of central differencing. the even-derivative term is cancelled, so the lowest-order term is a second-order odd derivative of the orcier $O\left(\Delta x^{2}\right)$. The effect of central differencing is therefore dispersive, as shown in Fig. 14c.

Since a pure-upwind scheme introduces dissipation, we need not cons. Aer it as inaccurate or a misrepresentation of realiy. On the contrary, for convection diffusion flows parallel to grid lines and at high Peclet numbere, the pure-upwind scheme actually gives a better and more stable solution than would be obtained from a central-differencing scheme.

(a)

(b)

(c)

F(g. 14. Effects of dissipation and dispersion: (a) exact solution: (b) numerical solution distorted primarily by dissipation errors ttypical of first-order methods): (c) numericat sotution đistorted prtmartiy by dtsperston empors (typical of second-order methods)

However, for flows tnclined to grid lines, we need modification to reduce numerical diffusion.

In Sec. 7.3, we shall show some numerical examples so that the reader can better understand what numerical diffusion is when the upwind difference scheme is used and when the flow is at an angle to the grid lines.

The cause of numerical diffusion for the upwind difference scheme is the result of treating the flow across each control volume face as locally one-dimensional (Fig. 13). This approach apparently does not take into account the multidimensional naiure of the flow when it is inclined at an angle to the grid lines. To do so, it is necessary to involve more neighbors in the discretization equation. We shall describe this approach in more detail later.

### 7.2.4 Reducing Numerical Diffusion

The apparent ways to reduce numerical diffusion are to

- Reduce the velocit):
- Orient the grid vo disat the grid lines more or less align with the flow direction (reducing $\theta$ ).
- Use very fine mesh.
- Use smaller time-steps for transient problems, but correlate with mesh size so that it will not impair diffusion-controlled stability criteria.
- Use higher-order fintte-dfference approximations.
- Extend the upwind difference scheme to involve more neighbors in the discretization equation.

The first two ways of redueing numerical diffusion are often not possible since the user does not have the freedom in choosing the magnitude and the direction of the lacal
velocities. The third and the fift methods may not be practical It is not pra. itical to use very fine mesh when one is trying to analyze a large, complex, real enginec.ing system. Higher-order finite-difference approximation will be much more involved, and its implementation in COMMIX would require major code modifications. Furthernore, the procedure would become computationally more expensive. It appears that the last method. i.e., extending the upwind difference scheme to involve more neighbors in the discretization equation, is the only practical and feasible way to reduce numerical diffusion in COMMIX calculations at the present time. In the literature, this type of discretization method is called the skew-upwind difference (SUD) scheme. We shall briefly describe various skew-upwind difference schemes avallable in the literature before we move on to the main subject of this chapter, i.e., the flow-modulated skew-upwind discretization (FMSUD) scheme.

### 7.3 Review of Skew-Upwind Difference Schemes

### 7.3.1 Two-Dimensional Skew-Upwind Difference Scheme

The two-dimensional SUD scheme was first proposed by Raithby. ${ }^{76}$ The main idea is to perform differencing in the direction of local streamlines. This requires that the values of the upstream scalar quantity be known. By purely geometrical consideration, Patthby assumed that the upstream value of the scalar quantity is a linear interpolation of that particular variable evaluated at two neighboring grid points. Thus, Rasthby's SUD scheme is able to reduce numerical diffusion caused by assuming the flow to be locally onedimensional in the upwind difference scheme. However, the Raithby SUD scheme has employed arbitrary cutofls for the geometrical interpolation. Furthermore, Raithby's SUD scheme is known to have undershoots and overshoots under certain conditions. The situation is best illustrated by the numerical example described below.

Figure 15 shows the known exact solution for the isotherms tconstant-temperature lines) of a two-dimensional flow with negligible therma! diffusivity. The horizontal axis can be considered as the entrance of uniform velocity with mass flow rate my at a uniform temperature of $100^{\circ} \mathrm{C}$. The vertical axis can be considered as the entrance of uniform velocity with mass flow rate $m_{x}$ at a uniform temperature of $0^{\circ} \mathrm{C}$. If $\mathrm{m}_{\mathrm{x}}=\mathrm{m}_{\mathrm{y}}$ and $\Delta \mathrm{x}=\Delta y$, the resultant velocity is uniform everywhere and is inclined at an angle of $45^{\circ}$ with respect to the $x$ axis. Since there is no numerical diffusion (exact solution) and there is no physical diffusion (negligible thermal diffusivity), a sharp interface should prevall along the diagonal beginning from the origin. Above this interface, the fluld temperature should be $0^{\circ} \mathrm{C}$ everywhere. Below this interface, the fluid temperature should be $100^{\circ} \mathrm{C}$ everywhere. This is the result showi in Fig. 15. The isotherms are concentrated near the diagonal parallel to the flow direction and are plotted in $5^{\circ} \mathrm{C}$ intervals. The reason that the hot/cold interface has a finfte width instead of being a single line is the result of the mesh size used in the computation. It can be observed that the width of the interface region is equal to the length of the diagonal of a computational cell. If the size of the computational cell is reduced, the width of this interface region will be reduced correspondingly. It can be observed that all the isotherms are parallel to each other and are inclined at an angle of $45^{\circ}$ with respect to the horizontal axis. The nonparallel behavior of the isotherms near the two comers is due to the edge effect, which extends $1 / 2$ cell from the boundaries and is


Fxg. 15. Isotherms of two-dimensional flow with $m_{x}=m_{y}$ (exact solution)
inherent in the plotting package of COMMIX. The important thing to keep in mind is that the results of an ecceptable numerical scheme should approach that of the exact solution shown in Fig. 15.

Figure 16 shows the calculated isotherms by using the pure upwind-difference scheme. Again, the horizontal mass flow rate $m_{x}$ is set equal to the vertical mass flow rate $m_{y}$ and the mesh size is identical to that shown in Fig. 15. It is obvious that the isotherms are no longer concentrated near the diagonal in the flow direction and are spread over a wide region. Moreover, the isotherms shown in Fig. 16 are no longer parallel. Thus, one can conclude that significant numerical diffusion occurred by using the upwind difference scheme to caiculate the fow inclined at an angle to the grid lines.

Figure 17 shows the plot of the isotherms calculated by using Raithby's SUD scheme Again, the flow is inclined at an angle of $45^{\circ}$ with respect to the horizontal axis, and other conditions are identical to that shown in Fig. 15. It is evident that the Ratthby SUD scheme is able to eliminate numerical diffusion completely for this particular case (i.e., a twodimensional unidirectional flow inclined at an angle of $45^{\circ}$ to the grid lines) because the


Fig. 16. Isotherms of two-dimensionel flow with $m_{x}=m_{y}$ (upwind difference)
result shown in Fig. 17 is identical to that shown in Fig. 15. However, as we shall demonstrate, the Raithby SUD scheme does not offer unqualified improvement over the pure upwind difference scheme if the resultant velocity is not inclined at an angle of $45^{\circ}$ to the grid lines.

Figure 18 shows the isotherms of a two-dimensional flow with $m_{y}=2 m_{x}$ calculated by using the pure upwind difference scheme. As expected, significant numerical diffusion exists and the isotherms spread over a wide region. Figure 19 shows the results of a simflar calculation except that the Ratthby SUD scheme is used instead of the pure upwind difference scheme. It can be observed that in some areas, the Raithby SUD scheme does reduce numerical diffusion by narrowing the distance between isotherms, but it also creates a strange pattern of isotherms over an even wider area. The temperatures in this region can be higher than $100^{\circ} \mathrm{C}$ (in other cases, it can be lower than $0^{\circ} \mathrm{C}$ ), which is unrealistic, The temperature anywhere in the computational domain should be bounded between 0 and $100^{\circ} \mathrm{C}$ because there is no heat source $/ \mathrm{sink}$ anywhere in the domain. This type of overshoot (or undershoot) is obviously not acceptable and is the main shortcoming of the Raithby SUD scheme.


FYg. 17. Isotherms of two-dimensional flow with $m_{x}=m_{y}$ iRatthby skew-upwind d(fference)

More recently, Hassan et al. ${ }^{79}$ proposef a mass-flow-weighted SUD scheme for calculating two-dimensional flows. This scheme is an improvement over the Raithby SUD scheme because it can eliminate the overshoot/undershoot observed in the Raithby SUD scheme while retaining the exact $45^{\circ}$ solution. We shall describe in more detail the twodimensional mass-now-weighted SUD scheme of Hassan et al. in Sec, 7.4 because it forms the basis of the flow-modulated SUD scheme. Here, we present only the calculated results of the same problem shown in Figs. 18 and 19 by using Hassan's SUD scheme.

Figure 20 shows that the overshoot (or undershoot) is indeed absent when the mass-flow-weighted SUD scheme is used. Also, it can be observed, by comparing Fig. 20 to Fig. 18, that Hassan's SUD scheme is able to reduce numerical diffusion caused by the pure upwind difference scheme, although some numerical diffusion is still present.


Fig. 18. Isotherms of two-dimensional flow with $m_{y}=2 m_{x}$ (upwind difference)

### 7.3.2 Three-Dimensional Skew-Upwind Difference Schemes

Three types of SUD schemes have been employed for three-dimensional applications:

- Exiended Ralthby.
- Volume-weighted.
- Mass-flow-weighted

The extended Raithby scheme is a straightforward extension of the two-dimensional Raithby, UD scheme to three-dimensional problems. This was accomplished and documented in COMMIX-1B. The volume-weighted SUD scheme was developed at ANL and was implemented and documented in COMMLX-1B in 1985. The mass-flow-weighted SUD scheme is an extension of the two-dimensional SUD scheme proposed by Hassan et al. and is implemented in an earlier version of COMMIX by Hassan. 80 We will not describe the


Fig. 19 Isotherms of two-dimensional flow with $m_{y}=2 m_{x}$ (Raithby skew-upwind difference)
mathematical detalls of these numerical schemes: instead, we present below a numerical example and comment briefly on the major features of each of these schemes.

Figure 21 shows the isotherms of a three-dimensional flow with uniform velocity ( $\mathrm{m}_{\mathrm{x}}=$ $\mathrm{m}_{\mathrm{y}}=\mathrm{m}_{2}$ ) calculated by using the exact solution. The horizontal axis can be considered as flow entering in the $y$ direction at a unform temperature of $0^{\circ} \mathrm{C}$ and the vertical axis can be considered as flow entering the $x$ đirection, also at a uniform temperature of $0^{\circ} \mathrm{C}$. Figure 21 represents the first plane ( $k=1$ ) in the $z$ direction and therefore can be considered as the bottom (lowest elevation) of the flow channel. The flow entering from the bottom is at a uniform temperature of $100^{\circ} \mathrm{C}$. Thermal diffusivity is assumed to be negligible. It can be observed that the isotherms are concentrated near the entrances and are parallel to either the x or the y axis except near the three corners where the edge effect mentioned previously is present. Figure 22 shows the isotherms calculated by the exact solution at a higher elevation ( $k=4$ ). As expected, the isotherms remain concentrated in a narrow band, and the width of the band is proportional to the mesh size used in the computation. The hot and cold regions are clearly defined.


Fig. 20. Isotherms of two-dimenstonal flow with $m_{y}=2 m_{x}$ (mass-fiow-weighted skew-upwind difference of Hassan et al.)

Figures 23 and 24 show the isotherms of the same problem calculated by using the pure upwind difference scheme. It can be observed that numerical diffusion is present even at the lowest elevation (Fig. 23). At a higher elevation, the effect of numerical diffusion has propagated through the entire plane and a hot/cold interface no longer exists (Fig. 24).

Figures 25 and 26 show the isotherms of the three-dimensional flow calculated by using the extended Ralthby SUD scheme. Although the three-dimensional Ratthby SUD scheme is able to reduce numerical diffusion, significant undershoot/overshoot occurred (Fig. 26). The result is similar to that of the two-dimensional problem described in Sec. 7.3.1. The undershoot/overshoot is not realistic and is therefore not acceptable from the physical standpoint.

The volume-weighted SUD scheme implemented in COMMLX-1B is an improvement orar the extended Ratthby SUD scheme. The volume-weighted SUD scheme needs no artificial cutoffs and therefore is less restrictive than the Ratthby SUD scheme as far as undershoots and overshoots are concerned. Even though the volume-weighted SUD


Fig. 21. Isotherms at lowest ewvation ( $k=1$ ) of a threedimensional flow with $n_{x}=m_{y}=m_{z}$ (exact solution)
scheme was able to reduce numerical diffusion and was successful in simulating steadystate thermal mixing problems with flow oblique to grid lines, stability (no undershoots and overshoots) cannot be guaranieed over the entire domain.

The three-dimensional mass-flow-weighted SUD scheme is an extension of the twodimensional mass-nlow-weighted SUD scheme. As described in Sec. 7.3.1, the twodimensional mass-flow-weighted SUD scheme is able to reduce numerical diffusion and prevent overshoots and undershoots. The three-dimensional mass-flow-weighted SUD scheme proposed and implemented by Hassan ${ }^{80}$ has been demonstrated to reduce numerical diffusion when the flow is oblique to grid lines. However, derivation of the discretized equations involves ad hoc assumptions in Hassan's mass-now-weighted SUD scheme. Furthermore, closer examination of the discretized equations indicates that it is possible to have negative coefficients that may lead to undershoots and overshoots under certain conditions (for example, it can be demonstrated that if $\mathrm{m}_{\mathrm{y}}=2 \mathrm{~m}_{\mathrm{x}}$, and $\mathrm{m}_{\mathrm{z}}=3 \mathrm{~m}_{\mathrm{x}}$, the coefficient $a_{1}$ In Hassan's mass-flow-weighted SUD scheme becomes negative).

$K=4$

Fig. 22. Isotherms at higher elevation $(k=4)$ of a threedimensional flow with $m_{x}=m_{y}=m_{z}$ (exact solution)

### 7.4 Flow-Modulated Skew-Upwind Discretization Scheme

The FMSUD scheme is implemented only in the energy equation of COMMLX-1C. Our objective is to develop a scheme that is relatively simple to implement, permits the use of coarser mesh for given accuracy, has acceptable numerical diffusion. and perhaps most important, prevents the occurrence of physically unrealistic results fundershoots and overshoots) in the entire computation domain. Our primary interest is the three-dimensional FMSUD scheme because COMMIX is a three-dimensional code. However, we will begin by describing the two-dimensional FMSUD scheme, which is relatively simple and easy to understand and sets the stage for the development of the three-dimensional FMSUD scheme. For relative simplicity, as in previous discussions, only arbitrary unidirectional situations will be considered and demonstrated. As mentioned before, the assumption of unidirectional flow will be removed as shown in Sec. 7.4.3.


Fig. 23. Isotherms at lowest elevation $(k=1)$ of a threedimenstonal flow with $m_{x}=m_{y}=m_{z}$ (upwind-d(fference)

Certain basic rules ensure that the discretization method is stable and does not produce physically unrealistic solutions such as undershoots and overshoots. 77 We shall briefly outline two of these rules that are of paramount importance and relevant to the development of the FMSUD scheme. As shown in Chapter 4, the general form of the discretized equation is

$$
\begin{equation*}
a_{0} \phi_{0}=\Sigma a_{1} \phi_{1}+b \tag{7.8}
\end{equation*}
$$

Since we are dealing with the energy equation only, the general variable $\phi$ can be replaced by the enthalpy $h$ and Eq. 7.8 becomes

$$
\begin{equation*}
a_{0} h_{0}=\Sigma a_{1} h_{1}+b \tag{7.9}
\end{equation*}
$$

The two basic rules can simply be expressed as

$$
\begin{equation*}
\text { 1. } a_{1} \geq 0 \tag{7,10}
\end{equation*}
$$



Fg. 24. Isotherms at higher elevation $(\mathrm{k}=4)$ of a threedimensional flow with $m_{x}=m_{y}=m_{z}$ (upwind-di(ference)
2. $\mathrm{a}_{0}=\Sigma \mathrm{a}_{1}$

Rule 1 guarantees that all the coefficients in Eq. 7.9 are positive. This means that the influence of the neighboring points on a given grid point is positive, i.e..

$$
\begin{equation*}
\frac{\partial h_{o}}{\partial h_{1}} \geq 0 . \tag{7,12}
\end{equation*}
$$

The requirement of positive coefficients is intended to eliminate the possibility of undershoots and overshoots that are physically unrealistic. Rule 2 is based on the consideration that the discretized equation should be able to accommodate the arbitrary change in scaling. More detalled discussions of these rules can be found in Ref. 77.

### 7.4.1 Two-Dimensional FMSUD Scheme

Consider the two-dimensional mesh system shown in Fig. 27. Remember that we are dealing with the energy equation so that only the cell-centered mesh must be


Flg. 25. Isotherms at lowest elevation ( $k=1$ ) of a threedimenstonal flow with $m_{x}=m_{y}=m_{z}$ (extended Ralthby skew-upwind difference)
considered (the main control volume referred to in Chapter 4). Since the flow is uniform everywhere, the mass flow rate in a given direction does not change and both $m_{x}$ and $m_{y}$ are positive. This is shown in Fig. 27, where $\mathrm{m}_{\mathrm{x}}$ and $\mathrm{m}_{\mathrm{y}}$ denote the mass flow rate in x and $y$ direction, respectively. The center cell is denoted by the subscript 0 , whlle the neighboring cells due west, east, south, and north are denoted by the subscripts $1,2,3$, and 4, respectiveiy. The corner cells are represented by 13, 24, etc., as shown in Fig. 27. The enthalpy $h$ at the four faces surrounding the center cell $\circ$ is represented by the symbol < > at their corresponding locations. We express the cell facial quantities in terms of the cell center quantities by the following equations:

$$
\begin{align*}
& \left\langle h>_{1}=P_{x y} h_{1}+S_{x y} h_{13}\right.  \tag{7.13a}\\
& \left\langle h>_{2}=P_{x y} h_{0}+S_{x y} h_{3}\right.  \tag{7.13b}\\
& \left\langle h>_{3}=P_{y x} h_{3}+S_{y x} h_{13}\right.  \tag{7,13c}\\
& \left\langle h>_{4}=P_{y x} h_{0}+S_{y x} h_{1} .\right. \tag{7.13d}
\end{align*}
$$



Fig. 26. Isotherms at higher elevation $(k=4)$ of a threedimensional flow with $m_{x}=m_{y}=m_{z}$ (extended Raithby skew-upuind difference)
where P (primary) and S (side) are weighting factors and they are functions of the mass flow rates $m_{x}$ and $m_{y}$.

$$
\begin{array}{ll}
\mathrm{P}\left(\mathrm{~m}_{\mathrm{x}}, \mathrm{~m}_{\mathrm{y}}\right)=\mathrm{P}_{\mathrm{xy}} & \text { (primary) } \\
\mathrm{S}\left(\mathrm{~m}_{\mathrm{x}}, \mathrm{~m}_{\mathrm{y}}\right)=\mathrm{S}_{\mathrm{xy}} & \text { (side) } \tag{7.14}
\end{array}
$$

and

$$
\begin{equation*}
P_{x y}+S_{x y}=1 \tag{7,15}
\end{equation*}
$$

If $S_{x y}=0$, then $P_{x y}=1$, and Eq. 7.13a becomes

$$
\begin{equation*}
\left\langle h>1=h_{1}\right. \tag{7,16}
\end{equation*}
$$

which is the result of the pure upwind difference. Thus, by adding $S$ in Eq. 7.13, we have accounted for the two-dimensional effect. Simflarly, the weighting factors Pyx and Syx are related.

mx


Fig. 27. Mesh system for two-dimensional unidirectional flou

$$
\begin{equation*}
P_{y x}+S_{y x}=1 \tag{7,17}
\end{equation*}
$$

All the weighting factors are greater or equal to zero. By assuming that the transported quantity is conserved, we obtain the following discretized equation for the facial quantities h.

$$
\begin{equation*}
m_{x}<h>_{2}-m_{x}<h>1+m_{y}<h>_{4}-m_{y}<h>3=0 \tag{7,18}
\end{equation*}
$$

Substituting Eq. 7.13 into Eq. 7.18, and rearranging according to the sparse matrix form expressed by Eq. $7.9(\mathrm{~b}=0$ because there is no source term),

$$
\begin{equation*}
a_{0} h_{0}=\Sigma a_{1} h_{1} \tag{7,19}
\end{equation*}
$$

where the coefficients are given by

$$
\begin{align*}
& \mathrm{a}_{0}=\mathrm{m}_{\mathrm{x}}+\mathrm{m}_{\mathrm{y}}=\mathrm{m}_{\mathrm{x}} \mathrm{~S}_{\mathrm{xy}}=\mathrm{m}_{y} S_{y x}  \tag{7,20}\\
& \mathrm{a}_{1}=\mathrm{m}_{\mathrm{x}}-\mathrm{m}_{\mathrm{x}} S_{x y}=m_{y} S_{y x}  \tag{7.21}\\
& \mathrm{a}_{3}=\mathrm{m}_{y}-\mathrm{m}_{\mathrm{x}} S_{x y}-m_{y} S_{y x}  \tag{7,22}\\
& a_{13}=\mathrm{m}_{x} S_{x y}+\mathrm{m}_{y} S_{y x} . \tag{7.23}
\end{align*}
$$

It can be shown that Eqs. 7.20 to 7.29 satisfy the following relationship:

$$
\begin{equation*}
a_{0}=a_{1}+a_{3}+a_{15} \tag{7.24}
\end{equation*}
$$

H.ixch is required by rule 2. Substituting Eq. 7.23 into Eqs. 7.20 to 7.22, (eliminating the weighting factors) and recognizing Eq. 7.10 .

$$
\begin{align*}
& a_{0}=m_{x}+m_{y}-a_{13} \geq 0  \tag{7.25}\\
& a_{1}=m_{x}-a_{13} \geq 0  \tag{7.26}\\
& a_{3}=m_{y}-a_{13} \geq 0 \tag{7,27}
\end{align*}
$$

The following condition must be met in order to satisfy Rule 1, i.e., all coefficients must be positive:

$$
0 \leq a_{13} \leq \min \left(m_{x}, m_{y}\right)
$$

etiere $m i n{ }^{2} 7_{x}, m_{y}$ ) means the smaller of $m_{x}$ and $m_{y}$. It is obvious that if $a_{13}=0$, then Eqs. 3.2 x to 7.27 reduce to

$$
\begin{align*}
& a_{0}=a_{1}+a_{3}  \tag{7.29}\\
& a_{1}=m_{k}  \tag{7.30}\\
& a_{3}=m_{y} . \tag{7.31}
\end{align*}
$$

which are the results of the pure upwind difference. The coefficient a $a_{13}$ represents the contribution of the corner cell (Fig. 27) and is the key coefficient to be determined for the present FMSUD scheme. Equations 7.25-7.27 indicate that once a 13 is determined, all the other coefficients in the discretized equation are determined also. Equation 7.28 provides the lower and upper bounds for the coefficient a13. It is clear that a 13 is not unique because It can have any value between the lower and upper bounds. We would like to stay away from the lower bound because it is the upwind difference scheme that is known to produce numerical diffusion when the flow is oblique to the grid lines. In the present FMSUD scheme, we assume that $\mathrm{a}_{13}$ is equal to the upper bound, i.e., the maximum allowable value without the possibility of obtaining physically unrealistic solutions fundershoots and overshoots). Thus,

$$
\begin{equation*}
a_{13}=\min \left(m_{x}, m_{y}\right) \tag{?.32}
\end{equation*}
$$

Equations 7.23 and 7.32 can be combined to give

$$
\begin{equation*}
m_{x} S_{x y}+m_{y} S_{y x}=m i n\left(m_{x,} m_{y}\right) \tag{7.33}
\end{equation*}
$$

Equation 7.33 must be satisfied by $S_{x y}$ and $S_{y x}$ for any values of $m_{x}$ and $m_{y}$. It can be shown that the following equations for $\mathrm{S}_{\mathrm{xy}}$ and $\mathrm{S}_{\mathrm{yx}}$ provide a solution to Eq .7 .33 :

$$
\begin{align*}
& S_{x y}=\frac{1}{2} m \ln \left(1, m_{y} / m_{x}\right)  \tag{7.34}\\
& S_{y x}=\frac{1}{2} \min \left(1, m_{x} / m_{y}\right) \tag{7.35}
\end{align*}
$$

Substituting Eqs. 7.34 and 7.35 into the left side of Eq. 7.33 ,

$$
\begin{aligned}
& m_{x} \cdot \frac{1}{2} m i n\left(1, m_{x} / m_{y}\right)+m_{y} \cdot \frac{1}{2} m i n\left(1, m_{x} / m_{y}\right) \\
= & \frac{1}{2} m \min \left(m_{x}, m_{y}\right)+\frac{1}{2} m \min \left(m_{x}, m_{y}\right) \\
= & m \ln \left(m_{x}, m_{y}\right)
\end{aligned}
$$

which is identical to the right side of Eq. 7.33 .
Once the weighting factors for the comer cells are determined, 1.e., Eqs. 7.34 and 7.35, the weighting factors for the primary cells are calculated by using Eqs. 7.15 and $7.1 \%$,

$$
\begin{align*}
& P_{x y}=1-\frac{1}{2} \min \left(1, m_{y} / m_{x}\right)  \tag{790}\\
& P_{y x}=1-\frac{1}{2} \min \left(1, m_{x} / m_{y}\right) \tag{7.37}
\end{align*}
$$

The coefficients in the discretized equation can then be calculated in terms of these weighting factors.

It is interesting to note the differences among the Raithby, ${ }^{76}$ Hassan, ${ }^{79}$ and the present flow-modulated two-dimensional SUD schemes. The main difference is in the weighting factor S . The weighting factors employed by the three SUD schemes are

Ratthby SUD: $S_{x y}=\min \left(1, \frac{1}{2} \frac{m_{y}}{m_{s}}\right)$

Hassan SUD: $\mathrm{S}_{x y}=\min \left(\frac{1}{2}, \frac{1}{2} \frac{\mathrm{~m}_{y}}{\mathrm{~m}_{x}}\right)$

$$
\text { FMSUD: } S_{k y}=\frac{1}{2} \min \left(1, \frac{\mathrm{~m}_{y}}{\mathrm{~m}_{x}}\right) \text {. }
$$

If $\mathrm{m}_{\mathrm{x}}=\mathrm{m}_{\mathrm{y}}$ (flow is oblique at an angle of $45^{\circ}$ to the grid lines), $\mathrm{S}_{\mathrm{xy}}=\frac{1}{3}$ for all three schemes. This is the reason why the Ratthby SUD scheme was able to reproduce the result of the exact solution shown in Fig. 17. If $\mathrm{m}_{\mathrm{y}}=2 \mathrm{~m}_{\mathrm{x}}$. then

$$
\begin{aligned}
& \text { Ratthby SUD: } S_{x y}=1 \\
& \text { Hassan SUD: } S_{x y}=\frac{1}{2} \\
& \text { FMSUD: } S_{x y}=\frac{1}{2} .
\end{aligned}
$$

The results of the Hassan SUD schem : and the present FMSUD scheme are the same, but the Raithby SUD scheme gives a weigl ting factor twice as large as that of the other two schemes. As explained previously, the present TMSUD scheme is based on the criterton of maximum contribution from the corner cell without the possibility of obtaining physically unrealistic solutions. The Raithby SUD scheme apparently violated this basic criterion and the result is shown in Fig. 19, where overshoots and undershoots occurred. The Hassan SUD (and the present FMSUD) scheme was able to eltminate those undershoots and overshoots. as shown in Fig. 20. However, as described earlier, Hassan's results were based on ad hoc assumptions and there was no explicit derivation for the weighting factors.

### 7.4.2 Three-Dimensional FMSUD Scheme

The three-dimensional FMSUD scheme is a straightforward extension of the twodimension FMSUD scheme. However, the algebra becomes much more involved. The uset need not be too ecacerned about the algebra as long as he or she understands the basic principle and limitations of the scheme.

Figure 28 shows the mesh system of a three-dimensional uniform flow inclined at an angle to the grid lines. We assume that all the mass flow components are either zero or positive,

$$
\mathrm{m}_{\mathrm{x}}, \mathrm{~m}_{\mathrm{y}}, \mathrm{~m}_{\mathrm{z}} \bumpeq 0
$$



Fig. 28. Mesh system for three-dimensional unidirectional flow inclined at an angle to grid tines

The two mesh systeris shown in Fig. 28 represent the plane view at two adjacent elevations. We first define the following weighting factors,

$$
\begin{array}{ll}
\mathrm{P}\left(\mathrm{~m}_{\mathrm{x}}, \mathrm{~m}_{\mathrm{y}}, \mathrm{~m}_{z}\right)=\mathrm{P}_{\mathrm{xyz}} & \text { (primary) } \\
\mathrm{S}\left(\mathrm{~m}_{\mathrm{x}}, \mathrm{~m}_{\mathrm{y}}, \mathrm{~m}_{z}\right)=\mathrm{S}_{\mathrm{xy}} & \text { (side) } \\
\mathrm{C}\left(\mathrm{~m}_{\mathrm{x}}, \mathrm{~m}_{\mathrm{y}}, \mathrm{~m}_{z}\right)=\mathrm{C}_{\mathrm{xyz}} & \text { (corner) }
\end{array}
$$

Here, the word primary means that the weighting factor P is associated with a cell identified by a single-digit number in Fig. 28. The side-weighting factor $S$ is associated with a cell identified by a two-digtt number, and the corner-weighting factor $C$ is assoctated with a cell of three-digit number in Fig. 28. Next, we write down the facial quantities for the enthalpy as we did for the two-dimensional case, and remembering that we now have six faces surrounding a center point:

$$
\begin{align*}
& \kappa h_{>1}=P_{x y z} h_{1}+S_{x y z} h_{13}+S_{x z y} h_{15}+C_{x y z} h_{135} \\
& \kappa h_{2}=P_{x y z} h_{0}+S_{x y z} h_{3}+S_{x z y} h_{5}+C_{x y z} h_{35} \\
& \kappa h_{3}=P_{y z x} h_{3}+S_{y x z} h_{13}+S_{y z x} h_{35}+C_{y z x} h_{135} \\
& \kappa h_{4}=P_{y z x} h_{3}+S_{y x z} h_{1}+S_{y z x} h_{5}+C_{y z x} h_{15} \\
& c h_{5}=P_{z x y} h_{5}+S_{z x y} h_{15}+S_{z y x} h_{35}+C_{z x y} h_{135} \\
& \kappa h_{6}=P_{z x y} h_{0}+S_{z x y} h_{1}+S_{z y x} h_{3}+C_{z x y} h_{13} \tag{7.38}
\end{align*}
$$

The weighting factors are related by the following equations:

$$
\begin{align*}
& P_{k y z}+S_{x y z}+S_{x z y}+C_{x y z}=1 \\
& P_{y z x}+S_{y x z}+S_{y z x}+C_{y z x}=1 \\
& P_{z x y}+S_{z x y}+S_{z y x}+C_{z z y}=1 \tag{7,39}
\end{align*}
$$

The discretized steady-state convective transport equation can be written as

$$
\begin{align*}
\mathrm{m}_{\mathrm{x}}<h>_{2} & -m_{x}<h>_{1}+\mathrm{m}_{y}<h>_{4}-m_{y}<h>_{3}+m_{z}<h>_{6} \\
& -m_{z}<h>_{5}=0 . \tag{7,40}
\end{align*}
$$

Substituting Eqs. 7.38 and 7.39 into Eq. 7.40 , rearranging according to the sparse matrix form,

$$
\begin{equation*}
a_{0} h_{0}=\Sigma a_{1} h_{i} \tag{7,41}
\end{equation*}
$$

and the coefficients furn out to be as follows:

$$
\begin{align*}
& a_{0}=m_{x}-m_{\mathrm{x}} S_{\mathrm{xyz}}-\mathrm{m}_{\mathrm{x}} \mathrm{~S}_{\mathrm{x} z \mathrm{y}}-\mathrm{m}_{\mathrm{x}} \mathrm{C}_{\mathrm{xy}} \\
& +m_{y}-m_{y} S_{y x z}-m_{y} S_{y z x}=m_{y} C_{y z x} \\
& +\mathrm{m}_{z}-\mathrm{m}_{z} \mathrm{~S}_{z x y}-\mathrm{m}_{z} \mathrm{~S}_{z y \mathrm{x}}-\mathrm{m}_{z} \mathrm{C}_{z}  \tag{7,42}\\
& a_{1}=m_{x}-m_{x} S_{x y z}-m_{x} S_{x z y}-m_{x} C_{x y *} \quad m_{y} S_{y x z}-m_{z} S_{z x y}  \tag{7,43}\\
& \mathrm{a}_{3}=\mathrm{m}_{\mathrm{y}}-\mathrm{m}_{y} \mathrm{~S}_{y \mathrm{yz} z}-\mathrm{m}_{y} \mathrm{~S}_{y z \mathrm{x}}-\mathrm{m}_{y} \mathrm{C}_{y z \mathrm{x}}-\mathrm{m}_{\mathrm{x}} \mathrm{~S}_{x y z}-\mathrm{m}_{z} \mathrm{~S}_{z y \mathrm{x}}  \tag{7.44}\\
& a_{5}=m_{z}-m_{z} S_{z x y}-m_{z} S_{z y x}-m_{z} C_{z x y}-m_{x} S_{x z y}-m_{y} S_{y z x} \tag{7,45}
\end{align*}
$$

$$
\begin{align*}
& a_{13}=m_{x} S_{x y z}+m_{y} S_{y x z}=m_{z} C_{z x y}  \tag{7,46}\\
& a_{15}=m_{\mathrm{x}} S_{\mathrm{x} z y}+m_{z} S_{z x y}-m_{y} C_{y z x}  \tag{7,47}\\
& a_{35}=m_{y} S_{y z x}+m_{z} S_{z y x}-m_{\mathrm{x}} C_{x y z}  \tag{7,48}\\
& a_{135}=m_{\mathrm{x}} C_{x y z}+m_{y} C_{y z x}+m_{z} C_{z x y} . \tag{7,49}
\end{align*}
$$

There are a total of eight coefficients for the three-dimensional flow, as compared to a total of four coefficients for the two-dimensional flow. Eliminating the weighting factors in Eqs. 7.42-7.45 by utllizing Eqs. 7.46-7.49, we obtain the following equations that express the primary coefficients (coeffcients with a single-digit number) in ten is of the side coeffcients (coefficients with a doubie-digit number), and the corner er afficients (coefficients with a triple-digit number):

$$
\begin{align*}
& a_{0}=m_{x}+m_{y}+m_{z}-a_{13}-a_{15}-a_{35}-2 a_{135} \geq 0  \tag{7,50}\\
& a_{1}=m_{x}-a_{13}-a_{15}-a_{135} \geq 0  \tag{7.51}\\
& a_{3}=m_{y}-a_{13}-a_{35}-a_{135} \geq 0  \tag{7,52}\\
& a_{5}=m_{z}-\varepsilon_{, 5}-a_{35}-a_{135} \geq 0 \tag{7.53}
\end{align*}
$$

and recalling Rule 1 that all the coefficients must be greater than or equal to zero. After closer examination of Eqs. $750-7.53$, the upper and lower limits can be established for the following coefficients:

$$
\begin{align*}
& 0 \leq a_{135} \leq \min \left(m_{x}, m_{y}, m_{z}\right)  \tag{7.54a}\\
& 0 \leq a_{13} \leq \min \left(m_{x}, m_{y}\right)-a_{135}  \tag{7,54b}\\
& 0 \leq a_{15} \leq \min \left(m_{x}, m_{y}\right)-a_{135}  \tag{7.54c}\\
& 0 \leq a_{35} \leq \min \left(m_{y}, m_{z}\right)-a_{135} \tag{7.54d}
\end{align*}
$$

The coefficients given by Eq. 7.54 are not unique. This should not present any problem since most discretized equations are not unique in the first place. We choose to maximize the influence of the comer and side cells. Thus, by adopting the upper limoits in Eq. 7.54 , we obtain

$$
\begin{align*}
a_{135} & =\min \left(m_{x}, m_{y}, m_{z}\right)  \tag{7.55}\\
a_{13} & =\min \left(m_{x}, m_{y}\right)-\min \left(m_{x}, m_{y}, m_{z}\right) \\
& =\max \left(0, \min \left(m_{x}, m_{y}\right)-m_{z} \mid\right.  \tag{7.56}\\
a_{15} & =\min \left(m_{x}, m_{z}\right)-\min \left(m_{x}, m_{y}, m_{z}\right) \\
& =\max \left|0, \min \left(m_{x}, m_{z}\right)-m_{y}\right|  \tag{7.57}\\
a_{a 5} & =\min \left(m_{y}, m_{z}\right)-\min \left(m_{x}, m_{y}, m_{z}\right) \\
& =\max \left|0, \min \left(m_{y}, m_{z}\right)-m_{x}\right| \tag{7.58}
\end{align*}
$$

Comparing Eq. 7.55 to Eq. 7.49 gives

$$
\begin{equation*}
m_{x} C_{x y z}+m_{y} C_{y x z}+m_{z} C_{z x y}=m i n\left(m_{x}, n_{y}, m_{z}\right) \tag{7.59}
\end{equation*}
$$

Similarly, by comparing Eqs. 7.46-7.48 to Eqs. 7.56-7.58, we obtain

$$
\begin{align*}
m_{x} S_{x y z}+m_{y} S_{y x z}-m_{z} C_{z x y} & =\min \left(m_{x}, m_{y}\right)-\min \left(m_{x}, m_{y}, m_{z}\right) \\
& =\max \left(0, \min \left(m_{x}, m_{y}\right)-m_{z} \mid\right. \tag{7.60}
\end{align*}
$$

$$
\begin{align*}
m_{x} S_{x x y}+m_{z} S_{z x y}-m_{y} C_{y z x} & =\min \left(m_{x}, m_{z}\right)-m i n\left(m_{x}, m_{y}, m_{z}\right) \\
& =\max \left|0, \min \left(m_{x}, m_{z}\right)-m_{y}\right|  \tag{7,61}\\
m_{y} S_{y z x}+m_{z} S_{z y x}-m_{x} C_{x y z} & =\min \left(m_{y}, m_{z}\right)-\min \left(m_{x}, m_{y}, m_{z}\right) \\
& =\max \left|0, \min \left(m_{y}, m_{z}\right)-m_{x}\right| \tag{7.62}
\end{align*}
$$

Eyuations 7.59-7.62 must be satisfied by the weighting factors $C$ and $S$ for arbitrary $m_{x}, m_{y}$ and $m_{2}$. It can be shown that the following expressions for C and S satisfy Eqs. $7.59-7.62$ :

$$
\begin{align*}
& \mathrm{C}_{\mathrm{xyz}}=\mathrm{C}\left(\mathrm{~m}_{8}, \mathrm{~m}_{y}, \mathrm{~m}_{z}\right)=\frac{1}{3} \mathrm{~min}\left(1, \frac{\mathrm{~m}_{y}}{\mathrm{~m}_{x}}, \frac{\mathrm{~m}_{2}}{\mathrm{~m}_{x}}\right)  \tag{7.63}\\
& C_{\text {rux }}=\frac{1}{3} m \operatorname{in}\left(1, \frac{m_{2}}{m_{y}}, \frac{m_{x}}{m_{y}}\right)  \tag{7.64}\\
& C_{x y y}=\frac{1}{3} m i n\left(1, \frac{m_{x}}{m_{2}}, \frac{m_{y}}{m_{2}}\right)  \tag{7,65}\\
& S_{x y}=S\left(m_{x}, m_{y}, m_{z}\right)=\frac{1}{2}\left\{\max \left[0, \min \left(1, \frac{m_{y}}{m_{n}}\right)-\frac{m_{z}}{m_{x}}\right]+\frac{1}{3} \min \left(1, \frac{m_{y}}{m_{x}}, \frac{m_{2}}{m_{k}}\right)\right\}  \tag{7,06}\\
& S_{x y}=S\left(m_{x}, m_{z}, m_{y}\right)=\frac{1}{2}\left\{\max \left[0, m \ln \left(1, \frac{m_{x}}{m_{x}}\right)-\frac{m_{y}}{m_{x}}\right]+\frac{1}{3} m \ln \left(1, \frac{m_{y}}{m_{x}}, \frac{m_{z}}{m_{x}}\right)\right\}  \tag{7,67}\\
& S_{y k}=\frac{1}{2}\left\{\max \left[0, \min \left(1, \frac{m_{x}}{m_{y}}\right)-\frac{m_{z}}{m_{y}}\right]+\frac{1}{3} \min \left(1, \frac{m_{z}}{m_{y}}, \frac{m_{x}}{m_{y}}\right)\right\}  \tag{7,68}\\
& S_{z k y}=\frac{1}{2}\left\{\max \left[0, m \min \left(1, \frac{m_{x}}{m_{z}}\right)-\frac{m_{y}}{m_{z}}\right]+\frac{1}{3} m \operatorname{in}\left(1, \frac{m_{x}}{m_{z}}, \frac{m_{y}}{m_{z}}\right)\right\}  \tag{7.69}\\
& S_{y z x}=\frac{1}{2}\left\{\max \left[0, \min \left(1, \frac{m_{z}}{m_{y}}\right)+\frac{m_{x}}{m_{y}}\right]+\frac{1}{3} \min \left(1, \frac{m_{z}}{m_{y}}, \frac{m_{x}}{m_{y}}\right)\right\}  \tag{7,70}\\
& S_{z y x}=\frac{1}{2}\left\{\max \left[0, \min \left(1, \frac{m_{y}}{m_{i}}\right)-\frac{m_{x}}{m_{z}}\right]+\frac{1}{3} \min \left(1, \frac{m_{y}}{m_{i}}, \frac{m_{x}}{m_{i}}\right)\right\} . \tag{7.71}
\end{align*}
$$

It is straightforward to demonstrate that the weighting factors C and S satisfy Eqs.
7.59-7.62. For example, the left side of Eq. 7.62 can be reduced to

$$
\begin{aligned}
& \mathrm{m}_{\mathrm{y}} \mathrm{~S}_{\mathrm{yzx}}+\mathrm{m}_{z} \mathrm{~S}_{z y \mathrm{x}}-\mathrm{m}_{x} \mathrm{C}_{x y} \\
& =\frac{1}{2}\left\{\max \left[0, \mathrm{t} \ln \left(\mathrm{~m}_{y}, \mathrm{~m}_{z}\right)-\mathrm{m}_{\mathrm{x}}\right]+\frac{1}{3} \min \left(\mathrm{~m}_{\mathrm{x}}, \mathrm{~m}_{y}, \mathrm{~m}_{z}\right)\right\} \\
& \\
& +\frac{1}{2}\left\{\max \left[0, \min \left(\mathrm{~m}_{z}, \mathrm{~m}_{y}\right)-\mathrm{m}_{x}\right]+\frac{1}{3} \min \left(\mathrm{~m}_{x}, \mathrm{~m}_{y}, \mathrm{~m}_{z}\right)\right\} \\
& \\
& -\frac{1}{3} \min \left(\mathrm{~m}_{x}, \mathrm{~m}_{y}, \mathrm{~m}_{z}\right)
\end{aligned}
$$

$$
=\max \left[0, \min \left(\mathrm{~m}_{y}, \mathrm{~m}_{z}\right)-\mathrm{m}_{x}\right],
$$

which is identical to the right side of Eq. 7.62
Once the weighting factors S and C are determined, all the coefficients in the discretized transport equation can be calculated according to Eqs. 7.42-7.49.

The results of three-dimensional flow can be reduced to that of the two-dimensional flow by setting $m_{z}=0$ in all equations derived in this section. If $\mathrm{m}_{\mathrm{z}}=0$, then

$$
\begin{aligned}
C_{x y z} & =0 \\
S_{x y z} & =\frac{1}{2} m \min \left(1, \frac{m_{z}}{m_{z}}\right) \\
a_{135} & =0, \\
a_{13} & =m \ln \left(m_{x}, m_{y}\right) . \\
a_{15} & =0 . \\
a_{35} & =0, \\
a_{0} & =m_{x}+m_{y}-a_{13} . \\
a_{1} & =m_{x}-a_{13} . \\
a_{3} & =m_{y}-a_{13} . \\
a_{5} & =0,
\end{aligned}
$$

These results are identical to those presented in Section 7.4.1 for the two-dimensional flow.

### 7.4.3 Generalization of the Formulation of the FMSUD Scheme for All Fiow Conditions

General Expression of the Coetficients Coupling a Cell with lis 26 Neighboring Cells
The FMSUD methodology can be generalized to treat all flow conditions as follows.
Let us introduce first the definition of Heaviside's function as

$$
H(a)=\left\{\begin{array}{l}
1, \text { if } a>0  \tag{7,72}\\
0, \text { if } a \leq 0
\end{array}\right.
$$

for every real number a. Hence,

$$
\begin{equation*}
H(-a)=1-H(a) . \tag{7.73}
\end{equation*}
$$

We consider the enthalpy value $\langle h \gg-1 / 2 \mathrm{~J}, \mathrm{k}$ at the boundary surface between cell 0 , around node ( $\mathrm{i}, \mathrm{j}, \mathrm{k}$ ), and cell 1 around node ( $1-1, \mathrm{j}, \mathrm{k}$ ), as shown in Fig. 29, $\mathrm{CX1} \ell_{\ell}, \mathrm{SX1} \ell$, and PX1 are coefficients that are products of the weighting factor $f$ and Heaviside function (flow direction). If $u_{i-1 / 2, j, k}>0$, the sh>1 depends on the enthalpy values of the cells at left: if $u_{l-1 / 2, . k}<0$, the <h>1 depends on the enthalpy values of the cells at right.


Fig. 29. Cells iifluencing enthalpy <h>1 if $u_{i-1 / 2 J, k>0} 0$ leff and if $u_{i-1 / 2, j, k}<$ 0 (right). Notation in parentheses corresponds to that of Sec. 7.4.2

In the case of $u_{j-1 / 2 . j . k}>0$ : of the nine cells of the left block, only a maximum of four contribute to $<h>_{1}$. They depend on the sign of $w_{1}=w_{1-1 / 2, j, k}$ and $v_{1}=v_{1} 1 / 2 . \mathrm{J} . \mathrm{k}$ according to the following scheme:

1. If $\mathrm{v}_{1}>0, \mathrm{w}_{1}>0$ : cells $13,1,135,15$ (quadrant bottom left)
2. If $\mathrm{v}_{1}<0, \mathrm{w}_{1}>0$ : cells $14,1,145,15$ (quadrant bottom right)
3. If $v_{1}>0, w_{1}<0$ : cells $136,1,13,16$ (quadrant top left)
4. If $\mathrm{v}_{1}<0, w_{1}<0$ : cells $16,146,14,1$ (quadrant top right).

For all cases corresponding to $\mathrm{u}_{1}>0$, we can write:

$$
\begin{align*}
\left\langle h>_{1}=h_{1-1 / 2, \cdot k}=\right. & \mathrm{CX}_{1} h_{136}+S \mathrm{~S}_{2} h_{16}+\mathrm{CXI}_{3} h_{146} \\
& +\mathrm{SX}_{4} \mathrm{~h}_{13}+\mathrm{PX}_{1} h_{1}+\mathrm{SX}_{6} h_{14} \\
& +\mathrm{CX}_{7} \mathrm{~h}_{135}+\mathrm{SX}_{8} \mathrm{~h}_{15}+\mathrm{CX}_{9} h_{145} \tag{7,74}
\end{align*}
$$

The values of coefficients associated with Eq. 7.74 are as follows:

| $w_{1}>0$ | $w_{1}>0$ | $w_{1}<0$ | $w_{1}<0$ |
| :---: | :---: | :---: | :---: |
| $v_{1}>0$ | $v_{1}<0$ | $v_{1}>0$ | $v_{1}<0$ |
| 0 | 0 | $f 1$ | 0 |
| 0 | 0 | $f 2$ | $f 2$ |
| 0 | 0 | 0 | $f 3$ |
| 14 | 0 | $f 4$ | 0 |
| 15 | $f 5$ | $f 5$ | 15 |
| 0 | $f 6$ | 0 | 16 |
| 17 | 0 | 0 | 0 |


| $\mathrm{SX1}_{8}=f 8 \mathrm{H}(\mathrm{w})$ | $f 8$ | $f 8$ | 0 | 0 |
| :--- | :---: | :---: | :--- | :--- |
| $\mathrm{CX1}_{9}=\mathrm{f9} \mathrm{H}(\mathrm{w}) \mathrm{H}(-\mathrm{v})$ | 0 | $\mathrm{f})$ | 0 | 0 |

where both velocities $w$ and $v$ are computed at location $(1-1 / 2, j, k), f_{\ell}, t=1,2, \ldots 9$ are weighting factors satisfy the condition

$$
\begin{equation*}
\sum_{1}^{2} f_{1}=1 . \tag{7.76}
\end{equation*}
$$

The values of the weighting factor $f_{\ell},(t=1,2 \ldots 9)$ can be calculated as shown in Sec. 7.4.2. Expressions similar to Eq. 7.75 hold for the coefficients $\mathrm{CX} 2_{\ell}, \mathrm{SX}_{\ell}$, and PX2
Similarly, for $\mathrm{u}_{1}<0$, one has

$$
\begin{align*}
\left\langle h>1=h_{1-1 / 2, . k}=\right. & \mathrm{CX}_{1} h_{36}+\mathrm{SX}_{2} h_{6}+\mathrm{CX}_{3} h_{46} \\
& +\mathrm{SX}_{4} h_{3}+\mathrm{PX}_{1} h_{0}+\mathrm{SX} 1_{6} h_{4} \\
& +\mathrm{CX}_{7} h_{35}+\mathrm{SX}_{8} h_{5}+\mathrm{CX}_{9} h_{45} \tag{7,77}
\end{align*}
$$

Equations 7.74 and 7.77 can be combined in a single formula that holds for both $u_{1}>0$ and $u_{1}<0$ :

$$
\begin{align*}
& \langle h\rangle_{1}=h_{l-1 / 2 . j . k}=\left\{0 . u_{1} \mid\left(C X 1_{1} \cdot h_{136}+\mathrm{SX1}_{2} \cdot h_{16}+\mathrm{CX}_{3} \cdot h_{146}\right.\right. \\
& +\mathrm{SX1}_{4} \cdot h_{13}+\mathrm{PX1} \cdot \mathrm{~h}_{1}+\mathrm{SX}_{6} \cdot \mathrm{~h}_{14} \\
& \left.+\mathrm{CX1}_{7} \cdot \mathrm{~h}_{135}+\mathrm{SX}_{8} \cdot \mathrm{~h}_{15}+\mathrm{CX}_{19} \cdot \mathrm{~h}_{145}\right) \\
& -\left|0,-u_{1}\right|\left(\mathrm{CX1}_{1} \cdot \mathrm{~h}_{36}+\mathrm{SX1}_{2} \cdot \mathrm{~h}_{6}+\mathrm{CX1}_{3} \cdot \mathrm{~h}_{46}\right. \\
& +\mathrm{SX1}_{4} \cdot \mathrm{~h}_{3}+\mathrm{PX1} \cdot \mathrm{~h}_{0}+\mathrm{SX1}_{6} \cdot \mathrm{~h}_{4} \\
& \left.+\mathrm{CX}_{7} \cdot h_{35}+\mathrm{SX}_{8} \cdot h_{5}+\mathrm{CX1}_{9} \cdot h_{45}\right) \text {. } \tag{7.78}
\end{align*}
$$

For the enthalpy on the opposite face. it holds

$$
\begin{align*}
& \left\langle h_{2}=h_{i+1} / 2 . j . k=\left\{0, u_{2}\right\}\left\{C X 2_{1} \cdot h_{36}+\mathrm{SX}_{2} \cdot h_{6}+\mathrm{CX}_{2} \cdot h_{46}\right.\right. \\
& +S X 2_{4} \cdot h_{3}+\mathrm{PX} 2 \cdot h_{0}+S X 2_{6} \cdot h_{4} \\
& \left.+\mathrm{CX}_{2}{ }_{7} \cdot h_{35}+\mathrm{SX}_{28} \cdot h_{5}+\mathrm{CX}_{2} \cdot h_{45}\right) \\
& -\left[0,-u_{2}\right)\left(\mathrm{CX} 2_{1} \cdot h_{236}+\mathrm{SX} 2_{2} \cdot h_{26}+\mathrm{CX}_{3} \cdot h_{246}\right. \\
& +\mathrm{SX}_{2} \cdot \mathrm{~h}_{23}+\mathrm{P} \mathrm{P}^{\prime 2} \cdot \mathrm{~h}_{2}+\mathrm{SX}_{2} \cdot \mathrm{~h}_{24} \\
& \left.+\mathrm{CX}_{27} \cdot \mathrm{~h}_{235}+\mathrm{SX} 2_{8} \cdot h_{25}+\mathrm{CX}_{2} \cdot \mathrm{~h}_{245}\right) \text {. } \tag{7,79}
\end{align*}
$$

Similarly, $<h>_{3}$ and $<h>_{4}$ can be expressed as follows:

$$
\begin{align*}
&\left\langle h>_{3}=h_{1, j-1 / 2 . k}=\right| 0, v_{3} \mid\left(\mathrm{CY}_{1} \cdot h_{136}+\mathrm{SY}_{2} \cdot h_{36}+\mathrm{CY}_{3} \cdot h_{236}\right. \\
&+\mathrm{SY}_{4} \cdot h_{13}+\mathrm{PY}_{3} \cdot h_{3}+\mathrm{SY}_{6} \cdot h_{23} \\
&\left.+\mathrm{CY}_{7} \cdot h_{135}+\mathrm{SY}_{8} \cdot h_{35}+\mathrm{CY}_{9} \cdot h_{235}\right) \\
&-\left|0,-\mathrm{v}_{3}\right|\left(\mathrm{CY}_{1} \cdot h_{16}+\mathrm{SY}_{2} \cdot h_{6}+\mathrm{CY}_{3} \cdot h_{26}\right. \\
&+\mathrm{SY}_{4} \cdot h_{1}+\mathrm{PY} 3 \cdot h_{0}+\mathrm{SY}_{6} \cdot h_{2} \\
&\left.+\mathrm{CY}_{3} \cdot h_{15}+\mathrm{SY}_{8} \cdot h_{5}+\mathrm{CY}_{9} \cdot h_{25}\right) . \tag{7.80}
\end{align*}
$$

$$
\begin{align*}
& \left\langle h_{4}=h_{1,5+1 / 2 . k}=\right| 0, v_{4} \mid\left(C Y_{4} \cdot h_{16}+\mathrm{SY}_{4}+h_{6}+\mathrm{CY}_{4} \cdot h_{26}\right. \\
& +\mathrm{SY}_{4} \cdot \mathrm{~h}_{1}+\mathrm{PY} 4 * \mathrm{~h}_{0}+\mathrm{SY}_{46} \cdot \mathrm{~h}_{2} \\
& \left.+\mathrm{CY}_{47} \cdot \mathrm{~h}_{15}+\mathrm{SY}_{48} \cdot \mathrm{~h}_{5}+\mathrm{CY}_{49} \cdot \mathrm{~h}_{25}\right) \\
& -\left(0,-v_{4}\right)(C Y 4) * h_{146}+S_{4} 4_{2} * h_{46}+\mathrm{CY}_{43} * h_{246} \\
& +\mathrm{SY}_{4} \cdot \mathrm{~h}_{14}+\text { PY4 } * \mathrm{~h}_{4}+\mathrm{SY}_{46} * \mathrm{~h}_{24} \\
& \left.+\mathrm{CY}_{47} * \mathrm{~h}_{145}+\mathrm{SY}_{8} \cdot h_{45}+\mathrm{CY}_{49} * h_{245}\right) \text {. } \tag{7.81}
\end{align*}
$$

The values of the coefficients are given by

| $\mathrm{CY3}_{1}=\mathrm{f1} \mathrm{H(-w)} \mathrm{H(u)}$ | 0 | 0 | $f 1$ | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SY}_{3}{ }_{2}=\mathrm{f} 2 \mathrm{H}(-\mathrm{w})$ | 0 | 0 | $f 1$ | 12 |
| $\mathrm{CY}_{3}=\mathrm{f} 3 \mathrm{H}(-\mathrm{w}) \mathrm{H}(-\mathrm{u})$ | 5 | 0 | 0 | 13 |
| $\mathrm{SY} 34_{4}=14 \mathrm{H}(\mathrm{u})$ | 14 | 0 | 14 | 0 |
| $\mathrm{PY} 3=\mathrm{f} 5$ | $f 5$ | f5 | $f 5$ | $f 5$ |
| $\mathrm{SY}_{3}{ }_{6}=\mathrm{f6} \mathrm{H}(-\mathrm{u})$ | 0 | 16 | 0 | 16 |
| $\mathrm{CY}^{7} 7=17 \mathrm{H}(\mathrm{w}) \mathrm{H}(\mathrm{u})$ | 17 | 0 | 0 | 0 |
| $\mathrm{SY}^{8} 8=f 8 \mathrm{H}(\mathrm{w})$ | 18 | 18 | 0 | 0 |
| $\mathrm{CY}_{9} 9 \mathrm{~m} 9 \mathrm{H}(\mathrm{w}) \mathrm{H}(-\mathrm{u})$ | 0 | 19 | 0 | 0 |

Similar expressions hold for the coefficients CY4 $\ell, \mathrm{SY} 4$, and PY 4 .
Finally, ch>5 and ch>6 are expressed as follows:

$$
\begin{align*}
& \langle h\rangle_{5}=h_{i, j, k-1 / 2}=\left|0, w_{5}\right|(C 25)_{1} \cdot h_{145}+S Z 5_{2} \cdot h_{45}+C Z 5_{3} \cdot h_{245} \\
& +S 25_{4} \cdot h_{15}+\text { PZ5 }^{2} \cdot h_{5}+\text { SZ5 }_{6} \cdot h_{25} \\
& \left.+C_{257} \cdot h_{135}+S 25_{8} \cdot h_{35}+\text { CZ }_{5} \cdot h_{235}\right) \\
& -\left(0,-w_{5}\right)\left(C Z 5_{1} \cdot h_{14}+S Z 5_{2} \cdot h_{4}+\text { CZ }_{3} \cdot h_{24}\right. \\
& +S Z 5_{4} \cdot h_{1}+P Z 5 \cdot h_{0}+S Z 5_{6} \cdot h_{2} \\
& \left.+C Z 57 * h_{13}+S Z 5_{8} * h_{3}+C_{25} * h_{23}\right) \text {. }  \tag{7.83}\\
& \left\langle h>_{6}=h_{i, j, k+1 / 2}=\right| 0, w_{6} \mid \quad\left(C Z 6_{1} \cdot h_{14}+S Z 6_{2} \cdot h_{4}+C Z 6_{3} \cdot h_{24}\right. \\
& +S Z 8_{4} \cdot h_{1}+P Z 6 \cdot h_{0}+S Z 6_{6} \cdot h_{2} \\
& \left.+\mathrm{CZ} 6_{7} \cdot h_{13}+576_{8} \cdot h_{3}+\mathrm{CZ}_{9} \cdot h_{23}\right) \\
& -\left(0,-w_{6}\right)\left(C Z 6_{1} \cdot h_{146}+S Z 6_{2} \cdot h_{46}+\mathrm{CZ}_{3} \cdot h_{246}\right. \\
& +S Z 6_{4} \cdot h_{16}+\text { PZ6 } \cdot h_{6}+\text { SZE }_{6} \cdot h_{26} \\
& +\mathrm{CZ}_{67} \text { * } \mathrm{h}_{136}+\mathrm{SZ} 68 \text { * } \mathrm{h}_{36}+\mathrm{CZ}_{9} \text { * } \mathrm{h}_{236} \text { ). } \tag{7.84}
\end{align*}
$$

The values of the coefficients are given by

$$
\begin{aligned}
& C Z 5_{1}=f 1 H(-v) H(u) \\
& S Z 5_{2}=f 2 H(-v)
\end{aligned}
$$

| $v_{5}>0$ | $v_{5}>0$ | $v_{5}<0$ | $v_{5}<0$ |
| :---: | :---: | :---: | :---: |
| $u_{6}>0$ | $u_{5}<0$ | $u_{5}>0$ | $u_{5}<0$ |
| 0 | 0 | $f 1$ | 0 |
| 0 | 0 | 12 | $f 2$ |
| 0 | 0 | 0 | $f 3$ |


| 8254 = $\mathrm{f4} \mathrm{H}(\mathrm{u})$ | 14 | 0 | 14 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| P25 = 55 | f5 | f5 | f5 | f5 |
| S256 $=$ f6 H(-u) | 0 | 16 | 0 | 16 |
| $\mathrm{C257}=\mathrm{f7} \mathrm{H}(\mathrm{v}) \mathrm{H}(\mathrm{u})$ | f7 | 0 | 0 | 0 |
| $5258=f 8 \mathrm{H}(\mathrm{v})$ | 18 | 18 | 0 | 0 |
| $\mathrm{CZ5} 9=69 \mathrm{H}(\mathrm{v}) \mathrm{H}(-\mathrm{u})$ | 0 | f9 | 0 | 0 |

Sunilar expressions hold for the coefficients $\mathrm{CZ6}_{t}, \mathrm{S26} t$, and P26
Let us now introc ce the following symbols (which generaize the notation of the previous section) to accouni for the flow rate through the six faces of a computational cell:

$$
\begin{align*}
& m_{x 1}=(\rho u A)_{1-1 / 2} \cdot j, k \\
& m_{x 2}=(\rho u A)_{i+1 / 2, j \cdot k} \\
& m_{y 3}=(\rho v A)_{i j-1 / 2} \cdot k \\
& m_{y 4}=(\rho v A)_{i, j+1 / 2, k} \\
& m_{z 5}=(\rho w A)_{i, j, k-1 / 2} \\
& m_{z 6}=(\rho w A)_{i, j, k+1 / 2} \tag{7,86}
\end{align*}
$$

The finite-volume discretization of the convective term of the energy equation yields:

$$
\begin{align*}
& \mathrm{m}_{n 2} *<\mathrm{h}>_{2}-\mathrm{m}_{s 1} *<\mathrm{h}>_{1}+\mathrm{m}_{y 4} *<\mathrm{h}>_{4} \\
& -\mathrm{m}_{y 3} *<\mathrm{h}>_{3}+\mathrm{m}_{z 6^{*}} *<\mathrm{h}>_{6}-\mathrm{m}_{z 5} *<\mathrm{h}>_{5} \tag{7.87}
\end{align*}
$$

Substituting the expressions of $\langle h \geqslant t$, where $t=1.2 \ldots 6$ into Eq. 7.87 gives

$$
\begin{equation*}
a_{0} h_{0}+\sum_{j=1}^{20}\left(-a_{j}\right) h_{j} \tag{7.88}
\end{equation*}
$$

where the central coefficient and the 26 coefficients aj of the neighboring ceils are given by

$$
\begin{align*}
\mathrm{a}_{0}= & \left|0, \mathrm{~m}_{\mathrm{x} 2}\right| \mathrm{PX} 2+\left|0,-\mathrm{m}_{\mathrm{x} 1}\right| \mathrm{PX} 1+\left|0, \mathrm{~m}_{\mathrm{y} 4}\right| \mathrm{PY} 4 \\
& +\left|0,-\mathrm{m}_{\mathrm{y} 3}\right| \mathrm{PY} 3+\left|0, \mathrm{~m}_{z 6}\right| \mathrm{PZ} 6+\left|0,-\mathrm{m}_{z 5}\right| \mathrm{PZ5}  \tag{7.89/1}\\
\mathrm{a}_{1}= & \left|0, \mathrm{~m}_{\mathrm{x} 1}\right| \mathrm{PX} 1-\left|0, \mathrm{~m}_{\mathrm{y} 4}\right| \mathrm{SY} 4,-\left|0,-\mathrm{m}_{\mathrm{y} 3}\right| \mathrm{SY} 3_{4} \\
& -\left|0, \mathrm{~m}_{26}\right| \mathrm{Sz6} 6_{4}-\left|0,-\mathrm{m}_{25}\right| \mathrm{SZ54}  \tag{7,89/2}\\
\mathrm{a}_{2}= & \left|0,-\mathrm{m}_{\mathrm{x} 2}\right| \mathrm{PX} 2-\left|0, \mathrm{~m}_{\mathrm{y} 4}\right| \mathrm{SY} 4_{6}-\left|0,-\mathrm{m}_{\mathrm{y} 3}\right| \mathrm{SY} 3_{6} \\
& -\left|0, \mathrm{~m}_{z 6}\right| \mathrm{SZ} 6_{6}-\left|0,-\mathrm{m}_{25}\right| \mathrm{SZ5}  \tag{7.89/3}\\
\mathrm{a}_{3}= & -\left|0, \mathrm{~m}_{\mathrm{x} 2}\right| \mathrm{SX} 2_{4}-\left|0,-\mathrm{m}_{\mathrm{x} 1}\right| \mathrm{SX} 1_{4}+\left|0, \mathrm{~m}_{\mathrm{y} 3}\right| \mathrm{PY} 3 \\
& -\left|0, \mathrm{~m}_{z 6}\right| \mathrm{SZ} 6_{8}-10,-\mathrm{m}_{25} \mid \mathrm{CZ57} \tag{7.89/4}
\end{align*}
$$

$$
\begin{align*}
& a_{4}=-\left|0, m_{x 2}\right| s \times 2_{6}-\left|0,-m_{x}\right|\left|s X 1_{6}+\left|0,-m_{y 4}\right|\right. \text { PY4 } \\
& -10, m_{2}+s 76_{2}-10,-m_{25} \mid \$ 75_{2}  \tag{7.89/5}\\
& a_{5}=-10, \mathrm{~m}_{\mathrm{x} 2}\left|\mathrm{SK} \mathrm{~K}_{8}-10,-\mathrm{m}_{\mathrm{x}}\right| \leq \mathrm{SX} 1_{8}-10, \mathrm{~m}_{\mathrm{y} 4} \mid \mathrm{SY} 4_{8} \\
& -10,-m_{y \mathrm{k}} 15 \mathrm{sy} 3_{8}+10, \mathrm{~m}_{25}+\mathrm{P} 25  \tag{7.89/6}\\
& \mathrm{a}_{6}=-10, \mathrm{~m}_{\mathrm{x} 2}\left|\mathrm{SX} 2_{2}-10,-\mathrm{m}_{\mathrm{x} 1}\right| \mathrm{sX} 1_{2}=10, \mathrm{~m}_{\mathrm{y} 4}: \mathrm{SY} 4_{2} \\
& =10,-m_{y 3}+S Y 3_{2}+10,-m_{26}!\text { PZ6 }  \tag{7.89/7}\\
& a_{13}=10, \mathrm{~m}_{\mathrm{x} \mid}\left|\mathrm{SX} 1_{4}+10, \mathrm{~m}_{\mathrm{y} 3}\right| \mathrm{SY} 3_{4}-10, \mathrm{~m}_{2 \mathrm{~b}} \mid \mathrm{C} 26_{7} \\
& -10,-m_{25}+\mathrm{C}_{2} 25  \tag{7.89/8}\\
& a_{35}=-10, \mathrm{~m}_{\mathrm{x} 2}\left|\mathrm{CX} 27-10,-\mathrm{m}_{\mathrm{x} 1}\right| \mathrm{CX} 1_{7}+10, \mathrm{~m}_{\mathrm{y} 3} \mid \mathrm{SY}_{8} \\
& +10, m_{25}+8758  \tag{7.89/9}\\
& a_{36}=-10, m_{x 2} \mid \text { CX2 } 21-\left|0,-\mathrm{m}_{\mathrm{x} 1}\right| \mathrm{CX} 1_{1}+\left|0, \mathrm{~m}_{\mathrm{y} 3}\right| \mathrm{SY} 3_{2} \\
& +10,-m_{28} \mid \$ 268  \tag{7.89/10}\\
& a_{24}=\left|0,-m_{x 2}\right| S X 2_{6}+10,-\mathrm{m}_{y 4}\left|S Y 4_{6}-10, \mathrm{~m}_{26}\right| \mathrm{CZ} 6_{3} \\
& -10,-\mathrm{m}_{25}+\mathrm{CZF}_{3}  \tag{7.89/11}\\
& \mathrm{a}_{46}=-\left|0, \mathrm{~m}_{\mathrm{x} 2}\right| \mathrm{CX} 2_{3}-\left|0,-\mathrm{m}_{\mathrm{x} 1}\right| \mathrm{CX1}_{3}+10,-\mathrm{m}_{\mathrm{y} 4} \mid \mathrm{SY} 4_{2} \\
& +10,-\mathrm{m}_{2 \mathrm{e}} \mid \mathrm{S76}_{2}  \tag{7.89/12}\\
& a_{23}=\left|0,-\mathrm{m}_{\mathrm{x} 2}\right| \mathrm{sX} 2_{4}+\left|0, \mathrm{my}_{3}\right| \mathrm{sY} 3_{6}-\left|0,-\mathrm{m}_{25}\right| \mathrm{S} 2 \mathrm{E} \\
& \text { - 10, mzel C26y }  \tag{7,89/13}\\
& a_{14}=\left|0, m_{x \mid}\right| S X 1_{6}+10,-\mathrm{m}_{y 4}\left|S Y 4_{4}-10, \mathrm{~m}_{26}\right| \text { CZ } 61 \\
& -10,-\mathrm{m}_{25} \mid \mathrm{C} 251  \tag{7,89/14}\\
& \mathrm{a}_{45}=-10, \mathrm{~m}_{\mathrm{x} 2}\left|\mathrm{SX} 29-10,-\mathrm{m}_{\mathrm{x} \mid}\right| \mathrm{CX} 1_{9}+\left|0,-\mathrm{m}_{\mathrm{y} 4}\right| \mathrm{SY} 48 \\
& +10, \mathrm{~m}_{25}!\mathrm{s75}_{2}  \tag{7.89/15}\\
& a_{15}=10, \mathrm{~m}_{\mathrm{x} 1}\left|\mathrm{SX} 1_{8}-10, \mathrm{~m}_{44}\right| \mathrm{CY} 47-10,-\mathrm{m}_{\mathrm{y} 3} \mid \mathrm{CY} 37 \\
& +10, m_{25}!\mathrm{s}_{2} 5_{4}  \tag{7.89/16}\\
& a_{16}=10, \mathrm{~m}_{\mathrm{x} 1}\left|\mathrm{SX}_{2}-10, \mathrm{~m}_{y 4}\right| \mathrm{CY} 4_{1}-10,-\mathrm{m}_{\mathrm{y} 3} \mid \mathrm{CY} 3_{1} \\
& +10,-m_{26} \mid \$ 264  \tag{7.89/17}\\
& \mathrm{a}_{25}=10,-\mathrm{m}_{\mathrm{x} 2}\left|\mathrm{SX} 2_{8}-10, \mathrm{~m}_{\mathrm{y} 4}\right| \mathrm{CY} 4_{9}-10,-\mathrm{m}_{\mathrm{y} 3} \mid \mathrm{CY} 3_{9} \\
& +10, m_{25}+5256 \tag{7.89/18}
\end{align*}
$$

$$
\begin{align*}
& a_{26}=10,-m_{x 2}\left|\mathrm{SX} 2_{2}-10, \mathrm{~m}_{\mathrm{y} 4}\right| \mathrm{CY} 4_{3}-10,-\mathrm{m}_{\mathrm{y} 3} \mid \mathrm{CY}_{3} \\
& +\left|0,-\mathrm{m}_{26}\right| \sum 26_{6}  \tag{7.89/19}\\
& \mathrm{a}_{135}=10, \mathrm{~m}_{\mathrm{x} 1}\left|\mathrm{CX1} 1_{7}+10, \mathrm{~m}_{\mathrm{y} 3}\right| \mathrm{CY} 37+10, \mathrm{~m}_{25} \mid \mathrm{CZ} 57  \tag{7,89/20}\\
& \mathrm{a}_{136}=\left|0, \mathrm{~m}_{\mathrm{x} \mid}\right| \mathrm{CX} 1_{1}+10, \mathrm{~m}_{\mathrm{y} 3}\left|\mathrm{CY} 3_{1}+\left|0,-\mathrm{m}_{26}\right| \mathrm{C} 267\right.  \tag{7,89/21}\\
& 8_{235}=10,-\mathrm{ma}_{\mathrm{x} 2}!5 Y 2.7+10, \mathrm{~m}_{\mathrm{y} 3}!\mathrm{CY}_{9}+10, \mathrm{~m}_{25}!\mathrm{CZ5} 9  \tag{7.89/22}\\
& \mathrm{a}_{236}=\left|0,-\mathrm{m}_{\mathrm{x} 2}\right| \mathrm{CX} 2_{1}+10, \mathrm{~m}_{\mathrm{y}}\left|\mathrm{CY}_{3}+10,-\mathrm{m}_{26}\right| \mathrm{CZ} 6_{9} \\
& \mathrm{a}_{145}=10, \mathrm{~m}_{\mathrm{x} 1}\left|\mathrm{CXI}_{9}+\left|0,-\mathrm{m}_{\mathrm{y} 4}\right| \mathrm{CY} 4 \gamma+10, \mathrm{~m}_{25}\right| \mathrm{CZ5}, \\
& a_{146}=\left|0, \mathrm{~m}_{\mathrm{x} 1}\right| \mathrm{CX}_{3}+\left|0,-\mathrm{m}_{4}\right| \mathrm{CY} 4_{1}+\left|0,-\mathrm{m}_{26}\right| \mathrm{CZ} 6_{1} \\
& \mathrm{a}_{245}=\left|0,-\mathrm{m}_{\mathrm{x} 2}\right| \mathrm{CX} 29+10,-\mathrm{m}_{\mathrm{y}}, \mathrm{CY} 49+10, \mathrm{~m}_{\mathrm{z} 5} \mid \mathrm{CZ} 5_{3} \\
& a_{246}=\left|0-m_{x 2}\right| \mathrm{CX}_{2}+\left|0,-\mathrm{m}_{\mathrm{y} 4}\right| \mathrm{CY} 43+\mid 0,-\mathrm{m}_{2} a!\mathrm{CZ} 6_{3}
\end{align*}
$$

## Verification of the Generalized Equations for Special Flow Conditions

Upwind Finite Votume Formuiation, If the primary coefficients PX1, PX2, PY3, PY4, PZ5, and PZ6 are equal to one, the side and corner coefficients must be equal to zero. Thus, the general equation, Eq. 7.89 , reduces to

$$
\begin{align*}
& a_{0}(\text { upwind })=\left|0, m_{x 2}\right|+\left|0,-m_{x 1}\right|+10, m_{y 4}\left|+\left|0,-m_{y 3}\right|\right. \\
& \quad+\left|0, m_{26}\right|+\left|0,-m_{z 5}\right|  \tag{7.90a}\\
& a_{1}=\left|0, m_{x!}\right|  \tag{7.90b}\\
& a_{2}=\left|0,-m_{x 2}\right|  \tag{7.90c}\\
& a_{3}=10, m_{y 3} \mid  \tag{7.90d}\\
& a_{4}=\left|0,-m_{y 4}\right|  \tag{7.90e}\\
& a_{5}=\left|0, m_{25}\right| \\
& a_{6}=10,-m_{z 6} \mid \tag{7.90~g}
\end{align*}
$$

which correspond exactly to the upwind finite-x shame formulation.

Uniform Fiow with $u, v, w$ Positive and Constant. In this case, the only weighting factors different from zero are:

| PX1. | $\mathrm{SX1}_{4}$ | $\mathrm{SX1}_{8}$ |
| :---: | :---: | :---: |
| PX2, | $5 \times 24$. | SX28. |
| PY3, | $\mathrm{SY}_{3}{ }_{4}$ | $\mathrm{SY3}_{8}$, |
| 4. | SY44. | SY48. |
| P25, | SZ54. | S258. |
| 26 | S28 | S26 |

The coefficients different from zero are:

$$
\begin{align*}
& \mathrm{a}_{0}=\mathrm{m}_{\mathrm{x} 2} \cdot \mathrm{PX} 2+\mathrm{m}_{\mathrm{y} 4} \cdot \mathrm{PY} 4+\mathrm{m}_{26} \cdot \mathrm{PZ} 6 \\
& \mathrm{a}_{1}=\mathrm{m}_{\mathrm{x} 1} \cdot \mathrm{PX} 1-\mathrm{m}_{\mathrm{y} 4} \cdot \mathrm{SY} 4_{4}-\mathrm{m}_{26} \cdot \mathrm{SZ} 6_{4} \\
& \mathrm{a}_{3}=-\mathrm{m}_{\mathrm{x} 2} \cdot \mathrm{SX} 2_{4}+\mathrm{m}_{\mathrm{y} 3} \cdot \mathrm{PY} 3-\mathrm{m}_{26} \cdot \mathrm{SZ} 5_{8} \\
& \mathrm{a}_{5}=-\mathrm{m}_{\mathrm{x} 2} \cdot \mathrm{SX} 2_{8}-\mathrm{m}_{\mathrm{y} 4} \cdot \mathrm{SY} 4_{8}+\mathrm{m}_{25} \cdot \mathrm{PZ5} \\
& \mathrm{a}_{13}=\mathrm{m}_{\mathrm{x} 1} \cdot \mathrm{SX} 1_{4}+\mathrm{m}_{\mathrm{y} 3} \cdot \mathrm{SY} 3_{4}-\mathrm{m}_{26} \cdot \mathrm{CZ} 6_{7} \\
& \mathrm{a}_{15}=\mathrm{m}_{\mathrm{x} 1} \cdot \mathrm{SX} 1_{8}-\mathrm{m}_{\mathrm{y} 4} \cdot \mathrm{CY} 47+\mathrm{m}_{25} \cdot \mathrm{SZ54} \\
& \mathrm{a}_{4} 5=-\mathrm{m}_{\mathrm{x} 2} \cdot \mathrm{CX} 2_{7}+\mathrm{m}_{\mathrm{y} 3} \cdot \mathrm{SY} 38+\mathrm{m}_{25} \cdot \mathrm{SZ5} 8 \\
& \mathrm{a}_{135}=\mathrm{m}_{\mathrm{x} 1} \cdot \mathrm{CX} 1_{7}+\mathrm{m}_{\mathrm{y} 3} \cdot \mathrm{CY} 37+\mathrm{m}_{25} \cdot \mathrm{CZ57}, \tag{7.91}
\end{align*}
$$

which are identical to the coefficients given in Sec. 7.4.2.

### 7.4.4 Results and Discussion

The three-dimensional FMSUD scheme described in Sec, 7.4.2 has been implemented in the energy equation of COMMLX-1C for all flow conditions. The derivation presented in Sec 7.4.2 with the assumption of unidirectional flow is merely for demonstration of the concept of the FMSUD scheme and this assumption has been removed in $\mathrm{Sec}, 7.4 .3$. The implemented weighting factors for all flaw situations remain to be tested. We have performed calculations of the three-dimensional problem described in Sec. 7.3.2 to test this newly implemented scheme. The calculated isotherms are shown in Figs. 30 and 31 for two different elevations. It can be observed that numerical diffusion is reduced significantly compared to the results of upwind-difference (Figs. 23 and 24). Perhaps even more important is that the present FMSUD scheme does not produce undershoots or overshoots anywhere in the computation domain. This is a significant improvement over the extended Raithby SUD scheme shown in Figs. 25 and 26. The results shown in Figs. 30 and 31 are certainly encouraging. The final test of the FMSUD scheme will depend upon the results of using this scheme to calculate various types of flows in engineering applications when the streamlines are oblique to the grid lines. User feedback will be an important part of this process.


Fig. 30. Isotherms at lowest elevation ( $k=1$ ) of a three-dimensional flow with $m_{x}=m_{y}=m_{z}$ (FMSUD)

In summary, we have developed a three-dimensional, flow-modulated skew-upwind discretization (rMSUD) scheme for the energy equation. Our objectives are to reduce numerical diffusion and prevent the occurrence of undershoots and overshoots which are physically unrealistic. Preliminary calculations indicate that the results are encouraging and that we are moving in the right direction. The mathematics is rather involved in the derivation of all the equations. However, the user need not be too concerned about the detalled mathematical derivations. The important thing is to understand the basic principles and the limitations of this new scheme. It is very easy to use this scheme in COMMIX-1C. All that is required is a single statement in the input data. Descriptions of input preparation are provided in Volume il of this report.


$$
K=4
$$

Fig. 31. Isotherms at higher elevation $(k=4)$ of a three-dimensional flow with $m_{x}=n_{y}=m_{z}$ (FMSUD)

## 8 Supplementary Physical Models

To broaden the scope of COMMIX-1C applications and to more accurately account for phenomena that affect thermal-hydraulic simulation, a number of supplementary physical models have been incorporated into COMMIX-1C.

### 8.1 Rigorous Fluid Property Routines

There are four fluid property packages in COMMIX-1C, 1.e., water liquid, water vapor, sodium liquid, and sodium vapor. All four property packages are developed and formulated in a modular fashion to accommodate replacement by any other fluid property package. The input description on use of these fluid packages is given in Volume il of this report.

### 8.2 Simplified Fluid Property Option

Besides the rigorous fluid property packages, another option is avallable to the user. This option is known as a simplified property option. This option applier to both fluid and solid materials. Enthalpy, density, thermal conductivity, and viscosity are assumed to have the following functional form:

$$
\begin{aligned}
& \mathrm{h}=\mathrm{C}_{\mathrm{oh}}+\mathrm{C}_{1 \mathrm{~h}} \mathrm{~T}+\mathrm{C}_{2 h} \mathrm{~T}^{2}+\mathrm{C}_{9 h} \mathrm{P} \\
& \rho=\mathrm{C}_{0 \phi}+\mathrm{C}_{1 \rho} \mathrm{~T}+\mathrm{C}_{2 \rho} \mathrm{P} /(\mathrm{T}+273.15) \\
& \mathrm{k}=\mathrm{C}_{0 k}+\mathrm{C}_{1 k} \mathrm{~T}+\mathrm{C}_{2 k} \mathrm{~T}^{2}
\end{aligned}
$$

and

$$
\begin{equation*}
\mu=C_{O \mu}+C_{1 \mu} T+C_{2 \mu} /(T+273.15) \tag{8.1}
\end{equation*}
$$

where $T$ is temperature in degrees $C, P$ is pressure in Pascals, and $C_{0}, C_{1}, C_{2}$, and $C_{3}$ are constant coefficients to be specified by the user. The default values for these constants are zero. We found the simplifled property option quite useful in many applications because it takes very little time in preparing and inputting the coefficients in Eq. 8.1. It should be noted that for liquids and solid materials, the pressure dependence of the property does not apply, and the corresponding coefficients should be set to zero. A detalled description of inputting the simplified property option is given in Volume II of this report.

### 8.3 Heat-Transfer Correlations

To calculate the heat transfer between fluid and solid surfaces (either the solid boundaries of a flow domain or the surfaces of internal structures), a heat-transfer coefficient model is required in the code. In the model implemented in COMMLX, all heat transfer coefficient correlstions are assumed to have the following form:

$$
\begin{equation*}
\mathrm{Nu}=\mathrm{C}_{1}+\mathrm{C}_{2} \mathrm{Re}^{\mathrm{C}_{9}} \mathrm{Pr}^{\mathrm{C}_{4}} \tag{8.2}
\end{equation*}
$$

Here Nu is the Nusselt number, Re is the Reynolds number, Pr is the Prandtl number, and $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}$, and $\mathrm{C}_{4}$ are the constant coefficients for a given correlation number NH . The user can prescribe several correlations by inputting different values of coemicients $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}$, and $\mathrm{C}_{4}$. The Nusselt number and Reynolds number are based on the characteristic lengths of the system under consideration. These characteristic lengths are input and must be prescribed by the user.

### 8.4 Structure/Fluid Momentum Interaction

As described before, the solid structures in a flow domain interact with fluid and influence the momentum distribution. In the porous-media formulation employed in COMMIX, these interactions are modeled with the use of distributed resistances that appear in the source term of the momentum equations (Table 1). This section describes how the calculation of distributed resistance, also known as force structure, is carried out, and how a wide range of generality and flexibility is provided in COMMIX.

### 8.4.1 Force Structure Modeling

In COMMIX-1C, the pressure drop due to stationary solid structures is expressed in the following general form:

$$
\begin{equation*}
\Delta p=c_{1} \frac{L}{D} \rho v^{2} f \tag{8.3}
\end{equation*}
$$

The distributed resistance $R$, which represents pressure drop per unit length, has the form

$$
\begin{equation*}
R=c_{1} \rho \frac{v|v|}{D} f \tag{8.4}
\end{equation*}
$$

Here, $L \Delta x, \Delta y$, or $\Delta z)$ is the length of the cell, $D$ is the hydraulic diameter, and $c_{1}$ is the coefficient, depending on the form of the equation desired. The values of $c_{1}$ and $D$ depend on the geometry and type of structure and must be provided by the user.

There may be more than one structure in a flow domain of interest. Submerged structures usually have different geometries and so require different values for the parameters $C_{1}$ and D. In COMMIX, we have provided this flexibillty; detalls are given in Volume II.

The friction factor $f$ in Eq. 8.4 is a function of the Reynolds number and is assumed to be of the form

$$
\begin{equation*}
f=a_{\text {tam }} R e^{b_{\text {tam }}}+c_{\text {tam }} \tag{8,5}
\end{equation*}
$$

for $R e \leq \operatorname{Re}_{\text {tr }}$ and

$$
\begin{equation*}
f=a_{t u r} R e^{b_{u t}}+c_{t u r} \tag{8,6}
\end{equation*}
$$

for $\mathrm{Re}>\mathrm{Re}_{t r}$. Here, Re is the Reynolds number, and $\mathrm{a}, \mathrm{b}$, and c are constants. The subscripts $t$ am, tur, and tr stand for laminar, turbulent, and transition. COMMDX has the flexibility of permitting as many correlations as the user desires. Each correlation requires seven input nui.bers: a am, b fam, C fam. atur, btur. Ctur, and Retr,

To simpify the specification of which fluid cells interact wit . ich structure, a specific input arrangement has been implemented in COMMIX: de:a.'s are resented in Volume II of this report.

A report ${ }^{81}$ has been prepared that provides a convenient collection c. resistance correlations that are most commonly needed by COMMIX users. This collection of resistance correlations is included as an appendix in Volume II.

### 8.4.2 Friction-Factor Library

Occasionally, the COMMIX-1C user may find that the desired correlation is not of a form directly suitable for input as described in Sec. 8.4.1. The user is then faced with two cholces:

- Approximate the correlation to fit the input form, or
- Use the friction-factor library.

The friction-factor library has been created to accommodate up to 50 different additional correlations. Currently, only seven correlations, as described in Table 19, have been added to the library.

An ambitious user who wishes to define his or her own correlation may first examine the code to see what correlation numbers are free and available. Then, with other library correlations as a guide, the new correlation can be inserted appropriately in the code and recomptied. Every effort has been made to modularize this part of the subroutine so that a user has minimum difficulty in inserting new correlations in the code.

### 8.5 Structure/Fluid Thermal Interaction

### 8.5.1 Introduction

As described earlier, solid structures near or submerged in fluid can interact with the fluid and influence momentum and energy distributions. The momentum interaction is taken into account by using the force structure modeing described in Sec. 8.4. In this section, we describe the structure/fluid thermal interaction when the temperatures of the solid structures are different from the fluid temperatures. Fiuld/structure thermal interaction is modeled by distributed heat sources that appear in the source term of the energy equation (see Table 1).

The fluid/structure thermal interaction consists primarily of the heat transfer between a structure and surrounding fluid and the heat transfer within a solid structure. In COMMIX-1C, we model these interactions by using the so-called thermal-structure module.

The heat transfer to fluid from a structure is calculated by solving the one-dimensional heat conduction equation for the structure. This assurnes that heat conduction in the other two directions is negligible. The COMMIX thermal structure model has the following features:

- The model considers all internal structures. The input determines the total number of structures.
- A structure can be planar, cylhdrical, or spherical, with either one surface (e.g.. solid cylinder or sphere) or two surfaces (plane or annular cylinder) having thermal interactions with surrounding fluid. The axis of alignment of the structure can be aligned with any of the three coordinate axes.
- Each structure can consist of more than one type of material, each separated by a gap.
- Temperature dependence of thermal conductivity and specific heat of structures are incorporated.

Table 19. Friction factor library

| Correlation Number | Description | Correlation | CLENTH (hydraulic diameter, m) | REYLEN flengt. used to compute Reynolds number) |
| :---: | :---: | :---: | :---: | :---: |
| 90 | CRBR fuel | $\mathrm{f}=\frac{81.7}{R e} \sqrt{1-x}+\frac{0.48}{R e^{0.23}} \sqrt{x}$ | $3.25 \times 10^{-3}$ | $3.25 \times 10^{-3}$ |
|  |  | $\begin{aligned} & x=0: R e \leq 400 \\ & x=(R e-400) / 4600 ; 400<R e<5000 \\ & x=1: R e \geq 5000 \end{aligned}$ |  |  |
| 91 | CRBR blanket assembly | $\mathrm{f}=\frac{99}{\operatorname{Re}} \sqrt{1-x}+\frac{0.48}{\operatorname{Re}^{0.33}} \sqrt{x}$ | $3.39 \times 10^{-4}$ | $3.39 \times 10^{-4}$ |
|  |  | $\begin{aligned} & x=0 ; \operatorname{Re} \leq 400 \\ & x=(\operatorname{Re}-400) / 4600 ; 400<\operatorname{Re}<5000 \\ & x=1 ; \operatorname{Re} \geq 5000 \end{aligned}$ |  |  |
| 92 | Direct reactor heat exchanger | $\mathrm{f}=\frac{\mathrm{A}}{\operatorname{Re}^{032}}$ | 0.1055 | 0.1055 |
|  |  | $\begin{aligned} & \mathrm{A}=0.171+0.012(\mathrm{P} / \mathrm{D})-0.07 \mathrm{e}^{-50(\mathrm{P} / \mathrm{D}-1)} \\ & \mathrm{P} / \mathrm{D}=1.84 \end{aligned}$ |  |  |
| 93 | CRBR <br> chimneys | $\mathrm{f}=\frac{64}{\operatorname{Re}} \sqrt{1-x}+\frac{0.3164}{\operatorname{Re} e^{0.35}} \sqrt{x}$ | 0.127 | 0.127 |
|  |  | $\begin{aligned} & x=0 ; R e \leq 1200 \\ & x=(R e-1200) / 2800 ; 1200<\operatorname{Re}<4000 \\ & x=1: \operatorname{Re} \geq 4000 \end{aligned}$ |  |  |

FFTF pin

$$
f=\frac{84}{R e} ; R e \leq 1000
$$

Bundle

$$
f=1.075 f_{c}\left[1+0.1746\left(\frac{1000}{\operatorname{Re}}\right)^{2}+0.0745\left(\frac{1000}{\operatorname{Re}}\right)^{t}\right]
$$

$$
\frac{1}{\sqrt{f_{c}}}=-0.8685 \log _{e}\left(\frac{2.51}{\operatorname{Re} \sqrt{f_{c}}}\right)
$$

CRBR control
$\mathrm{f}=\frac{60.68}{\operatorname{Re}} \sqrt{1-x}+\frac{0.48}{\operatorname{Re}^{0.25}} \sqrt{x}$

Mixed convection If $\mathrm{Gr} / \mathrm{Re} \leq 2000$
through vertical
$\mathrm{f}=\mathrm{f}_{0}$
rod bundles If $\mathrm{Gr} / \mathrm{Re}>15000$
$\mathrm{f}=2 \mathrm{f}_{0}$
If $15,000>\mathrm{Gr} / \mathrm{Re}>2000$
$\mathrm{f}=\$ 5.917 \times 10^{-9}(\mathrm{Gr} / \mathrm{Re})^{2}-2.367 \times 10^{-5}(\mathrm{Gr} / \mathrm{Re})$
$+1.0231 \times \mathrm{f}_{0}$
where
$\mathrm{f}_{0}=\frac{24.7}{\operatorname{Re}^{0.73}}$
$\mathrm{Re}=\frac{\rho \mathrm{vDe}}{\mu}$
$D e=\frac{4 \times \text { Flow Area }}{\text { Wetted Perimeter }} \quad D e$

- The effec's of gaps in a structure element are accounted for in the model. The gap width and heat-transfer coefficient across a gap are input parameters.
- The heat source in a structure element is considered in the heat conduction equation. The heat source can be transient.
- Each structure is divided into a desired number of axial elements. A set of discretization equations is obtained for each eiement, through use of the proper boundary conditions. The equations are solved using the Tri-Diagonal Matrix Algorithm. The temperature variations in the element and heat transfer from the element to fluid are calculated.


### 8.5.2 Thermal Structure Modeling

## Geometrical Description

To explain the geometrical features of the model, we consider a cylindrical structure with its axis aligned in the $z$ direction and its length extending over a number of $\Delta z$ partitions ( K levels), as shown in Fig. 32. Although the description and the subsequent formulation are geared toward cylindrical-type structures, the model in COMMLX-1C also is applicable to spherical and slab-type geometries.

Each $\Delta z$ partition of the structure is referred to as a thermal-structure eiement. Each element has its own internal temperature distribution as it interacts with surrounding fluid cells. Each element has two surfaces, outer and inner. The outer surface interacts with surrounding fluid. The inner surface can either be adiabatic or can interact with fluld, as shown in Fig. 33. Each element can interact with no more than one flutd cell per element surface, while each fluid cell can interact with more than one structure element; this can be seen in Figs. 34 and 35.

Figure 36 shows the cross section of a typical structure element. The outside surface is considered as surface 1 and the inside as surface 2. Each element can be made up of more than one material. In Fig. 36, there are three materials. Each material region can be subdivided into a number of partitions as shown.

## Governing Equation

The transient one-dimenstonal heat conduction equation is

$$
\begin{equation*}
\rho c_{p} \frac{\partial T}{\partial t}=\frac{1}{A} \frac{\partial}{\partial r}(-A q)+q^{\prime \prime \prime} . \tag{8.7}
\end{equation*}
$$

Here, $\rho$ and $c_{p}$ are the density and specific heat of the material, $q^{\prime \prime \prime}$ is the heat source per unit volume, $q$ is the surface heat flux per unit area, and $A$ is the cross-sectional area.


Fig. 32. Flow domain, showing cylindrical structure


Fig. 33. Element of thermal structure, showing outer and inner surfaces


Fig. 34. Four quarter-cylindrical structures, each interacting with one fluid cell


Fig. 35. More than one structure interacting with a single fluid cell


FYg. 36. Typical structure element, showing material regions and gaps

Sutidue 1

$$
\text { Surface } 2
$$

Fig. 37. Cross section of a thermal structure element

## Finite-Difference Formulation

Figure 37 shows the cross section of a typical structure element under consideration. Each element is divided into a number of material regions and each material region is subdtivided tnto a number of partitions. Let $\Delta r$ be the partition size and let $L$ be the total number of partition cells.

Consider the energy balance of cell $\ell$, as shown in Fig. 38. The integrated energy equation for the structure in the control volume of cell $\ell$ gives

$$
\begin{equation*}
\frac{p c_{p} V_{l}}{\delta t}\left(T_{t}-T_{t}^{n}\right)=-\left(A_{t+1} q_{t+1}-A_{t} q_{t}\right)+q^{\prime \prime \prime} V_{t} . \tag{8.8}
\end{equation*}
$$

Here, $V_{\ell}$ is the cell volume. The heat flux $q_{\ell}$ can be expressed in terms of temperature difference:

$$
\begin{equation*}
\mathrm{q}_{t}=\mathrm{U}_{1}\left(\mathrm{~T}_{t-1}-\mathrm{T}_{t}\right)=\left(\mathrm{T}_{t-1}-\mathrm{T}_{t}\right) / \mathrm{F}_{t} . \tag{8.9}
\end{equation*}
$$

Here, $U_{l}$ is the overall heat transfer coefficient (conductance) and $R_{l}$ is the overall thermal resistance between $T_{\ell}$ and $T_{\ell-1}$ :

$$
\begin{array}{ll}
\mathrm{U}_{t}=\frac{1}{R_{t}}=\frac{1}{\left(\frac{A t}{2 \lambda}\right)_{t-1}+\left(\frac{\Delta t}{2 \lambda}\right)_{t}} & \begin{array}{l}
\text { for conduction between two } \\
\text { solid cells of similar material. }
\end{array} \\
\mathrm{U}_{t}=\frac{1}{R_{t}}=\frac{1}{\frac{1}{\hbar}+\left(\frac{\Delta t}{2 \lambda}\right)_{t}} & \begin{array}{l}
\text { for conduction and convection between } \\
\text { a fluld cell and a solid cell, }
\end{array} \tag{8.11}
\end{array}
$$

and

$$
\begin{equation*}
\mathrm{U}_{t}=\frac{1}{\mathrm{R}_{t}}=\frac{1}{\left(\frac{A t}{2 \lambda}\right)_{t-1}+\frac{1}{h_{\mathrm{mp}}}+\left(\frac{A}{2 \lambda}\right)_{l}} \text { for conduction between two } \quad \text { solid cells with different materials } \tag{8,12}
\end{equation*}
$$

Here, $\lambda$ is the thermal conductivity, $h$ is the convection heat transfer coefficient, and $h_{g a p}$ is the gap conductance between the two materials.

Substituting Eq. 8.9 into 8.8 and rearranging, we obtain

$$
\begin{equation*}
\left(\mathrm{a}_{t}+\mathrm{b}_{t}+\mathrm{b}_{t+1}\right) \mathrm{T}_{t}=\mathrm{b}_{l} \mathrm{~T}_{t-1}+\mathrm{b}_{t+1} \mathrm{~T}_{t+1}+\mathrm{d}_{t} . \tag{8.13}
\end{equation*}
$$

where

$$
\begin{align*}
& a=\rho c_{p} V / \delta t,  \tag{8.14}\\
& b=A U=A / R . \tag{8.15}
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{d}=\mathrm{q}^{\prime \prime \prime} \mathrm{V}+\mathrm{a} \mathrm{~T}^{n} \tag{8.16}
\end{equation*}
$$

Here, $\mathrm{T}^{\mathrm{n}}$ and T are the temperatures at time t and $(\mathrm{t}+\delta \mathrm{t})$, respectively.


Flg. 38. Energy balance of a partition cell $t$


Fig. 39. Energy balance of cell 1 adjacent to coolant

Cell Adjacent to Coolant. For the case of Cell 1 (Fig. 39), adjacent to the fluid, the integrated energy equation for the structure in the cell gives

$$
\begin{equation*}
\left(\mathrm{a}_{1}+\mathrm{b}_{1}+\mathrm{b}_{2}\right) \mathrm{T}_{1}=\mathrm{b}_{1} \mathrm{~T}_{\mathrm{cool}_{1}}+\mathrm{b}_{2} \mathrm{~T}_{2}+\mathrm{d}_{1} \tag{8.17}
\end{equation*}
$$

Here, $a, b$, and $d$ have the same meaning, except that $b_{1}$ now includes the convective contribution. Therefore.

$$
\begin{equation*}
b_{1}=\frac{A_{1}}{K_{1}}=\frac{A_{1}}{h_{\operatorname{cod} 1}+\left(\frac{1}{2 x}\right)_{1}} \tag{8,18}
\end{equation*}
$$

Similarly, if the other end of the thermal structure, say Cell L. is in contact with fluid, we get

$$
\begin{equation*}
\left(a_{L}+b_{L}+b_{L, 1}\right) T_{L}=b_{L} T_{L-1}+b_{i+1} T_{\mathrm{cool}_{2}}+d_{L}, \tag{8.19a}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{L+1}=\frac{A_{L+1}}{R_{L+1}}=\frac{A_{L+1}}{\frac{1}{h_{\text {edi }}}+\left(\frac{\Delta C}{2 \lambda}\right)_{L}} . \tag{8.19b}
\end{equation*}
$$

Cell Adjacent to Different Material. For a cell adjacent to a different material cell, as shown in Fig. 40,

$$
\begin{equation*}
\left(\mathrm{a}_{t}+\mathrm{b}_{t}+\mathrm{b}_{t+1}\right) \mathrm{T}_{t}=\mathrm{b}_{t} \mathrm{~T}_{t-1}+\mathrm{b}_{t+1} \mathrm{~T}_{t+1}+\mathrm{d}_{t} . \tag{8,20}
\end{equation*}
$$

Equation 8.20 is similar to Eq. 8.13 , except that the term $\mathrm{b}_{\ell+1}$ includes the gap resistance. Thus.

$$
\begin{equation*}
\mathrm{b}_{t+1}=\frac{\mathrm{A}_{t+1}}{\mathrm{P}_{t+1}}=\frac{\mathrm{A}_{t+1}}{\left(\frac{A t}{2 \lambda}\right)_{t}+\frac{1}{h_{t s p}}+\left(\frac{\Delta t}{2 \lambda}\right)_{t+1}} \tag{8.21}
\end{equation*}
$$

End Cun with Adiabatic Boundary Condition. In solid cylindsical or spherical structures, the other end (symmetry line) has the adiabatic boundary condition. The end cell for this boundary crndition is shown in Fig. 41. There is no heat transfer, so thermal resistance is infinite and the term $\mathrm{b}_{\mathrm{L}+1}$ goes to zero. The final equation, therefore, is

$$
\begin{equation*}
\left(a_{L}+b_{L}\right) T_{L}=b_{L} T_{L-1}+d_{L} . \tag{8.22}
\end{equation*}
$$

Solution of the Discretization Equations
We can see from the formulation of the preceding section that there are L number of equations for L number of unknown temperatures.

- Outside Surface Cell $(\ell=1)$

$$
\begin{equation*}
\left(a_{1}+b_{1}+b_{2}\right) T_{1}=b_{2} T_{2}+d_{1}+b_{1} T_{\text {cool }} \text {. } \tag{8.23a}
\end{equation*}
$$

- Intermediate Cells $(\ell=2, \cdots \cdots \operatorname{L}-1)$

$$
\begin{equation*}
\left(\mathrm{a}_{t}+\mathrm{b}_{t}+\mathrm{b}_{t+1}\right) \mathrm{T}_{t}=\mathrm{b}_{t} \mathrm{~T}_{t-1}+\mathrm{b}_{t+1} \mathrm{~T}_{t+1}+\mathrm{d}_{t} . \tag{8.23b}
\end{equation*}
$$



Fig. 40. Cell surrounded by different materials with air gap between them


Fig. 41. Cell with adiabatic toundary

- Inside Surface Cell $(\ell=\mathrm{L})$

$$
\begin{equation*}
\left(a_{L}+b_{L}+b_{L+1}\right) T_{L}=b_{L} T_{L+1}+b_{L+1} T_{\text {cool }_{2}}+d_{L} \tag{8.23c}
\end{equation*}
$$

If the inside surface is nonadiabatic, and

$$
\begin{equation*}
\left(a_{L}+b_{L}\right) T_{L}=b_{L} \cdot T_{L-1}+d_{L} \tag{8.23~d}
\end{equation*}
$$

If the inside surface is adiabatic.
Equation 8.23 can be transformed to

$$
\begin{array}{ll}
C_{1}^{\prime} T_{1}=b_{2} T_{2}+A_{1}^{\prime} & (\ell=1) \\
C_{1}^{\prime} T_{l}=b_{\ell+1} T_{\ell+1}+A_{\ell}^{\prime} & (\ell=2 \cdots L-1) \\
C_{L}^{\prime} T_{L}=b_{L+1} T_{\text {cool }}+A_{L}^{\prime} & (\ell=\text { L; nonadiabatic }) \\
C_{L}^{\prime} T_{L}=A_{L}^{\prime} & \left(\ell=L_{i} \text { adiabatic }\right) \tag{8.24d}
\end{array}
$$

Here,

$$
\begin{equation*}
A_{t}^{\prime}=d_{t}+\left(b_{t} A_{t-1}^{\prime} / C_{t-1}^{\prime}\right) \quad(t=2 ; \cdots L) \tag{8.25a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{c}_{t}^{\prime}=\mathrm{a}_{t}+\mathrm{b}_{t}+\mathrm{b}_{\ell+1}-\left(\mathrm{b}_{\ell}^{2} / \mathrm{c}_{t-1}^{\prime}\right) \quad(t=2 ; \cdots \mathrm{L}) \tag{8.25b}
\end{equation*}
$$

The first set of coefficients is

$$
\begin{equation*}
A_{1}^{\prime}=d_{1}+b_{1} T_{\text {cool }} \tag{8.25c}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{1}^{\prime}=a_{1}+b_{1}+b_{2} . \tag{8.25~d}
\end{equation*}
$$

The inside-surface cell temperature is first calculated from Eq. 8.24 c or 8.24 d . Then the rest of the temperatures are computed using Eqs. 8.24 a and 8.24 b .

Heat Transfor to Adjacent Fluid
Once the temperature distribution in a structure element is computed, the heat transfer rate to the adjacent fluid is computed from

$$
\begin{align*}
\dot{q} & =\frac{A_{1}}{R_{1}}\left(T_{1}-T_{1}\right) \\
& =U_{1} A_{1}\left(T_{1}-T_{1}\right) \text { for outside surfice }\left(T_{t}=T_{\text {coosi }}\right) \tag{8.26}
\end{align*}
$$

and

$$
\dot{\mathrm{q}}=\frac{A_{\mathrm{L}+1}}{R_{\mathrm{L}+1}}\left(\mathrm{~T}_{\mathrm{L}}-\mathrm{T}_{\mathrm{f}}\right)
$$

$$
\begin{equation*}
=U_{L+1} A_{L+1}\left(T_{L}-T_{f}\right) \text { for inside surface }\left(T_{f}=T_{\text {cool }_{2}}\right) \text {. } \tag{8.27}
\end{equation*}
$$

Here, $\mathbb{d}$ is the heat transfer rate in watts, $U$ is the overall heat transfer coefficient given by

$$
\begin{equation*}
U=\frac{1}{R}=\frac{1}{\frac{1}{h_{\text {cool }}}+\left(\frac{A t}{2 \lambda}\right)} \tag{8.28}
\end{equation*}
$$

Is the surface area. $T_{1}$ and $T_{L}$ are the temperatures of the edge partition cells, and $T_{f}$ is the respective fluid temperature.

The previnus derivations are for the calculation of temperature distribution in the thermal structure. We need to derive the expressions for the interaction between the thermal structure and the fluid. This can be achieved by introducing the distributed heat source $\dot{Q}_{b}$ described in Sec. 2. However, to increase the speed of convergence in COMMIX-1C, we have adopted an implicit treatment of the interaction between the fluid and the thermal structure. The integrated (over the main control volume) heat source term can be expressed as

$$
\begin{equation*}
\int S_{h} d x d y d z=V_{0} \dot{Q}+\frac{\partial \dot{q}}{\partial h_{0}}\left(h_{0}-h_{0}^{\mathrm{n}}\right) \tag{8.29}
\end{equation*}
$$

where $V_{0}$ is the fluid volume, $\dot{\theta}$ is the rate of heat generation in the fluid per unit fluid volume, $\dot{q}$ is the heat transfer rate from the thermal structure to the fiuid, $h_{0}^{n}$ is the enthalpy of the fluid cell adjacent to the thermal structure at old time $n$, and ho is the enthalpy of the fluid cell adjacent to the thermal structure at new time $n+1$. The superscript $n+1$ is omitted for convenience. Equation 4.27 can be written for the energy equation as

$$
\begin{equation*}
\int S_{h} d x d y d z=S_{c h} V_{0}+S_{p h} V_{0} h_{0} \tag{8.30}
\end{equation*}
$$

Comparing Eq. 8.29 to Eq. 8.30 gives

$$
\begin{equation*}
S_{c h}=\dot{Q}-h_{0}^{n} \frac{\partial \dot{q}}{\partial h_{0}} / V_{0} \tag{8.31}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{p h}=\frac{\partial \dot{q}}{\partial h_{0}} / v_{0} \tag{8.32}
\end{equation*}
$$

In Eq. 8.30, we have separated the term containing the new time value ho from the rest of the terms that are known. When Eq. 8.30 is substituted into the energy equation, the term containing ho can be lumped into the left side of the general discretized finite-volume equation (Eq. 4.33). Thus, the effect of the thermal structure has been accounted for when the energy equation is solved. This is what we mean by the implicit treatment of the interaction between the fluid and the thermal structure. However, we need to derive an expression for $\left(\partial \dot{q} / \partial h_{0}\right)$ so that the two coefficients given by Eqs. 8.31 and 8.32 can be calculated.

Consider that case where only the outside surface is in contact with the fluid. At old time n. Eq. 8.26 can be written as

$$
\begin{equation*}
\dot{q}_{1}^{n}=U_{1} A_{1}\left(T_{1}^{n}-T_{c 1}^{n}\right), \tag{8.33}
\end{equation*}
$$

where $T_{1}$ is the temperature for cell 1 and $T_{c 1}$ is the coolant temperature adjacent to cell 1. At the new time $n+1$,

$$
\begin{align*}
\dot{q}_{1} & =U_{1} A_{1}\left(T_{1}-T_{c 1}\right) \\
& =U_{1} A_{1}\left[\left(T_{1}^{n}-T_{c 1}^{n}\right)+\left(T_{1}-T_{1}^{n}\right)-\left(T_{c 1}-T_{c 1}^{n}\right)\right] \\
& =\dot{q}_{1}^{n}+U_{1} A_{1}\left(\frac{\partial T_{1}}{\partial T_{c 1}}-1\right)\left(h_{0}-h_{0}^{n}\right) / C_{p 1} . \tag{8.34}
\end{align*}
$$

where $\mathrm{C}_{\mathrm{p} 1}$ is the specific heat of the fluid adjacent to the thermal structure. In Eq. 8.34. the variable $\dot{q}_{1}, T_{1}, T_{c l}$, and $h_{0}$ represent the new time value and we have omitted the superscript $\mathrm{n}+1$ for these vartables. From Eq. 8.34, we can obtain the following approximate expression for ( $\partial \dot{q} / \partial h_{0}$ ),

$$
\begin{equation*}
\frac{\partial \dot{q}_{1}}{\partial h_{0}}=\frac{\dot{q}_{1}-\dot{q}_{1}^{n}}{h_{0}-h_{0}^{n}}=\frac{U_{1} A_{1}}{C_{p 1}}\left(\frac{\partial T_{1}}{\partial T_{\mathrm{cl}}}-1\right) . \tag{8,35}
\end{equation*}
$$

From Eq. 8.24a,

$$
\begin{equation*}
\frac{\partial \mathrm{T}_{1}}{\partial \mathrm{~T}_{\mathrm{cl}}}=\frac{1}{\mathrm{C}_{1}^{\prime}}\left(\mathrm{b}_{2} \frac{\partial \mathrm{~T}_{2}}{\partial \mathrm{~T}_{\mathrm{cl}}}+\frac{\partial \mathrm{A}_{1}^{\prime}}{\partial \mathrm{T}_{\mathrm{c} 1}}\right) . \tag{8,36}
\end{equation*}
$$

From Eq. 8.25 c .

$$
\begin{equation*}
\frac{\partial A_{1}^{\prime}}{\partial T_{c 1}}=b_{1} \tag{8,37}
\end{equation*}
$$

Substituting Eqs. 8.36 and 8.37 into Eq. 8.35,

$$
\begin{equation*}
\frac{\partial \dot{q}_{1}}{\partial \mathrm{~h}_{0}}=\frac{U_{1} \mathrm{~A}_{1}}{\mathrm{C}_{\mathrm{p}_{1}}}\left(\frac{\mathrm{~b}_{2}}{\mathrm{c}_{1}} \frac{\partial \mathrm{~T}_{2}}{\partial \mathrm{~T}_{\mathrm{cl}}}+\frac{\mathrm{b}_{1}}{\mathrm{C}_{1}}-1\right) \tag{8.38}
\end{equation*}
$$

$\left(\partial \mathrm{T}_{2} / \partial \mathrm{T}_{\mathrm{c} 1}\right)$ car. be calculated in terms of the following two recurrence equations:

$$
\begin{equation*}
\frac{\partial \mathrm{T}_{\mathrm{l}}}{\partial \mathrm{~T}_{\mathrm{cl}}}=\frac{1}{\mathrm{C}_{1}}\left(\mathrm{~b}_{\ell+1} \frac{\partial \mathrm{~T}_{\mathrm{l}}}{\partial \mathrm{~T}_{\mathrm{c} 1}}+\frac{\partial \mathrm{A}_{1}^{\prime}}{\partial \mathrm{T}_{\mathrm{cl}}}\right) \tag{8,39}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \mathrm{A}_{l}^{\prime}}{\partial \mathrm{T}_{\mathrm{cl}}^{\prime}}=\frac{\mathrm{b}_{1}}{\mathrm{C}_{t-1}^{\prime}} \frac{\partial \mathrm{A}_{t-1}^{\prime}}{\partial \mathrm{T}_{\mathrm{cl}}} . \tag{8.40}
\end{equation*}
$$

which are obtained from Eqs. 8.24 c and 8.25 a . From Eq. 8.24 c , we have

$$
\begin{equation*}
\frac{\partial T_{L}}{\partial T_{\mathrm{cl}}}=\frac{1}{\mathrm{C}_{\mathrm{L}}} \frac{\partial A_{\mathrm{L}}^{\prime}}{\partial \mathrm{T}_{\mathrm{cl}}} . \tag{8,41}
\end{equation*}
$$

In summary, $\left(\partial \dot{q}_{1} / \partial h_{0}\right)$ can be calculated analytically by using Eqs. 8.37-8.41 when the outside surface of the thermal structure is in contact with the fluid.

If only the inside surface of the thermal structure is in contact with the fluid, an equation simflar to Eq. 8.35 can be derived:

$$
\begin{equation*}
\frac{\partial \dot{q}_{\mathrm{L}}}{\partial h_{0}}=\frac{\dot{q}_{\mathrm{L}}-\dot{q}_{L}^{n}}{h_{0}-\hat{h}_{0}^{n}}=\frac{U_{L} A_{L}}{C_{\mathrm{PL}}}\left(\frac{\partial T_{L}}{\partial \mathrm{~T}_{\mathrm{c} 2}}-1\right) \tag{8,42}
\end{equation*}
$$

( $\partial \mathrm{TL} / \partial \mathrm{T}_{\mathrm{c} 2}$ ) can be calculated by using Eq. 8.24 c :

$$
\begin{equation*}
\frac{\partial \mathrm{T}_{\mathrm{L}}}{\partial \mathrm{~T}_{\mathrm{c} 2}}=\frac{\mathrm{b}_{\mathrm{L}+1}}{\mathrm{C}_{\mathrm{L}}} \tag{8.43}
\end{equation*}
$$

where $\mathrm{C}_{\mathrm{L}}^{\prime}$ is given by Eq. $8.25 \mathrm{~b}(t=\mathrm{L})$ :

$$
\begin{equation*}
c_{L}^{\prime}=a_{L}+b_{L}+b_{L+1}-\left(b_{2} / C_{L-1}^{\prime}\right) \tag{8.25b}
\end{equation*}
$$

The recurrence formula, Eq. 8.25 b , can also be used to evaluate $\mathrm{C}_{\mathrm{L}-1}^{\prime}$ :

$$
\begin{equation*}
c_{i}^{\prime}=a_{i}+b_{i}+b_{t+1}-\left(b_{2} / c_{t-1}^{\prime}\right)(t=2, \cdots, L-1) \tag{8.25b}
\end{equation*}
$$

because $\mathrm{C}_{1}^{\prime}$ is known from Eq. 8.25 d :

$$
\begin{equation*}
c_{1}^{\prime}=a_{1}+b_{1}+b_{2} \tag{8.25~d}
\end{equation*}
$$

Thus, If only the inside surface of the thermal structure is in contact with the fluid, ( $\partial \dot{q}_{\mathrm{L}} / \partial \mathrm{h}_{0}$ ) can be calculated analytically by using Eqs. 8.42, 8.43, 8.25b, and 8.25 d .

## 9 Initial and Boundary Conditions

### 9.1 Initial Conditions

Generally, before the solution sequence can begin, all values of variables must be assigned. In COMMIX, we can accomplish this by either

- Continuing a previous run via the restart capability (recommended for all but the first run), or
- Specifying the initial distribution throughout the interior points and boundary of the space under consideration.

When the initialization is not a restart, we must specify initial pressure, temperature, velocity, and turbulence parameters distributions. The deiermination of these distributions and thetr subsequent input tnto the code are generally tedious. In COMMIX, we have provided several simplified input procedures, which make the initialization of velocity, pressure, temperature, and turbulence parameters fatrly simple. These procedures are described in Volume II of this report.

### 9.2 Boundary Conditions

This section describes the boundary conditions for mass, momentum, and energy equations. The boundary conditions for turbulence transport equations have already been described in Sec. 6.4. The surface flux quantities are oriented with respect to the local surface normal that potnts into the fluid from the boundary surface.

### 9.2.1 Fluid Velocity Boundary Conditions

The most common physical boundaries in an engineering system are solid impervious wall, Inlet, symmetry, and outlet. To accommodate all possible fluid velocity conditions at these fout boundaries, we have provided seven boundary conditions options. Here we describe the meaning of these options in mathematical terms. In Table 20, we have summarized all seven fluid veiocity boundary options for the four most commonly occurring physical conditions. Volume It tells how to implement them in the inpui data.

- Constant Fluid Velocity

This boundary condition implies that normal fluid velocity $\mathrm{v}_{\mathrm{n}}=$ constant. This option is applicable to a stationary solid surface with zero normal fluid velocity and to an inlet surface with constant inlet fluid velocity.

- Transient Fluid Velocity

This option is applicable when an inlet velocity varies with time, e.g.

$$
\begin{equation*}
v_{n}=v_{0} f(t) \tag{9.1}
\end{equation*}
$$

Here,
$\mathrm{v}_{\mathrm{n}}=$ surface-normal fluid velocity at time, t .
$\mathrm{v}_{0}=$ surface-normal fluid velocity at time, $\mathrm{t}=0$,
and

$$
f(t)=\text { transient function. }
$$

- Free Slip

The free-silip option means the shear stress at the surface is zero. Also,

$$
\begin{equation*}
\mathrm{v}_{\mathrm{n}}=0.0 \tag{9,2}
\end{equation*}
$$

This option is applicable to a symmetry boundary. For a cylindrical coordinate systern in COMMLX, the 2 axis passing through the origin is considered as a symmetry boundary with zero surface area

Table 20. Fluid velocity boundary options

| Boundary/Suttable Option | Option <br> No. | Remarks |
| :--- | :---: | :--- |
| Solid Impervious Surface <br> Constant velocity | 1 | Specify normal velocity $v_{n}=0$ |
| Inlet <br> Constant velocity <br> Transient velocity | 1 | Specify inlet velocity <br> Specify inlet velocity and <br> appropriate transient function |
| Symmetry <br> Free Slip | 3 | Axis through origin in <br> cylindrical coordinate is a <br> symmetrical surface |
| Outlet <br> Continuative mass flow <br> Continuative momentum <br> Continuative velocity | 4 | General outlet condition <br> Sultable when areas are equal <br> Sultable when areas and <br> densities are equal |
| Uniform velocity | 6 | 7 | | Suitable when outlet is finely |
| :--- |
| divided (Fig. 42) |

## - Continuattve Mass Flow Outlet

This option is for an outlet surface as illustrated in Fig. 42. Here, $\ell$ and $m$ are the outlet boundary cells and $\ell+1$ and $m-1$ are the neighboring cells. The continuative mass flow outlet implies that normal surface velocity at the outlet must be such as to balance the mass flow, i.e.,

$$
\begin{equation*}
\left(\mathrm{v}_{\mathrm{n}}\right)_{t-1 / 2}=\frac{(\rho A)_{t+1 / 2}}{(\rho A)_{t-1 / 2}} u_{t+1 / 2} \tag{9.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(v_{n}\right)_{m+1 / 2}=-\frac{(\rho A)_{m-1 / 2}}{(\rho A)_{m+1 / 2}} u_{m-1 / 2} \tag{9.3b}
\end{equation*}
$$

The sign difference between Eqs. 9.3 a and 9.3 b is due to the COMMIX convention that surface-normal is directed into the flow domain.


Fig. 42. Near-boundary cells

## - Continuative Momentum Outlet

When an outlet area is the same as the neighboring surface area, Eq. 9.3 a simplifies to

$$
\begin{equation*}
\left(\mathrm{v}_{\mathrm{n}}\right)_{t-1 / 2}=\frac{(\rho \mathrm{p})_{t+1 / 2}}{\rho_{t-1 / 2}} \tag{9.4}
\end{equation*}
$$

We call this option continuative momentum because it appears that we are eq. 'ng neighboring and outlet momentum fluxes.

## - Continuative Velocity Outlet

If we have a constant area and equal densities, Eq. 9.3a simplifies to

$$
\begin{equation*}
\left(v_{n}\right)_{t-1 / 2}=(u)_{t+1 / 2} . \tag{9.5}
\end{equation*}
$$

We call this option continuative velocity because it appears that we are equating neighboring and outlet velocities.

## - Uniform Velocity Outlet

The unform velocity outlet boundary condition option sets the normal velocity for all surface elements of a surface to the same value. This value is computed so that the total mass flow through a surface is the same as that obtained from the continuative mass flow outlet boundary condition. Mathematically,

$$
\begin{equation*}
\left(v_{n}\right)=\frac{\Sigma(\rho A u)_{t+1 / 2}}{\Sigma(\rho A)_{t-1 / 2}} \tag{9.6}
\end{equation*}
$$

Here, the summation is taken over all surface elements of a surface. This option is sultable when an outlet is very finely divided, as shown in Fig. 43.

### 9.2.2 Temperature Boundary Conditions

The five temperature-boundary-condition options avallable in COMMIX-1C are briefly described here and summartzed in Table 21.

- Constant Temperature

This option is for a constant surface temperature. The temperature assoclated with each surface element, as shown in Fig. 44, is set initially and remains unchanged throughout the calculation. While the temperature remains fixed, the surface element heat flux is calculated with the relation

$$
\begin{equation*}
\dot{q}=U A\left(T_{w}-T_{f}\right) . \tag{9.7}
\end{equation*}
$$

Here

$$
\begin{equation*}
U=\frac{1}{\frac{1}{h}+\frac{A L}{2 \lambda *}}, \tag{9.8}
\end{equation*}
$$

where $h$ is the heat transfer coefficient, $\lambda$ is the conductivity of the wall material, and $\Delta L$. is the wall thickness. The subscripts $w$ and $f$ refer to the surface element and boundary futd cell, respectively. For calcutation of the overall heat transfer coefficient $U$, we must provide wall thickness, suitable correlation for $h$, and material properties for $\lambda$.

If the wall is very thin, as shown in Fig. 45, we need not specify wall thickness and material properties. The overall heat transfer $U$ is then equal to $h$.

If a constant temperature is associated with, say an inlet surface as shown in Fig. 46, we need not specify even the heat transfer correlation. The surface heat flux is then calculated from the Fourter relation

$$
\begin{equation*}
\dot{q}=\frac{\lambda_{e f} A\left(T_{w}-T_{i}\right)}{\frac{A x_{i}}{2}} . \tag{9.9}
\end{equation*}
$$

Here, $\lambda_{\text {eff }}$ is the sffective thermal conductivity of the fluid in the adjacent internal cell, $\Delta \mathrm{x}_{\mathrm{f}}$ is the distance between the surface and the boundary cell center, and the subseripts w and I stand for wall (surface element) and adjacent internal cell, respectively.

## Outlet Boundary
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Table 21. Suitable temperature boundary options

| Boundary/Option | Option No. | Remarks |
| :---: | :---: | :---: |
| Solid Surface |  |  |
| Constant temperature | 1 | $\mathrm{T}_{\mathrm{w}}=$ constant |
| Transtent temperature | 2 | $\mathrm{T}_{\mathrm{w}}=\mathrm{ff}(\mathrm{t})$ |
| Constant heat flux | 3 | $\mathrm{q}_{\mathrm{w}}=$ constant |
| Transient heat flux | 4 | $\mathrm{q}_{\mathrm{w}}=\mathrm{f}(\mathrm{t})$ |
| Adiabatic | 5 | $\mathrm{q}_{\mathrm{w}}=0$ |
| Inlet |  |  |
| Constant temperature | 1 | $\mathrm{T}_{\mathrm{w}}=\text { constant }$ |
| Transtent temperature | 2 | $T_{w}=f(t)$ |
| Outlet |  |  |
| Adiabatic | 5 | $\mathrm{q}_{\mathrm{w}}=0$ |
| Symmetry |  |  |
| Adiabatic | 5 | $q_{w}=0$ |
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Thin Surface at
Constant Temperature $T_{W}$
Fig. 45. Thin-wall constant-temperature boundary


Fig. 46. Nonconvective constant-temperature boundary

- Traistent Temperature

This option is for a surface whose temperature varies with time, e.g.

$$
\begin{equation*}
T_{w}=T_{0} f(t) \tag{9.10}
\end{equation*}
$$

where
$\mathrm{T}_{\mathrm{w}}=$ surface temperature at time t .

$$
T_{0}=\text { surface temperature at time }=0
$$

and

$$
f(t)=\text { transient function }
$$

We calculate the surface-element heat flux with the same procedure described for the constant-temperature-boundary option.

## - Constant Heat Flux

When we rave a surface with constant heat flux, we use this option. The heat flux associated with each surface element is set initially ard remains unchanged throughout the calculaion. Although the surface heat flux remains fixed, we now calculate the temperature using Eq. 9.9 based on the effective thermal conductivity of the adjacent internal cell.

## - Transient Heat Flux

This option ts useful wiom we have surface heat flux varying with time, eg.

$$
\begin{equation*}
d=d_{0} f(t) \tag{9.11}
\end{equation*}
$$

where
4 : surface heat flux at time t.
Qo: surface heat flux at time $\mathrm{t}=0$.
and
fit) : transient function number nf.
Once the surface heat flux is known for a given time t. the surface temperature can be calcuiated from Eq. 9.9

- Adiabo ic Surface

The adiabetic boundary condition implies that surface heat flux $d=0$. In this option, the normal hest flux for all surface elements of a surface are initialized to zero and remain zero during calculation. The surface-element temperature is set equal to the temperature of the neighboring internal cell.

### 9.2.3 Pressure Boundary Conditions

Curtently, two types of pressure-boundary-condition options are provided in COMMIX-1C:

- Constant pressure, and
- Transient pressure.

The pressure boundary is applied to cells adjacent to the surface. The option is usually used in conjunction with the continuative mass flow boundary condition.

If an tnlet surface has a specified velocity boundary condition, we do not require a pressure boundary option because surface pressure does not enter into any calculation.

It is important to note here that the pressure boundary conditiot in COMMLX- 1 C refera to the pressure of the boundary adjacent fluid cells. It is therefore recommended to model the geometry so that the pressure boundary is applied to

- A surface with one surface element, or
- A suriace that is normal to the direction of gravity and has parallel flow. as shown in Fig. 47.


Fyg. 47. Recommended stuface arrangements for pressure boundary condtion

When we specify a constant pressure boundary option, the pressures of all internal cells adjacent to a surface aie set to a presorbed value. These values then remain unchanged during the calculation.

For a transient pressure over a surface, the pressures of all internal cells adjacent to that surface are calculated from

$$
\begin{equation*}
P_{m}=P_{m 0} f(t) \tag{9.12}
\end{equation*}
$$

Here,
$P_{m}=$ pressure of the adjacsnt cell $m$ and time $t$,
$P_{m 0}=$ pressure of adjacent cell $m$ at time $=0$,
and

$$
f(t)=\text { transient function. }
$$

Volume II explains how to implement these options in the inpui.

### 9.3 Additional Options

The boundary conditions described in Sec, 9.2 are generally for uniform conditions at boundary surfaces. If the distribution of a parameter is not uniform for a given boundary surface, this parameter can be specified by using the boundary surface element initialization procedure in COMMIX-1C. For example, if the inlet velocity is not untform, the veloctty ean be specified individually for each surface element at this inlet plane by using the variable velb. Simflarly, if the heat flux on a given surface is not uniform, the heat flux can be specified individually for each surface element by using the variable qbn. Other variables such as mass flow rate, enthalpy, temperature, density, turbulence ktnetic energy, and dissipation rate of turbulence kinetic energy are included in the boundary surface element
initalization procedure which overrides those described in Sec. 9.2. Quite frequently, a combination of these two procedures is used for a given simulation in order to achieve better accuracy in spectifing the boundary condtions. The boundary-surface-element initalization procedure provides greater flexibility not only in specifying nonuniform boundary conditions, but also in specifying other uniform boundary conditions not described in Sec. 9.2. For example, if the user wishes to specify uniform mass flow at the inlet. Table 20 does not provide this option. However, the user can specify uniform mass flow at the inlet plane by using the boundary surface element inltialization procedure. A detalled description of this procedure is given in Volume It of this report.

## 10 Solution Procedures

### 10.1 Introduction

COMMIX performs thermal-hydraulic calculations by marching in time. The values of the dependent variables at a given time-step, say $n$, are known and the values of the dependent vartables at time step $n+1$ are calculated. By repeating this procedure, we determine thermal-hydraulic conditions for the desired time span. The overall flow chart of the program is shown in Fig. 48.

For steady-state calculation, the same procedure is followed. We start with an initial guess and continue the marching-in-time process until the values of all dependent variables are lower than some spectfied values. The time-step stze for the tmplictt steadystate calculation can be many times as large as the Courant time-step criterion.

In COMMIX-1C, we have provided two options for the time-step size:

- The user-desired time-step size (details of this input are given in the Input Description in Volume II), and
- The automatic time-step option.

In the automatic time-step option, the time-step size is evaluated on the basis of the Courant condition:

$$
\begin{equation*}
\Delta t=C_{1} \Delta t_{c} . \tag{10.1}
\end{equation*}
$$

where $C_{1}$ is the user-prescribed coefficient and $\Delta t_{c}$ is the time-step size evaluated from the Courant condition. The Courant time-step size is defined as the minimum time required for flutd to be convected through a cell. in COMMIX. each computational cell is examined with respect to all three component directions to cakulate the Courant timestep size.

In COMMIX-1C, we have two distinct solution sequences: the fully implicit and the semi-implicit. Both are combined into one formulation through an implicit parameter $\alpha$. The solution procedure option becomes semt-implicit when $\alpha=0$ and fully implict when $\alpha$ $=1$. Therefore, in principle, we can say that the formulation covers a full range from semi-
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implicit $(\alpha=0)$ to fully implieit $(\alpha=1) \quad$ Bet because we have not performed enough testing at this time, we do not recommend any value of $\alpha$ other than 1 . The semi-implieit and the fully implicit schemes are described below in Secs. 10.2 and 10.3 , respectively.

In COMMIX-1C, three matrix solvers are provided to solve the discretbed equations: they are the successive overrelaxation (SOR) method, the Yale Sparse Matrix Package (YSMP), and the preconditioned Conjugate Gradient (PCG) method. All are incorporated in COMMIX-1C in a modular fashion so that the user has the flexibility of choosing any one of
the solvers for the pressure equation because the resulting matrix is symmetric. Either SOR or YSMP can be selected for the scalar transport equations. The three matrix solvers are described in Sec. 10,4. tieration crileria for pressure equation and scatar transport equations are described in Sec .10 .5.

### 10.2 Fully Implicit (SIMPLEST-ANL) Solution Sequence ( $\alpha=1$ )

The fully implicit solution sequence, named SIMPLEST-ANL. is based on a modification to the SIMPLE/SIMPLER procedures developed at the Imperial College in England. SIMPLEST/ANL requires less computer storage than SIMPLER and still has comparable or betier computing efticiency. Because this procedure retieves many of the time-step stize limitations and permits use of larger time-step sizes. it is most suitable for steady-state and transient calculations.

The procedure is called fully implicit because the new-time values of all variables are assumed to prevall during the time step. We therefore need an iterative procedure. Each outer' iteration loop yields a better estimate of the advanced-time values of all variabies. When the change in all variable values becomes small from one outer iteration to the next, the iterative process is considered converged and the last outer iterate values are used for the advanced time-variable values. The solution sequence for the fully implicit formulation 1. a seven step tierative process, as shown in Table 22.

## 10.z Semi-Implicit Solution Sequence ( $\alpha=0$ )

The semi-implicit solution sequence $(\alpha=0)$ used in the original version of COMMLX-1 is based on a modification of the ICE procedure developed at Los Alamos National Laboratory. The solution sequence is called semi-implicit because the old time values of some variables and parameters are assumed to prevail throughout the time-step period.

Because of the semi-implicit nature of the formulation, we are required to limit the size of the time step to obtain a stable solution. The time-step size must satisfy the Courant conditton and must be less than the time-step stzes assoctated with all explicitly formulated terms. Thus.

$$
\begin{align*}
& \Delta t<\Delta t_{\text {courant }}-\left(\frac{\Delta x_{i}}{u_{i}}\right)_{\min }  \tag{10.2}\\
& \Delta t<\Delta t_{\text {vis }}-C\left(\frac{\rho \Delta x_{f}^{2}}{\mu}\right)_{\min }  \tag{10.3}\\
& \Delta t<\Delta t_{\text {cond }}-C\left(\rho \frac{\Delta x_{1}^{2}}{\Gamma_{\mathrm{h}}}\right)_{\min } \tag{10.4}
\end{align*}
$$

[^1]Table 22. Fully implict (SIMPLEST-ANL) solution sequence $(a=1)$

1. Calculate velocity-pressure relation coefficients from the previous iterate values of $u, v$, and $w$ :

$$
\phi, d t:(\phi=u, v, w)
$$

2. Calculate pressure equation coefficients using $\delta, d^{*}$ :

$$
\mathrm{af}_{\mathrm{g}, \mathrm{af}}^{\mathrm{f}, \mathrm{~b}} \mathrm{f} \text {. }
$$

3. Solve pressure equation for new-time, new-lierate pressure $\delta \mathrm{P}$ :

$$
a f \delta P_{0}=\sum a p s P_{t}+b f .
$$

4. Salculate new-time, new iterate velocities $u$, v, w from velocity-pressure relations:

$$
\theta=\delta-d^{4} \Delta \delta P ;(\phi=u, v, w)
$$

5. Calculate energy equation coefficients using new-time, new-iterate velocities:

$$
\mathrm{at}_{8}^{\mathrm{h}}, \mathrm{a}_{8}^{\mathrm{h}}, \mathrm{bb}_{8}
$$

6. Solve ene.gy equation for new-time enthalpy h :

$$
a b h_{0}=\sum a_{i}^{b} h_{f}+b b
$$

7. Check for convergence of $u, v, w, h ;$ if not converged, return to Step 1.
etc. Here, subscripts "Courant," "vis," and "cond" refer to time scales associated with Courant condition, viscous diffusion, and thermal diffusion, respectively, and subscript 1 refers to the three coordinate directions. The coeffelent C has a value between $1 / 6$ and $1 / 2$. In most cases, the Courant limitation is the determining factor; $\Delta t_{v i s}$ and $\Delta t_{\text {cond }}$ are usually much larger. The viscous-diffusion and thermal-diffusion time scales may require consideration only in the case of highly turbulent flow.

Although the semi-implictt scheme has time-step limitations, the solution of the equations requires less computer running time per time step. For fast transients, therefore, where the interest is in obtaining information at small time intervals, the semiimplicit sequence may be useful.

Details of the semt-implicit solution sequence are shown in Table 23.

### 10.4 Matrix Solve's

Of the three matrix solvers available in COMMLX-1C, SOR and PCG are iterative solvers. while YSMP is a direct solver and therefore requires no iteration. It should be noted that

Table 23. Semi-implicit (modified ICE) solution sequence $(\alpha=0)$
8. Calculate momentum coefficients using old-time step values of $u, v$, and $w$ :

$$
\delta_{i}, d e:(\phi=u, v, w) .
$$

2. Calculate pressure equation coefficients using $\delta . d^{*}$ :

$$
\mathrm{a}_{\mathrm{g}}, \mathrm{a}_{\mathrm{f}}^{\mathrm{p}}, \mathrm{~b}_{\mathrm{f}}
$$

3. Solve pressure equation for new-time pressure $\delta$ phol

$$
a_{0}^{p} s p_{0}-\sum a p s p_{1}-b_{0}^{p}=0
$$

4. Calculate new-time velocities using

$$
\phi=\delta-\mathrm{d} e \Delta \delta \mathrm{P}:(\phi=u, v, w)
$$

and new-time values of pressure.
5. Calculatit energy equation coefficient using new-time values of velocities:

$$
\mathrm{a}_{0}^{\mathrm{h}} \cdot \mathrm{a}_{8}^{\mathrm{h}}, \mathrm{~b}_{0}^{\mathrm{h}} .
$$

6. Calculate new-time enthalpy $\mathrm{h}^{\mathrm{non}} 1$ :

$$
h_{0}=\sum e_{s}^{b} h_{j}^{n}+b_{k} / a_{8}
$$

both solution procedures, fully implicit and semi-implicit, require the solving of several sets of algebraic equations. These equations are solved by one or a combination of the three matrix solvers described in this section.

### 10.4.1 Successive Overrelaxation Iterative Solution

The successive overrelaxation (SOR) iteration scheme uses one pass through the computational cell domain. As each cell is vistted, the residual of the $\phi$-equation to be solved is computed, using the most recent values of the surrounding o's. In this way, an updated value of $\phi$ is used if the neighboring cell has been visited eariler in the pass, and a previous iterate value of $\phi$ is used if the neighboring cell is to be visited later. Immediately after the residual of the $\phi$ equation for a cell under consideration is computed, the $\phi$ is adjusted in that cell before the computation proceeds to the next cell in the pass.

After all cells have been vistted, the convergence is checked and if it has been achieved, the iterative process terminates; if convergence has not been achieved, ancther single-pass iteration is performed.

The SOR scheme requires the relaxation paramecer $\omega$ to be between 0 and 2 . Generally, convergence can be achieved in fewer iterations than for the Jacobi scheme.

Because $\omega$ can have values greater than 1.0, it is terned overrelaxation. The optimum value of the relaxatioi parameter is generally geometry- and problem-dependent; usually, it is between 1.4 and 1.8 .

### 10.4.2 Yale Sparse Matrix Package

The YSMP is a collection of routines for solving the $\mathrm{n} \times \mathrm{n}$ system of inear algebrate equations ${ }^{82}$ when the coefficient matrix is large and sparse. The package uses direct methods based on Gaussian elimination without pivoting. The coefficient matrix can be symmetric or nonsymmetric. The routines of YSMP decompose the coefficient matrix into triangular factors and then successively solve the triangular systems. Since the coefficient matrix is sparse, most entries of the coefficient matrix and the triangular factors are zero, and the routines take advantage of this by forming the decomposition and solving the triangular systems without storing or operating on zero entries. The advantage of YSMP is that it is a direct solver and no iteration is involved. It can solve symmetric and nonsymmetric matrices. However, as the number of computation cells is increased, both the sterage and the work increase rapidly and other methods (SOR and PCG) become more economical and efficient.

### 10.4.3 Preconditioned Conjugate Gradient Method

The PCG is an iterative procedure that computes a sequence of approximate solutions to a system of linear algebraic equations. A number of preconditioned conjugate-gradientlike methods have been reported in the literature. ${ }^{83}$ The conjugate gradient method employed in COMMIX-1C is an iterative procedure for solving symmetric, positive-definite systems; it requires no estimates of scalar parameters and is relatively inexpensive per step. These properties make the conjugate gradient method more robust, easier to implement. and more rapidly convergent than other iterative methods for solving symmetric, pasitivedefinite problems. The convergence of the conjugate gradient method can be improved by preconditioning techniques. ${ }^{83}$ Consider a linear system of the form

$$
\begin{equation*}
\mathrm{Mx}=\mathrm{b} \tag{10.5}
\end{equation*}
$$

where $M$ is the coefficient matrix, and $x, b$ are column vectors whose components are $x_{i}, b_{i}$ $(1=1,2, \cdots, n)$, Roughly speaking, preconditioning consists of solving a problem

$$
\begin{equation*}
Q^{-1} M x=Q^{-1} b \tag{10.6}
\end{equation*}
$$

where Q is an approximation of M so that Eq. 10.6 is in some sense easier to solve than Eq. 10.5 . The preconditioning technique employed in COMMIX-1C is the incomplete factorization of $M$. More detailed descriptions of the conjugate gradient methods and the preconditioning :echniques can be found in Ref. 83.

### 10.4.4 Discussion

As described previously, the user has the flexibility of choosing any one or a combination of the three matrix solvers to solve the pressure equations and the scalar

Table 24. Properties of the the mutrix solvers in COMMLX-1C

| Matrix Solver | Coefficient Matrix | Scheme | Sultable for |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Pressure Eqs. | $\begin{gathered} \text { Transport } \\ \text { Eqs. } \end{gathered}$ |
| SOR | Symmetric/Nonsymmetric | Herative | Yes | Yes |
| YSMP | Symmetric/Nonsymmetric | Direet | Yes | Yes |
| PCO | Symmetric | Iterative | Yes | No |

transport (energy, turbulence kinetic energy, etc.) equations. Table 24 summarizes the properties of these matrix solvers and the type of equations each solver is suitable for. The pressure equations in COMMLX-1C are made symmetric and therefore can be solved by all three matrix solvers. The transport equations are nonsymmetric and therefore not suitable for PCG, but can be solved by either the SOR or the YSMP. Practically speaking. YSMP is more efficient for relatively small numbers of computational cells; it becomes less efficient when the number of computational cells is greater than 1000 . When the number of computational cells exceeds 2000, PCG and SOR are more efficient and economical than YSMP. As a rough guide, YSMP should be used for all equations if the number of computational cells is less than 1000. If the number of computational cells is greater than 2000, PCG should be used to solve the pressare equations and SOR should be used to solve the scalar transport equations.

### 10.5 Iteration Criteria

In COMMIX-1C, there are two numerical schemes (fully implicit and semi-implicit) and three matrix solvers (SOR, YSMP, and PCG). The user can choose any combination of numerical scheme and the matrix solver for a given problem. If the fully implicit scheme $(\alpha=1)$ is selected. iteration criteria are required for the dependent variables to determine If further iteration is needed before advancing to the next time step. This is what we referred to as the outer iteration loop.

The seventh step (Table 22) in the fully implicit scheme is to check for convergence. Here, the changes from one iteration to the next, in all $\phi$ 's, are checked against the convergence criteria. The iteration criteria are satisfied when

$$
\begin{aligned}
& \frac{\phi_{\text {new }}-\phi_{\text {oidd }} \mid \max }{\phi_{\text {okd }}}<\varepsilon_{3} \text {. } \\
& \frac{\mid \text { unew }- \text { unode }_{1} \mid \text { max }}{V_{\text {trax }}}<\varepsilon_{3} \text {. } \\
& \left.\frac{\mid \text { Vnew }^{n}-\text { vold }}{}\right|_{\text {max }}<\varepsilon_{3} \text {, and }
\end{aligned}
$$

$$
\begin{equation*}
\frac{\mid W^{n e w}-w \text { add }\left.\right|_{\text {nux }}}{V_{\text {max }}}<\varepsilon_{3} \tag{10,7}
\end{equation*}
$$

simultaneously. Here, $\mathrm{V}_{\text {max }}$ is the maximum velocity magnitude, $\varepsilon_{3}$ is a user input convergence parameter, and the superscripts "new" and "old" refer to current and previous iterate values. If any one of these convergence criteria is not met. the sequence is repeated from Step 1. Tiee solution proceeds through the sequence until it converges or the specified maximum number of iterations have been performed. Here, ogain represents the general scalar transport varlable (such as enthalpy, turbulence kinetic energy. etc.). It should be noted that iteratien criteria are not needed for the semi-tmplictt scheme ( $\alpha=0$ ) because no fteration is involved during the solution sequence (Table 23).

Iteration criteria are also needed for the inner iteration loop if an iterative matrix solver is selected. The inner iteration loop solves the individual pressure and scalar transport equations within a given time siep. If either SOR of PCO solver is selected, we will need a mass convergence criterion for the pressure equation and some other criteria for the scalar transport equations.
in theory, the pressure equation (Eq. 5.7) is considered solved when mass residue $\delta$ is equal to 0 for all cells. Because Eq. 5.7 is solved iteratively, this will, in general, never be true. Instead, a nonzero mass residual 8 is computed for every cell and a maximum is determined as 181 max. The iterative process continues until either a maximum specified number of iterations has been performed or the maximum mass residuai falls below the convergence crttertion.

$$
\begin{equation*}
181 \text { max < convergence criterion. } \tag{10,8}
\end{equation*}
$$

The mass convergence criterion is calculated using the relation

$$
\begin{equation*}
\text { Convergence criterion }=\varepsilon_{1} \cdot\left[\left(\frac{p y_{1} u_{1}}{y_{v} \Delta x_{1}}\right)_{\max }\right]+\varepsilon_{2} \tag{10.9}
\end{equation*}
$$

where $\varepsilon_{1}$ and $\varepsilon_{2}$ are the input convergence constants, and subscript i stands for three coordinates.

The convergence criteria for the scalar transport equations in the inner iteration loop within a given time step are defined as

$$
\begin{aligned}
& \frac{h_{m}^{m+1}-h_{m}^{m}}{h_{\text {max }}^{m}-h_{\text {min }}^{m}} \leq \varepsilon_{5}, \\
& \frac{k_{\text {mak }}^{+1}-k_{i k}^{m}}{k_{\text {max }}^{m}-k_{\text {min }}^{m}} \leq \varepsilon_{6}
\end{aligned}
$$

and

$$
\begin{equation*}
\frac{\varepsilon_{i k}^{m+1}-\varepsilon_{i k}^{m}}{\varepsilon_{\max }^{m}-\varepsilon_{\min }^{m}} \leq \varepsilon_{6} \tag{10.10}
\end{equation*}
$$

Table 25. Convergence criteria for terative scheme (fully implicit) and iterative matrix solvers (SOR and PCG) used in COMMIX-1C

| $\begin{array}{c}\text { Convergence } \\ \text { Parameter }\end{array}$ | $\begin{array}{c}\text { Default } \\ \text { Value }\end{array}$ | $\begin{array}{c}\text { Iteration } \\ \text { Loop }\end{array}$ | Description |
| :---: | :---: | :---: | :--- | \(\left.$$
\begin{array}{ccl}\varepsilon_{1} & 10^{-4} & \text { Inner }\end{array}
$$ \begin{array}{l}Mass convergence for <br>


pressure equations\end{array}\right]\)| Mass convergence for |
| :--- |
| pressure equations |

where the superscripts $m$ and $m+1$ represent the previous and the current iterative values, respectively, the subscripts max and $m$ in represent the maximum ant minimum values of the variable in the entire computational domain, and the subscript ijk indicates that the change in value of the variable from one iteration to the next is evaluated at the same location. The convergence criteria expressed by Eq. 10,10 means that if the change in value of a variable from one iteration to the next at any location divided by the maximum variation of that variable in the computational domain is equal to or smaller than some prespecified number $\varepsilon$, the solution is considered converged and no more iteration is required. Again, these criteria apply only to iterative matrix solvers such as SOR and PCO. If the direct solver YSMP is selected, these iteration criteria are not needed.

Table 25 summarizes the convergence criteria for the iterative scheme (fully implicit) and the iterative matrix solvers (SOR and PCG) and provides the default values of convergence parameters employed in COMMLX-1C.

## 11 Summary and Discussion

### 11.1 Major Features of COMMIX-1C

All important features of COMMLX-1C are briefly mentioned or described in detail in the text. Several features are unique and distinct from other computer codes. These features significantly expand the capabilities and increase the flexibility of COMMIX-1C. Five of these features are discussed here:

- Porous-medium formulation.
- Geometry modeling.
- Turbulence modeling.
- Flow-modulater skew-upwind discretization.
- Three matrix solvers.


### 11.1.1 Porous-Medium Formulation

In COMMLX, we use four parameters ivolume porosity, directional surface porosity, distributed resistance, and distributed heat source or sink) to model a flow domain with solid objects. The inclusion of the parameter for directional surface porosity is relatively new. This inclusion has greatly faciltated the modeling of flow and heat transfer in an anisotropic medium and has improved the resolution and accuracy of numerical modeling.

The porous-medium formulation has been rigorously derived from the governing partial differential conservation equation. The derivations use the local-volume-averaging procedure. The resulting equations are more general. If we set directional surface porosity equal to the volume porosity in the formulation, the equations simplify to those for the conventional porous-medium formulation. Furthermore, if we set volume porosities and directional surface porosities to unity, and distributed resistances and heat sources to zero. then the new porous-medium formulation stmplifies to that of the continuum formulation. We can therefore say that the continuum formulation is a subset of the conventional porousmedium formulation, which is a further subset of the present porous-medium formulation.

It is worth stressing here that the porous-medium formulation his provided a wide range of applicability to the COMMIX code and can be used to treat irregular geometries that are often encountered in most engineering applications. We can now analyze

- A single-component system, such as a
- fuel assembly
- reactor plenum,
- piping system.
- etc.
as well as
- A multicomponent system, such as a
- vessel.
- downcomer and lower plenum.
- cold leg, high-pressure injection system, downcomer,
- etc.
in sufficient detall.


### 11.1.2 Geometry Modeling

Unique features related to geometry modeling are:

- Identification of a computational cell by a cell number instead of its (i, J. k ) location: All "do loops" are performed with the cell number as an index
instead of with the conventional directional indices ij. .k. Consequently, the storage requirement depends on the total number of computational cells and not on the dimension $\alpha^{f}$ IMAX*JMAX ${ }^{*} \mathrm{KMAX}$. This is illustrated through a simple example in Fig. 49.
- Use of surface arrays to store boundary values at the boundary surface: We do not use fictitious boundary cells to store boundary values.
- Extra surface to model irregular geornetry: An irreguiar surface is defined as a surface that is at an angle to a grid plane. An irregular surface is an additional surface to the six normal surfaces (parallel to grid planes) of a computational cell. We also account for heat transfer in the energy equation and shear stress in the momentum equation from this seventh irregular surface, in addition to those from the stx normal surfaces. This treatment of an irregular surface as an additional surface facilitates proper modeling of a complex irregular geometry.


### 11.1.3 Turbulence Modeling

Almost all flows in an engineering system are turbulent. For a computer code to realistically simulate a flow process, the code must account for the effects of turbulence. COMMIX-1C accounts for the effects of turbulence through

- Distributed resistance modeling and
- Turbulence modeling.

For many geometries and flow conditions, the experimentally verified resistance correlations, which include the effects of turbulence, are avallable in the literature, e.g., flow in a tube, flow normal to a rod bundle, flow through an orifice, etc. For such reglons of a system, we employ appropriate correlations through distributed resistance modeling and can provide a realistic account of turbulence.

For geometries where correlations are not avallable, we have provided the following options in COMMLX-1C:

- Constant turbulent diffusivity model and
- $\mathrm{k}-\varepsilon$ two-equation turbulence model.

With the $\mathrm{k}-\mathrm{\varepsilon}$ two-equation turbulence model and the distributed resistance model, one can perform a very realistic simulation of turbulence flow in any flow geometry system.

### 11.1.4 Options for Reducing Numerical Diffusion

In the finite-difference formulation, the even derivative terms of the truncation error have a general tendency to reduce the gradients. producing what is known as numerical diffusion. For high Peclet number flows and for flow parallel to grid lines, numerical diffuston is generally small. However, for muttidmenstonal flow oblique to grid lines, the effects due to numerical diffusion can be significant.


```
IMAX = 8
JMAX = 7
Total number of cells = 14
Conventional storage requirements =8 < 7=56
Storage Requirement in COMMIX-1C =14
```

Flg. 49. Grid arrangement in two-dimenstonal piping system. illustrating storage requirements in COMMIX-1C

To provide a more realistse and accurate solution, we have implemented an additional option, the flow-modulated skew-upwind discretization (FMSUD) scheme in COMMIX-1C. The FMSUD scheme has been demonstrated to reduce numerical diffusion when the velocity is oblique to grid lines and it does not produce physically unrealistic overshoots and undershoots.

### 11.1.5 Matrix Solvers

In COMMIX-1C, we have three matrix solvers:

- Successive overrelaxation (SOR) method.
- Yale Sparse Matrix Package (YSMP), and
- Preconditioned conjugate gradient (PCG) method

These matrix solvers are used to solve the individual discretized equations (pressure and scalar transport equations) in the inner iteration loop.

The SOR and YSMP sokers are suttable for both symmetric and nonsymmetric matrices, while the PCO method is limited to symmetric matrices only. Thus, the SOR and YSMP are applicable to both the pressure and the scalar transport equations, whlle the PCG
method is limited to the pressure equation only. Both the SOR and the PCG methods are iterative, while the YSMP is a direct solver and no iteration is involved. In general, if the number of computational cells is less than 1.000, YSMP should be used. On the other har d. If the number of computational cells is greater than 2.000 , the SOR or PCG method should be selected.

The three matrix solvers significantly increase the flexibility and efficiency of COMMDX-1C for the numerical computation of a wide class of engineering problems.

### 11.2 Code Application and Validation

The COMMLX series of codes has been tested and applied to a variety of problems. Detalled descriptions and numerical results of problems that we have analyzed are provided in published ANL technical reports and in papers in technical journals, 4-39 We have also compared numerical results with avallable experimental measurements. Major applications in the nuclear power area include analyses and simulations of fuel assemblies, reactor upper plenum, reactor downcomer and lower plenum, cold-leg high-temperature injection system and downcomer, and reactor vessel. Applications of COMMIX-1C are mainly in the area of natural circulation in pressurized water reactor, 40.41 A number of simulations were performed to investigate the natural circulation phenomena during a postulated transient of both the Zion (four-loop) plant and the Surry (three-loop) plant. The numerical results are in general agreement with experimental observations. 40,41

Validation of the $k-\varepsilon$ two-equation turbulence model in COMMLX-1C were carried out by comparing the calculated results with experimental data on three relatively simple geometrical systems, i.e., (1) fully developed pipe flow, (2) two-dimensional single sudden expansion, and (3) axisymmetric buoyant jet. The results indicate that COMMIX-1C is capable of predicting these simple turbulent flows in general agreement with experimental data. ${ }^{73}$

It should be noted that validation and assessment is an integral part of the code development process. More validation and assessment will be added to the present collection of problems as time goes on. User feedback is welcome and will enhance the code development process.

### 11.3 Future Developments

Numerical stmulation programming is a very active and developing field. New physical models and better solution procedures are expected to emerge. COMMLX will, therefore. continue to evolve. Listed below are possible developments that, if incorporated, will further augment the capabilities of COMMLX.

### 11.3.1 Single-Phase Development

New single-phase capabilities that are desirable for future implementation are:

- Extenstion of the Flow-Modulated Skew-Upwind Discretization Scherne to Include the Momentum and Turbulence Equations: As described previously, a flow-modulated skew-upwind discretization scheme (FMSUD) is implemented in COMMIX-1C in the energy equation. The numerical results indicate that this new scheme is able to reduce numerical diffusion without causing physically unrealistic overshoots/undershoots. There is a need to extend the FMSUD scheme to the momentum and turbulence equations to further reduce numerical diffusion when the flow is inclined to the grid lines.
- Multispecies Transport: During the later stage of a postulated reactur accident, hydrogen may be present simultaneously with steam in the reactor vessel. To predict this phenomenon accurately, a multispecies transport model is required. This will involve adding one or more transport equations in COMMIX-1C.
- Antsotropic Turbulence Model for Natural Circulation: The $k-\varepsilon$ two-equation turbulence model in COMMIX-1C is valid only for isotropic turbulence. Natural circulation, which occurs in a reactor system under postuated accident conditions, is not isotropic. To improve the accuracy of COMMIX calculations, an anisotropic turbulence model (such as the Reynolds stress or the algebraic stress model) needs to be developed and implemented in COMMLX.
- Treatment of Irregular Geometry: Modeling of systems with irregular geometry is always a challenging problem. Improvement over the current treatment of irregular geometry in COMMIX can be made by using the boundary-fitted coordinate system or some kind of hybrid system combining finite-element and finite-volume approaches.
- Autornatic Trme-Step Selection Logic and Implementation into COMMLX-1C: Another important addition is the development of an automatic time-step selection logic and implementation into the COMMIX-1C code. The automatic time-step selection logic will provide a maximum time-step size to shorten the computer running time. At present, the user must specify the time-step size, which is not known a priori.
- Implicit Treutment of Gravity Term in the z-momentum Equation: When buoyancy is important, such as natural circulation in a postulated aceident in a pressurized water reactor (PWR). it may be helpful to treat the density implicitly in the $z$-momentum equation. This is accomplished by integrating the gravity term over the momentum control volume in the following manner:

$$
\begin{equation*}
\int \rho g_{z} \mathrm{dxdydz}=\bar{\rho} \overline{\mathrm{V}}_{0} \mathrm{~g}_{z} . \tag{11.1}
\end{equation*}
$$

where $\overline{\mathrm{V}}_{0}$ is the characteristic volume of the staggered mesh defined by Eq. 4.47, and $\bar{\rho}$ is an average density given by

$$
\begin{equation*}
\bar{\rho}=\frac{\Delta z_{0} \rho_{0}+\Delta z_{0} \rho_{0}}{\Delta z_{0}+\Delta z_{0}} \tag{11.2}
\end{equation*}
$$

To express $\bar{\rho}$ implicitly in the $z$-momentum equation, we assume

$$
\begin{equation*}
\bar{\rho}=\bar{\rho}^{\mathrm{n}}+\frac{\partial \bar{\rho}}{\partial \mathrm{W}_{0}}\left(\mathrm{w}_{0}-\mathrm{w}_{0}^{\mathrm{n}}\right) \tag{11,3}
\end{equation*}
$$

where the superscript $n$ refers to the old time value and $n+1$ refers to the new time value, which is omitied for convenience (as we have done throughtout this report). The term containing the new time value $W_{0}$ in Eq. 4.54 can be absorbed in the left side of the general finite-volume equation, Eq. 4.38. We must still evaluate ( $\partial \bar{p} / \partial W$ ), which is given by

$$
\begin{equation*}
\frac{\partial \bar{p}}{\partial W_{0}}=\frac{\Delta z_{i}}{\Delta z_{0}+\Delta z_{8}}\left(\frac{\partial p_{0}}{\partial W_{0}}\right)+\frac{\Delta z_{0}}{\Delta z_{0}+\Delta z_{8}}\left(\frac{\partial p_{0}}{\partial W_{0}}\right) \tag{11.4}
\end{equation*}
$$

In view of Eq. 4.53. $\left(\partial \bar{p}_{0} / \partial \mathrm{W}_{0}\right)$ and $\left(\partial \bar{\rho}_{6} / \partial \mathrm{W}_{0}\right)$ can be expressed approximately by

$$
\begin{align*}
& \frac{\partial \rho_{0}}{\partial \mathrm{~W}_{0}}=\left(\frac{\partial \rho}{\partial \mathrm{h}}\right)_{0}\left(\frac{\partial \mathrm{~h}_{0}}{\partial \mathrm{~W}_{0}}\right)  \tag{11.5}\\
& \frac{\partial \rho_{0}}{\partial \mathrm{~W}_{0}}=\left(\frac{\partial \rho}{\partial \mathrm{h}}\right)_{6}\left(\frac{\partial \mathrm{~h}_{0}}{\partial \mathrm{w}_{0}}\right) \tag{11.6}
\end{align*}
$$

At present, both $\left(\partial h_{0} / \partial W_{0}\right)$ and $\left(\partial h_{6} / \partial W_{0}\right)$ are evaluated as follows:

$$
\begin{align*}
& W_{0} \geq 0 \quad \frac{\partial h_{0}}{\partial W_{0}}=0 ; \frac{\partial h_{0}}{\partial W_{0}}=\frac{-A_{0} f_{0}}{\left(a_{0}^{h}\right)}\left(h_{0}-h_{0}\right)  \tag{11.7}\\
& W_{0}<0 \frac{\partial h_{0}}{\partial W_{0}}=-\frac{A_{0} \rho_{0}}{\left(a_{0}^{h}\right)_{0}}\left(h_{0}-h_{0}\right) ; \frac{\partial h_{0}}{\partial W_{0}}=0 \tag{11.8}
\end{align*}
$$

Based on the numerical results obtained thus far with the implicit treatment as proposed here, it appears that convergence rate for the analyses of natural circulation tas been improved in some cases. Additional work in this area is needed to ensure further improvement of convergence rate for all buoyancydriven flows.

- Free-Surface Boundary Condition: Currently, COMMIX-1C does not have a free-surface boundary condition option. With implementation of this additional capability, one could apply the COMMIX computer code to the analysis of free-surface problems, e.g. pool-type reactors.
- Transient Three-Dimensional Heat Conduction Equation for Solid Structures: At present in COMMIX-1C, we solve the one-dimensional transient heat conduction equation to account for thermal inertia of submerged solid structures. We therefore assume that heat conduction in an axial direction is negligible. In most analyses, this is a valid assumption. But to extend the range of applicability, one must implement an option that will permit use of a three-dimensional heat conduction equation for structures where axial heat conduction is not negligible.
- Vectorizing for Supercomputers: Recently there has been a significant development in the area of vectorizing and parallel processing. These developments have tncreased the speed of computing by several orders of magnitude. Vectorizing COMMLX for adaptation to recent supercomputers will enhance the speed of COMMIX simulations.
- Input/Output Processing: COMMD is a very large computer code with a wide range of generalities and appicabilities. Consequently, input preparation and output processing often become very tedious. Further developments and efforts are needed to make COMMIX a more user-firendly computer program.


### 11.3.2 Two Phase and Multiphase Development

Concurrent with the development of the COMMDX-1C code, efforts have been made to develop a two-phase or multiphase code. using a two-fluid or multifuid model to analyze two-phase or multiphase flows. In developing the two-phase or multiphase fluid model, we will place emphasis on

- Developing a stable solution algorithm for the whole range of applications.
- Developing an efficient numerical scheme and taking full advantage of current computer architecture.
- Minimizing the requirements of computer storage.
- Validating physical models with appropriate experimental data.
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[^0]:    'Rei ently, the new porous-medium formulations have been further refined via time-volume averaging.

[^1]:    *Here, outer Uleration loop is used to distinguish it from the inner ltorative loops used for the solution of a specific variable equation, e.g. the iterative loop (suecessive overrelaxation procedure or the preconditioned conjugate gradient method) used for the solution of pressure equations is considered as an inner tterative loop.

