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EXECUTIVE SUMMARY

This report represents the results of the analysis
of Arkansas Nuclear One (ANO) Unit 1 nuclear power
plant which was performed as part of the Interim Reli-
ability Evaluation Program (IREP). The IREP has several
objectives, two of which are achieved by the analysis
presented in this report. These objectives are (1) the
identification, in a preliminary way, of those accident
sequences which are expected to dominate the public
health and safetv risks, and (2) the development of state-
of-the-art plant system models which can be used as a
foundation for subsequent, more intensive applications
of probabilistic risk assessment.

The primary methodological tools used in the analy-
sis were event trees and fault trees. These tools were
used to study core melt accidents initiated by loss of
coolant accidents (LOCAs) of six different break size
ranges and eight different types of transients. The
emrhasis of the study was on the estimation of core melt
accident sequence frequencies. Core melt accidents with
the highest frequency were analyzed in terms of contain-
ment phenomenology, and associated radioactive material
release categories were estimated.

The most significant sequences contributing to
both the core melt frequency and the risk were of four
types: (1) small loss of coolant accidents (LOCAs)
initiated by reactor coolant pump seal ruptures or reactor
coolant system pipe breaks with failure of emergency
core cooling during the injection or recirculation phase;



(2) transients caused by AC and DC power failures which
involve loss of all feedwater, high pressure injection
and, in some cases, loss of containment systems; (3) tran-
sient induced LOCAs (i.e., LOCAs involving stuck-open
pressurizer safety valves) with failure of emergency core
cooling; and (4) anticibated transients without scram

sequences.

Insights were developed concerning the importance
of plant desion features. For instance, several single
failure mechanisms vere identified in systems called
upon to mitigate accidents. Some of these, however, were
found to be recoverable by judicious operator action.
Support systems, e.a., AC/DC power and service water,
were modeled in detail and were found to be important
to risk. Recent improvements in the emergency feedwater
system and upgrades of other plant equipment were evalu-
ated. The analysis led to identification of key components/

events which contribute most to the core melt frequency.

Similar insights were developed into plant operations.
Operator errors during the course of the accident were a
small contribution to core melt freguency. However,
operator recovery actions were important in reducing the
core melt frequency. Test and maintenance contributions
to safety system unavailabilities were small. Several
changes were made to the ANO-1 procedures as a result
of this study.

The estimated core melt frequency for ANO-1 is
similar to values predicted by probabilistic risk assess-

ments of other light water reactor plants.
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SUMMARY

This section summarizes the ANO-1 dominant accident
sequences, engineering insights gained via the analysis,
and changes to the design and operation of the plant as
the result of this study. These topics are briefly dis-
cussed below. A more detailed discussion can be found in
Chapter 8.

ANO-1 Dominant Accident Sequences

Accident sequences are combinations of system fail-
ures following an initiating event such as LOCA, succeeded
by some mode of containment failure. ANO-1 accident
sequences which were determined to lead to core melt were
examined and quantified. Those core melt sequences with
the highest frequency were reexamined to consider opera-
tor recovery actions. The frequency of these sequences
was then recalculated considering recovery and a new
sequence frequency was derived. Those sequences which
still remained dominant are presented in Figure 1. The
solid lines on the histogram represent the release cate-
gory frequencies. (Release categories define the severity
of the post core melt radioactive material release from
containment. Category 1 releases are the most severe and
category 7 are the least.) The sequences shown represent
90 percent of the total release category frequency for
categories 2, 4, and 6, and 85 percent of categories 3,

5, and 7. They represent 75 percent of category 1.

Sequence B(1.2)D; «, ¥, B, €:

This sequence is initiated by a reactor coolant pump
seal rupture or a rupture in the reactor coolant systen
in the range .38"<D<1.2" (B(1.2)), followed by failure
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Dominant

Release Category

Accident
Sequences 1 2 3 N 5 [ 7
B(1.2)D, a 3x10~10 y 1x1076 g 2x1078 1x10~6
B(1.2)D,C a 4x10” 10 v 2x107° & 3x1078 e 2x1076
T(LOP)LD;¥YC o 1x1077 5 2x107® & 7x10°8 e 8x107®
B(4)H, a 1x1078 y 7x1077 8 1x1078 7x10~7
T(DO1)LD,YC & 3x10710 5 6x107 8 2x1078 ¢ 2x10°6
T(DO2)LD;YC o 2x10710 5 5x1077 # 2x1078 ¢ 2x1078
B(1.66)H, a 1x10710 y 6x1077 8 8x107° 6x10~7
T(DO1)LQ-Dy & 4x10710 v 2x1078 8 3x1078 2x10~6
T(A3)LQ-Dy; & 3x10710 y 2x107® § 2x1078 221076
T(FIA)XD, a 3x10710 y 1x107® g 2x1078 1x1076
T(DO1)LD, a 2x10710 y 1x1076 a 2x1078 1x1076
T(A3)LD, a 1x10710 v 5x1077 a 7x107° s5x10~7
T(DO1)LD,C o 2x107'0 y 9x1077 a 1x1078 ¢ 9x1077
T(A3)LD,C a 1x10710 v 7x1077 a 1x1078 e 7x1077
Category _
Total 2x10-8 2x10-5 <10~7 2x10-7 2x10~7 2x1073 1x10-5

u

>

© 10-)

Hoo30-4

?

B yo-d

L. 1078

g 10-7

% 16-8

o
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Figure 1.

Release Category
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Table 1

Symbols Used in Figure 1

Initiating Events

B(1.2)

B(1.66)
B(4)
T(LOP)
T(PCS)

T(FIA)

T(A3)

T(DO1)

T(DO2)

Reactor Coolant Pump Seal Rupture or Small-Small
LOCA (.38"<D<1.2")

Small LOCA (1.2"<D<1.66")
Small LOCA (1.66"<D<4")
Loss of Offsite Power Transient

Loss of Power Conversion System Transient Caused
by Other Than a Loss of Offsite Power

Transients With All Front Line Systems Initially
Available

Transient Initiated by Failure of the ES Bus
A3 (4160VAC)

Transient Initiated by Failure of the ES Bus DOl
(125vDC)

Transient Initiated by Failure of the ES Bus DO2
(125vDC)

System Failure

C = Reactor Building Spray Injection System

D1 - High Pressure Injection System (1 of 3 pumps)

D3 = High Pressure Injection System (2 of 3 pumps)

Hy - High Pressure Recirculation System
K = Reactor Protection System
L - Einergency Feedwater System

Q =~ Reclosure of Pressurizer Safety/Relief Valves

Y - Reactor Building Cooling System

Containment Failure Modes

« - Vessel Steam Explosion

B - Penetration Leakage

Y - Overpressure Due to Hydrogen Burning
¢ - Base Mat Melt-Through

5 = Overpressure Due to Gas Generation



failure of the high pressure injection system (Dp).
Containment failure is predicted by one of the following:
vessei steam explosion (@), containment overpressure

due to hydrogen burning (Y¥), penetration leakage

(#), or base mat melt-through (€).

This sequence assumes a small LOCA occurs followed
by failure of the high pressure injection system (HPIS).
Containment systems would operate as designed to control
containment pressure and to remove radioactivity from
the atmosphere, but failure of the core cooling system
would lead to boil off of the water covering the core

resulting in core melt.

The dominant failure mode (though small probabilis-
tically) of the HPIS is predicted to be failure of the
operator to initiate the system. Information received
from Babcock and Wilcox(3) indicates an engineered
safeguards (ES) HPIS actuation signal due to low RCS
pressure may not be generated following some LOCAs <
1.2" D. This sequence assumes an ES signal will not be
generated prior to core uncovery and that the opera-

tor must initiate the system.

An important insight realized from the analysis of
this sequence is that a possibility exists for failing
one of the three HPIS pumps, given a LOCA 1.2" diameter,
prior to generation of an ES signal. During normal oper-
ation, one of the pumps is operating and takes suction
from the makeup (MU) tank to perform the function of
makeup and purification of the RCS. (This same pump is
realigned to take suction from the borated water storage
tank (BWST) upon an ES signal to perform the function of
emergency core cooling.) Upon a small LOCA the pressurizer

level and pressure would begin to decrease and automatic
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control actions will cause the makeup flow control valve
to go full open and the pressurizer heaters to turn on,
respectively. Calculations indicate that the pressurizer
heaters will remain covered for an extended period and
thus maintain RCS pressure well above the ES actuation
set point. The calculation also indicates that the MU
tank would empty prior to uncovering the pressurizer
heaters. The MU tank is estimated to empty within
approximately 14 minutes after LOCA initiation or about
10 minutes after the low MU tank level alarm. Upon dry-
out of the MU tank, it is assessed that the operating
HPI pump will fail in a short time.

Sequence B(1.2) D1C a , 8, ¥, €3

This sequence is initiated by a reactor coolant pump
seal rupture or a rupture in the RCS piping in the range
.38"<p<1.2" (B(1.2)), followed by failure of the high
pressure injection system (D;) and reactor building spray
injection system (C). Containment failure is predicted
by one of the following: vessel steam explosion (a),
containment overpressure due to hydrogen burning (7v),

penetration leakage (#), or base mat melt-through (€¢).

This sequence is similar to the B(1.2) D; sequence
described previously except that the reactor building
spray injection system is also unavailable. Failure of
the spray system results in a more severe release of
radiocactive material from the containment because the
sprays are not available to scrub the containment atmos-
phere. The primary contributors to the frequency of this
sequence are due to failures which are common to the suc-
tion paths of all three HPI pumps and both spray pumps.

All five pumps take suction from the BWST via a single




manual valve in series with two motor operated valves
(MOVs) in parallel. 1If the single manual valve or both
MOVs are failed closed, the HPI punps would fail within
a few minutes, followed by failure of the spray pumps
within approximately 15 minutes. Very little time is
available to recover these faults before HPI pump fail-

ure and thus no recovery credit is given.

The remaining contributors are combinations of
suction MOV faults in one train and failure of pump

support systems in the other train.

Sequence T(LOP)LD1YC «, B, &, €:

This sequence is initiated by a loss of offsite power
with concomitant failure of the power conversion system
(T(LopP)), followed by failure of the emergency feedwater
system (L), the high pressure injection system (D;), the
reactor building cooling system (Y), and the reactor
building spray injection system (C). Containment fail-
ure is predicted by one of the following: vessel steam
explosion (&), containment overpressure (6), pene-

tration leakage (£) or base mat melt-through (¢).

This sequence is equivalent to the well-known TMLB'
sequence which was one of the dominant risk contributors
for the Surry PWR reported in WASH-1400.

This sequence is initiated by a loss of offsite power
transient followed by failure of all core cooling and con-
tainment systems capable of mitigating the accident. It
is estimated that core melting will begin in approximately

one hour.

Approximately 80 percent of the sequence frequency is
due to common mode failure of both station batteries

on demand following the loss of offsite power. Common
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mode failure of both batteries was calculated based on
the methodology presented in NUREG-0666 "A Probabilis-
tic Safety Analysis of DC Power Supply Requirements for

Nuclear Power Plants."(5) since all mitigating sys-

tems require DC power for successful operation, all
mitigating systems will fail following failure of both
batteries. The remaining 20 percent of the sequence
frequency is due to double and triple faults in the AC,
DC and emergency feedwater systems. It is estimated
that approximately 75 percent of the system faults caus-
ing this sequence can be recovered prior to the onset of
core melt. Most recovery actions involve recovery of

offsite power.

Sequence B(4) Hy @, V¥, B, €

This sequence is initiated by a rupture in the RCS
piping in the range 1.66"<D<4" (B(4)) followed by fail-
ure of the high pressure recirculation system (H;).
Containment failure is predicted by one of the follow-
ing: vessel steam explosion (&), containment over-
pressure due to hydrogen burning (Y), penetration

leakage (B), or base mat melt-through (¢).

This sequence assumes that the LOCA systems perform
successfully during the injection phase but the high pres-
sure recirculation system (HPRS) fails during the recircu-
lation phase. Failure of the HPRS would lead to boil off

of the water covering the core resulting in core melt.

The prime contributor to HPRS failure (though small
probabilistically) is failure of the operators to initi-
ate or correctly follow emergency procedures while ini-
tiating the HPRS. The HPRS is initiated when the BWST

is B84 percent empty and requires several operator actions,







temperature alarm. Initiation of the alternate room
coolers is not described in the LOCA procedures, but we
feel that recovery following failure of HPRS room cooling
is likely because the room heat up would be slow since

the water pumped by the HPRS is cooled by the low pressure
heat exchangers. It should be noted that failure of the
HPRS via room cooling failure should be considered to be
"potentially" important since no plant tests have been
performed vhich absolutely establish the need for HPRS

room cooling.

Sequence T(DO1l)LDYC a, 8, 6, ¢ 3

This sequence is initiated by a failure of the engi-
neered safeguards power bus DOl (125DVC) with concomitant
failure of the power conversion system (T(DOl)), followed
by failure of the emergency feedwater system (L), the
high pressure injection system (D;), the reactor building
cooling system (Y), and the reactor building spray injec-
tion system (C). Containment failure is predicted by
one of the following: vessel steam explosion (&),
containment overpressure (6), penetration leakage
(), or base mat melt-through (€).

This sequence assumes a transient induced by the
failure of the "odd" DC bus followed by failure of all
core cooling and containment systems capable of mitigat-

ing the accident.

Roughiy 60 percent of the sequence frequency is due
to subsequent faiiure of the "even" DC bus. Failure of
this bus would render the plant totally without DC power.
DC control power is required by all transient front line
systems and thus no mitigating systems would be available.
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sequence, no recovery credit for this fault was given
because of the relatively short time to the onset of
core melt (~1 hour) and since insufficient data was

available to estimate recovery.

Sequence B(1.66)Hy, o, Y , B, € s

This sequence is initiated by a rupture in the RCS
piping in the range 1.2"<D<1.66" (B(1.€6)) followed by
failure of the high pressure recirculation system (H;).
Containment failure is predicted by one of the following:
vessel steam explosion (&), containment overpressure
due to hydrogen burning (YY), penetration leakage
(8), or base mat melt=-through (€).

This sequence is similar to the B(4)H, sequence dis-
cussed previously. The prime contributor to the sequence
failure is the same; namely, failure of the operators to

initiate the HPRS.

Sequence T(DO1)LQ - Dz &, ,Y,€:

This sequence is initiated by a failure of the engi-
neered safeguards power bus DOl (125 VvDC) with concomitant
failure of the power conversion system T(DOl), followed
by failure of the emergency feedwater system (L), failure
of one pressurize:r safety/relief valve to reclose (Q),
and failure to inject flow from two of three high pressure
injection pumps (D3j). Containment failure is predicted
by one of the following: vessel steam explosion («),
containment overpressure due to hydrogen burning (7),
penetration leakage (#8), or base mat melt-through
(€).

This sequence is a transient induced LOCA (TQ) ir
which core cooling fails during the injection phase

(LD3). TQ sequences require the same core cooling
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requirements during the injection phase (ECI) as B(1.66)
LOCAs since a stuck open pressurizer safety valve falls
in 1.2¢<D<1.66 break size range. ECI success requires
either two of three high pressure pumps OR one of three
high pressure pumps and the emergency feedwater system
(EFS). Pailure of events L and D3 precludes either ECI

success mode.

Loss of DC power bus DOl, the initiating event, pre-
cludes the success of two high pressure pumps and fails
approximately one-half of the EFS. The dominant contrib-
utore therefore all involve single failures of the

remaining half of the EFS.
Sequence T(A3)LQ - D3 @, 8,7, €

This sequence is initiated by a failure of the engi-
neered safeguards power bus A3 (4160VAC) with concomitant
failure of the power conversion system (T(A3)), followed
by failure of the emergency feedwater system (L), failure
of one pressurizer safety/relief valve to reclose (Q),
and failure to inject flow from two of the three high
pressure injection pumps (D3). Containment failure is
predicted by one of the following: vessel steam explosion
(), containment overpressure due to hydrogen burning
(Y), penetration leakage (#), or base mat melt-
through (€).

This sequence is similar to the one just discussed
except it is initiated by an AC rather than a DC bus
failure. It is a transient induced LOCA (TQ) in which
core cooling fails during the injection phase (LD3).

TQ sequences require the same core cooling requirements
during the injection phase (ECI) as B(1.66) LOCAs since
a stuck open pressurizer safety valve falls in 1.2<D<1.66

break size range. ECI success requices either two of
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of three high pressure pumps OR one of three high pressure
pumps and the emergency feedwater system (EFS). Failure

of events L and D3 precludes either ECI success mode.

Loss of AC power bus A3, the initiating event, pre-
cludes the success of two high pressure pumps and fails
approximately one half of the EFS. The dominant contrib-
utors therefore involve single failures of the remaining
half of the EFS.

Sequence T(FIA)KDy, a, vy, B, €t

This sequence is initiated by a requirement for a
reactor trip with all front line systems initially avail-
able (T(FIA)), followed by failure of the reactor protection
system (K), and failure of the high pressure injection
system (Dj). Containment failure is predicted by one
of the following: vessel steam exposion (a), contain-
ment overpressure due to hydrogen burning (y), penetra-

tion leakage (8) or base mat melt-through (:=).

This sequence is of the type known as Anticipated
Transients Without Scram (ATWS). This type of transient
for B&W reactors has been studied in-depth.(l) This
report states that if the reactor protection system
fails to scram the reactor following a transient, an RCS
peak pressures of 4900 psi range may result.l (The 4900
psi value is quoted for cases in which the pressurizer
electromatic relief valve (ERV) fails to open. This
case applies to ANO-1, since the ERV has been effectively
disabled due to closure of its block valve.) Analysis
conducted by B&W indicates that RCS components should

L1t should be noted that in order to attain a peak pres-
sure of 4900 psi, Reference 1 assumed pessimistic values
for certain parameters, e.g., moderator temperature
coefficient.
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remain functional after this peak pressure.(lz) The
analysis of this sequence assumes that the RCS components
would survive the peak pressure. (It should be noted
that ATWS for B&W plants is currently an unresolved
safety issue which, for PWRs, rests primarily upon the

peak pressure question.)

The 4900 psi pressure quoted in Reference 1 assumed
an ATWS following a loss of main feedwater (LOMF). The
LOMF ATWS is the worst case in terms of peak pressure
because the only available RCS heat removal system capa-
ble of reducing the peak pressure is the emergency feed-
water system (EFS). Since the EFS has a heat removal
capacity much smaller than the main feedwater system, it
is relatively ineffective (in comparison with main feed-
water) in reducing the peak pressure. It should be noted,
however, that in the sequence analyzed here, main feed-
water is initially available. Whether or not main feed-
water is initially available at ANO-1 is not expected
to sigunificantly affect the peak pressure. The reason
for this is that many requirements for a reactor trip
also automatically cause the main feedwater system to
trip off one main feed pump and runback the remaining
feed pump to a level approximately that of the EFS
(e.g., these actions would be taken following a turbine
trip).

Following the pressure pulse, the reactor would most
likely equilibrate at a power level which matches the
heat removal capaciiy of the emergency feedwater system.
In some situations it may equilibrate at a higher level.
(This is due to competing effects of a negative temperature
reactivity coefficient and a positive Doppler coefficient.)
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If the operator fails to actuate the HPIS or the HPIS

subsequently fails, the RCS inventory would boil off

through the pressurizer safety relief valves leading to

uncovering the core and eventual core melt. It is .
estimated that core melting will begiu at approximately

one hour.

This sequence is initiated by failure of the "odd"
DC bus. Failure of this bus causes a reactor trip,
interruption of the power conversion system, and failure
of approximately one-half of the HPIS and emergency
feedwater system. Hardware and human failures in the
remaining one-half of these two systems comprise the
dominant contributors to the sequence frequency. It is
estimated that roughly 85 percent of these failures can
be recovered before the onset of core melt. Most recovery
actions entail starting systems manually from the control
room following failure of auto actuation circuitry or
opening valves and closing circuit breakers outside the

control room.

Sequence T(A3)LDy a, B ,Y¥ , € ¢

This sequence is initiated by a failure of engineered
safeguards power bus A3(4160VAC) with comcomitant failure
of the power conversion system (TA3), followed by failure
of the emergency feedwater system (L), and the high pres-
sure injection system (Dj). Containment failure is pre- .
dicted by one of the following: vessel steam explosion
(@), containment overpressure due to hydrogen burning ’
(Y), penetration leakage (B8), or base mat melt-

through (€).

This sequence is similar to the T(DOl1)LD; sequence
just described, except that in this case the initiating

event is caused by failure of an "odd" AC bus. Like in
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the previous sequence, failure of this bus causes a
reactor trip, interruption of the power conversion system,
and failure of approximately one-half of the high pres-
sure injection system and emergency feedwater system.
Hardware and human failures in t.iie remaining one-half of
these two systems comprise the dominant contributors to
the sequence frequency. It is estimated that roughly B85
percent of these failures can be recovered before the
onset of core melt (~1 hour). Most recovery actions
entail starting systems manually from the control room
following failure of auto actuation circuitry or opening
valves and closing circuit breakers outside the control

room.

Sequence T(DOl)LD1Ca, B8, , € 2

This sequence is initiated by a failure of engineered
safeguards power bus DOl (125VDC) with concomitant failure
of the power conversion system T(DOl), followed by failure
of the emergency feedwater system (L), the high pressure
system (D;), and the reactor building spray system (C).
Containment failure is predicted by one of the following:
vessel steam explosion (@), containment overpressure
due to hydrogen burning (Y), penetration leakage
(B), or base mat melt-through (€).

This sequence is similar to the T(DOl)LD; discussed
eariier except that for this sequence the reactor building
spray system (RBSS) also fails. Failure of DC bus DOl
causes a reactor trip, interruption of the power conver-
sion system, and failure of approximately one-half of the
emergency feedwater system, high pressure injection system
(HPIS), and RBSS. Hardware failures in the remaining
half of the latter three systems comprise the dominant

contributors to the sequence frequency. Failure of the
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HPIS and RBSS is dominated by a MOV which is common to
the suction of the pumps in the remaining half of these
systems. It is estimated that roughly 85 percent of

the hardware failures can be recovered before the onset
of core melt (~1 hour). Most recovery actions entail
starting systems manually from the control room following
failure of auto actuation circuitry or opening valves

and closing circuit breakers outside the control room.

Sequence T(A3)LDjCa, B, ¥ ,€:

This sequence is initiated by a failure of engineered
safeguards power bus A3 (4160VAC) with concomitant fail-
ure of the power conversion system T(A3), followed by
failure of the emergency feedwater system (L), the high
pressure injection system (Dj), and the reactor building
spray system (C). Containment failure is predicted by
one of the following: vessel steam explosion (@), con-
tainment overpressure due to hydrogen burning (7Y), pene-

tration leakage (8), or base mat melt-through (€).

This sequence is very similar to T(DOl)LD; C just
discussed except that this sequence is initiated by an
AC rather than a DC bus failure. Failure of AC bus A3
causes a reactor tri»n, interruption of the power conver-
sion system, and failure of approximately one-half of the
emergency feedwater system, high pressure injection system
(HPIS), and RBSS. Hardware failures in the remaining half
of the latter three systems comprise the dominant contrib-
utors to the sequence frequency. Failure of the HPIS
and RBSS is dominated as in the previous sequence, by a
MOV which is common to the suction of the pumps in the
remaining half of these systems. It is estimated that
roughly 60 percent of the hardware failures can be

recovered before the onset of core melt (~1 hour). Most




recovery actions entail starting systems manually from
the control room following failure of auto actuation
circuitry or opening valves and closing circuit breakers
outside the control room.

The frequency of the sequence is dominated, however,
by two cut sets which are estimated to have little or no
recovery potential. If the HPIS/RBSS common suction
valve fails closed, the HPI pumps would fail within a
few minutes followed by failure of the spray pumps within
approximately 15 minutes. The emergency feedwater system
non-recoverable faults are due to failure of the turbine
pump or one of its condensate storage tank (CST) suction
valves. No plant data was available tc estimate recovery
of the turbine pump given a start failure and thus no
recovery credit was given. Also, if one of the turbine
pump CST suction valves fails closed, the pump is pre-
dicted to fail before the operator can realign the pump

to the alternate service water system water source.

Engineering Insights

During the course of this analysis, several engineer-
ing insights were realized concerning the operational
safety of ANO-1. These insights can be categorized as
being related to either plant design and hardware or
plant operations.

Plant Design Insights

® The list of the dominant sequences (Figure 1) and
those identified to be near dominant in Appendix C
indicates that the following general types of
accident sequences contribute mest to the ANO-1

core melt frequency
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@® LOCAs initiated by reactor coolant pump seal

ruptures contribute ~ 20 percent.
® Station blackout sequences contribute ~20 percent.

@® Sequences initiated by ANO AC and DC power bus

failures contribute ~35 percent.

® Other transients and small LOCAs contribute ~ 20
percent.

@® Large LOCA sequences contribute <5 percent.

® The total frequency of core melt for ANO-1 is
estimated at 5x10~5/yr. This estimate is similar to
estimates made for several other light water reactors
in other probabilistic risk assessments, e.g., Surry,
Peach Bottom(ls), ozonee(2) and Grand Gul£(26)

® Several single failures were identified in front line/
support systems. Operator recovery of some of these
single failures is possible, however. The singles

identified were:

® The high pressure recirculation system pump room
cooling is susceptible to several single failures
in its electric power and service water support
systems. The operator may reccver from this

event by starting an alternate room cooler.

® A single valve failure can obstruct the common
service water discharge line. This would cause
a reactor trip and several transient mitigating
systems to be unavailable. The operator may
recover from this event by performing actions
away from the control room and utilizing an

alternate discharge line.
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® Both emergency feedwater pumps take suction
from the condensate storage tank through a
common header containing three valves. Both
pumps could fail before the operator recognizes
the problem and valves in an alternate water
supply.

@®All pumps located within the high pressure, low
pressure, and spray system take suction from the
borated water storage tank via a common header
containing a manual valve. Failure of this
valve would cause failure of all three systems.
No recovery action was identified since the
dominant valve failure mode would require disas-

sembly of the valve to correct.

@®The list of dominant accident sequences indicates
that support system faults are important to the risk
of the plant. The most important support systems
were AC/DC power and service water. Of lesser
importance were room cooling systems and automatic
actuation systems. The former were most important
because faults within these systems can cause a
reactor trip initiating event with concomitant
failure of several safety system components. AC/DC
and service water faults also had lower recovery
potential than other support systems. Room cooling
and auto actuation system faults were of less impor-
tance because significant initiating events were
not identified and recovery potential was generally
high.

® Review of ANO-1 logs revealed the following safety-
related data trends as compared with generic nuclear
industry data. (The generic data was provided by
NRC and was very similar to the WASH-1400 data base.)
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@® Motor operated valve failure on demand probabil-
ities are higher than industry data ( ~ factor
of 4).

® Air operated valve failure on demand probabil-
ities are higher than industry data ( ~ factor
of 10).

® Diesel generator failure on demand probabilities

are about the same as industry data.

® Pump and valve control circuit failure on demand
probabilities are lower than what can be derived

from industry data (~ factor of 4).

® Reactor building fan coolers have a higher
failure on demand probability than industry fan
data because of the policy at ANO-1 not to
repair a reactor building fan until the next

reactor shutdown.

® The probability of main feedwater system failure
following reactor trips not initiated o>y loss of
main feedwater (e.g., turbine trip, loss of load,
etc.) is higher than that reported in WASH-1400
(~ factor of 6).

® Review of ANO-1 trip logs and comparison with
reactor trip data presented in EPRI-NP801 indi-
cated that ANO-1 transient frequencies and type

are typical of the nuclear industry.

® An upgrade of the emergency feedwater system and
installation of a new emergency feedwater control
system/steam generator isolation control system is
scheduled to be completed by 1982. The new control

systems were designed such that single integrated
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control system (ICS) faults or non-nuclear instrumen-
tation (NNI) faults will not fail or significantly
degrade the emergency feedwater system. (These

types of failures have plagued B&W reactors in the
past.) Review of preliminary design information

verified this to be the case.

An upgrade of NNI power supplies has been implemented
at ANO-1l. This upgrade has enhanced the reliabil-
ity of NNI power supplies and has eliminated NNI
single failures which can cause an inadvertant LOCA
due to opening of the PORV. (This type of failure
was possible in the previous NNI/PORV design.)

The switchover from the borated water storage tank
to the containment sump, in response to small LOCA,
requires some operator actions outside the control
room in radiation areas. Switchover and all other
required actions at other plants we have studied

can be performed within the control room.

Via use of probabilistic importance measures, the
ANO-1 components/events which contribute most to
the core melt frequency, assuming the operator does
not attempt to recover failed system components,
are all related to the plant design. The top ten
consist of six initiating events, failure of the
pressurizer safety valves to reclose after being
demanded open, common mode battery failure, failure
of the turbine driven emergency feedwater pump, and
failure of the thermostat which actuates an AC/DC

room cooler.

The core meltdown analysis presented in Section

8.1.2 suggests that there is a strong correlation
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between the ANO core melt frequency and expected
ANO risk. Table 8-2 indicates that every core melt
sequence has a .2 to .5 probability of being placed
in a high risk release category (Category 2).

Plant Operations Insights

A review of the dominant and near dominant accident
sequence cut sets reveals that only ~10 percent of
the total core melt frequency is attributed to
operator errors committed during the course of an
accident. One of the main reasons for this low
contribution is due to the post Three Mile Island
directive by the NRC requiring an increased number
of licensed operators to be present in the control
room. The added human redundancy afforded by this
directive significantly increases the probability

of recovering from operator errors. Another reason
for the low contribution is due to the recent instal-
lation of the Safety Parameter Display System (SPDS)
at ANO-1. The SPDS continuously plots the reactor
coolant system pressure and temperature and compares
them to operating envelopes and saturation curves.
We feel the SPDS is an excellent diagnostic tool

and thus affords recovery potential from operator
errors. The SPDS also provides the type of informa-
tion necessary to determine that a core damage

accident is likely.

A review of the dominant and near dominant sequences
reveals that operator recovery actions play an
important role in reducing the frequency of various
accidents. Overall, operator recovery reduced the
ANO-1 core melt frequency by approximately a

factor of five.
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@® The unavailability of ANO-1 systems due to outages
resulting from test and maintenance is generally
small compared with other faults. Test unavailabil-
ities are small because most systems are not taken
out of service during the test and are thus able to
perform their safety function. For those systems
that are taken from service, test personnel are, in
general, kept in contact with control room operators
so that the system could be quickly restored to
service upon request by the operator. Review of
plant maintenance logs revealed that the frequency
at which a given active component is taken out for
maintenance while the plant is at power is small.

A comparison of the ANO maintenance frequency with
the plants studied in the RSS, for example, indicates
that components are taken out for maintenance about
an order of magnitude less frequently at ANO. The
primary reason for the small maintenance frequency is
due to the policy at ANO-1 not to do pericdic
preventative maintenance on safety systems when the
plant is at power. Preventive maintenance on these

systems is conducted during reactor shutdowns.

Safety system/component unavailabilities caused by

the failure of personnel to realign valves and circuit
breakers to their safeguards positions after test and
maintenance activities are gene.ally small compared
with other faults. There are several reasons for

this including: (1) the component tagging procedure
requires the operators to perform redundant checks

of valve and circuit breakers alignment following

test and maintenance, (2) most safety system valves

and circuit breakers have alignment indication in




the control rocm and are verified via a check list
to be in the correct position every 8-hour shift,
(3) required post maintenance tests of components
would, in general, inform the operator that valves

and circait breakers have not been aligned properly.

Design and Procedural Changes Made at ANO-1

There were three changes made to ANO-1 procedures
as a result of this study. The systems analysis presented
in this study is based on the implementation of these

changes. The changes are listed and discussed below.

l. Quarterly tests of the two station batteries are
now required to be performed on a staggered
basis, i.e., one battery every six weeks. The
previous procedure allowed both batteries to be
tested on the same day by the same personnel.

2. AC and DC switchgear room cooler actuation
circuitry are now required to undergo a complete
test. The previous test procedure omitted a

portion of the circuitry.

3. A nomenclature error identified in the low

pressure pump test procedure was corrected.

Results presented in NUREG-0666 "A Probabilistic
Safety Analysis of DC Power Supply Requirements for
Nuclear Power Plants" indicates that failure of multiple
station batteries at nuclear power plants have occurred
in the past. One of the potential causes for such fail-
ures identified in that report was a common mode test and
maintenance error. The changes introduced to the battery
test procedure, requiring staggered battery tests, reduced
the probability of such common mode failures.
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Cooling of the AC and DC switchgear rooms is required
for successful lorg term operation of LOCA and transient
safety systems. The fault tree analysis of the room
chillers revealed that the thermostat circuitry which
actuates the room chillers was not required to be tested.
The change introduced to the room chiller test procedure
now requires the chillers to be actuated by applying a
heat source to the thermostats.

A potentially significant error was identified in
the low pressure injection system pump test procedure.
Upon completion of a pump test, certain valves must be
realigned to return the pump train to service. The
procedure requested the wrong valves to be realigned.
Discussions with plant personnel revealed that this error
had been identified and corrected a few years previous.
However, they could not account for the reintroduction of
the error. Upon closer examination, it became evident
the error was reintroduced because the names of the valves
to be realigned violated the standard component naming
scheme implemented at the plant. In most systems at the
plant, components in train A have an "A" in the component
identifier and components in train B have a "B" in the
component identifier. However, an exception to this rule
exists in the low pressure injection system. Some valves
with a "B" identifier must be realigned to return an "A"
pump to service and vice versa. An unknowing reviewer of
the test procedure must have seen an "A" and "B" together
and thought it was a typographical error. It has been
suggested to the plant that for all procedures involving
a violation of the component naming scheme that a special
note be attached warning reviewers and test personnel

that the procedure is correct.
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CHAPTER 1
INTRODUCTION

Probabilistic safety analysis and risk assessment
techniques are widely believed to offer powerful tools
for the safety design and safety evaluation of nuclear
power plants. Past attempts to apply such techniques to
commercial nuclear plants have provided useful catalogues
of accident sequences, identified many strengths and
weaknesses in the design and operation of the plants,
provided insights into the importance of accident contri-
butors, and provided rough estimates of the likelihood
of serious accidents. Recent evidence tends to suggest
that plant-~to-plant differences in design and operation
may give rise to significant differences in the likeli-
hood or course of accidents. Therefore, the extensive
application of these safety analysis techniques to many
reactor plants appears to be desirable. This need is
reflected in the Nuclear Regulatory Commission's Three
Mile Island Action Plan (NUREG-0660) in which the Interim

Reliability Evaluation Program (IREP) is identified as a

high priority effort leading to the systematic risk

assessment of all reactors (Section 11.C).

The Interim Reliability Evaluation Program is intended
to apply probabilistic risk analysis techniques to several
nuclear power plants and to develop procedures adequate
for the consistent analysis of all plants with the follow-
ing specific objectives: (1) ldentify--in a preliminary
way--those accident sequences that dominate the contribu-
tion to the public health and safety risks originating
in nuclear power plant accidents; (2) develop a founda-
tion for subsequent, more intensive, applications of

probabilistic safety analysis or risk assessment on the




subject plants; (3) expand the cadre of experience practi-
tioners of risk assessment methods within NRC and the
nuclear power industry; and (4) evolve procedures codifying
the competent use of these techniques for use in the
extension of IREP to all domestic light water reactor

plants. .

Phase I of the IREP study consisted of a reliability
analysis of the Crystal River Unit 3 facility. A report
on that effort has been published (NUREG/CR-2515).

Using methodological insights gained from the Crystal
River Study, the Phase 11 IREP studies were initiated in
September 1980. The Phase Il studies consist of analyses

of four plants:

1. Browns Ferry Unit 1, by a team composed of per-

sonnel from EG&G, Idaho, and Energy, Inc.

2. Arkansas Nuclear One Unit 1, by a team composed
of personnel from Sandia National Laboratories,
Science Applications, Inc., (SAI) and Arkansas

Power and Light Company.

3. Calvert Cliffs Unit 1, by a cteam composed of
personnel from Science Applications, Inc.,

Evaluation Associates, and NRC.

4. Millstone Unit 1, by a team composed of personnel
from Science Applications, Inc., Northeast
Utilities, and NRC.

Responsibility for overall technical management of
the study rested with Sandia National Laboratories. Peri-
odic reviews to assure the quality of the product were
conducted by Sandia National Laboratories and NRC person-
nel not involved directly with the work of any one team,

with the assistance of Energy, Inc.






while others had participated in risk studies such as
the Reactor Safety Study Methodology Applications Program,
the Limerick study, and the Crystal River study.

Seven of the 13 mempers were systems analysts. They
were responsible for construction of the event tree and
fault tree models which were utilized in determining the

most probable core meltdown accident sequences.

Two of the members were human factors specialists.

It was their duty to review, with the aid of the systems
analysts, the procedures followed by ANO personnel during
test and maintenance activities and in response to acci-
dents initiated by a variety of LOCAs and transients.

The purpose of the review was to identify the most prob-
able human errors associated with performing these proce-
dures. These faults were then incorporated into the

fault tree models.

Three of the members were computer specialists.
One of these was responsible for manipulation and debug-
ging of the computerized fault tree models. The remaining
two were responsible for running the SETS code.(16) ggTs
cperates on the system fault tree models and nerforms
the Boolean algebra necessary to determine tne most

frequent core meltdown accident sequences.

The last, and one of the more valuable team members,
was the individual provided by Arkansas Power and Light.
His job was to gather necessary plant information and to
review all work for technical accuracy. His past experi-
ence as a shift supervisor at ANO and his knowledge of
the plant design and operations facilitated correct

modeling of plant and operator response.



CHAPTER 2
IREP METHODOLOGY

To provide guidance for the IREP analyses and to
assist in consistency among the four IREP teamns, proce-
dur:s for the analysis were developed. Since these
procedures had never been used in their entirety, it was
recognized that some flexibility in approach would be
necessary. Nevertheless, the four teams generally fol-

lowed the same approach. This is described below.
2.1 Information Base

The IREP analyses represent an integrated plant
systems analyses. Detailed analyses were performed of
thrse systems required to respond to a variety of initiat-
ing events and of those systems supporting the responding
systems. The analysis included unavailabilities during
test and maintenance activities, human errors which
could arise in restoring the systems to operability fol-
lowing test and maintenance and in response to accident
situations, and a thorough investigation of support
system faults which could affect operation of more than

one system.

To perform the analysis, considerable information
and, in some instances, very detailed information was
obtained from the plant. The sources of information

used in the ANO-1 analysis are listed in Table 2-1.

The final safety analysis report (FSAR) and plant
system descriptions and drawings provided the basic
information base for the analysis. This was supplemented
by information contained in other studies of the plants
(where available) and by more detailed information in

support of particular aspects of the analysis.



Table 2-1

Information Sources for ANO-1 IREP

Final Safety Analysis Report

System description and plant drawings

EPRI NP-801, "ATWS: A Reappraisal - Part III, Frequency of
Anticipated Transients"

Licensee Event Reports for the plant and similar plants

System performance documentation

Electrical one-line drawings

Control and actuation circuitry drawings

Test and maintenance procedures

Emergency procedures

Modified WASH-1400 data base i

Plant logs

"Handbook of Human Reliability Analysis with Emphasis on Nuclear
Power Plant Applications" (NUREG/CR-1278)

Plant visits

Discussions with and review by plant personnel

Technical specifications

ANO Abnormal Transient Operating Procedures (ATOG)

Analyses of similar plants - Oconee RSSMAP (NUREG/CR-1659),
Crystal River IREP (NUREG/CR-2515), Babcock and Wilcox
Generic Studies (NUREG-0560, -0565, etc.), TMI Studies (NSAC-1)

ANO-1 MARCH Code Deck



To identify initiating events and initiating event
frequencies, EPRI NP-801, "ATWS: A Reappraisal - Part

111, Frequency of Anticipated Transients,"” was used as

the basic source. Additional insight was obtained through
reviewing licensee event reports for the plant and for
plants of similar design. To identify the systems needed
to respond to an accident and their success criteria,

the FSAR was used. In some instances, documentation

from the plant or vendor was obtained suggesting and

supporting the use of less stringent success criteria.

To construct the fault tree models, more detailed
drawings were obtained, particularly for electrical
systems and control and actuation circuitry. Test,
maintenance, and emergency procedures were reviewed to
identify potential human errors to be included in the

plant models.

Data for guantifying the fault trees was a mixture
of generic and plant specific data. Basic hardware
failure rate data was obtained from a modified WASH-1400
data base assembled by NRC personnel participating in
the study. For particular components, plant specific
data obtained from plant logs was used. Plant specific
test and maintenance frequencies obtained from plant logs
were used in the analysis. Data for human error rates
were obtained from the "Handbook of Human Reliability
Analysis with Emphasis on Nuclear Power Plant Applications,"
NUREG/CR-1278.

In addition to the above documentation, the utility
personnel participating in the study served as contacts
with the plant to obtain .wore information when needed.

Each team visited their plant to view particular equipment



and to discuss questions with plant personnel. The
utilities also reviewed periodic reports to ensure accuracy

of information.
2.2 Methodology

The IREP analyses consisted of eight tasks:
1. Plant familiarization

2. Event tree construction

3. Systems analysis

4. Human reliability and procedural analysis
5. Data Base development

6. Accident sequence evaluation

7. Containment analysis

8. Interpretation and analysis of results.

The relationships between these tasks are illustrated in
Figure 2-1. Each is discussed briefly below.

2.2.1 Plant Familiarization

The initial task of the analysis involved the ana-
lysts' becoming familiar with the plant. This began by
identifying those functions which must be performed to
prevent core melt or to mitigate its consequences. By
reviewing the FSAR and other documentation, the systems
which perform these functions, termed "front line systems,"

were identified.

Initiating events for consideration in the analysis
were determined from EPRI-NP801 and a review of licensee
event reports. These were grouped such that all initiat-
ing events requiring the same systems to respond were
placed in the same group. ANO-1 loss of coolant acci-
dents (LOCA) were split into six groups. This grouping
was by size of LOCA since mitigating requirements gener-

ally depend on the size of the break. ANO-1 transients






fell into eight groups. The grouping often reflected

equipment lost as a result of the initiating event.

For each initiating event grouping, the criteria for
successful system operation to mitigate the accident
were determined. This information was usually found in
the FSAR. Utility and vendor calculations sometimes
indicated that the FSAR criteria were too conservative.
Where appropriate documentation existed, the IREP teams

used the more realistic criterion.

A final activity during the plant familiarization
task was the identification of system dependencies.
Systems which support the front line systems were identi-
fied; dependencies among various support systems were

also noted.

Upon completion of the plant familiarization task,

the following information had been developed:

l. The necessary functions to prevent core melt or
to mitigate its consequence;

2. The systems which perform these functions (front
line systems);

3. The initiating events included in the analysis
and grouped according to mitigating requirements;

4. The systems required to respond to each initiat-
ing event group and the criteria for system
success:; and

5. Dependencies between front line and support

systems and among support systems.

This task set the groundwork for construction of the
models used in the study. The systems to be analyzed

were identified, and the number of and headings for

event trees were defined.







faults associated with support systems, were further
developed. The level of detail in the fault trees gener-
ally corresponded to the detail of available data.

In addition to hardware faults, the fault trees
included unavailability due to test and maintenance,
human errors associated with failing to restore components
to their operable state following test and maintenance,
and human errors associated with accident responses.
Human reliability analysis is discussed in the next

sectiocn.

The detailed development contained in the system fault
trees facilitated identificetion of hardware, test and
maintenance, and human error faults which could cause
multiple component failures. These classes of common
mode failures were explicitly modeled in the fault trees.
Other potential common mode failures such as environmental
conditions or manufacturing defects were not considered

in the study.
2.2.4 Human Reliability and Procedural Analysis

Test, maintenance, and emergency procedures were
reviewed to determine potential human errors. Human
errors associated with failing to restore the system to
its operable state following test and maintenance were
included explicitly in the fault trees. Potential operator
errors in response to an accident were included in a
limited way. The emergency procedures expected to be
used in response to each accident sequence were reviewed
to identify actions expected to be performed. Incorrect
performance or omission of the actions were postulated
and included in the model. The investigation, however,

was limited to those actions expected to be performed,



rather than postulating all actions an operator might

take.
2.2.5 Data Base Development

A modified WASH-1400 data base was used for quantifi-
cation of hardware faults. In some instances, plant
specific data was used instead. Test and maintenance
intervals and durations were obtained, where possible,
from discussions with plant personnel and from reviewing
plant logs. Estimated upper values were chosen for
human error rates for initial calculations. For those
human errors which appeared in potentially dominant
acciden. sequences, detailed analyses were performed
with the assistance of human factors specialists. This
approach to human error quantification permitted more

efficient utilization of limited human factors expertise.
2.2.6 Accident Sequence Evaluation

For each accident sequence, a frequency was calculated.
This was performed by logically combining the initiating
event and the system successes and failures to develop
combinations of failures (cut sets) which could result
in the accident sequence. Frequencies assigned to the
initiating events and probabilities assigned to each
failure were combined to produce a frequency for each

sequence.

The evaluation process was an iterative one. Initial
calculations used generic data and upper bound human error
rates. From these initial calculations, a collection of
potentially dominant accident sequences was chosen.

These were chosen based on a certain frequency below
which none of the sequences were expected to contribute

significantly.






CHAPTER 3

PLANT DESIGN

3.1 General

The Arkansas Nuclear One Unit-1 (ANO-1) nuclear
power plant is an 886 !iWe pressurized water reactor (PWR)
located on Lake Dardanelle near Russelville, Arkansas.
Arkansas Power and Light Company owns and operates the
facility. ANO-1 entered commercial operation on
December 19, 1974.

The reactor vendor for ANO-1 is Babcock and Wilcox
(B&W). The architectural engineer is Bechtel Power
Corporation. The design of the reactor coolant system
is typical of other B&W plants currently in commercial
operation; there are tvo once-through steam generators
and four reactor coolant puy loops. Most of the major
safety systems designs are also fairly typical. The ANO
eystems studied in the IREP along with some major design
highlights are given in Table 3-1. More detailed dis-
cussions cf these systems are presented in Chapter €

and Appendix B.
3.2 ANO-1 Plant Functions/Systers

The systems presented in Table 3-1 perform one or
more plant safety functions. The safety functions of
concern in the IREP are those that are required to zither
successfully mitigate a LOCA or transient (i.e., require-
ment for reactor shutdown not czused by a LOCA), or les-
sen the conseguences of a core melt if mitigation of the
LOCA or transient is unsuccessful. These safety functions

and the systems which perform them will now be discussed.



Tab.e 3-1

Systeins Studied in the ANO-1 IREP Analysis

ANO System — Design Highlights
High Pressure System ® 3 pumps (2900 psi shutoff
head) '
* Injects into 4 RCS cold
legs "

Actuates upon RCS pressure
of 1500 psi or contain-
ment pressure of 4 psig

2 pump trains (190 »si
shutoff head)

Injects into reactor vessel
via 2 low pressure injec-
tion lines

Actuates upon RCS pressure
of 1500 psi or contain-
ment pressure of 4 psig

2 tank trains

Injects into reactor vessel
via 2 low pressure injec-
tion lines

Actuites upon RCS pressure
of 600 pasi

4 containment fan coolirs

Rctuates upon containmert
pressure of 4 psig

2 pump trains

Sprays containment atmos-
phere via 2 spray headers

Actuates upon containment
sressure of 30 psig

2 pumps (1 electris, 1
turbine

Injects into both, once
through steam generators

Actuates on reactor coolant
pump trip, main feed pump
trip, low steam generator
level, low steam gener-
ator pressure

Design upgrade complete
in 1982

6 pumps (3 electric conden-
sate, 2 steam main feed,
1 auxiliary feed)

Normali post=-trip steam
generator cooling system

Low Pressare System

Core Flood Syste:

Reactor Building Cooling
System

Reactcr Building Spray
System

Emergency Feedwater
System/Emergency Fecd-
water Initiataion ard
Control System

Power Conversion 3ystem

N — — — — ———— — ——) — — — — — — — — . — —— —— v— — — —— — — — — — —— — — — —— % —— —— e s—
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Table 3-1

ANO System

(Cont.)

Design Highlights

. Reactor Protection System

AC Power System

DC Power System

Engineered Safeguards

|
l
r
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
Actuation System :
|
|
|
|
|
|
|
Service Water System |
|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

Heating, Ventilation, Air
'y Conditioning Systems
(HVAC)

Pressurizer Relief Valves

3=3

7 shutdown rod groups

10 automatic 3crams initi-
ated upon a variety of
high and low RCS pressure
and/or temperature sig-
nals, overpower, reactor
coolant pump status, power/
flow imbalance, high con-
tainment pressure, loss of
main feedwater turbine trip

2 load divisions

2 4160 V emergency diesel
generators

Several bus interties

2 load divisions

2 125V batteries

Limited bus interties

Actuates high pressure system,
low pressure system, reactor
building cooling system, and
several support system com-
ponents.

10 actuation channels

2 out of 3 logic actuates upon
4 psig/30 psig containment
pressure cr 1500 psig RCS
pressure

3 pumps/2 pump trains

Provides required support sys-
tem cooling for high pres=-
sure system, low pressure
system, spray system, reac-
tor building cooling system,
HVAC room cooling, diesel
generator cooling

Required for high pressure, low
pressure, spray pump rooms

Required for AC and DC switch-
gear rooms

2 code safety relief valves
(both open at 2500 psig)

1 electromatic relief valve
(opens at 2450 psig)



Table 3-1

ANO System

(Cont.)

Design Highlights

‘Integrated Control System

° Instrument Air

® Non-Nuclear Instrumenta-
tion Power

— — — —— — — — — — — — —— — — — — — — — — — — — — — — . —) — —
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Controls proper coordination
between reactor, steam gen-
erators, main feedwater, and
turbine during normal cper-
ation

Recent design upgrade has
essentially eliminated ICS
caused failures of safety
systems

Several non-safety systems
require instrument air for
proper operation

Safety ielated components fail
safe upon loss of instrument
air

2 load divisions; NNI-X NNI-Y

°* Provides power to much safety

related instrumentation in
control room

Recent design upg. ade has
essentially eliminated single
NNI caused failures of safety
systems

NNI-X or NNI-Y can be lost with
sufficient instrumentation
available to shut down the
plant.



3.2.1 ANO LOCA Functions/Front Line Systems

Upon review of the ANO-1 FSAR.(7) it was noted
that in response to a LOCA, the safety systems perform
the following functions:

A) reactor subcriticality
Bl) emergency core cooling during the injection phase

B2) emergency core cooling during the recirculation
phase

Cl) containment overpressure protection during the
injection phase

C2) containment overpressure protection during the
recirculation phase

Dl) radicactivity removal during the injection phase

D2) radiocactivity removal during the recirculation
phase.

The ANO-1 safety systems which directly perform
these LOCA functions are presented in Table 3-2. These
systems are defined as "LOCA front line systems." This
table will now be discussed.

The reactor protection system (RPS) performs the
function of reactor subcriticality by inserting shutdown
rods into the core immediately following a LOCA signal.
Reactor subcriticality must be performed to lower the
core power output to the decay heat level. At this
level emergency core cooling systems have an adequate

capacity to prevent core melting.

The core flooding system (CFS), high pressure injec-
tion system (HPIS), low pressure injection system (LPIS),
emergency feedwater system (EFS) and the pressurizer



Table 3-2
ANO-1 LOCA Function/System Index

LOCA Function System(s)

-

Reactor Subcriticality Reactor Protection System (RPS)

Emergency Core Cooling
During Injection Phase

Core Flooding System (CFS)
HPIS

Low Pressure Inijection System
(LPIS)

Emergency Feedwater System
(EFS)

Presrurizer Code Safety
Relief Valves (SRVs)

Emergency Core Cooling
During Recirculation
Phase

High Pressure Recirculation
System (HPRS)

Low Pressure Recirculation
System (LPRS)

Decay Heat Removal System
(DHRS)

Containment Over-
pressure Protection
During Injection Phase

Reactor Building Cooling
System (RBCS)

Reactor Building Spray

Injection System (RBSI)
Contaiment Over - RBCS
pressure Protection

During Recirculation
Phase

Reactor Building Spray
Recirculaton System/Low
Pressure Recirculation System
(RBSR/LPRS)

Radioactivity Removal
During Injection Phase

Radioactivity Removal
During Recirculation
Phase

—— —— — —— — —— o — o— — —— — — —— — —— — — —— —— —— —— —— — — —— —— — —— —— — ——
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code safety relief valves (SRVs) comprise the systems
which perform the function of emergency core cooling
during the injection phase. (Referring to Table 3-1,

it can be noted that the pressurizer contains two SRVs
and one electromatic relief valve (ERV). Due to leak-
age, the plant has effectively disabled the ERV by clos-
ing its block valve. Operation of the ERV was therefore
not analyzed in this study.) Emergency core cooling must
be performed to prevent core melt. During the injection
phase, water is pumped from the borated water storage
tank (BWST) by the HPIS and LPIS into the reactor vessel.
For intermediate to large LOCAs, the HPIS, LPIS and CFS
operate together to keep the core cool. As the reactor
coolent system (RCS) depressurizes, the HPIS automatic-
ally actuates at 1500 psi, the LPIS at 1500 psi (the
pumps are started at 1500 psi, but injection does not
occur until 190 psi), and the CFS at 600 psi. For small
LOCAs, the HPIS, EFS and pressurizer SRVs operate together
to keep the core cool. (The RCS pressure is too high to
allow use of the CFS and LPIS for small LOCAs.) The HPIS
automatically actuates at 1500 psi. The EFS and pressur-
izer SRVs operate to reduce RCS pressure so that the HPIS
may inject more cooling water into the core. The EFS
reduces RCS pressure by removing decay heat through the
steam generators. RCS pressure is also reduced by

relieving decay heat through the pressurizer SRVs.

The decay heat removal system (DHRS), low pressure
recirculation system (LPRS) and high pressure recircula-
tion system (HPRS) comprise the systems which perform the
function of emergency core cooling during the recircula-
tion phase. The recirculation phase begins when the

suction of the high pressure and low pressure pumps are



realigned to draw from either the containment sump or

the RCS. This phase begins prior to emptying the BWST.
For very small LOCAs, the RCS can be depressurized and
the break effectively isolated before emptying the BWST.
This allows the DHRS to be implemented (the DHRS is the
low pressure pumps taking suction from the RCS). For
somewhat larger breaks, the RCS cannot be depressurized
before emptying the BWST. Because of this, the HPRS must
be implemented to take suction from the containment =ump.
For intermediate to large breaks the RCS depressurizes,
the BWST empties and the LPRS is utilized (the LPRS is
the low pressure pumps taking suction from the containment
sump). The DHRS cannot be implemented for these latter
breaks because the BWST empties fairly quickly and time
is not available to perform the DHRS lineup.

During the emergency core cooling injection and sump
recirculation phases, steam emitted through the break
will cause the containment pressure to increase. 1If the
steam is not condensed, the containmeut would eventually
fail due to overpressure within several hours. To prevent
containment failure, ANO-1 employs fan cooler (RBCS) and
containment spray systems (RBSI and RBSK) to condense the
steam and perform the function of containment overpressure
protection from steam evolution. The RBCS actuates at 4
psig and condenses steam by rejecting heat contained within
the containment atmesphere o the envircnment via heat
exchangers. During the injection phase, the RBSI actuates
at 30 psig and condenses steam by spraying the containment
atmosphere with cool water from the BWST. During the sump
recirculation phase, steam is condensed via the RBSR by
spraying the containment atmosphere with sump water
which is cooled by mixing with the LPRS flow. The LPRS

I=-8



flow is cooled by service water heat exchangers located

within its pump trains.

1f successful mitigation of the LOCA cannot be
achieved and a core melt ensues, the consequences of the
accident can be reduced if the functions of containment
overpressure protection and radioactivity removal are

per formed.

The ANO systems described above (i.e., RBIS, RBCS,
and RBSR/LPRS) which prevent a containment overpressure
failure following a LOCA can also prevent or delay a post-
core-melt overpressure failure during both the injection
and sump recirculation phases. Success of this function
would depressurize the portion of the containment pres-
sure due to steam by condensing it. The ANO systems
which perform this function, however, do not signifi-
cantly reduce the portion of the containment pressure
due to the non-condensable gases released during the
meltdown. This function will therefore prevent a post-
core meltdown overpressure only if a containment basemat
meltthrough occurs (i.e., relieves pressure through the

ground) prior to an overpressure due to non-condensables.

A post-core melt radiocactive material release to the
environment can be substantially reduced if the function
of radioactivity removal is successful. At ANO-1 the
RBSI and RBSR performs this function by scrubbing the
containment atmosphere of radioactive materials during

both the injection and sump recirculation phases.
3.2.2 ANO Transient Functions/Front Line Systems

Upon review of the ANO-1 FSAR (Reference 7), it was
noted that in response to a transient, the safety systems

perform the follow.ng functions:



A) reactor subcriticality

B) core cooling

C) RCS overpressure protection/RCS integrity
D) RCS inventory makeup

E) containment overpressure protection

F) radioactivity removal

The ANO-1 safety systems which directly perform
these transient functions are presented in Table 3-3.
These systems are defined as "transient front line

systems." This table will now be discussed.

The RPS performs the function of reactor subcritical-
ity by inserting shutdown rods into the core immediately
following a SCRAM signal. Reactor subcriticality must
be performed to lower the core power to the decay heat
level. At this level core cooling systems have an ade-
quate capacity to prevent core melting. The RPS must
also operate to prevent a potentially severe RCS over-
pressure transient. (Reference 1 states that peak RCS
pressures in the neighborhood of 4,000 psi may occur
given certain transients in which the RPS tails.) If
the RPS fails and the RCS components survive the over-
pressure transient, reactor subcriticality can also be
achieved by injecting borated water from the BWST into
the RCS via the HPIS.

After achieving reactor subcriticality the core must
be kept cool by removing decay heat from the RCS. This
is normally accomplished at ANO by delivering feedwater
to the steam generators from the power conversion system
(PCS) at a rate commensurate with decay heat and boiling
off of this water to the condenser or to the atmosphere

via the secondary safety/relief valves. 1If, however, the
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Table 3-3

ANO-1 Transient Function/System Index

Transient Function System(s)
T 2= -
Reactor Subcriticality a) Reactor Protection System
(RPS)
b) High Pressure Injection System

Core Cooling

Reactor Coolant System
(RCS) Overpressure
Protection/RCS Integrity
RCS Inventory Makeup
Radioactivity Removal

Containment Overpressure
Protection

—— . —— . — " ————— . . —

— . —— . o — | — — o — — ——— w— o— — — — — — — — — — — — — — — —

(np1s)l
a) Power Conversion System (PCS)

b) Emergency Feedwater System
(EFS)

¢) High Pressure Injection System
(HPIS) & Pressurizer Code
Safety Relief Valves (SRVs)

SRVs

HPIS

Reactor Building Spray System
(RBST)

a) RBSI

b) Reactor Building Cooling
System (RBCS)

Sy U SRR R S S S SR RS N SRR pray—

- —

1. HPIS may only perform reactor subcriticality if the RCS
components survive the overpressure transient following

RPS failure.
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shutdown involves a loss of the PCS, backup decay heat
removal systems may be utilized. The first backup sys-
tem is the EFS, which automatically actuates given loss
of the PCS. This system also removes decay heat by deliv-
ering feedwater to the steam generators. If the EFS is
unavailable, decay heat may also be removed directly from
the RCS. This may be accomplished via a "feed and bleed"
operation. Success of this method requires the operator
to establish flow from the HPIS. The core is cooled by
boiloff of the RCS water into the containment via the
SRVs.

For those reactor shutdowns in which the RPS immedi-
ately scrams the reactor, and core cooling via the steam
generators is achieved within a few minutes, RCS overpres-
sure protection is not required. For these transients,
the surge capacity of the pressurizer would suffice to
accept the transient event with only a small surge in the
pressure occurring. For more severe transients, such as
those involving a delay in steam generator cooling or a
failure of the RPS, the operability of one or both of the
pressurizer SRVs would be required to prevent a potential
rupture of the RCS. The SRVs that open as a result of the
transient must all reclose to insure the integrity of the
RCS. Otherwise, a valve sticking open following the tran-

sient would result in a smail LOCA.

Success of the RCS integrity function mentioned above
will prevent a small LOCA. Even though a small LOCA has
been prevented, however, a potential still exists for
slowly losing RCS inventory via various smaller leaks.

In order to prevent an eventual core uncovery within sev-
eral hours, the function of RCS inventory makeup (RCSIM)
is provided by adding makeup from the BWST via the HPIS.
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CHAPTER 4
INITIATING EVENTS
4.1 Introcduction

The use of event tree methodology in the probabilistic
risk assessment of ANO-1 requires that accident initiating
events be defined. These initiating events represent
the starting points of many different accident sequences

and delineate the initial conditions for these sequences.

This chapter describes which initiating events were
chosen for the ANO-1 analysis, how they were grouped,
and how they were quantified. The end product of the
chapter is a list of the ANO-1 initiating events and is
described in Section 4.3.

4.2 Initiating Events Chosen for ANO-1

Two general types of initiating events have been con-
sidered for the ANO-1 analysis: loss of coolant accidents
(LOCAs) and transients.

In order to determine the specific types of LOCA and
transient initiating events to be studied, a failure mode
and effects analysis (FMEA) was performed on the RCS pip-
ing and front line systems and their support subsystems

which are operating when the reactcr is at power.

The RCS FMEA consisted of postulating different size
RCS breaks and break locations to determine if different
combinations of plant systems were required to mitigate
the LOCA. Those breaks with similar front line system
mitigating requirements were placed in the same group.
As a result, LOCAs at ANO-1 were divided into six cate-

gories ranging from small pump seal ruptures to large



RCS pipe breaks. The LOCA initiating events for ANO-1

are described in Section 4.2.1.

The FMEA performed to identify transients consisted
of postulating a single fault in a normally operating
system or subsystem and studying the plant response to
that fault. For each postulated fault, the following

questions were asked:
1. Does the fault lead to a reactor trip?

2. If the reactor trips, is the reliability of the
front line systems and their support systems
which must respond to the trip affected? 1If

so, how?

Throughout the FMEA, generic transient information
presented in EPRI-NP801, "Frequency of Anticipated Tran-
sients."(4) and planc specific information presented
in licensee event reports and trip logs provided guidance
in choosing the general types of system faults to be

considered.

A fault was only considered to be important if the
answer to the first question was yes. If the reactor
did not trip, it was assumed that the fault would be
detected and corrected before a reactor trip from some
other cause occurred. The faults that did cause a reac-
tor trip were then yrouped. Those which affected the
reliability of the systems in a similar manner were
placed in the same yroup. As a result, ANO-1 transients
were split into eight groups. Some of these groups were
loss of offsite power, loss of the power conversion
system, loss of AC or DC power to a particular bus, loss
of service water, etc. The ANO-1 transient initiating

events are described in Section 4.2.2.



4.2.1 LOCA Initiating Events

A number of LOCA break size ranges were determined
for ANO-1. Each LOCA break size range defines a unique
set of emergency core cooling requirements for the injec-
tion or recirculation phase of a loss of coolant accident.
Table 4-1 presents the different LOCA sizes and the appro-
priate success criteria for various plant functions. The
emergency core cooling success criteria were determined
by Babcock and Wilcox.(6) The criteria used for the
other functions were obtained from previous calculations
made by Battelle Columbus Laboratories, the Final Safety
Analysis Report for ANO-1, or other B&W studies.(2.,6,7,8)

The initiating event frequencies for each LOCA break
size range were calculated using Reactor Safety Study
data. Two basic assumptions were made in the calculation
cf the ANO-1 LOCA frequencies. The first assumption was
that the total frequency of random LOCAs at ANO-1 was
the same as that identified for the RSS plants. It was
also assumed that the probability distribution over each
RSS break range was constant. This assumption allowed
constant probability functions to be generated for each
RSS LOCA break size range. These probability functions
were then integrated over the ANO-1 break ranges to
produce ANO-1 specific LOCA initiating event frequencies.
The RSS and ANO-1 LOCA break size ranges, frequencies

and an example calculation, are given in Table 4-2.

One ANO-1 LOCA break size range has an additional
initiating event frequency contribution that is not
included in the RSS data. For the smallest ANO-1 LOCA
break range (.38 to 1.2 inches equivalent diameter), a

.02 frequency was assessed for certain types of reactor






Table 24-2

Comparison of RSS and ANO-1
LOCA Frequencies

— c—

Reactor Safety Study Arkansas Nuclear One Unit 1

————————————— ] ——————— - ——_— -

LOCA Breakl

LOCA breakl

greater than
13.5 inches

| |
| I |
Size Range { Frequency {I Size Range : Frequency
| Il I
l Il  B(1.2) = .38 to | 2.0x10-2
| [ 1.2 inches |
| |1 |
S, = .5 to | 1.0x1073 ||  B(1.66) = 1.2 iol 3.1x107%
2 inches { :{ 1.66 inches :
I I B(4) = 1.66 to | 3.8x10-4
| | 4 inches |
| |1 |
S, =2 to | 3.0x10"% ||  B(10) = 4 to | 1.6x10"%
6 inches : }{ 10 inches :
A = 6 inches | 1.0x10-4 |l  B(13.5) = 10 to | 1.2x10-5
and larger } }: 13.5 inches :
I |1 B(>13.5) = | 7.5x10=5
| I |
| I |

lgquivalent diameter in inches.

Sample Calculation

Pgydx = 1.0x1073

S~~~

For RSS SzLOCA,
«5
Assume Pgy is a constant probability distribution. Therefore,
Pgy = 6.67x10"4. Now, integrate this distribution over ANO-l's
B(1.66) LOCA break size range to obtain B(1.66) frequency.
1.66

Pgpdx = 3.1x1074.
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coolant pump seal ruptures. The RSS data only includes
data on random pipe failures and therefore does not
cover this type of LOCA. The .02 number overshadows the
random failure contribution for this break size range.
The pump seal information was obtained from an NRC memo
on the subject.(g) Note that no LOCAs smaller than

+38 inch equivalent diameter were analyzed. It was
ascertained that breaks of this magnitude could be miti-

gated by normally operating makeup systems.

A final comment should be made concerning the LOCA
initiating events analyzed for ANO-1. The interfacing
systems LOCA, which was found to be important to risk in
other PRAs (e.g., Surry in the RSS and Oconee in the

RSSMAP,(Z)) was not found to be significant at ANO-1.

One type of interfacing systems LOCA at ANO would
require failure of two series check valves in one of the
low pressure injection lines and opening of the normally
closed isolation MOV, which is also in series with the
check valves, for quarterly MOV testing. This would allow
high pressure RCS water to enter the low pressure piping
outside containment and pipe rupture to occur. A core
melt would ensue because the core cooling system is not
designed to mitigate a LOCA outsicde containment. Since
all low pressure injection series check valves are required
to be leak tested on a regular basis (e.g., following cold
shutdown operations, etc.) via procedure 1102.01, the
frequency of this event is dominated by undetected rupture
of the series check valves. Reference 2 indicates that
this frequency is small (less than 10-®/Ryr). This type
of interfacing system LOCA was therefore not considered

as a separate initiating event.



Another type of interfacing systems LOCA could be
postulated at the low pressure pump suction line from
the RCS. An extra containment LOCA at this locality
would require the simultaneous opening or rupture of two
series MOVs. Failure of these valves is predicted to be
probabilistically insignificant for the following reasons:

1. Each valve contains an independent inter-
lock which prohibits the operator from
opening them when the reactor is at high

pressure.

2. 1f a valve spuriously opened, it would be
detected within 8 hours since the position
of these valves are verified closed via

checklist every shift.

3. We could not find adequate data applicable to
massive ruptures of MOVs and thus assume such

failures are extremely rare.

For these reasons, this type of interfacing system LOCA

was not considered as a separate initiating event.

4.2.2 Transient Initiating Events

A number of transient initiating events were identi-
fied for ANO-1. The success criteria for front line
systems which function to mitigate transient initiated

accidents are given in Table 4-3.

Three types of transient initiating events which do
not involve specific component failures and which were
quantified using industry data were analyzed for ANO-1.

These are:
1. Loss of station power (designated T(LOP)).

2. Events which totally interrupt the power

conversion system (T(PCS)).
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Table 4-3
Transient Success Criteria

Reactor Containment
Coolant Overpressure
System (RCS) RCS Protection Post-Accident
Core verpressure RCS Inventory Due to Steam Radioactivity
Subcriticality Cooling Protection Integrity Makeup Evolution Removal
> & Control Rod Groups Given RPS Success Given RPS Success All safety/PORV 1/3 HPIS 1/4 Reactor 1/2 Reactor
Inserted Into Core by Power Conversion 1/2 safety Relief Valves Building Bailding Spray
the Reactor Protaction System (PCS) Relief Valves Reseat After Cooling Injection System
System (RPS) Open When Opening System Fan
OR Demanded Coolers
1/2 Pmergency Feed- OR
water System (EFS)
ol 1/2 Reactor
[ OR Given RPS Failure Building
<« 2/2 safety Spray Injec~-
1/3 High Pressure Relief Valves tion System
Injection System Open

(HPIS) and 1/3
Safety /PORV Valves

Open

Given RPS Failure
PCS and HPIS and
2/2 Safety Relief
Valves Open

OR
EFS and HPIS and
2/2 safety Relief
Valves Open




3. All other transient initiating events which do
not affect the front line systems significantly
(T(FIA)).

The sources used to define and quantify these tran-
sient initiators were plant specific information from the
utility and EPRI NP-BOl.(4) A list of the transient cate-
gories defined in the EPRI document is given in Table 4-4.
Also shown are the calculated transient event frequencies
using updated EPRI data and certain ANO-1 information on
the plant response to different transients. Table 4-5
shows which EPRI transient categories were grouped together
to produce the three transient types listed above.

A number of normally operating support systems compo-
nents were found at ANO-1 whose failure would cause a reactor
shutdown and somehow degrade safety systems required post
trip or affect recovery actions. These component failures
were identified via performance of the FMEA (described
in Section 4.2) on all normally operating support systems,
The normally operating support systems are a subset of
the support systems presented in Tables 3-4 and 3-5 and
are listed inTable 4-6.

In the following sections, the normally operating
support systems which were reviewed in-depth are discussed.
The components identified as possible initiating events
are included in the list of initiating events described
in Section 4.3

4.2.2.1 Service Water System Analysis
The Service Water System (SWS) at ANO-1 is a two
train, three pump system which supplies cooling water to




e e A e

Table 4-5

Grouped EPRI NP-801 Transient Initiating Events
Requiring an Immediate Rapid Reactor Shutdown

at ANO-1
| 1 | a 1
[Transient | b 1. | EPRI NP-801 | Total |
| Designator | Description | Transients | Frequency|
| | | | (Per Ryr)|
| ] | I l
| T(LOP) | Loss of offsite | 35 | .32 |
| | power | | |
| | | | l
| T(pcs) | Total interruption | 16, 17}, 18, | 1.0 |
| | of the Power | 20, 21, 22, | |
| | Conversion System | 24, 25, 29, | |
: } (main feedwater) f : 30 : =
| T(FIA) | All other transients | 1, 2, 3, 6, R R
| | which do not affect | 10, 14, 18, | |
| | front line systems | 171, 33, 34, | |
| | significantly | 37, 38, 39, | |
| | | 23 | |
| | | | |
| | | | |

lone feedwater pump will be lost on a MSIV closure of one steam

generator loop.

Both feedwater pumps could be lost depending

on the position of a trip selector switch in the control room.

Therefore,

since it is a 50-50 chance of losing both pumps,

half of #17's frequency falls in T(PCS) and half in T(FIA).
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Table 4-6

Support Systems Reviewed in the ANO-1
Initiating Event Analysis

The following systems were reviewed to identify
possible failures which could act as an accident
initiator:

Service Water System

AC Power Sysiem

DC Power System

Instrument Air System
Integrated Control System
Non-Nuclear Instrumentation

Heating, Venting, and Air
Conditioning System

Emergency Feedwater Instrumentation
and Control System

Engineered Safeguards Activation System

——— . D ——

many safety and nonsafety systems. (Refer to SWS discus-
sion in Section 6.3.2 and Appendix B10.)

One failure in this system was identified as a pos-
sible initiating event. There is a normally open, motor-
operated valve (CV-3824) in the single discharge line
which is common to both service water trains. If this
valve should fail and obstruct the discharge line during
normal operation, SWS flow to most safety system compo-
nents would be severely deyraded or interrupted. Dis-
cussions with utility personnel and a review of plant
procedures indicate that given failure of CV-3824, a
plant trip could be expected due to a trip of the reactor
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coolant pumps following loss of pump cooling. Given a
loss of all service water, many safe shutdown systems

would be unavailable.

The initiating event frequeicy for this service water
failure was taken from the IREP quantification guide. A
frequency of 2.6x10"3 per reactor year was assessed for
this fault based on the plug standby failure rate for
motor-operated valves ove: a year period (i.e., 3x10~7
x 8760 hours). It is acknowledged that an operating
failure rate rather taan a standby failure rate should
be used and may be different than the assigned value.

No operating failure rate was available; however, it was
felt that value used represents an upper bound to the
real value. The initiating event representation used in
the analysis for this SWS fault is T(LOSW).

4.2.2.2 Vital AC Power Bus Analysis

The Vital AC Power System provides AC power to several
front line/support systems which may be required to operate
after an iaitiating event. (Refer to AC power discussion

in Section 6.3.3 and Appendix Bll.)

A FMEA was performed on each vital AC bus to deter-
mine the effects of the bus shorting to ground. Only
two AC buses were identified which would cause a reactor
trip and degrade front line systems if lost. These are
AC buses, A3 (4160 VAC) and B5 (480 VAC).

In terms of the initial severity of the bus failure,
failure of bus A3 is worse than B5 since bus A3 feeds bus
B5. However, in terms of recovery potential, failure of
the 4160 volt A3 bus is much different than the failure of
the 480 volt B5 bus. This is due to a cross-tie between

buses B5 and B6. This cross-tie provides good recovery
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potential if bLos A3 shorts to ground. This recovery
potential is lost, hwowever, if bus BS5 fails.

The initiating event frequencies for these initiat-
ing events were cttained from a data base developed for
the Oconee PRA.! The initiating event representations
ueed 1n the analysis for these AC bus faults are T(A3),
and 7T(BS).

4.2.2.3 Vital DC Power Bus Analysis

The analysis of the two main DC power buses (DOl and
DO2) was very similar to that dome for the AC buses.
Siven a loss of one DC bus, it is expected that the

following events will occur:
1. One steam generator will isolate.

2. The reactor will trip, mostly likely due to
overpower.

3. The rturbine and one feedwater pump will trip
with a 0 percent chance that both feedwater
pumps will trip.

Both of the DC power buses are included in the
analysis as initiating =2vents as these buses supply
power to various safety reiated components. The initiat-
ing event freuuencies for D¢ bus failure were also obtained
from NSAC data generated for the Oconee PRA. The initiat-
ing event representations used i- the analysis for these
DC bus faults are T(DOl) and 7(D02). Refer to Section
6.3.4 and Appendix R12.

1Telephone conversation with G. J. Boyd, Technology for
Energy Corporation.
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4.2.2.4 Instrument Air System Analysis

The instrument air system (IAS) prrwvides pro.2ss air
to many plant components, mainly air-operated control
valves. The analysis uncovered that ‘he only front line
or support system which would qegrade or fail on loss of
the IAS is the power conversion system. The reason for
this is that most safety system components which interface
wi th the IAS fail safe on liss of instrument air. Loss of
the TAS would probably not cause an immediate reactor trip;
the operator would los2 control of main feedwater and even-
tually & forcea to trip the system. Since instrument air
only affecv: main feedwater, its failure was considered
as part of +the T(PCS) initiating event. For this reason,
no instrument a’r faults were analyzad s specific initiat-

ing events.

4.2.2.5 Integrated Contiol System and Non-¥uclear

Instrumentation Analysis

The integrated control system /§CF) at ANOr~1 provides
the proper coordination of the reactor, sfeam generators,
main feedwater control, and turbine under a%l operating
conditions. Two non-nuclear instrumentatioi buses (NNI-X
and NNI-Y) are utilized at the plant to supply power to
various valve control circuits and instrumentation channels.
Many instrumentation signals generated by NNI are used by
the ICS.

In order to determine the effect of ICS and NNI fail-

ures on other ANO-l systems, a review of past incidents

,was undertaken tc identify general tyres of failures and

irceractions that have occurred.  Also, the results ol a
B&W analysis of the ICS ware studied.(11) The knowledge
and insights gained from rhe@se sources were used to deter-

mine potential IC3/NNI initiating events at ANO-l.
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The B&W analysis consisted of a failure modes and
effects analysis (FMEA) of an ICS and a review of operat-
ing experiences. Appropriate conclusions for each part

are given below.
Conclusions drawn from the FMEA are as follows:

l. 1CS failures could cause an inadvertantly
opened or stuck open turbine bypass valve or
feedwater startup valve which could result in

overcooling.

2. 1ICs failures do exist that would result in a
reactor trip main feedwater trip, and require
additional safety systems to mitigate the

failure.

Conclusions drawn from analyses of past transients are

as follows:

1. ICS/NNI power supplies are vulnerable to single
failures with significant consequences. Power
supply failure or malfunction to or from the
ICS/NNI was the only event found which could
have caused loss of both main and emergency

feedwater flow.

2. The ICS has shown a tendency to cause or to
participate in feedwater oscillations, which
have led to high reactor coolant trips, low
reactor coolant trips, actuation of engineered
safety systems, loss of main feedwater, and loss

of emergency feedwater.

A more detailed review of specific incidents occur-
ring at Rancho Seco, Oconee, Crystal River, and other

plants revealed the following additional insights:



1. Each NNI bus supplies + 24 V DC power to various
components such as the PORV. Loss of one half
of the + 24 volt source has caused a PORV to
open and remain open in one incident. A com-
plete loss of the + 24 volt source would not
have caused the PORV to open at all.

2. Interactions were found between ICS failures and
several emergency feedwater system valves. In
at least one incident, emergency feedwater was
lost completely for a time due to ICS/NNI

problems.

3. Critical control room indication may be lost
or undependable after ICS or NNI faults, parti-
cularly feedwater flow and steam generator level
indication. The loss of control room indication
has resulted in dryout of both steam generators

and overfill conditions.

4. Loss of NNI or ICS power has caused depressuriza-
tion of both steam generators. This led to isola-
tion of main and emergency feedwater flow to both
steam generators due to the design of the steam

generator isolation logic.

The ANO-1 ICS and NNI have been reviewed for the
possible interactions described above. In general, post-
Crystal River design changes to the ICS, NNI, emergency
feedwater system (EFS), and steam generator isolation
logic have significantly reduced the probability and
effect of such interactions. These design changes will

now be discussed.

An EFS upgrade is being implemented at ANO-1 (Refer
to Section 6.2.5). The new EFS will include safety

grade control valve positioners, sensors, and control
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and actuation circuits which are independent of the 1CS
and NNI. The EFS upgrade, due to be finished in 1982,
is expected to eliminate the EFS/ICS interactions pre-

viously described.

Part of the EFS upgrade includes installation of a
new control system known as the emergency feedwater
initiation and control system (EFIC). The EFIC system
performs multiple functions including EFS initiation,
EFS control, and steam generator isolation upon low
pressure or on approach to overfill conditions (Refer to
EFIC disscussion in Section 6.3.6 and Appendix Bl4.)

The EFIC system performs some control actions which were
in the past performed by elements of the ICS, NNI and
steam line breaX isolation and control system. (The
latter system was the old steam generator isolation
system.) A review of the preliminary EFIC design indi-
cated that total isolation of emergency feedwater flow
to the steam generators caused by single NNI, ICS, or

EFIC power failures was not possible.

The ANO-1 NNI and ICS power supplies have alsc been
upgraded in recent years. Each NNI and ICS bus has two
separate power supplies each coming from a different
bus. Failures of nonredundant power supplies have been
identified as the cause of at least one past ICS/NNI

incident.

Each ICS/NNI bus outputs through an auctioneered
+ 24 volt DC supply. A power supply monitor is attached
to each bus which monitors the two voltages. A loss of
either voltage for .5 seconds will cause the monitor to
trip breakers which will cut off both voltage supplies.
This monitoring of the + 24 V DC output sources of the

ICS and NNI buses is expected to prevent or reduce



possible interactions between the ICS/NNI and components
receiving power from the ICS/NNI.

To summarize, reviews of past incidents and industry
analyses indicate that power faults have generally been
the cause of ICS/NNI related events. The severity of
the incidents can be increased due to possible interactions
between the ICS/NNI and the EFS, pressurizer PORV, and
other components. Availability of control room indica-
tion of various parameters given ICS/NNI problems has also

been a concern.

The ICS and NNI design improvements at ANO-1 are
expected to reduce or eliminate many of the problems
discussed above. The increased redundancy of the 1CS/NNI
bus power supplies should significantly reduce the prob-
ability of a complete loss of power at a bus. The power
supply monitors should prevent spurious or erroneous
component actuation by ensuring that both 24 V DC output
supplies are tripped when one is lost. Finally, the
implementation of an independent EFS actuation and
control system (EFIC) should eliminate observed ICS/EFS
and NNI/EFS interactions. For these reasons, ICS and NNI
failures were not considered as individual initiating
events since they are expected to cause failure of the
power conversion system only. These failures are there-

fore included as part of the T(PCS) initiating event.

4.2.2.6 Heating, Venting, and Air Conditioning System

Analysis

The heating, venting, and air conditioning system
(HVAC) at ANO-1 supplies room cooling for various plant
systems. Room cooling is modeled explicitly in the fault
trees for the two electrical switchgear rooms and the

two battery rooms. (Refer to discussion of battery and
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could cause simultaneous reactor trip and main feedwater
isolation, none were found which could cause sustained
isolation of the EFS. The latter finding stems from the
fact that the EFIC logic automatically bypasses EFS isola-
tion signals when the need for the EFS exists (see Appendix
Bl4). Since EFIC-related failures are only expected to
cause failure of the power conversion system, they were not
considered as individual initiating events. These failures
are therefore included as part of the T(PCS) initiating

event.

4.2.2.8 Engineered Safeguards Actuation System (ESAS)

Analysis

The ESAS performs the function of safety system actua-
tion following a low RCS pressure signal or high contain-
ment pressure signals. If these signals are inadvertently
generated, or if other ESAS malfunctions occur, the HPIS
would actuate, and ultimately lead to a reactor trip. (The
HPIS could also inadvertently actuate after reactor trip.)
This does not present a safety problem unless operation of
the HPIS is allowed to continue until the pressurizer SRVs
are demanded. If a valve fails to reclose an unisolatable
LOCA would result. The frequency of a LOCA caused by an

inadvertent HPIS actuation can be estimated as:

(8)(.02)(.015)(.04) + (.07)(.015)(.04) = 1.4x10-4

where

8 = number of ANO RX trips/yr
.02 = probability an inadvertent actuation of the HPIS
will occur after Rx trip(10)
.015 = probability the operator will not terminate HPIS
before challenging the srvs (10
.04 = probability that one of two SRVs do not reclose
.07 = number of RX trips caused by an inadvertent HPIS
actuation (Table 4-4, entry 9).
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Since the value of 1.4x10~4 is about an order of
magnitude smaller than other stuck open SRV LOCA sequences
explicitly modeled, inadvertent HPIS actuation resulting
from ESAS problems was not considered a separate initiating

event.
4.3 Description of the ANO-1 Initiating Events .

The accident initiating events used in the ANO-1 anal-
ysis are those discussed in the previous sections and
are summnarized in Table 4-7. When the initiating events
are combined with the appropriate system fault and success
trees, unique ANO-1 accident sequences are produced. An
alternate way to display the ANO-1 initiating events is

with a logic diagram. This is done in Figure 4-1.

The initiating events define the initial conditions
for accident sequences and may, in themselves, affect the
availability of front line systems. The dependencies
found between the ANO-~1 initiating events and the mitiga-

ting systems are shown in Tables 3-4 and 3-5.



Table 4-7

Initiating Events Used in the ANO-1 Analysis

of Service Water Valve CV-3824

| I |
| | | Frequency Per
| Designator| Initiating Event Description | Reactor Year
| | |
| [ T
| B(1.2) | LOCA with a .38 to 1.2 inch | 2.0x10-2
| | equivalent diameter break |
| | |
| B(1.66) | LOCA with a 1.2 to 1.66 inch I 3.1x10-4
: : equivalent diameter break !
|

| B(4) | LOCA with a 1.66 to 4 inch l 3.8x1074
| | equivalent diameter break |
| I |
| B(10) | LOCA with a 4 to 10 inch I 1.6x10-4
| | equivalent diameter break |
| | |
| B(13.5) | LOCA with a 10 to 13.5 inch | 1.2x10-3
| | equivalent diameter break |
| | |
| B(»13.5) | LOCA with an equivalent | 7.5x%x10"3
| | diameter break greater than |
I | 13.5 inches |
| | |
I T(LOP) | Loss of offsite power transient | 3.2x10"1
| | |
| T(PCS) | Transient inltiated by a total | 1.0
| | interruption of main feedwater |
| | |
| T(FIA) | All other transients which do | 7.1
| | not affect front line systems |
: | significantly I

| |
| T(A3) | Transient initiated by a failure | 3.5x10"2
I | of AC power bus A3 |
| | |
| T(BS) | Transient initiated by a failure | 3.5x1072
| | of AC power bus BS5 |
l I |
| T(DOL1) | Transient initiated by a failure | 1.8x10~2
| | of DC power bus DOl |
| | |
| T(DO2) | Transient initiated by a failure | 1.8x10~2
| | of DC power bus D02 |
| | |
| T(LOoSWw) | Transient initiated by failure | 2.6x10"3
| | |
| | |
| | |

— — — ——— — — — — — — — — — — — — ———— — —— . — — —— ——— —— — — — — — —— — — — — — —. — — — —
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CHAPTER 5
ACCIDENT SEQUENCE DELINEATION
5.1 Introduction

The type of reactor accidents of concern for the
ANO-1 IREP study are core meltdown accidents initiated
by the LOCAs and transients defined in Chapter 4. It is
a goal of the study to quantify the frequency of these
core meltdown accidents and to estimate their severity,
expressed in terms of radioactive material released from

containment. The severity of a core melt accident depends

on the initiating event, on which plant safety functions/

systems defined in Chapter 3 succeeded or failed during
the accident, and on the approximate time at which they

failed; i.e., the accident sequence.

Event trees are the logic models from which accident
sequences are derived. Two types of event trees were im-
plemented to delineate accident sequences. The functional
event tree interrelates tlie initiating event and the plant
safety function failure events and results in functional
accident sequences. The systemic event tree interrelates
the initiating event and safety system failure events and
results in system accident sequences. The ANO-1 func-
tional event trees are described in Section 5.2. The
ANO-1 systemic event trees are briefly described in
Section 5.3. A more detailed discussion can be found in

Appendix A.
5.2 ANO-1 Functional Event Trees
5.2.1 LOCA Functional Event Tree

The ANO-1 LOCA functional event tree is depicted

in Figure 5-1. This tree was drawn by (1) making the







plant LOCA functions described in Section 3.2.1 the

event tree headings, (2) placing the event tree headings
in the approximate chronological order they will be
called upon following the LOCA, and (3) incorporating the
functional interdependencies into the event tree struc-
ture. The interdependencies were incorporated into the
event tree structure by removing success/failure decision

branches at appropriate places in the tree.

Dependencies incorporated into the LOCA functional

event tree are the following:

l. If containment overpressure protection during
the injection phase (COl) fails, then radio-
activity removal during the injection phase
(RRI) fails since the system which performs

RRI is a subset of the systems performing COIL.

If emergency core cooling during the injection
phase (ECI) fails, then emergency core cooling
during the recirculation phase (ECR) fails
since ECR cannot prevent a core melt caused by
ECI failure and operation of ECR is not ex-
pected to significantly affect the accident

consequences. (Reference 2 indicates that for

B&W type plants, there is a strong correlation

between core melt frequency and accident con-
sequences; i.e., all core melts have at least
a 20 percent chance of leading to severe

accident consequences).

I1f COI fails, then containment overpressure
during the recirculation phase (COR) fails
since the systems performing COI and COR
share most of the same equipment and failure
modes of COI would most likely fail COR.
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overpressurize and fail due to steam generated during the
accident. Upon failure, the containment will undergo

a rapid depressurization and cause water in the contain-
ment sump to boil vigorously. This boiling is assumed

to fail the pumps performing the functions of ECR and

RRR due to cavitation. The core will melt due to ECR
failure and radioactivity will be released to the

atmosphere.

Sequence 3 ~-- In Sequence 3 the ECR function is

unavailable which causes a core melt. The COR and RRR
functions are available, however, to potentially reduce
accident consequences. As discussed in Chapter 3, the
COR function can delay or prevent a post core melt over-
pressure failure. The effectiveness of the COR and RRR
functions in reducing accident consequences therefore
depends on how long COR can delay overpressure or if

overpressure can be prevented.

Sequence 4 ~- Sequence 4 is simlilar to Sequence 3

except the RRR function is also unavailable. If a con-
tainment overpressure occurs, the radioactive material
release to the atmosphere would be more severe for

Sequence 4 due to failure of RRR.

Sequence 5 -- In Sequence 5 the ECR and COR func-

tions are unavailable. ECR failure will cause the core
to melt and COR failure may lead to a containment over-
pressure failure. The RRR function is available and

acts toc scrub the containment atmosphere of radioactivity

prior to overpressure failure.

Sequence 6 -- Sequence 6 is similar to Sequence 5

except the RRR function is also unavailable. The




radioactive material release following containment over-
pressure would be more severe for Sequence 6 due to
failure of RRR.

Sequence 7 =-- In Sequence 7 the COI and RRI functions

are unavailable. COI failure will cause the containment
to breach due to overpressure. As in Sequence 2, ECR
failure is assumed to occur during containment depres-
surization following the breach. The core will melt due
to ECR failure and radioactivity will be released to the

atmosphere.

Sequence 8 =-- In Sequence 8 the COI, RRI, and ECR

functions are unavailable. As in Sequence 7, the core
will melt and the containment will breach due to over-
pressure. In this sequence, however, the core may begin
to melt prior to containment failure. This would allow
some of the radiocactive material released during the
meltdown to plate out inside containment and thus reduce

the release to the atmosphere.

Sequence 9 -- In Sequence 9, ECI fails, which causes

a relatively rapid core melt and, thus, precludes success
of the ECR function. Containment overpressure protection
and radioactivity removal are available to delay or pre-

vent containment overpressure failure and reduce accident

consequences.

Sequence 10 -- Sequence 10 is similar to Sequence 9

except the RRR function is unavailable. If a containment
overpressure occurs, the radioactive material release to
the atmosphere would be more severe for Sequence 10 due
to failure of RRR.

Sequence 11 -- In Sequence 11 the ECI and COR

functions are unavailable. ECI failure will cause the



core to melt and COR failure may lead to containment
overpressure failure. The RRR function is available and
acts to scrub the containment atmosphere of radiocactivity

prior to overpressure failure.

Sequence 12 -- Sequence 12 is similar to Sequence 11

except the RRR functicon is also unavailable. The radio-
active material release following containment overpres-
sure would be more severe for Sequence 12 due to failure

of RRR.

Sequence 13 -- In Sequence 13 ECI and RRI are

unavailable. Containment overpressure protection is
available during both the injection and recirculation
phase to delay or prevent containment overpressure

failure.

Sequence 14 -- In Sequence 14 all functions except

reactor subcriticality are unavailable. Because of this,
the core will melt relatively quickly and the containment
may fail due to overpressure. Radioactive material pres-
ent in the atmosphere would not be scrubbed at the time

of containment breach due to failure of RRI.
5.2.2 Transient Functional Event Tree

The ANO-1 transient functional event tree is

depicted in Figure 5-2. The tree was drawn by (1) making

the plant transient functions described in Section 3.2.2
the event tree headings, (2) placing the event tree head-
ings in the approximate chronological order they will be
called upon following the transient initiating event, and
(3) incorporating the functional interdependencies into
the event tree structure by removing success/failure

decision branches at appropriate places in the tree.
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Dependencies incorporated into the transient

functional event tree are the following.

1.

If reactor subcriticality (RS), core cooling
(CC), reactor coolant system overpressure
protection (RCSOP), reactor coolant system
integrity (RCSINT), and reactor coolant system
inventory makeup (RCSIM) are successful, a
core melt is prevented. Given success of these
functions, decision branches for containment
overpressure protection (C2) and radioactivity
removal (RR) are not given since CO and RR are
important for mitigating the consequences of
core melt accidents only. (It should be noted
that CO could conceivably be required if CC is
provided by the "feed and bleed" core cooling
method described in Chapter 3 since steam is
released to the containment. Analysis pre-
sented in Reference 2 indicates that if it is
assumed that the CO function fails, it takes
approximately 70 hours to overpressurize the
containment during feed and bleed. This should
be more than ample time to establish other
means of providing CC which do not eject steam

to the containment.)

If CO fails, then RR fails since the system
which forms RR is a subset of the systems

performing CO.

If the relief valves performing the function
of RCSOP fail to open they logically cannot
fail to close, i.e., failure of RCSINT. No
decision branch for RCSINT is therefore given

following failure of RCSOP.

5-10



If RS and CC fail and RCSOP succeeds, no decision
branch is given for RCSINT because it is assumed
that the relief valves will remain open through

core meltdown due tco high RCS pressure.

Accident sequences involving failure of the
RCSINT function are classified as a LOCA. Tran-
sient sequences involving failure of the RCSINT
function are developed to completion on the

LOCA functional event tree. (See Figure 5-1).

1f CC fails, then RCSIM fails since the system
which performs RCSIM is a subset of the systems

performing core cooling.

If RCSOP fails, a core melt is assumed to occur
and no decision branch is given for RCSIM because
this function is not expected to significantly
affect accident consequences. (It is conserva-
tively assumed that RCSOP failure will lead to

an uncoolable core via distortions and failures

of RCS components.)

If RS fails and CC succeeds, then no decision
branch is given for RCSOP and RCSIM because
these functions succeed by definition. This
is because following RS failure, successful CC
requires the same systems which perform RCSOP
and RCSIM.

If RS fails, but CC and RCSINT succeed, a core
melt is assumed to be prevented and thus decision
branches for CO and RR are not given since CO and
RR are important for mitigating the consequences
of core melt accidents only. (Reference 1 states

that peak RCS pressures in the neighborhood of
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4000 »si may occur during this type of accident

sequence. B&W has assessed that the RCS will

survive this pressure transient.(12) However,

these types of seguences are an unresolved
safety issue at the NRC. This analysis will
adopt the B&W assessment but will treat this
sequence as a sensitivity issue (see Chapter 8.)
It should be noted that CC success following

RS failure will eventually render the reactor
subcritical since CC requires borated water to

be injected into the core.

5.2.2.1 Transient Functional Accident Sequence

Descriptions

The following paragraphs will discuss the sequences

shown on the transient functional event tree:

Sequence 1 -- Sequence 1 is the transient when all

functions work as expected. In this sequence, the core
is cooled, inventory lost through small RCS leaks is
replaced, the containment pressure is kept within accept-
able limits and no significant radioactivity is released

to the environment.

Sequence 2 -- In Sequence 2, the RCSIM function
fails. If the transient involves reactor coolant pump
seal leaks, failure of RCSIM will cause the core to un-
cover within several hours and an eventual melt. The
functions of CO and RR are available to delay or prevent

containment overpressure and reduce accident consequences.

Sequence 3 -- Sequence 3 is similar to Sequence 2,

except the RR function is unavailable. 1If a containment
overpressure occurs, the radiocactive material release to
the atmosphere would be more severe for Sequence 3 due

failure of RR.




Sequence 4 -- In Sequence 4, the RCSIM, CO and RR

functions are unavailable. RCSIM failure accompanied by

reactor coolant pump seal leaks will cause core melt,
and CO failure may lead to containment overpressure

failure.

Sequence 5 -- In Sequence 5, the RCSINT function
fails. Failure of RCSINT creates a small LOCA which re-

quires the LOCA functions described in Chapter 3 for
mitigation. Sequerce 5 is therefore transferred to
sequences on the LOCA functional event tree in which RS

has succeeded.

Sequence 6 -- In Sequence 6, the CC function is

initially available, but during its implementation a
requirement for the function of RCSOP occurs. In this
sequence RCSOP fails and it is conservatively assumed
that this causes damage to the reactor vessel and/or
core such that the core can no longer be successfully
cooled. The core will melt due to failure of core
cooling. The functions of CO and RR are available to
delay or prevent containment overpressure failure and

reduce accident consequences.

Sequence 7 -- Sequence 7 is similar to Sequence 6

except the RR function is unavailable. 1If a containment
overpressure occurs, the radiocactive material release to
the atmosphere would be more severe for Sequence 7 due

to failure of RR.

Sequence 8 -- In Sequence 8 the RCSOP, CO, and RR

functions are unavailable. RCSOP failure is assumed to
cause core melt and CO failure may lead to containment

overpressure failure.

>13






primary system will depressurize and cause automatic

core cooling initiation.)

Sequence 13 -- In Sequence 13 failure of the CC

function causes a requirement for the functicn of RCSOP.
In this sequence RCSOP fails, and it is conservatively
assumed that this causes damage to the reactor vessel
and/or core such that a core melt ensues. The functions
of CO and RR are available to delay or prevent containment

overpressure failure and reduce accident consequences.

Sequence 14 -- Sequence 14 is similar to Sequence 13

except the RR function is unavailable. If a containment
overpressure occurs, the radioactive material release to
the atmosphere would be more severe for Sequence 14 due
to failure of RR.

Sequence 15 -- In Sequence 15 the CC, RCsSOP, CO,
and RR functions are unavailabble. CC and RCSOP failure

is assumed to cause core melt and CO failure may lead to

containment overpressure failure.

Sequence 16 -- In Sequence 16 RS fails but all

other functions are available to mitigate the transient.
Even with success of the function of RCSOP, analysis
presented in Reference 1 indicates that excessively high
RCS pressures may occur. This sequence assumes that the
core will remain coolable following the pressure transient, 12

and a core melt will be prevented.

Sequence 17 -- In Sequence 17 the functions of RS
and RCSINT fail. Failure of RCSINT creates a small LOCA

which requires the LOCA functions described in Section
3.2.1 for mitigation. Sequence 17 is therefore transferred
to sequences on the LOCA functional event tree in which

RS has failed.



Sequence 18 -- In Sequence 18 the functions of RS

and CC are unavailable. Failure of these two functions
cause a core melt. The functions of CO and RR are
available to delay or prevent containment overpressure

failure and reduce accident consequences.

Sequence 19 -- Sequence 19 is similar to Sequence 18

except the RR function is unavailable. If a containment
overpressure occurs, the radioactive material release to
the atmosphere would be more severe for Sequence 19 due

to failure of RR.

Sequence 20 -- In Sequence 20 the RS, CC, CTO, and

RR functions are unavailable. RS and CC failure cause
core melt and CO failure may lead to containment over-

pressure failure.

Sequence 21 -- In Sequence 21 failure of the RS

causes a requirement for the function of RCSOP. 1In this
sequence failure of RCSOP along with CC will cause a
relatively fast core melt. The functions of CO and RR

are available to delay or prevent containment overpressure

failure and reduce accident consequences.

Sequence 22 -- Sequence 22 is similar to Sequence 21

except the RR function is unavailable. If a containment
overpressure occurs, the radiocactive material release to
the atmosphere would be more severe for Sequence 22 due
to failure of RR.

Sequence 23 =-- In Sequence 23 all mitigating func-

tions are unavailable. Failure of RS, CC, and RCSOP
cause a relatively fast core melt and CO failure may

lead to containment overpressure failure.

w
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5.3 ANO-1 Systemic Event Trees
5.3.1 LOCA Systemic Event Trees

Six LOCA systemic event trees were constructed to
represent the plant front line system response to the
six LOCA break size ranges defined in Chapter 4. Six
event trees were drawn because the front line systems
required to perform the LOCA functions and/or the inter-
dependencies between the systems were different for each

break size range. These event trees are:

LOCA
LOCA Initiating Event Systemic Event Tree
1. .38"D < Breaks < 1.2"D Figure 5-3
2. 1.2"D < Breaks < 1.66"D Figure 5-4
3. 1.66"D < Breaks < 4"D Figure 5-5
4. "D < Breaks < 10"D Figure 5-6
5. 10"D < Breaks < 13.5"D Figure 5-7
6. 13.5"D < Breaks < 36"D Figure 5-8

Each event tree was drawn by (1) making the front
line systems, which perform the LOCA mitigating functions
in response to a particular break size range, the event
tree headings (these systems were given as a function
of break size range in Chapter 4, Table 4-1), (2) placing
the event tree headings in the approximate chronological
order they will be called upon following the LOCA, and
(3) incorporating into the event tree structure inter-

dependencies between the systems and the functions they

per form.

The definitions for the events depicted on the six
event trees are given in Table 5-1. The reader should
refer to Section A.l.1 of Appendix A for a detailed
discussion of these events and the interdependencies

between them.
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Table 5-1

Event Definitions for LOCA Event Trees

LOCA - A breach of the pressure boundary of the

reactor coolant system (RCS) which causes an
uncontrollable loss of water inventory. There
are six LOCA categories.

B(>13.5)

B(13.5)

B(10)

B(4)

B(1.66)

B(1.2)

Large LOCA - a breach of the RCS with a flow
area greater than 1 ft2 (D > 13.5").

Medium LOCA - a breach of the RCS with a flow
area greater than .55 ft2 and less than or
equal to 1 ft2 (13.5" > D > 10").

Medium LOCA - a breach of the RCS with a flow
area greater than .087 ft2 and less than or
equal to .55 ftZ2 (10" > D > 4").

Small LOCA - a breach of the RCS with a flow
area yreater than .015 ft2 and less than or
equal to .087 ft2 (4" > D > 1.66").

Small LOCA - a breach of the RCS with a flow

area greater than .008 ft2 and less than or
equal to .015 ft2 (1.66" > D > 1.2").

Small-Small LOCA - a breach of the RCS with a

flow area greater than 7.6x10"4 £ft2 and less
than or equal to .008 ft2 (1.2" > D > .38").

Reactor Building Spray Injection System -
Failure to provide flow from at least 1 of 2
reactor building spray pumps, taking suction
from the BWST, through its respective spray
header into the containment atmosphere.

High Pressure Injection System (HPIS) - Failure
to provide flow to the reactor vessel from at
least 1 of 3 high pressure pumps, taking suc-
tion from the BWST.

Low Pressure Injection System (LPIS) - Failure
to provide flow to the reactor vessel from at
least 1 of 2 Low pressure pumps, taking suction
from the BWST.
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Table 5-1 (Concluded)

Safety/Relief Valves Open (SR/VO) - Failure to
relieve excess primary pressure via 1 of 2
pressurizer safety valves.

Decay Heat Removal System (DHRS) - Failure to
provide cooled flow to the reactor vessel with
at least 1 of 2 low pressure trains, taking
suction from the RCS hot leg.

Reactor Building Cooling System (RBCS) - Failure
to remove steam (heat) from the contz inment atmos-
phere by at least 1 out of 3 reactor building
cooling fans.
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Figure 5-9. ANO-1 "All Front Line Systems Initially
Available" Transient Systemic Event Tree
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Each event tree was drawn by (1) making the front
line systems, which perform the transient mitigating
functions in response to the particular transient, the
event tree headings, (2) placing the event tree headings
in the approximate chronological order they will be called
upon following the transient, and (3) incorporating into
the event tree structure interdependencies between the

systems and the functions they perform.

The definitions for the events depicted con the three
event trees are given in Table 5-2. The reader should
refer to Section A.2.1 of Appendix A for a detailed dis-
cussion of these events and the interdependencies

between them.
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Table 5-2

Event Definitions for the Transient Event Tree

Transient - Any abnormal condition in the plant
which requires that the plant be shut down, but
does not directly breach RCS integrity. There
are eight transient categories.

T(FIA)

T(LOP)

T(PCS)

T(A3)

T(B5)

T(DO1)

T(DO2)

T(LOSW)

Shutdowns with all front line systems initially
available.

Shutdowns initiated by a loss of offsite power.

Shutdowns initiated by a failure of the power
conversion system.

Shutdown initiated by failure of the engineered
safeguards (ES) bus A3 (4160V AC).

Shutdown initiated by failure of ES bus B5
(480V AC).

Shutdowns initiated by failure of ES bus DOl
(125v DC).

Shutdowns initiated by failure of ES bus DO2
(125v DC).

Shutdowns initiated by failure of the plant
service water system.

Reactor Building Spray Injection System (RBSI) -
Failure to provide flow from at least 1 of 2
reactor building spray pumps, taking suction
from the BWST, through its respective spray
header into the containment atmosphere.

Reactor Protection System (RPS) - Failure of
the automatic reactor scram system to insert
at least 6 shutdown groups into the core.

Emergency Feedwater System (EFS) - Failure to
provide steam generator cooling via 1 of 2
emergency feedwater pump trains.
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Table 5-2 (Continued)

Event Definitions for the Transient Event Tree

Power Conversion System (PCS) - Failure to
provide steam generator cooling via 1 train
of main feedwater portion of the PCS.

Safety/Relief Valves Open (SR/VO) -

a) For sequences involving success of event

K -- failure to relieve excess primary
pressure via 1 of 2 pressurizer safety
valves.

b) For sequences involving failure of event
t == failure to relieve excess primary
pressure via 2 of 2 pressurizer safety
valves.

Safety/Relief Valves Close (SR/VC) - Failure
of any SRV which opened to reseat.

High Pressure Injection System (HPIS) -
Failure of the operator to manually establish
flow from the BWST to the reactor vessel using
at least one high pressure injection pump.

Reactor Building Cooling System (RBCS)-
Failure to remove steam (heat) from the con-
tainment atmosphere by at least 1 of 3 reactor
building cooling fans.
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CHAPTER 6

SYSTEMS ANALYSIS

The probabilistic risk assessment of ANO-1 necessi-
tated a thorough comprehension of the systems at the
plant which could be used to mitigate the effects of a
LOCA or transient. This chapter briefly presents the
methodology and several assumptions used in this task.
Furthermore, summaries of the systems, both front-line
and support, are given. Detailed system descriptions
and fault trees are presented in Appendix B. Also given
in Appendix B are the fault summaiy sheets used in the
quantification process, which is discussed in Chapter 7.

6.1 Methodology and General Assumptions
6.1.1 Methodology

The methodology used in the ANO-1 systems analysis
is that presented in SAND81-0062, "Fault Tree Analysis
Procedures for the Interim Reliability Program."(13)
Basically, the methodology presented in the report is a
modular logic approach to the development of detailed

fault tree models for the various studied systems.

The application of this IREP methodology was to con-
centrate the fault tree development on the hardware in
the plant systems. The fault trees reprrsented system
failures in terms of component faults. In addition,
human error effects were assessed in the evaluation of
the trees. Concentrating on the mechanistic part of the
problem provided a set of basic fault trees that have
broad utility for different kinds of analyses.



To apply the modular fault tree development approach,
fluid systems were divided into piping segments (electri-
cal and actuation systems were divided into wiring seg-
ments), and the fault logic for the systems was developed
in terms of failures of the piping segments as defined
by a set of rules presented in the methodology report.
Detailed fault logic for the piping segments was devel-
oped by the use of standardized sub-trees which were
adjusted to properly represent the specific character-

istics of each segment.
6.1.1.1 Systems and Success Criteria

The front-line systems which were analyzed are those
identified in the event trees that were discussed in
Chapter 5. 1In addition, the initiating events (Chapter
4) and the event tree development determined the success
criteria for those systems for a particular accident
sequence, and these criteria dictated the top failure

logic for the front-line system fault trees.

In addition to the front-line system success, acci-
dent mitigation also requires the successful functioning
of support systems upon which the front-line systems
depend. Shown in Table 3-4 is a front-line system =--
support system dependency matrix. The support systems
listed in the matrix were also analyzed. Table 3-5
shows the interrelationships among the support systems.
Although not listed in either matrix, the operators are

a support system for all systems.
6.1.1.2 System Information

Information for the systems analysis was gathered
from a number of sources. The Final Safety Analysis

Report and Technical Specificaticns for ANO-1 were



used. (7) The plant was visited. AP&L also supplied
complete operational and emergency procedures for ANO-1
as well as all the relevant piping and instrumentation
diagrams, electrical one-line and control drawings,
functional logic diagrams, and all the licensee event
reports (LERs). Most importantly, AP&L personnel were
available, as needed, for discussions, including the
full-time participation during the systems analysis task
of a former ANO-1 assistant superintendent of operations.

6.1.1.3 Systems Analysis

The systems analysis team assimilated the systems
information from the sources given above in Section 6.1.1.2.
The overall configuration of each system was understood as
well as its instrumentation and control and any operator
actions affecting the system. Testing and maintenance of
the system components was investigated, and the normal and
emergency operation of the system was studied. 1In addition,
a failure modes and effects analysis was conducted for each
system in relation to its support system dependencies.

These steps were undertaken to develop as complete an

understanding of the system as possible.

A detailed fault tree for each front-line system was
then constructed with the top event being that determined
from the event tree analysis. Several systems have differ-
ent success criteria, depending on the specific event tree
application. In these cases, a top level fault tree was
developed for each event-tree failure definition. The
system was decomposed into piping segments (wiring segments
for electrical or actuation systems), and the top level
tree was developed to the extent necessary to portray all
the pipe segments whose failure was sufficient to fail the

system for the ¢iven application. Local faults were
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analyzed within each pipe segyment, and support system
interfaces were identified.

It must be noted that not all front-line systems
were analyzed to this detail. As will be described in
Section 6.2, a simpler model was used for some systems.

Support system models were developed for all the
interfaces identified by the front-line system fault traes
and for interfaces with other support systems. Not all
support systems were developed in full detail. For
example, the instrument air system is needed to fill
some charging tanks. It was assumed, however, that the
tanks were full (or else shutdown is required), so that
the instrument air system was not analyzed further. The
overall support system study was similar to that described
above for the front-line systems.

The systems analysis resulted in an a very detailed
model for ANO-1 systems which not only logically described
hardware faults but also included test and maintenance
unavailabilities. 1In addition, possible operator error
inputs to the models were analyzed. These errors were
of two types. The first considered operator actions in
response to an accident. An example of this type of
error is the failure of the operator to manually change
ECCS pumps from injection alignment to recirculation
alignment. The second type considered the failure of
the operators to properly restore a component after test
and maintenance. An example of this type of human error
is the miscalibration of pressure sensors in the Engi-
neered Safeguards Actuation System. Because of the
detailed nature of the analysis, hardware and human com-
mon mode failures, within the scope of the analysis,
were readily identified. Hardware examples were shared



components, and human examples included common testing
and maintenance activities.

6.1.2 General Assumptions

General assumptions for the analysis were of three
classes: fault tree development and quantification, sys-
tem fault postulation and consideration, and inclusion
of operator action. System specific assumptions are
discussed in Sections 6.2 and 6.3 and Appendix B.

6.1.2.1 Fault Tree Development and Quantification

Two systems and portions of another were not mod-
eled in detail. Main feedwater system fault trees were
only developed in those areas which interfaced with
other systems defined as front line or support systems.
All other MFWS faults were grouped as local faults
and loss of main feedwater generic industry data were
applied as appropriate.

In addition, the ERV was not analyzed in detail.
At the time of the study, the block valve at ANO-1l was
closed. The failures of the safety valves to both open
and close were examined and found to be independent of
other systems. To quantify these failures, generic

industry data were used.

Finally, portions of the Emergency Feedwater
Initiation and Control (EFIC) system were not analyzed
to the detail of other portions of the system. This is
described further in Section €.3.6.

6.1.2.2 System Fault Postulation and Consideration
Four general assumptions of this nature were made:

1. System fault events which could also be accident

initiators (e.g., loss of off-site power) were
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explicitly included as appropriate in each sys-

tem fault tree.

Passive failures, which were accident initia-
tors, were included in each system fault tree.
In addition, single passive failures which
could fail the entire system were included.

Flow diversion paths were considered as poten-
tial system failure modes for fluid delivery
systems. However, each potential diversion
path was included on the fault tree only if

it resulted in failure of the system and its
likelihood was comparable to other system
faults. That is, a possible diversion path
had to have a diameter not less than one-third
(approximately 10 percent of the area) of the
diameter of the intended path, and probability
discrimination was used in diversion develop-

ment.

Spurious control faults of components after
successful initial operation were considered
only in those cases where the component was
expected to receive an additional signal dur-
ing the course of the accident to readjust or

change its operating state.

Inclusion of Operator Action

As mentioned in 6.1.1.3, operator actions were an

integral part of the models of the systems. Three gen-

eral assumptions were made regarding operator actions.

The first two concern the first type of operator action
discussed above, and the third is of the fail-to-restore

type.

The assumptions were:



1. Operator errors of commission which misposition
valves or fail other components in response to
the accident were only included for those compo-
nents which are specifically identified in

procedures as requiring operator manipulation.

2. Consideration of operator action as a success-
ful operating mode for systems was only done
in those cases where a written procedure for
system operation exists which specifies the
required operator actions. That is, operator
recovery actions were not explicitly considered
in the fault tree, but were treated following
the screening calculations for accident sequence
frequencies. "Verify" statements in procedures

were treated as recovery operations.

3. Mispositioning of valves prior to the accident
was not considered in those cases where valve
position is indicated in the control room and
monitored each shift. Nor was it considered
if the valves receive an automatic signal to
return to their operable state under accident

conditions.
6.2 ANO-1 Front Line Systems

Presented in this section are brief descriptions of the
front line systems at ANO-1l. More detailed discussions of
these systems can be found in Appendix B. The rationale
for which systems, either front-line or support, which are

described in this chapter was discussed in Chapter 3.
6.2.1 High Pressure Injection/High Pressure Recirculation

The high pressure (HP) system is utilized during those
LOCAs where the reactor coolant pressure remains high (i.e.,



above about 150 psig where the low pressure (LP) pumps - :.
ineffective). This condition will typically exist during
small breaks and during the early stages of medium breaks.
The High Pressure Injection System is, like most other
engineered safeguards (ES) systems, actuated upon receiv-
ing an engineered safeguards actuation system (ESAS) signal
which signifies either a 1500 psig RCS pressure or a 4 psig
reactor building pressure. During the injection mode,

the HP system draws borated water from the borated water
storage tank (BWST) via a common tank outlet header shared
with the LP and reactor building spray (RBS) systems.

When switched to the recirculation mode (which requires
manual operator actions) the water is drawn from the reactor
building sump by the LP pumps through the decay heat coolers
whose discharge is aligned to the HP pump suction which

then injects into the reactor vessel. Figure 6-1 is a
simplified schematic of the HP system (the discharges of

the decay heat coolers to the HP pumps is through pipe
segments DH7A and DH7B) with valve positions shown prior

to injection.

The HP system is a two train, three pump system which
injects water into the reactor pressure vessel via four
injection headers (one for each cold leg of the RCS). The
injection headers are cross connected such that each pump

has an open flow path to all four RCS cold legs.

During normal operation, one of three HP pumps is kept
running in order to provide normal makeup to the reactor
coolant system. Upon receiving an ES signal a second HP
pump is started and the running HP pump is realigned from
normal makeup to HPI. The realignment is accomplished by
opening the suction of the HP pumps to the BWST, isolating
the normal makeup (MU) tank and by realigning the discharge
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Figure 6-1. High Pressure Injection System.



from the normal MU to the HPI piping. Although there are
three pumps in the HP system, only two can be run at any
one time, since there are only two electrical power source
busses and each can power only one pump. The A and C

pumps are each connected to a different electrical bus and
pump B can swing between the two busses. During normal
operation, pump B is aligned to the bus powering the normal
MU pump. The like-aligned pump is then configured as an
automatic backup to the operating MU pump and the opposite-
aligned pump is the ES pump.

Another function of the HPIS is to provide cooling
water to the reactor cooclant pump seals. The service
water system provides a backup method of seal cooling
through the intermediate cooling water system (ICWS).
The ICWS, however, is isolated upon an ESAS signal.

The success criteria for the system are dependent on
the initiating event. For example, for some LOCA sizes,
only one pump is necessary, but for other sizes, two
are. Further discussion of specific success criteria

is presented in Chapter 4 of this report.

An important system assumption is that the failure
of decay heat coolers to cool the recirculation water
furing HPR will fail the HP pumps as they are designed
to pump water which is no hotter than 200°F. The system
dependencies of the high pressure system are shown in
Figure 6-2. (It must be noted that humans are a dependency

for all systems, as discussed in Section 6.3.7.)

An insight gained from this study is that, without
recovery, single failures exist for the HP system. During
the recirculation phase of a LOCA, the HP pumps are kept

below their design operatinj temperature by a single room
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