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Technical papers presented at the ANS Topical Meeting on Advances in Re-
actor Physics and Core Thermal I!ydraulics, September 22-24, 1982, at Kinnesha
Lake, N.Y. are included inIthese Proceedings. Reactor physics, core thermal
hydraulics, and the interactions between core physics and thermal hydraulics
are covered both for thermal reactocs and for f ast breeders. There are
sessions on current challenges in these e*reas, on measurement and analysis
of fast reactor physics parameters, on coupled core physics and thennal- a
hy.draulics analysis, on in-core fuel manasenent, on nodal and homor;enization
methods in reactor physics, on cora thermal hydraulic and nuclear instrumen-
tation, and on validation of fast reactor thermal hydraulic methods. In

addition there are sessions on reactor theory, on measurement and analysis
of thermal reactor physics parameters, on validation of thermal reactor thermal
hydraulics methods, and on development and utilization of diffe*rential and
integral nuclear data.

The conference brings together-experts from many countries to present
papers and exchange ideas on these closely related core physics and thermal
hydraulics aspects of fission reactors.
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FOREWORD

The 1982 topical meeting on Advances in Reactor Physics and Core
Thermal Hydraulics is the first topical meeting to be jointly sponsored
by the Reactor Physics and Thermal Hydraulics divisions. A major
purpose of this joint venture, aside from airing the technical issues
within each area of expertise, is to stimulate and encourage better
communication between these two fundamental but intimately related
disciplines. Too often, the working Reactor Physicist or Thermal
Hydraulicist is concerned only with the immediate problems within
his own field, and does not (or is not able to) step back and view
his work in the context of the requirements and limitair. .2 rf the

other discipline. Thus, in a joint meeting of this type, it is hoped
that new insights will be gained, and better focused development programs
will result.

When the program committee first considered the idea of a Reactor
Physics / Thermal Hydraulics Cosponsorship, an immediate concern was
that the number of papers would be so overwhelming, and that they would
cover such a broad range of topics, that it might not be possible to
provide a meaningful focus for the meeting. Using the 1980 Saratoga
topical meeting on thermal hydraulics as a guide, it became apparent
that the developmental aspects of both disciplines could not possibly
be covered in one meeting. For this reason the thecmal hydraulics
sessions were limited to validation of methods, whereas the reactor

physics sessions included both development and validation of methods.
Even with this limitation, a large number of papers were accepted for
this meeting (about 85), forcing the program committee to arrange
triple concurrent sessions.

The papers are split about 60% on reactor physics and 40% on
thermal hydraulics. A significant percentage of the papers (about
22%) originated outside of the United States. Among the approximately
45 papers dealing strictly with reactor physics, there is strong
representation in four fields of specialization: measurement and
analysis of physics parameters (13 papers), reactor theory and methods
development (13 papers) reactor physics aspects of fuel management

I (11 papers), and the development, use, and testing of nuclear data
(8 papers). About one-third of these papers deal with fast reactors.
There are about 16 papers dealing with validation of thermal hydraulic
methods; these are. split nearly equally between fast reactor methods

I (7 papers), and thermal reactor methods (9 papers). Two sessions
| (11 papers) are devoted to the interaction of neutronic and thermal

hydraulic effects in reactor analysis codes and models. Finally, al

session on new developments in core instrumentation features about 6
papers dealing with thermal hydraulic phenomena, and two papers dealing
with monitoring of power distributions and suberiticality.
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The papers span such a broad spectrum of activities that it does
not appear to be possible to characterize trends. Suffice it to say
that progress appears to be ongoing in all of the areas mentioned,
despite what are sometiwes severe handicaps due to cutbacks in funding
and dwindling supply of fresh young talent. Although today's scene
is still one of vigorous technical development, it is with some

i trepidation that we anticipate the results of a similar assessment in
ten years time.

The program for this meeting was planned by the members of the
Technical Program Committee (listed elsewhere), with input from a number
of sources - members of the New York Northeastern Section of the ANS,
members of the Reactor Physics and Thermal Hydraulics Division of the
ANS, Colleagues of the General and Technical Program Chairman at RPI
and KAPL, paper reviewers, and session chairman. The latter carried
the lead responsibility of arranging for invited speakers. We are
indebted to all of these participants for their cheerful cooperation
and expert guidance.

MR Mendelson
Program Chairman,

;
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DEDICATION

It is the traditional task of the General Chairman to review the
technical content of the program and to thank all of the people who have
made the meeting successful. I have read Dick Mendelson's review and I
can not express myself any better, so I wholeheartedly support and agree
with all of Dick's comments and will not repeat them here. _I would like,
along with Dick, to thank all of the people who have worked long and hard
in preparing for this meeting and, in addition, I also thank all who came
to Kiamesha Lake to participate in the program and discussions.

I will take the Chairman's privilege to dedicate this meeting to one
man who could not attend and participate in the discussions but whose
presence is felt by many of us. We dedicate this ANS Topical Meeting on
Advances in Reactor Physics and Core Thermal Hydraulics to Dr. Robert A. Dannels,
a very special person who passed away last year. Bob Dannels, a Fellow of
the American Nuclear Society, had served our Society in many capacities. He
was Chairman and a member of the Executive Committee of both the Reactor
Physics Division and of the Mathematics and Computations Division. In addi-
tion, Bob chaired the ANS committee which produced the ANSI standard for
nuclear data. I first met Bob when he served both as a member of the Cross
Section Evaluation Working Group and later as Acting Director of the National
Nuclear Data Center at Brookhaven National Laboratory; I learned to appreciate
and respect his technical competence and his ability to inspire colleagues
to work hard towards achieving the goals he set forth. From his colleagues
at Westinghouse I heard only glowing descriptions about Bob's abilities both
technically and administrative 1y; he was one of the best liked managers
there.

Far and above Bob's technical credits were his marvelous personality,
his keen wit and the fact that he was a most feeling and warm human being.
We missed you at this meeting, Bob, but your presence was felt throughout.

Robert C. Block
General Chairman
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A VALIDATION STUDY OF THE COBRA-WC COMPUTER PROGRAM
FOR LMFBR CORE THERMAL-HYDRAULIC ANALYSIS

E. U. Khan, J. M. Bates
i
I

Battelle, Pacific Northwest Laboratory
Richland, Washington 99352

ABSTRACT

The COBRA-WC (Whole Core) computer program has been developed as a
benchmark code to predict flow and temperature fields in LMFBR rod bundles.
Consequently, an extensive validation study has been conducted to reinforce
its credibility. A set of generalized parameters predicts data well for a
wide range of geometries and operatir.g conditions which include conventional
(current generation LMFBRs) fuel and blanket assembly geometry in the forced,
mixed, and natural convection regimes. The data base used for validating
COBRA-WC was obtained from out-of-pile and in-pile tests. Most of the data
was obtained in fully heated bundles with bundle power skew across flats up
to 3:1 (max: min), Reynolds number between 500 and 80,000 and coolant mixed-
mean temperature rise (AT) in the range, 78'F < AT < 340,F. Within the
bundle, 95% of the predicted coolant temperature data points fall within
*25'F for 150*F S AT.1 340*F and within *17'F for 78*F 1 AT 1 150*F.
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A VALIDATION STUDY OF THE COBRA-WC COMPUTER PROGRAM FOR
LMFBR CORE THERMAL-HYDRAULIC ANALYSIS

INTRODUCTION

Investigators have developed a number of analytical methods for predicting
Liquid Metal Fast Breeder Reactor (LMFBR) core thermal hydraulics. Because of
core geometrical complexities, various physical approximations are required to
develop tractable analytical models that can be readily solved on high-speed
computers. These approximations reduce model complexity and computational
resource needs, but they also reduce model generality. As the model generality
diminishes, the degree of empiricism increases, and because of this the range
of application of an analytical method for different geometric and operating
conditions requires validation.

The COBRA-WC (Whole Core) computer program [1,2], based on the COBRA-IV-I
code [3] is a compromise between the free-field prediction methods and the
more empirical methods [4,5]. COBRA-WC can predict either subassembly tempera-
tures on a subchannel basis or core-wide temperatures on a ' lumped-channel'
basis.

COBRA-WC is being used by industry, universities, and the national labora-
tories to predict flow and temperature fields in the rod assemblies of an
LMFBR. Because of its wide use and its intended use for core licensing, this
validation document was required to support the credibility of the code. Most
of the data base used for validating COBRA-WC was obtained from out-of-pile and
in-pile tests in wire-wrapped pin bundles in which the pins are arranged in a
triangular array.

A set of generalized input parameters are presented for COBRA-WC that
accurately predict both hydrodynamic and thermal data for a wide range of
geometries, including conventional-size LMFBR blanket and fuel assembly geome-
try, and operating conditions extending from laminar to turbulent flows and
from forced to natural convection.

The following terms used in the paper are defined for clarification.
Data Assessment refers to evaluation of data for application to the valida-
tion study. A code is said to be " verified" if the numerical techniques and
the computer program give " correct" solution to the mathematical model. Code
validation requires that the mathematical model represent, at least to the
intended degree of approximation, the true physical situation being analyzed.
The code validation procedure that has been followed involved: 1) validation
of the code with analytical solutions, standard problems sets, and other
codes; and 2) " separate" and " combined" model testing by comparing the code
predictions with a large data base. To economize on space, only the combined
model testing of the code will be presented here. The scope of the validation

$36
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study is limited to nominal (undistorted) rod bundles operating in forced,
mixed, or natural convection between Reynolds numbers of 500 to 80,000. The
code has been validated with out-of-pile and in-pile data.

'

DESCRIPTION OF COBRA-WC (WHOLE CORE) COMPUTER PROGRAM

The COBRA-WC code is an extension of the COBRA-IV-I code for multiassembly
thermal-hydraulic analysis of LMFBR cores. It was specifically developed to
analyze core flow coastdown to natural circulation cooling. In this transient,
single-assembly analysis is not sufficient since heat transfer between adjacent
assemblies and interassembly flow redistribution can be significant, particu-*

larly for heterogeneous cores. The COBRA-WC code was designed to model many
assemblies simultaneously and can account for these interassembly effects.

For application to single-phase cooling of isolated assemblies, COBRA-WC
has the same thermal-hydraulic models and governing equations as COBRA-IV-I
(Table 1). The code contains thermal-hydraulic models for pressure drop,
turbulent mixing, diversion crossflow, wire-wrap sweep flow, thermal conduc-
tion, inlet flow split, buoyancy-induced flow redistribution, and fuel rod and

,
structure thermal models. The method of solution of the COBRA-WC equations is

! an improvement over those in COBRA-IV-I because it led to reduction in COBRA-WC
computation times. However, because the models and equations are identical in
COBRA-IV and COBRA-WC, the converged solutions have been found to be identical.
Consequently, any COBRA-IV-I validation study performed using data obtained
from a single-phase / single-assembly system also validates COBRA-WC.

i

The various COBRA-WC thermal-hydraulic models (Table 1) are used to
develop the governing equations for mass, momentum, and energy transport in a
rod bundle or a portion of the core. The presence of rods and spacers makes
it necessary to make approximations and assumptions for terms in the governing
equations. As a result, the following input code parameters are needed
[1,2]:

e subchannel friction factor, f
e wire-wrap sweep flow coefficient, DUR
e turbulent mixing coefficient, a

crossflow resistance coefficient, k je i
e transverse momentum control volume width-to-length ratio, s/t

(or transverse momentum length,t )
e conduction shape factor, G

] e bundle tolerance factor, RPF.

The channel friction factor and its dependence on Reynolds number is a
required input to the code. The friction factor is used in the axial momentum'

equation. The flow distribution between the various channels is sensitive to

j friction factor.

:

.
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TABLE 1. COBRA-WC Thermal-Hydraulic Models

Intra-Assembly

pressure drop (channel friction factor)-

turbulent mixing-

- diversion crossflow
- wire-wrap sweep flow (swirl flow)
- thermal conduction
- inlet flow (velocity) distribution
- buoyancy-induced flow redistribution
- flow recirculation
- fuel rod model

Interassembly

- interassembly heat transfer
interassembly flow redistribution-

COMPARIS0N OF COBRA-WC PREDICTIONS WITH MEASURED DATA

The input parameters to the COBRA-WC code are listed below with the
standard values used for subchannel analysis. The parameters are limited
for use in wire-wrap red bundles contained in a hexagonal duct. The rods
are arranged in a triangular array, and the wire starts on each rod at the
same axial and circumferential location,

e modified subchannel smooth tube friction factor (Equation [1] below)
e DUR = 1.0
e s = 0.01

kjj = 0.05e
t - 2.0 * S (gap width between interior rods)e

e G = 0.5
e RPF = bundle tolerance factor adjusted to provide 97% of the bundle

porosity within the bundle

The smooth tube friction factor is modified based on flow split measure-
ments [6,7] as follows:

d
smooth interiorf= (interior channels) (la)

X
1 bundle

smooth d,3jjI
f, (wall channels) (1b)

X
2 bundle

|
| ,

l

| !

'
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whereXistheflowsplit(U/0)forthechannelunderinvestigation,fsbothis the smooth tube friction factor, d undle is the bundle average hydra icb
is the channel hydraulic diameter. Typical measured

diameter, and dchannel[6,7,8] XI and X2 for interior and wall channels, ;flow split parameters
respectively, are shown in Figure 1 for turbulent flow. In transition and

-

laminar flow the flow split parameters were obtained from Wang and Todreas
[9]. When the friction factor of Equation (1) is multiplied by Novendstern's
multiplier (M) for wire-wrapped bundles [10], the product gives the friction
factor used for interior and wall channels. Figures 2 and 3 show the flow
split as a function of Reynolds number for a wire-wrapped rod bundle with
h/d - 8 and p/d - 1.063.

Table 2 shows the ge9mgtry and regime of operation of the experiments
used for validating COBRALal. The ANL salt trace experiment [11], the ANL
dye trace experiment [12], the MIT tests [7], the PNL laser-Doppler experi-
ments [13,14], and the French hydrodynamic tests [15] are used for testing
the individual COBRA models separately. The ORNL THORS 19- and 61-pin data
[16,17], the WARD data [18], the HEDL data [19], the EBR-II data [20], and
the FFTF data [21] are used for testing the combined thermal-hydraulic models
in COBRA.

VALIDATION OF COMBINED COBRA MODELS

The Oak Ridge National Laboratory THORS-IIA data [16] was taken in the
19-pin bundle shown in Figure 4. Liquid sodium was used to cool the elec-
trically heated pins. The heated length of the rods is 21 in. The coolant
enters the bundle approximately 6 in, below the plane where the rods are
heated to provide a fully developed flow field at the entrance to the heated
section. Thermocouples are located in the rod walls and also in the wire
wraps. An exit rake is located 3 in, above the exit of the heated bundle and
is instrumented with thermocouples which directly measure coolant temperatures
at the center of various subchannels. The axial power profile is uniform.
The hexagonal duct is surrounded by guard heaters to minimize heat losses.
The data reported covers a wide range of skews, power-to-flow ratios, and
Reynolds numbers. Figure 5 shows a typical comparison of the COBRA predic-
tions with data in the forced-convection regime of bundle operation. Figure 6
shows a typical comparison in the mixed-convection regime of operation. As

expected, the transverse temperature gradients are significantly reduced at
low Reynolds number, primarily because of significant increase in transverse
energy redistribution by conduction and buoyancy-induced crossflow.

The geometry of the THORS 61-pin test bundle [17] (Table 2) is similar
to the THORS 19-pin test bundle except for the total number of pins and an
axially varying power profile. The bundle was modeled axially by a 9-in.
cold entrance length and a 36-in.-long heated length that was followed by a

(a) COBRA is used in the text to mean COBRA-WC. For analysis of single assem-
blies, COBRA-WC and COBRA-IV-I models and governing equations are very
similar, as discussed in the preceding section.
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FIGURE 1. Turbulent Flow Split Plot in Interior and Wall Channels for
Varicus Geometries in a 61-Pin Bundle [6,9]

; 1-in.-long unheated length. Figures 7 and 8 show a typical comparison of
the COBRA-WC predictions with forced-convection data for a uniform and 3:1

| (max: min) nower skew using the standard COBRA parameters and estimated
; channel friction factors from Chiu's [6] correlations. The smooth tube'

friction f actor correlations without Novendstern's multiplier (M)5for the

interior and wall channels are f - 0.32/Re0.25 and f = 0.31/Re0.2 in
the turbulent flow regime. The prediction of the peak coolant temperature
improved when a and DUR were set to zero, but the prediction of the tempera-
ture distribution across the bundle was worse. For all ORNL 61-pin data
analyzed, s = 0.01 and DUR = 1 appeared to give the best agreement with data-,

| both in the iriteriors of the bundle as well as in the wall region. At low
! Reynolds number, the combined effect of thermal conduction and buoyancy-

induced cross-flow mixing cause flattening of the transverse temperature
profile as seen in Figure 9.

! Figure 10 shows the axial location of the thermocouples for the Westing-
house Advanced Reactor Division (WARD) 61-pin simulated blanket assembly

,

i tests [18]. Thermocouples are located at three axial elevations in the

i
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TABLE 2. Geometrical and Operating Conditions for Validation Study

Geometrical Characteristics Operatino Conditions (a)
Experiment

Number Mtural
Data Reference p/d h/d of Pins Type (a) Forced Mixed Convection

1. Separate Thermal-Hydraulic
Model Testing

a. ANL Salt Trace Expt. Lorenz, Ginsberg 1.24 48 91 SI(a) X

and Morris 1974

b. ANL Dye Trace Expt. Lorenz, Pedersen 1.20 48 91 D/HW(a) X

and Pierce 1973

c. MIT LDA Expt. Chen, Ip and 1.25 24 61 LDV(a) X

Todreas 1974

d. PNL LDV 2x6 Expt. Bates and Khan 1.21 -- 12 HP(a) X X

1980 LDV(a)

e. French Hydrodynamic Lafay, Menant and 1.18 19 19 X
Experiment Barrois 1975

2. Combined Model Testing
*

Out-of-Pile
b fHP a) X(b) ya. ORNL THOR 5 Tests Fontana 1973, 1.24 52 (19,
* Morris 1980 61)

HP a) x(b) X(b) X(b)fb. WARD Blanket 61-Pin Test Engel, Markley and 1.08 7.7 61
Minushkin 1978

c. HEDL Fuel 217-Pin Test Milburg, Hassberger 1.24 52 217 HP(a) X

and Boasso 1977

In-Pile
d. 'EElCTT XX08 Test Gillette et al. 1.28 34.5 61 fHP a) x(b)

1979

e. FFTF FOTA Data Hoth 1981 1.24 52 217 HP(a) X(b) y(b) y(b)

(a) Type of experiment: HP= heated pin, LDV. Laser Doppler Velocimeter, D/HWI= dye or hot water injection,
SI-salt injection

(b) Indicates steady state and transients

-
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'

10.

20
i x r

40 31 32

FACE E

TEST PARAETERS: REF.13

1. FlulD -LIQUID Na
2. FLOW RATE -UP TO % GPM(Re l.G)Dto 70.000
3. POWER SKEW

a. ALL RODS UNIFORMLY HEATED
b. EACH ROD HEATED INDIVIDUALLY
C. B 20% HIGHER THAN E
d. E 20% HIGER THAN 8
e. B 300% HIGHER THAN E
f. E 300% HIGHER THAN B

4. d = 0.23 |N.
hid . 52
PM = 1.24

FIGURE 4. Oak Ridge THORS-IIA 19-Pin Bundle Georr,etrical and
Test Parameters

heated zone and at three axial elevations above the heated zone. The flow
housing around the pins has two auxiliary ducts on opposite faces. Each duct
contains five simulator rods. The auxiliary ducts can have their own inde-
pendent power generation and flow rates and provide data on cross-duct heat
transfer effects. The pins are spaced by helically wound wire-wrap of 4-in.
lead. Within the pin there is a resistance coil of nichrome wire wound in a
manner so as to provide a chopped cosine axial heat flux profile over a 45-in.
length. Sodium is used to cool the pins. Each row of pins can operate at
different power levels.

Table 3 shows the typical range of test parameters for the WARD 61-pin
experiments. A large range of power skews, Reynolds numbers, and ' thermal
regimes are covered by the data. COBRA predictions use the standard param-
eters described at the beginning of this section. The friction factor corre-
lations in the turbulent flow regime are 0.389/Re0.25 and 0.24/Re0.25 4r
interior and wall channels, respectively, determined by using Equation (1) and
flow split from Figures 2 and 3. The friction factors correlations should be*

multiplied by Novendstern's friction factor multiplier for wire-wrapped
bundles. The standard parameters used for the blanket assembly,te cept for

i

:

| 543



_
__

< ,s

|

4

,.
,

f

O DATA ORNL RUN 941i '

{E ,3 _ - COBRA CEOMETRY
.3

't3 19 PINS
o 1.4 -

O
p/d * L24, h/d * 52, d 0.23 in.' , 4e

O '

5 g,3 _ OMRATE CMDITIMS
,

d. Re * 66000 9

g 1.2 - O TIN " '' ''

E II ~
AT* 78 TS
RADIAL POWER SKEW

"

l.0 -

o
DATA SOURCE: YONTANA"

g 0.9 - o O 1973

h 0.8 - O
~

$
- 0.7 - g

$ (

E 0.6 -

o
,

I f I f I I l i

29 32 27 21 14 10 5 8
CHANNEL ,.

i

FIGURE 5. Comparison of COBRA-WC Predictions with ORNL 19-Pin Data *
f

a

'

e DATA oRNL RUN 14i6 - MIXED CORRECTION

940 - -COB RA GEOMETRY
4

19 PINS
930 -

p/d - 1.24, hAl 52, d = 0.231n.

,
OPERATING CONDITIONS b920 -

8 Re=1100
g 910

-

TIN = 590.6

h 700
_ T 2 884

g , POWER SKEW (MAXIMIN) 3.4:1
:E - * *

DATA SOURCE: FONTANA[,8907 1973

5 m -

,

'
80 -

., , e
g _ e.

850 -

1 I f f I f I i

29 32 27 21 14 10 5 8

CHANNEL,

, FIGURE 6. Comparison of COBRA-WC Predictions with ORNL THORS-IIA

{' 19-Pin Data ,

t

i
'

544 '
;

i
.

,,

- - - -



4

u

(

25- A ND 37-in. 214n. LWR
LtVELS

START 0F HEATED LENGTH * 0 in.
END OF HEATED LENGTH * 36 in.

GEOMETRY

~

,E d* 4. hId * 52. d * 0.23 in,

g OPERATING CONDITIONS

ff f,/
N o\

oO O\ "' ' Ma , , -
t: ET * 200.8'F

0.8 - [a g
*

RAoi AL POWtn skew * UNIFORM

a TEST 1, RON 4
' "

DA'^ souRm MaRisim= 0.6

i
W DATA PREDICTION
*

0.4 -

0 371NCH ----

g O 23 INCH _._._._

$ 0.2 - A 21 INCH

t t I I I t I f I

2 4 6 8 10 12 14 16 18

DI AMETRICAL P05til0N

FIGURE 7. Comparison of COBRA-WC Predictions and THORS 61-Pin Data

25- AND 37-in. 2Hn. LWR
LEVRS

O GEOMETRY
~

61 PINSOv
pid * L24. h/d * 52 d * k23 in.

OPERATING CON 0lil0NS- L2 - [ \
O~~ fO g Re * 56500

T * 7" "F
E I- \ iN

y|./
0s og IT * 203 Flii LO

\ \ RADI AL POWER SKfW 'llf
$ f WAXIMINI(\-f \ DATA SOURCE: MORR151980* 0.8

O A \-

a
3 0.6 -

|
#

0
S 0.4 -

.

tf DATA \ PREDICTION

N D 37in. AXIAL LEVR ----

| 0.2
-

0 25 |n. AXI AL LEVR - - - - -

4 21|n. AXI AL LEVE
g i i t t I I I f

2 4 6 8 10 J2 14 16 18
DIAMETRICAL POSITION

FIGURE 8. Comparison of COBRA-WC Predictions and THORS 61-Pin Data
|
t

i

545'



- .__

l.4

1.2
-

GE0 METRY-z
i 61 PINS

pD-y]g p/d 1.24, h/d 52, d 0.23 in.
= 'O OPERATING CONDITIONSz
i Re 1190
Y T 722.3%0.8

- g[o g%.. M 136.09 or
IN

g o o-

E 1 RADIAL POWER SKEW 3:1

0.6 -
O Oa

g DATA SOURCE: MORRIS 1980

h
8 0.4

-

t:t DATA PREDICTION

k O 37 in. AXIAL LEVEL ----

g 0.2 -

o 25in. AXIALLEVEL - - - - -

a 21in. AXIAL LEVEL
l I | | f f f f I

2 4 6 8 10 12 14 16

. DIAMETRICAL POSITION

FIGURE 9. Comparison of COBRA-WC Predictions and THORS 61-Pin Data

channel friction factors, were also used for predicting the ORNL 61-pin fuel
assembly data. As can be seen in Figures 11 through 13, the COBRA predictions
match data well. Figure 11 shows a typical comparison of predictions and data
near the exit of the heated length for run 220. The corresponding plot for
run 229, shown in Figure 12, shows a significant flattening of the transverse
temperature profile at a Reynolds number of about 1025. The flattening of the
temperature profile at the low flow rates is attributed to a combined effect
of thermal conduction and buoyancy-induced flow redistribution within the
assembly. The thermal conduction shape factor (G) was found to be 0.5 by
varying G over a range to determine the value that best matched the data. The
WARD data was used to validate the buoyancy induced flow redistribution model
in COBRA and the intra-assembly heat transfer model. Radial heat transfer
from the test section to the auxiliary ducts was accurately predicted by
COBRA. This was determined by a comparison of COBRA temperature predictions,

! and temperatures measured in the auxiliary duct. Figure 13 shows the trans-
verse temperature distribution for run 220 at a plane about 10 in. above the
end of the heated zone. The COBRA predictions match data well except in the
channel next to the wall. For most data sets reported in Table 3 the tempera-
ture was significantly overpredicted at this location. The probable cause of

[ this is not clear but is attributed to a f aulty thermocouple, a radial heat
j loss effect, or both.
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Steady-state and natural-convection transient predictions for the Fast
Flux Test Facility (FFTF) core-wide temperature distribution were made using
the COBRA-WC code. Subsequently, pretest predictions were compared with data
from the instrurrented Fuel Open Test Assemblies (F0TA). Figure 14 shows a
schematic of the FFTF reactor vessel modeled. Figure 15 shows a one-sixth
sector of the core modeled by COBRA-WC. The sector contains both the instru-
mented F0TA assemblies. Figure 16 shows a comparison of the COBRA-WC subchan-
nel temperature predictions and, data at the top of the heated length for the
100% power and flow steady-state conditions. In this calculation the mixed-
mean temperature rise was adjusted to be the same as that measured. The pre-
dictions were made using standard COBRA-WC parameters and friction factors
obtained from Figure 1 and Equation (1). Since the power profile across the
row 2-F0TA is almost uniform, it is not clear why the data near the center of
the bundle shows a significant dip. A number of such comparisons were made for
steady-state and transients both for the row 2 and row 6 F0TAs. The COBRA-WC
predictions compare favorably with data. Figure 17 shows a typical comparison
of predicted and measured coolant temperature history.
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TABLE 3. Test Parameters for WARD 61 Pin Experiment (Engel, Markley and
. Minushkin 1978)

Power Test Section Auxiliary
Run- Power Input Flow (gpm)anfb) Heater 1 Flow (a) TINLETNumber Flow Regime Gradient (kW) Reynolds Num'aer (gom) (*F)
220 mixed convection 2.8/1 131.4 19.0/4085 2- 599.4
221 mixed convection 2.8/1 129.7 18.1/3890 --- 602.8

; 223 forced convection 2.8/1 257.8 36.8/7905 --- 605.2-
224 forced convection uniform 259.2 36.9/7910 596.4

i

225 forced convection uniform 257.7 36.8/7895 2.8 598.0en

,oS 227 mixed convection uniform 33.3 5.0/1050 601.9
.

228 mixed convection uniform 32.3 4.9/1030 0.7 603.4>

229 mixed convection 2.8/1 31.4 4.8/1025 598.5
230 mixed convection 2.8/1 32.1 4.8/1010 0.7 600.1
724 natural convection 2.8/1 61.1 4.'3/91 0 590.0 <

i (a) Auxiliary heater 2 on cold stie of bundle not operating i

(b) Inlet Reynolds number
i

.
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ASSESSMENT OF CODE PREDICTION ACCURACY

Statistical analysis of all data showed that the code predicts coolant
temperature to within *25*F of measured temperature at a 95% confidence level.
This includes temperature measured in the interior of the bundle as well as in
the wall channels at all axial levels. No direct correlation was observed
between accuracy of coolant temperature prediction with aT, the coolant mixed-
mean temperature rise. However, it was estimated that 95% of the predicted
coolant temperature data points fall within *25'F for 150 < AT < 34Q'F and
within about *17*F for 70 < AT < 150*F. Figure 10 shows a typical plot of
the predicted versus measured data for the WARD tests.

One of the major uncertainties in analysis of LMFBR bundle thermal-
hydraulic data is how the bundle tolerance is accommodated within the bundle.
The manner in which the bundle tolerance is accommodated can significantly
affect flow distribution and thus temperature distribution. Another factor
that affects flow and temperature and is not accurately known is'the subchannel
friction factor. Although bundle average friction factor is estimated with
reasonable accuracy from a knowledge of bundle pressure drop and bundle flow
rate, subchannel friction factor is a derived quantity associated with larger
error bars than the bundle average friction factor. Subchannel friction factor
is affected by the manner in which tolerance is accommodated within the bundle.
For all bur.dles analyzed, the best match between temperature predictions and
data was obtained when the bundle tolerance was accommodated in the interior
of the bundle.
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Other f actors that can lead to differences between code predictions and
data are pin bundle distortion and radial heat loss. Pin bundle distortion can
affect flow distribution and swirl flow at the duct wall, and thus can affect

temperature distribution. Distortion of the pin bundle can also cause movement
of the thermocouples located in the wire wrap and of the heater pins from their
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i normal positions. This uncertainty about the thermocouple locaticn within the
| pin bundle could increase the difference between the measured temperatures and
| the temperatures predicted by the code.
|

In the analysis of heated bundle data at low flows (Re < 1500), it was
found that radial heat loss at the duct wall affects bundle temperature dis-,

I tribution not only in the duct wall region but also in the interior of the
i
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bundle. The effect of the wall heat loss on temperature distribution becomes
increasingly important as the Reynolds number decreases below 1500. A heat
loss at the duct wall causes buoyancy-induced flow redistribution from the
wall to the interior channels, thereby flattening (in some cases signifi-
cantly) the bundle temperature distribution. None of the experiments per-
formed at low flow conditions included an assessment of the radial heat
loss from the bundle. Consequently, the COBRA calculations did not include
the effect of heat loss on temperature distribution. This is partially
responsible for differences between measured and code-predicted data at low
flows.

Differences between the code predictions and measured data can occur
because of a lack of knowledge of the exact thermocouple position in the
cladding wall. Another reason for the differences is that local tempera-
tures measured in regions of high temperature gradients can be quite dif-
ferent than the subchannel average temperatures predicted by the code.

CONCLUSIONS

The COBRA-WC thermal-hydraulic models have been validated by analysis
of existing thermal-hydraulic data in (nominal) rod bundles. One set of
COBRA-WC input parameters were found to predict data well for the wide range
of assembly _ geometrical and operating conditions listed in Table 2. The
wire-wrap-induced swirl flow model was validated by data sets la and Ib in
Table 2. Data set Ic was used to test the axial velocity development and
flow split models; data set ld confirmed the buoyancy-induced crossflow
model; and data set le validated the combined wire-wrap-induced and diver-
sion crossflow model. Data set 2 (Table 2) validated the combined COBRA
thermal-hydraulic models for assembly geometries ranging from typical fuel
assembly geometries to blanket assembly geometries and operating conditions
ranging from laminar to turbulent flows (500 < Re < 100,000) and forced,
mixed, and natural convection. Power skews across the assemblies ranged
from uniform to 3.4:1 (max: min).

Accommodation of looseness within the bundle has a significant effect on
the flow and temperature fields, especially in forced convection. At high
Reynolds numbers of operation of assemblies in forced convection, subchannel
friction factor and wire-wrap-induced crossflow mixing are also important and
govern the flow and thermal fields. In mixed and natural convection regimes
of assembly operation, thermal conduction and buoyancy-induced crossflow
become as important, and in many cases significantly more important than
wire-wrap mixing in determining flow and temperature fields. The COBRA input
parameters of interest at low flow conditions are the conduction shape factor
(G), subchannel friction factor, and heat losses at the duct wall.

Table 5 gives the COBRA generalized input parameters that were used to
predict assembly peak coolant temperature data and coolant temperature dis-
tribution data from in-pile and out-of-pile experiments. Most of the data
was taken in wire-wrapped fuel and blanket rod assemblies. The coolant tem-
perature was predicted within *25*F at a 95% confidence level for an assembly
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mixed-mean temperature rise in the range 150*F < AT < 340*F. In those tests
for which 70*F < AT < 150*F, the number of data points were not large enough

-

-

to allow a formal st tistical analysis required to determine the accuracy of
prediction within a e or 2a confidence level. However, almost all measured
coolant temperatures were predicted by COBRA within *17*F for
70*F 1 AT 1 150*F.

>

TABLE 5. COBRA Input Parameters
i

Parameter Blanket Fuel

wire-wrap sweep flow coefficient, DUR 1.0 1.0
crossflow resistance, KIJ 0.5 0.5
S/t parameter 0.5 0.5
conduction shape factor, G 0.5 0.5
fraction of bundle flat-to flat tolerance

accommodated at the wall 0.0
0.0 (a)turbulent mixing parameter, s 0.01 0.01
0.00(b)

Mf d.
sm th 1subchannel friction factors, f f-
X bundle

$
,

where i = 1 for interior channels
i - 2 for' wall channels
M = Novendstern's friction factor multiplier for wire-wrapped

rod bundles,

fsmooth = smooth tube friction factor
Xj - flow split from [6,8,9]>

(a) For prediction of coolant temperature distribution across the
assembly.

,

; (b) For prediction of peak coolant temperature within the assembly.

I The COBRA code will predict coolant temperature distribution for nominal
conventional reactor wire-wrapped fuel and blanket assemblies with an accuracy
of about *25*F under steady-state (normal) operating conditions. After exten-
sive analysis of available data it was concluded that this limit was generally
set by differences in predicted and measured temperatures in the channels near
the duct wall (2 to 3 rows) and by the peak channel within the assembly.

RECOMENDATIONS
|
'

1) A standard procedure needs to be established to assess the applica-
bility, reliability, and uncertainties associated with a set of data,

for code validation purposes.
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2) In the ORNL 61-pin bundle tests, in the FFTF F0TA tests, and in the
EBR-II XX08 experiments unexpected peaks and valleys in the flat-to-
flat coolant temperature distribution were found. It is not clear
if these were due to pin-bundle distortion or faulty thermocouples.
When the bundle is disassembled, the relevant thermocouples should be
checked to ascertain the cause of the anomalous thermocouple reading.

3) In order to improve models for prediction of duct wall or.d coolant
temperature distribution in channels adjacent to the duct wall, a
data base is needed where the number of thermocouples in the vicinity
of the wall region of t:.e bundle are increased from that generally
used in existing experiments. For low-flow, mixed- and/or natural
convection experiments, radial heat loss measurements at the duct
wall are needed at several axial levels.

4) A need exists for reassessment of the wire-wrap model in the turbu-
lent flow regime and its extension to the laminar regime.

5) The interassembly flow redistribution and transient heat transfer
models in COBRA need to be further validated with data from the WARD
natural convection transient tests, ORNL single and planned multi-
assembly tests, and the planned EBR-II experiments involving XX09 and
XX10 assemblies.

6) In analyzing data obtained in heated-pin bundles cooled with sodium
with p/d < 1 1 circumferential conduction along the duct wall and
transverse c, uuction through the heater pins should be taken into
account.
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ANALYSIS OF IN-CORE COOLANT TEMPERATURE DISTRIBUTIONS

WITHIN FFTF INSTRUMENTED FUEL ASSEMBLIES

C. W. Hoth
Westinghouse Hanford Company
Richland, Washington 99352

ABSTRACT

Instrumented fuel assembly tests are installed in the Fast Flux Test Facility
and are monitoring in-core coolant temperatures. Comparison of measured tem-
perature data to calculated temperatures from a themal-hydraulic code confirms
the validity of the themal-hydraulic models.

TEST DESCRIPTION AND RESULTS

In support of the LMFBR Fuels Development Program, Westinghouse Hanford Company
(WHC) designed the Fuels Open Test Assembly (F0TA) for fuels testing at the
Fast Flux Test Facility (FFTF). The F0TA is a test vehicle designed to contain
instrumented fuel experiments. Two F0TA tests were installed in the FFTF in
Dei: ember of 1979 in Row 2 and Row 6 core positions. The initial two FOTA tests
provide temperature measurements within contact instrumented driver fuel assem-
blies that were designed specifically to match the thermal-hydraulic behavior
of standard non-instrumented driver assemblies. Each test includes 217 stan-
dard driver fuel pins and uses wire-wrap thermocouples on selected fuel pins to
replace the spacer wire wrap. The thermocouple data from the tests are used
for evaluating the in-reactor coolant temperature distribution during reactor
operation. The objectives of these initial FOTA tests are to characterize the
FFTF driver fuel assembly performance and to provide experimental data to
evaluate thermal-hydraulic models used to predict assembly performance.

The placement of the F0TA thermocouple measuring junctions are distributed at
various radial and axial locations within each fuel pin bundle. The pattern of
radial placement of the thermocouples allows measurement of temperature pro-
files parallel to and perpendicular to the flux gradient. The four axial
planes selected for thermocouple placement in each test are; bottom of fuel,
fuel midplane, top of fuel and top of pin. The pattern for thermocouple place-
ment for the Row 6 F0TA is shown in Figure 1.

The two F0TA tests have operated at full power level during five major reactor
testing periods completed through December 1981 and have accumulated 32 equiva-
lent full power days (EFPD) of exposure, and 150 days at full flow. The power
history of the FFTF through December 1981 is shown in Figure 2.

An objective of the F0TA tests is to provide data for calibration and verifica-
tion of thermal-hydraulic codes used to predict fuel assembly temperatures.
The SUPERENERGY-III computer code was used for comparison to the FOTA in-core
coolant temperature measurements. SUPERENERGY provides calculated subchannel
temperatures by solving the steady-state heat transfer equations. The code
requires the assembly geometry, coolant flowrate and fuel pin powers as input
and calculates the corresponding coolant temperatures within the fuel assembly.
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The code uses empirical constants to account for the coolant mixing effects
(e.g., diversion cross flow, wall channel flows). Previous out-of-reactor
experiments provided the data to establish the empirical constants used in the
computer code.

| The input to the SUPERENERGY-II calculation was specified to correspond with'

the measured inlet and outlet temperatures of the F0TA tests. The comparison
of the calculated temperature to the measured temperatures therefore does not
contain any bias due to flow or power measurement uncertainties or variations
in the coolant inlet temperature.

| A comparison of the measured and calculated temperatures for the Row 2 FOTA
i test is shown in Figure 3 for the top of fuel elevation. The measured data

displays good agreement with the SUPERENERGY calculation although the data does
indicate that the central coolant channels are slightly cooler than predicted.
A comparison of the measured data and calculated temperatures of the top of
fuel pin elevation (1.1 m above the top of fuel elevation) is shown in
Figure 4. The data confirm the predicted flattening of the radial temperature
profile due to coolant mixing. At the top of fuel pin elevation, the data also
indicates the central coolant channels are cooler than predicted.
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FIGURE 3. Comparison of Measured and Calculated Temperatures for the Row 2
F0TA at the Top of Fuel Elevation.
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FIGURE 4. Comparison of Measured and Calculated Temperatures for the Row 2
F0TA at the Top of Pin Elevation.

The Row 6 F0TA provides temperature data for an assembly in a steep power
gradient. Comparision of measured data and calculated temperatures for the
Row 6 F0TA at the top of fuel elevation and top of fuel pin elevation are shown
in Figures 5 and 6, respectively. The Row 6 FOTA temperature data provide
excellent confirmation of the calculated temperatures at both the top of fuel
and top-of-pin elevations. These data confirm both the accuracy of the
thermal-hydraulic code calculation of coolant temperature redistribution and
the accuracy of the predicted power skew of the fuel assembly as determined
from core physics calculations.

The reduced temperatures in the central coolant channels in the Row 2 FOTA
could be caused by slight increases in the area of the central coolant channels
due to redistribution of the fuel pins within the assembly. The SUPERENERGY
calculation was based on a uniformly distributed fuel pin bundle with the same
flow area for all interior fuel pins. Coolant channel sizes are expected to
change during operation as the fuel pins shift due to thermal stresses imposed
on cladding due to the thermal gradient that exists across the assembly. As
these thermal stresses relax due to creep the fuel pins will shift and result-
ingly alter the coolant channel size and the temperature profiles. Also, the
distribution of deposited power within the assembly will vary during irradia-
tion due to: 1) fissile depletion, 2) radial and axial neutron flux profile
changes due to control rod withdrawal, and 3) global power variations due to
changes in the core loading. Some changes in the fuel assembly coolant temper-
ature distribution are, therefore, expected during steady-state operation due
to these factors.
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The F0TA tests use reactor grade Type K thermocouples. The accuracy of these
thermocouples is nominally given as 3/8% of reading, but due to a metalluegical
instability of the thermoelement material the expected accuracy of measurement
of absolute temperature is 2% or $10 C .2, Measurement of relative temperatures
on a given axial plane is expected to be closer to the 3/8% of reading or
s2 C . Thermocouple accuracy is also affected by the fact that thermocouples
placed on the edge fuel pins inherently have their measuring junctions located
in a steep thermal gradient. Any movement of the wire wrap would cause a shift
of the measuring junction in the thermal gradient and indicate a temperature
different than expected. Discrepancies between the measured and calculated
coolant temperatures may be partially due to uncertainties in the precise
in-reactor location of the thermocouple measuring junction.

The comparison of measured temperature data to SUPERENERGY calculated tempera-
ture confirms the validity of the thermal-hydraulic code models. Agreement
between the measured and calculated temperatures is, in general, excellent and
the minor deviations in agreement can be accounted for with allowances for
instrument accuracy and the generalized nature of the thermal-hydraulic code
input.

The F0TA experiments are scheduled to remain in the FFTF to full driver expo-
sure (i.e., 300 EFPD for Row 2 and 400 EFPD for Row 6). Data obtained later
in the test lifetime will reveal the effects of prolonged exposure on bundle
geometry and the resulting coolant temperature distribution. The modeling of
relatively minor shifts of the temperature profiles is not within the scope of
existing thennal-hydraulic code calculations but the F0TA data will provide
detailed characterization of such thermal behavior of driver assemblies
throughout their lifetime.
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ABSTRACT
|

The peak sodium temperature rise in a wire wrapped rod bundle was determined,

experimentally over a range of radial heat flux gradients under forced, mixed
and natural circulation conditions. The bundle tested was a full size
blanket assembly typical of the type to be used in current liquid metal

[ breeder reactors (LMFBR). The range of experimental parameters tested was:
a

1) Radial heat flux gradient (maximum / minimum) 1.0 to 4.6,

j'
3) Reynolds number 500 to 26000
2) Axial sodium temperature rise (*C) 50 to 150

4) Inlet sodium temperature (*C) 260 to 360;
' 5) Rod bundle power (kw) 10 to 880

6) Flow rate (1/sec.) 0.1 to 7.7

!

| At a given radial heat flux gradient, the peak sodium temperature rise was
constant in the fully turbulent flow regime; however, in the mixed and

'

natural circulation regimes, the peak sodium temperature was decreased signi-
ficantly by buoyancy. A study was made of the dimensionless parameters which
influence the peak temperature rise for the given geometry tested. The results,

were correlated using a dimensionless normalized peak temperature rise
(T-Tin)/(ATavg) and the ratio of rod bundle Grashof to Reynolds numbers. The'

| peak temperature parameter ranged from 1.65 to 1.05. The forced, mixed and
natural convection thermal-hydraulic regimes were identified. Sodium tempera--

; ture rise peaking behavior presented the main difference between these flow

; regimes. Confirmation of the general behavior observed and of the correlation

|_ parameters used was obtained by examining other out-of-pile experimental data.

I 1. INTRODUCTION

The Reynolds numbers of coolant flow through the assemblies of a liquid metal
j breeder reactor (U4FBR) range from 16,000 in the radial blanket to 80,000 in

the core during full power steady state operation. Following a reactor scram,
pump coastdown and loss of site power, the hydraulic regime changes from

i forced to natural circulation and the Reynolds number in the blanket region
'

can become as low as 500. The associated heat transfer modes change from
forced or mixed to natural convection.

.
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Radial power skews exist across both blanket and fuel assemblies. They cause
coolant temperature peaking and high local cladding temperatures. A signifi-
cant increase in fuel burnup and reduction in the margin to boiling can be
achieved if the uncertainty in predicting the coolant temperature peak is
reduced. However, the determination of the reduction in coolant temperature
peaking requires an assessment of the effect of buoyancy on the coolant radial
temperature profile under all flow conditions. Moreover, there is a need to know
how different magnitudes of input power, power flux skew and Reynolds numbers
influence the initiation of buoyant effects. An analytical solution to these
questions is complicated by the rod bundle geometry (wire wraps which space
fuel rods in both blanket and fuel assemblics) and the usual difficulties
encountered in analyzing turbulent flows. To obtain the desired information,
an electrically-heated full-size radial blanket assembly model was constructed
and tested. Results and conclusions are presented in this paper.

The effect of buoyancy on flow stability, velocity profiles, heat transfer,
turbulent-to-laminar flow transition and pressure drop has been studied for
simple geometries. Until recently, all experimental studies and most analyses
were limited to single circular tubes (References 1, 2, 3). Using these and
other data, charts were constructed to show boundaries between the forced,
mixed and free convection heat transfer regimes (References 4, 5, 6). The use

of these charts for LMFBR rod bundle analyses is questionable because they are
mainly for non-metal liquids, single tubes and uniform power (no power skew).
Experimental work by Buhr, et al. (References 7, 8) demonstrated that the
influence of buoyancy on the flow velocity profile in a tube extended to
Reynolds numbers as high as 30,000 when a liquid metal such as mercury was
used.

Borishanskii (Reference 9), Tsai (Reference 10), Ramm (Reference 11) and Yang
(Reference 12), presented analyses for laminar flow through bare rod bundles.
The analyses of Ramm included effects of a radial power skew. Dutton deter-
mined heat transfer rates under natural circulation conditions in a bundle of
uniformly heated rods (Reference 13). Using water as the test fluid, the
effect of buoyancy in rod bundles was studied by Quigley (Reference 14) and
Namekawa (Reference 15). Khan proposed a criterion to predict when buoyancy
becomes effective in wire wrapped rod bundles (Reference 16). In summary, with
the exception of a parallel study at ORNL which employs a typical LMFBR fuel
assembly (Reference 17), there have been no experimental data to determine the
magnitude of coolant temperature peaking behavior and its response to buoyancy
in liquid metal cooled wire wrapped rod bundles across which high radial power
skews exist.

2. TEST SECTION

The heat transfer test section was required to be an accurate dimensional mock-
up of an LMFBR blanket assembly. Additionally, the test section was required
to reproduce as closely as practical the inlet flow conditions, power level
and power distribution of blanket fuel rods and assemblies at various stages
of its life in a reactor. These were discussed in more detail in Reference 18
together with test section and blanket assembly design parameters.

A full scale, vertical, electrical-resistance heated model rod bundle (Figure

1) was constructed. Figure 2 presents a horizontal section through the test
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assembly showing the 61 rods contained in the hexagonal duct and the 10 rods
in the auxiliary ducts. The rods are spaced and separated from each other
and the duct wall by helically wound wires of 4-inch (10.16 cm) lead. The
spacer wires contain chromel-alumel thermocouple junctions at the six
levels of measurements (A through F) shown in Figure 1. Each simulator rod
contains a resistance heating element of nichrome wire. The heating element
is a helically wound coil of varying lead to generate an axial heat output
approximating a chopped cosine distribution with a 1.4 maximum-to-average ratio
over a 45-inch (114.3 cm) length. The heat input pattern shown in Figure 2

| is that of a radial blanket with a 2.8 gradient across flats. The power is
supplied separately to each of the nine parallel rows or rods by saturable

! core reactors. Other power input patterns were obtained by connecting dif-
ferent groups of rods to each of the transformers. Sodium is pumped through
the test section from a large volume test loop equipped with control valves,
electromagnetic pump and flow meters, and an air-blast heater-cooler to main-
tain constant sodium supply temperature. Details of heater rod design and of

wire wrap thermocouple construction and attachment were discussed in Reference
19, as were the data acquisition system, test method and calibration procedures
for the tyst. The principal dimensions are listed in Table 1.
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TABLE 1

BLANKET TEST SECTION DIMENSIONS

Number of Simulator Rods in Bundle 61

Number of Simulator Rods in Auxiliary Duct 10

Rod Diameter, mm/in. 13.18/0.519

Triangular Pitch-to-Diameter Ratio 1.082

Wire Wrap Diameter, mm/in. 0.94/0.037

Wire Wrap Lead, mm/in. 101.6/4.0

Total Rod Length, mm/in. %2670/N105

Heated Length, mm/in. 1143/45.0

Inside Dimension of Hexagonal Duct Across
Flats, mm/in. 114/4.49

Since the test results were to be compared with predictions of subchannel
analysis codes of the marching type (e.g., COBRA, Reference 20), the tempera-
ture sensors were grouped into distinct horizontal planes at selected
elevations as shown in Figure 1. Numerous thermocouples are located at the
test section inlet and outlet, and at the six discrete axial planes within the
bundle assembly. Thermocouples were located at the vessel and duct walls, in
the wire wraps and inside the heater rods, attached to the inner surface of
the cladding (Figure 2). Resistance thermometers at the inlet, outlet and the
duct wall at the six elevations were used for calibration. Flow, temperature
and power input measurements were recorded on tape and discs by a computerized
Data Acquisition System (DAS). Details of the data acquisition system and
the calibration procedure were given in Reference 19. Power input to each row
of rods was measured by a Hall-effect power computer. The sodium flow rate was
determined by an electromagnetic flow meter.

3. TEST PROCEDURES

a) Pumped Circulation

The general test procedure with forced circulation was to adjust sodium
flow and inlet temperature, then increase bundle power gradually to the
value required to produce the desired test section power gradient and
temperature rise. The approach to steady state power conditions was
monitored by printing out selected temperatures, flow, power and pressure
drop. Criteria for steady state were constancy of power, flow, inlet
temperature (+5*F/2.8'C) and AT (+5*1'/ 2.8*C) as indicated by the absence
of trend lines for at least 30 minutes. When nominal steady state condi-
tions were achieved, a file of 550 readings of each of 524 data channels
was acquired by the DAS and logged on magnetic tape over a period at
approximately 10 minutes. This data acquisition procedure was selected
to provide a statistically valid sample, which would be quickly available
and useful for testing consistency and steady state criteria.
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b) Natural Circulation

For natural circulation tests, the test section and the bypass containing
an air-blast cooler were isolated from the loop (Figure 3). Power was

then applied to the heater rods until
ro seu the desired flow rate was established.

The system established its steady
state when a balance between the hr.n, , , , , , , , , , ,
input and the removal by the air-cooun m
blast cooler was reached (as indica-

nor ted by steady inlet and outlet
sicT- temperatures). The approach to

steady state conditions was monitored
by printing out selected temperatures,

"
flow, power and pressure drop. Data
were taken at steady state as des-
cribed for pumped circulation. The I

test data were then processed to yield
averaged results in engineering |

units. The temperatures were norma- |
''''

lized by dividing the measured local
temperature rise at all elevationsFioW

by the mixed mean temperature rise
A to level "A":s

/ |
EM FLOWMETER

%# 3

FROM GPL 1

FIGURE 3: BLANKET HEAT TRANSFER TEST - NATURAL CIRCULATION LOOPr

N ~ in * AV ~ in}IAT ~

or
AT ~

N ~ in p

4. TEST RESULTS

Of principal interest to the thermal design of blanket assemblies is the
highest (peak) temperature rise occurring in a subchannel of the rod bundle
which usually occurs at the outlet of the heated zone. Most tests were per-
formed with a heat input gradient (1:1 to 4.6:1) oriented row-by-row across
flats (Figure 2). Tests were made with forced (pumped) circulation and with
natural circulation around a loop containing an air-blast cooler. Temperature
distributions were mapped from recorded data at selected horizontal planes
(levels), and transverse temperature rise profiles were plotted as, e.g., on
Figure 4 for a number of pumped circulation rates and 2.8:1 heat input
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gradient. The peak temperature rise values and their location in the bundle
were determined. Figure 5 shows the effect of heat input gradient on the
temperature profiles at constant total power input and flow. The peak tem-
perature rise values were cross-plotted against Reynolds number (Figure 6)
and heat input gradient (Figure 7) for forced circulation. The effect of
buoyancy in the low flow regions is evident. In turbulent flow operation,
peaking approaches a maximum value for each heat input gradient. In the
transition flow region buoyancy effects a flattening of the temperature pro-
files and reduces the peak temperature obtained with the same heat input
gradient and power-to-flow ratio. At fully laminar flow (Re < 500, see
Figure 8* which was taken from Reference 21) the profile becomes quite flat.
The same flattening of the circumferential temperature distribution was
observed around the peripheral subchannels (Figure 9).
*
Figure 8 shows the region of frictional transition from laminar to turbulent
flow. For LMFBR blanket assemblies, this region had been found to extend
over a Reynolds number range from about 500 to about 5000 (Ref. 21); for -

fuel assemblies from 800 to about 7000 (Ref. 22).
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Similar plots were prepared for operation of the test section with natural*

circulation (Figures 10 and 11) where higher temperature rises were required
to induce the desired flow rates. These flow rates were found to be a single
valued function of test section heat input, independent of heat input gradient
(Figure 13). Typical temperature profiles obtained with natural circulation *

induced by different heat input power levels at a fixed heat input gradient i
are shown in Figure 10. The peak temperatures, cross-plotted against the input '

gradients in Figure 11, also show a Reynolds number dependence. The peaks in
natural circulation are slightly lower than those obtained with pumped circu-
lation at the same Reynolds number and power gradient since the higher

-temperature required to induce the flow causes increased lateral heat conduc-
tion to the cooler peripheral subchannels (Figure 12).
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5. DISCUSSION

In this study, the mixed convection regime is defined as the region in which
buoyancy reduces the normalized peak coolant temperature rise. The initiation

,

of the mixed convection regime when the flow rate was reduced 4.n the tested

wire wrapped rod bundle was found to be a unique function of GrT/Re and was
independent of the power gradient. This is shown in Figure 14. Although this

result was not expected, it,,

indicates that above a Reynolds, _ , , , , , , .

number of approximately 15000.., _

7.'lEl there are no more buoyancy' - " " "
effects. The transitien

8 - O "' boundary between turbulent ;

O s'' forced convection and mixed con-
' ~

O "' vection can therefore be defined
h,

_
by:D "'

n
2
E

g -

[ L . . . . . . .=

I
s -

| FIGURE 13: SODIUM CIRCULATION
i RATE INDUCED BY HEAT INPUT TO
I TEST SECTION IN NATURAL CIRCU-

LATION
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Here, (GrT/Re)r is the value of GrT/Re where forced convection ends and mixed
convection begins. (Observe that the Grashof number GrT is based on the over-
all axial average coolant temperature gradient. Several other Grashof-Reynolds
number ratios were used to correlate the peak temperature increase including.

2GrT/fRe ; however, GrT/Re was judged to represent the data beat). When the
GrT/Re ratio is smaller than 0.04, the normalized peak coolant teuperature rise
is a function of the heat input gradient only:

AT

1.27 + 0.11 (Q - 1) (4)=

AT M-Navg.

When GrT/Re is larger than 0.04, buoyancy reduces the magnitude of the peak
temperature rise by a lagorithmic function of the buoyancy parameter GrT/Re:

O #peak T
AT (Re}I~ # M-N' E # /Re] (5)~

Tavg.
or

i
;

575-

i
. - _ _ _ _ - _ _ - - -. - - . _ . - _ . - . - . .-. .-



,

!

!
I

% 1.27 + 0.11 (h _g ) - 0.169 (h ) *"
l (log 0.04 - log )g M-N

avg.

(6)

For forced circulation tests the ratio AT eak/ATequaltoapproximately105,independentoftheva$uconvergestoavaluep av
e of the maximum-to-

minimum input gradient, Q -N*M

The difference in temperature peaking at the same forced or natural circulation
flows is small. This difference is believed to be solely due to higher tem-
perature gradient between the hot inboard and the cooler side channels in
natural convection; i.e., at a given Reynolds number, the difference in coolant
temperature rise peaking between forced and natural circulation is caused
entirely by the higher mean temperature rise required in natural circulation
to obtain the same flow rate. The hydraulic characteristics of the natural
circulation test loop are similar to those of a LMFBR primary loop and the test
assembly is a full size model. Therefore, it is judged that test results
adequately represent natural circulation behavior in the prototype reactor.
Figure 13 shows that natural circulation flow rates in the test loop are inde-
pendent of the radial power gradient.

In general, it might be expected that for a wire wrapped rod bundle (GrT/Re)y
is a function of the rod pitch-to-diameter ratio (P/D), the wire wrap lead
ratio H/D, the peripheral rod pitch-te-diameter ratio PP/D and the heat loss
Q , or

'N) (7)( )7 =$(D' ' L

llcat losses through the bundle enclosure and the peripheral rod pitch-to-
diameter ratio are included in the relationship because temperature peaking
reduction due to buoyancy occurs even when there is a uniform radial power
input. The radial coolant temperature profile is accentuated by heat loss and
particularly by transfer to the cooler peripheral flow subchannels. Use of the
Rayleigh number instead of the Grashof number might permit other fluids to
be included in a general correlation.

Buoyancy influences the peak coolant temperature rise even for Reynolds numbers
as high as 10000 - 13000. Friction factor data obtained under isothermal con-
ditions showed that the transition flow Reynolds number regime between laminar

,

| and turbulent flow also covered a wide range, 500 < Re < 5000 as was seen in
Figure 8.

Using the GrT/Re boundaries from Figure 14, boundaries of the forced, mixed
and natural convection regions were constructed (as shown in Figure 15).
Here GrT w a converted to GrD for better comparison with previous similar
Re - Gr flow regime maps which had been constructed using data obtained for
non-metals flowing through circular tubes under uniform heating or temperature

conditions (Reference 5). For tubes, initiation of a local inflection in the
velocity profile is used to determine the onset of the mixed convection
regime. Thus, it is questionable whether a comparison with tubes is meaning-
ful, because criteria and conditions are vastly different.
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Recently, a 61-rod assembly having P/D = 1.25 and a wire wrap lead equal to l

30.48 mm (12 inches) was tested in sodium under various power skews at ORNL.
When some of the results were reduced in the same manner as done for the
blanket test results, a similar relation and behavior was obtained. Ilere ,

the mixed convection regime is initiated at a lower value of (GrT/Re)y and
extends to higher values of GrT/Re thereby delaying the onset of natural
convection (Figure 15). This difference in convection boundaries may be
caused solely by the differences in geometry. In the blanket model tests the

,

increased mixing produced by a smaller wire wrap lead counteracts buoyant
effects.

i
>

The boundaries of modes of convection and friction for round tubes are shown
in Figure 16. In this figure, a reduction of the data of Buhr, et al.
(Reference 7)(for mercury flowing through a tube) and of Wendling, et al.
(Reference 23) are shown together with a modified equation of Polykov
(Reference 24) for the mixed-convection turbulent free convection range. The
Subbotin version of the Metais curve shows that enn in round tubes, mixed
convection effects extend to considerably higher Reynolds numbers than friction
effects for liquid metal flows.
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FIGURE 16: MODES OF CONVECTIVE IIEAT TRANSFER (REF. 6) - ROUND PIPE
,

!
' Figure 17 compares the analysis of Ramm and Johannsen (Reference 11) for
| coolant temperature peaking in a bare rod bundic under laminar mixed-convection
' and power skew conditions with blanket assembly data for different Rayleigh.

| numbers.

Though there is agreement in the predicted and experimental shape of the curves,
there is a difference of 2 units in the magnitude dimensionless parameter

i avg. which is equivalent to 16*C in the peak coolant temperature.T-T
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This difference in peak coolant
C temperature is in the direction. ._

[ \ expected, since mixing induced by the

h>a / % wire wrap delays and reduces buoyantd'
,

,

te m s'c eggects,

w /,',#
\s]\

, , -

+
p /',/ No difference in the magnitude of the

go - /,',/ g\ pressure drop was observed during

l \ mixed convection or natural circula-'<g
,

-1 -
k tion. No temperature fluctuations ory

9 ( flow recirculation zones were observed.
#o

.A - /d
q1

$ o'
,'|-4
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-- My ||y||[y"[ 8j ' FIGURE 17: RADIAL SUBCilANNEL TEMPER-
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nA.: nano rancio cinc. is t ATURE DISTRIBUTIONS AS A FUNCTION OF
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T A AVE RSE ACROSS BL AlvKET HE AT TR. TEST ASS'Y.

6. CONCLUSIONS

In wire wrapped rod bundles, the boundary between forced convection and mixed
convection can be expressed as a constant value of GrT/Re and is independent
of the power skew magnitude.

Buoyancy effects in rod bundles are experimentally observed at significantly
lower values of the Grashof number and higher values of Reynolds number than
for simple geometries and non-liquid metal applications.

Buoyancy effects significantly reduce coolant peak temperatures both at
natural circulation and forced circulation flow rates.

The same type of convection regions can be mapped for tubes and for rod
bundles.

For similar geometries, the mixed convection-forced convection boundary extends
to higher Reynolds numbers in rod bundles of higher P/D ratio (Figure 15) and
longer wire wrap lead.
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NOMENCLATURE
,

8 - Compressibili,ty
2

C - Normalizing Constant: k/(p cp AT/AZ V '*#*"'"AV H
! cp - Specific heat
4

D - Rod bundle average hydraulic diameter
H

g - Acceleration of gravity

Gr - Grashof number based on film drop = gSat D /v
D H

,

' AT 4!"2i Gr - Grashof number based on temperature rise = g8 g DHT
'

| k - Thermal conductivity

H' - Wire wrap lead>

P - Triangular rod pitch

Q - Total heat input into rod bundle

1 Re - Bundle average Reynolds number D V/" -

H

Q - Heat input gradient, maximum-to-minimum
M-N

f - Friction factor
,

T - Temperature

! V - Rod bundle average velocity

W - Weight flow rate

i at - Average film temperature drops

AT - Temperature rise

< AZ - Axial distance r

|
'

v - Kinematic viscosity

j- PP - Rod to wall spacing

| p - Density

f SUBSCRIPTS

AV - Average

MM - Mixed mean
'

MMA - Mixed mean at measurement level "A" (Figure 1)

| IN - At inlet to rod bundle

N - Normalized

NAV - Normalized average

| Peak - Maximum coolant temperature in rod bundle
.)

! I - Initiation

:

!
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EFFECTS OF PIN BUNDLE DIST0RTIONS ON LMFBR FUEL

ASSEMBLY COOLANT TEMPERATURE DISfRIBUTIONS

K. H. Chen, S. Kaplan, T. L. Kurtz, J. D. Stephen
Advanced Reactor Systems Department

General Electric Company
Sunnyvale, California

INTRODUCTION AND SUMMARY

A liquid metal fast breeder reactor (LMFBR) fuel assembly operating
under conditions of high temperature and high neutron irradiation during
its lifetime will experience a phenomenon known as bundle-to-duct inter-

action (BDI) which is manifested by the differential swelling and creep
between the fuel pin bundle and the hexagonal duct. Bundle-to-ductinter-
action may result in significant interference between the pin bundle and
the duct, which in turn causes significant bundle geometry deformation in
the latter part of the assembly life. This may cause a decrease in the
local coolant flow channel area, and possible direct pin-to-pin and pin-to-
duct con ~ tact, all resulting in increased clad temperature. Currently, an
int,erference equivalent to one wire spacer diameter is used as a fuel assembly
design allowable. This paper presents an evaluation of increasing the allow-
able BDI by analytically determining the limiting thermal-hydraulic design
condition. Previous fuel bundle thermal-hydraulic models could only handle
the uniform, beginning of life bundle geometry. As the use of these uniform
geometry models to. predict distorted bundle thermal hydraulics may lead to
erroneous results, a predictive method of evaluating the complex interaction
between the thermal-hydraulics and structural mechanics has been developed
based on test data. Analyses have been conducted to determine the manner
in which the distorted bundle temperature distribution differs from that
predicted from beginning of life geometry. The results indicate that
increasing the allowable interference to lh-2 wire spacer diameters may be
acceptable.
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METHOD

The analytic procedure consists of implementing three basic models.
The first model predicts the bundle-to-duct interference by determining
the differential growth of the fuel pins, wires and duct due to swelling
and creep during irradiation. The second model predicts the position of
each pin at each axial location in conjunction with the bundle and duct
growths derived from the first model, and detennines the local flow areas
and related hydraulic parameters throughout the distorted bundle. The

II)model is based on out-of-pile bundle compression test data , which

closely simulate the in-reactor fwi pin movement in the presence of BDI.
The third model predicts the thermal hydraulics of the distorted assembly
whose geometry is defined by the second model. The COBRA-WC code (2)

developed by Pacific N9rthwest Laboratory has been adopted for the thermal-
hydraulic model. The code solves the momentum, mass and energy equations

on a subchannel basis and can accept non-uniform subchannel areas and
gaps. These three models are organized and computerized such that the
structural variations during reactor operation are continuously analyzed.
Thus, the effects of BDI on the assembly thermal-hydraulic behavior can be
evaluated throughout lifetime.

. ANALYSIS OF BUNDLE-TO-DUCT INTERFERENCE
l
!

Bundle-to-duct interference occurs when the lateral growth of the pin
bundle exceeds the clearance between the pin bundle and the duct. In

estimating the BDI hex flat-to-hex flat interaction, an effective flat-to-

flat growth across the duct is used. The " effective duct" is a regular

hexagon that has.the same area as the true duct cross-section that bulges
at mid-flats due to the coolant pressure. Such an effective duct has been

!
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shown, in bundle compression testing to produce similar bundle mechanical
perfomance with respect to pin-pin displacements as does the bulged duct III.
Also, the net coolant flow area is conserved.

The bundle-to-duct interference is defined as

PorosityADuctABundleBDI = --

;

where ABundle and ADuct are the total bundle and duct linear growths,

respectively, and porosity is the clearance between a theoretically close-
packed bundle and the duct. Bundle-to-duct interference occurs when the
BDI is positive. Total bundle growth consists of the growth of all the wire
spacers and the cladding. The growth common to both the wires and cladding

is due to thermal expansion and swelling. Irradiation creep growth and

elastic growth are additional major growth contributors for the cladding.
Total duct growth consists of thermal expansion, swelling, and mechanical
strain (elastic and creep) resulting from coolant pressure.

For the discussion here, the BDI can be functionally expressed as

f (P , P T , T ,, T , +, t) (1)BDI =
d p c d

where P is the duct internal pressure due to coolant flow, P , the pressure
d p

within the pin, T , the cladding midwall temperature, T , the wire spacer
c g

temperature, T , the duct temperature, 4, the flux, t, the time, L , geom-
D j

etries of the i components (e.g., pin, wire or duct) and X , materials and
$

themal-physical properties of the i components. The distorted bundle due
to the BDI affects the duct pressure P by changing the flow resistance

d
gradually. The pin internal pressure, P , is assumed to be linear with time

p
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between beginning of life (B0L) and end of life (E0L) conditions. The
at each axial node are used.avenage values of T , T,and TDc

The effect of the BDI is to distort the assembly geometry; the dis-
torted geometry will redistribute the flow field throughout the assembly
which, in turn, will create a temperature field different from that based
on nominal geometry.

The primary concern now is the level of a local hot spot created due
to the BDI. Specifically, it is necessary to be assured that for a given
amount of BDI, the maximum local hot spot created will not degrade the
intended design performance of the assembly. A realistic description of
a distorted assembly geometry due to BDI is necessary for a proper thermal-
hydraulic analysis.

THE PREDICTION OF A DISTORTED ASSEMBLY

A full analytical description of a distorted assembly due to BDI is
complex and difficult. Assumptions made in the formulation may involve
simplification and rationalization of a complex phenomenon not yet well
understood. For the thermal-hydraulic design of a fuel assembly over its
lifetime, a semi-empirical approach can be a viable alternative that will
provide a reasonable estimate of the effect of BDI based on test data.
Furthennore, the modeling effort can be greatly reduced. The semi-
empirical approach is described below.

The positions of all pins at an in-pile bundle cross-section subjected
to BDI are approximated by a linear superposition of two sets of displace-
ments; that due to the free or unconstrained growth of the bundle and the
duct, and that due to the mechanical interaction at the duct inner surface
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as it compresses the bundle outer periphery. When compressing the bundle

outer periphery, the duct to bundle loading is applied helically about the
bundle periphery, following the wire spacer pattern, as shown in Figure 1.
Mechanical compression tests U ) performed on 217-pin and 91-pin bundles to

simulate BDI have shown distinct bundle distortion characteristics that
appear not to be influenced by the bundle size. That observation provides

a basis for extrapolating the test data for estimating the distortion of a
271-pin bundle, which is the pin bundle size to be used in large commercial
plants.

The pin bundle, when compressed by a helical loading, produces pin
lateral displacement data as shown by the vector representation of Figure 2.
The data in Figure 2 is for a bundle axial location at which one of the
helical line loads is applied to the "10 o' clock" hex flat. A near facsimile
of the data, but appropriately rotated in orientation, repeats at each
elevation at which a line load acts on a bundle face. The data shows that,

at a given cross-section, the pins generally move toward a bundle cross-
sectional location where no pin movement is observed. This location, or

bundle "defonnation centroid" is at the far side of the compressed bundle,

and is conceptualized in Figure 3.

A statistical analysis was performed on the two sets of compression
test data for the 217-pin assembly and the two sets of compression data
for the 91-pin assembly. The analysis demonstrated the existence of a dis-
torted bundle pattern common to the test data and amenable to further
analysis. Figures 4 and 5 show characteristic results obtained from the
217-pin bundle test data. Figure 4 indicates lines of constant angle of
the displacement vectors. Figure 5 shows contours of constant pin radial
displacement which are directed toward a common origin, the deformation
centroid. Using the distorted bundle pattern obtained from the statistical

,

|

|

|
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data analysis, a procedure was established to locate the pin centroids as
a function of BDI. With the pin centroids located, the resulting flow
channel geometry and hydraulic parameters can be calculated.

An alternative to using the pattern method is the direct implementation
of the compression test data, or extrapolation of the direct data to bundle
sizes of interest. True distortions may differ from that of the calculated

pattern geometry, but are believed to be a random occurrence from location to
location, and result in only a small perturbation of the temperature distribu-
tion from the more global effect responding to the distortion pattern.

In subsequent discussions, BDI is frequently referred to in units of
"wita diameters." This unit is convenient in that it provides a direct
visualization of the edge region subchannel geometry when BDI occurs, in-
cluding the effect of the mechanical instability of the compressed bundle
as observed in the bundle compression tests of Reference 1. Referring to
Figure 1, when BDI is zero (i.e., porosity no longer exists because of
differential bundle and duct growths) an idealized bundic and duct geometry
would provide a one wire diameter clearance between the bundle cladding and
the duct. For BDI > 0, that same clearance occurs at the helical pattern
of wire spacer to duct contact. Away from that contact, the cladding
approaches the duct as the pin bends, and is expected to be closest to the
duct midway between contacts at any hex face, i.e., at one-half the wire
spacer lead. From the tests of Reference 1, it has been demonstrated that

| at approximately two wire diameters of BDI, the cladding will contact the
duct at the location midway between wire-to-duct contact locations. If

at a given cross-section, all pins exhibited the same lateral displacement,
i.e., retained a unifonn triangular pitch and undistorted interior flow
subchannels, a BDI of one wire diameter would result in cladding to duct
contact. However, due to an apparent mechanical instability, referred to
as the dispersion mechanism, the pins shift laterally such that approximately

588-
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half the BDI is accanmodated by changes in pin-to-pin spacing, and half the
BDI is acconnodated by a change in edge pin to duct spacing. The effect
of that mechanism is apparent in Figure 2.

THERMAL HYDRAULIC ANALYSIS

The COBRA subchannel model was adopted for the thermal-hydraulic
analysis. The COBRA-WC (2) code has detailed mechanistic models and has

been the most widely used thermal-hydraulic analytical tool for LMFBR
designs. It is also the U.S. national in-core thermal-hydraulic code. It

is the best assembly thermal-hydraulic code available for analyzing distorted
bundles.

However, some important points regarding distorted bundle thermal-
hydraulic analysis should be noted: currently available subchannel codes,
including COBRA, require some basic thermal-hydraulic parameters derived from
experiments. At present, these parameters are based on nominal bundle
geometries, the adequacy of these parameters for distorted geometries has
not yet been determined. An example is the mixing coefficient which is used
for calculating lateral heat transfer between channels and is dependent upon
geometry and thermal boundary conditions.

Subchannel codes do not predict the temperatures well in regions of
large temperature gradients such as in the vicinity of the duct wall.

! Significant uncertainties in temperature prediction could be expected along
the outer region of a distorted bundle where the bundle and the duct wall

, would interfere. The lumped approach of subchannel analysis must be super-
! seded on a local level with a more detailed local thermal-hydraulic analysis.

Furthermore, for an assembly design with expected large BDI (beyond bundle

( and duct just touching), finite contact areas between " soft" fuel pins and

[
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"hard" duct wall will develop. An accurate estimate of the local hot spot
! temperatures will require e different physical modeling approach such as

thermal analysis of contacting bodies.

On the positive side, within the framework of thennal-hydraulic
analysis for distorted bundles, a major concern has been the feasibility
of performing an integrated analysis involving the coupling of thermal-
hydraulic and mechanical feedback with sufficient details. The present
computer simulation of a large 271-pin assembly has been successful in
including a detailed subchannel analysis model and a systematic pro-
cedare to follow the evolution of the bundle distortion. An analysis of
a typical large fuel assembly operating in the reactor environment for a
period of two years is given below.;

INTEGRATED THERt1AL-HYDRAULIC AND MECHANICAL,

ANALYSIS OF A LARGE FUEL ASSEMBLY

A 271-pin fuel assembly of stainless steel alloy D9 material con-
struction (i.e., alloy D9 for the duct, the cladding, and the wire spacers)

I was chosen to investigate the acceptability of increasing the allowable
BDI.

,

The performance of the alloy 09 fuel assembly at large plant conditions

( is affected by the BDI behavior of the assembly. The BDI behavior is, in

turn, influenced by the effect of uncertainties in the material swelling
and creep, temperature distribution (i.e., sensitivity to difference in
temperature between bundle and duct), temperature range (i.e., increase or

]
decrease in assembly temperature reflecting uncertainty in power or flow), i

|
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as-built dimensions, flux, and assembly pressure drop. For the analyses

discussed in this section, only swelling and creep uncertainties are con-
'

sidered.

! Application of the swelling and creep uncertainties to alloy D9 was
performed consistent with the demonstrated sensitivity of creep and swelling

| to small variations in the alloy composition, variations small enough so
as to be a potential heat-to-heat variant during the production of com-
mercial quantities of the alloy. Figure 6 shows the effects of adverse
stack-ups of creep and swelling between the bundle and the duct on the fuel
assembly BDI history at the axial mid-core location for an assembly lifetime
of two years. The 271-pin assembly uses 0.275-inch diameter pins with

,

0.048-inch diameter spacer wires.
!

At BOL an initial looseness occurs due to the as-built clearance,

slightly diminished by differential thermal expansion between the bundle
and the duct. Early in life the looseness increases due to the creep in-
duced duct dilation. During the mid-life range, the rate of increased
looseness diminishes as the pin plenum pressure buildup results in increased
cladding creep. Until this time swelling of the stainless steel components
has not occurred; an incubation period is required before swelling commences.
Toward the end of life the looseness diminishes and eventually the bundle
is compressed as the swelling incubation fluence is exceeded. The bundle
swelling rate considerably exceeds the duct swelling rate in accordance with
the swelling temperature dependency. It can be seen that a large amount of
bundle tightness can develop at the end of life with unfavorable stack-ups

; of swelling and creep uncertainties. The tightness can be several wire
spacer diameters.

|

The predicted coolant temperature distribution under different amounts
of BDI during an assembly lifetime is shown in Figures 7 and 8. Important;

!
<

l
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results to be noted are: the edge channel coolant temperatures increase
and the interior channel coolant temperature decrease with the increase in

bundle-to-duct interference.

It is also predicted that the increase in the edge channel coolant
temperatures is higher along the edge of the bundle where the wires contact
the duct wall than that of the edge channels opposite the non-wire contact
region. At the channel region that includes the wires contacting the duct,
even though the edge channel flow areas have not been diminished by the
BDI, the interior channels have been considerably distorted, producing a
significant decrease in flow areas and in coolant flow. At the opposite side,
although the edge channels are considerably reduced in area as the cladding
approaches the duct wall, very little distortion occurs to the pin array in
that general region, and the interior flow channels in that general region
remain relatively undistorted.

The increase in the maximum edge channel temperature is much faster than
the decrease in the maximum interior temperature (Figure 8). Extrapolation
of the two curves indicates that the maximum edge channel temperature would

become equal to the maximum interior channel temperature at about a 2.75
wire spacer diameter interference. However, quantitative extrapolation beyond
two wire diameters is not recommended because the structural response of the

bundle changes at approximately a 2-wire space diameter interference as the
cladding contacts the duct. For a 2-wire spacer diameter interference, the

'

maximum edge channel temperature is about 65 F below the maximum interior
channel temperature for the assembly analyzed.

>
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CONCLUSIONS AND DISCUSSION

A thermal-hydraulic analysis including the effect of bundle distortion
was performed for a 271-pin fuel assembly operating for two years lifetime.
The results indicate that the assembly coolant temperatures will be skewed
towards higher edge channel and lower interior channel temperatures relative
to those of an assembly with nominal geometry. Edge channel coolant tempera-
tures at the wire contact edge increase more than other edge channel

temperatures. The rate of increase of the edge channel coolant temperature
is faster than the rate of decrease of the interior channel coolant tempera-

ture. Extrapolation of the result indicates that the maximum edge channel
coolant temperature will not reach the level of the maximum interior channel
coolant temperature until well beyond 2-wire spacer diameter interference
for the fuel assembly analyzed. For a 2-wire spacer diameter interference,

the maximum edge channel coolant temperature was about 1195 F, which was
about 65 F below the maximum interior coolant channel temperature, and the
latter was lower than that obtained from the nominal geometry subchannel

analysis.

In general, with the presence of BDI of up to two-wire spacer diameters,
interior channel temperature changes appear to be acceptable. These pre-
liminary results will be confirmed by further work, including ex-pile bundle
mechanics and thennal-hydraulics tests to generate statistically significant
data on distortion and flow parameters, theoretical modeling for analysis
of local conditions which are beyond the capability of subchannel analysis,
core-wide analyses to establish if core flow redistribution is significant,
and in-pile data from tests in the FFTF F0TA (Fuel Open Test Assembly)
instrumented positions.

The integrated approach to thermal-hydraulic analysis of a distorted
bundle has made significant contributions to the understanding of the effect

59 %
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of the BOI phenomenon on the coolant temperature distribution. It has been
shown that the one wire spacer diameter BOI guideline is conservative. It

has also been shown that the traditional assembly thermal-hydraulic design
approach based upon the maximum interior channel temperature may not be

adequate for designing fuel assemblies with high BDI in which high edge
channel temperatures can be the controlling parameter in design. A
methodology for the evaluation of high BOI assembly designs has been
successfully achieved.

|

|
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VALIDATION OF SSC USING THE FFTF NATURAL CIRCULATION TESTS

W.C. Horak, J.G. Guppy and R.J. Kennett

ABSTRACT

As part of the Super System Code (SSC) validation pro-
gram, the 100% power FFTF natural circulation test has been
simulated using SSC. A detailed 19 channel, 2 loop model was
used in SSC. Comparisons showed SSC calculations to be in
good agreement with the Fast Flux Test Facility (FFTF), test
data. Simulation of the test was obtained in real time.

1. Introduction

The Super System Code (SSC)[l3 was developed at the
Brookhaven National Laboratory (BNL) for the thermohydraulic
analysis of natural circulation transients, operational tran-
sients, and other system wide transients in nuclear power
plants. SSC is a best estimate code that models the in-vessel
components, heat transport loops, plant protection systems,
and plant control systems. Recently SSC has been coupled
with the BNL developed code MINET,Ld which has extended its
analysis capability to the balance of plant. SSC is also de-
signed to be fast running, i.e., faster than real time on a
CDC-7600. Thus, validation of SSC not only involves determin-,

| ation of the accuracy of the simulation, but determinatioa of
|

the computing i.ime required to achieve that accuracy.
l
l Previous SSC validation efforts have focused on two
| procedures * 1) comparison to numerically generated reference

codes. 5,$(] ,4] andsoluti ns 3 2) comparisons to other computer
Prior to system-wide evaluations, individual

modules are tested on a stand-alone basis. Strict adherence
to standard coding practices and naming conventions allows;

; changes to be made to individual models and thpn incorporated
into the main system code with minimal errors.L73

I
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Comparisons to numerically generated reference solutions
are usually restricted to one specific module (i.e., the core,;-

piping, etc.) to isolate the model and to minimize computer'

core storage requirements. The reference solution is generat-
ed by refining the nodalization and then extrapolating (if
possible) to a fine mesh solution with an infinite number of
nodes. In practice, however, the benchmark is a solution with

I a sufficiently large number of nodes such that further refine-
ment of the mesh does not lead to significant changes in the
calculated results. This procedure also provides infonnation

_

on the detail of nodalization necessary to analyze various|
transients in addition to checking the accuracy and consis-'

tency of the numerical algorithms. Even though SSC has been
successfully tested using this method, the procedure is inade-
quate for determining deficiencies in the physical models
used.

Comparisons between computer codes tend to be difficult
and time consuming while providing minimal validation. To
claim a code is valid simply because its analysis agrees with
a reference code simply shifts the burden of validation to the
reference code. However, useful information can be obtained
especially the detection of Fortran coding errors.

|

The main difficulty in comparing any two codes is that
their physical models are generally different. Thus differ-
ences in calculational results must be explained in tenns of
these modeling differences rather than induced by numerical or
coding errors. In some cases, this means modification or re-
laxation of the code's model to conform to the referenge code.
For example, when comparisons were made between IANUS,L83 a
proprietary code developed specifically for transient systqm
analysis in the Fast Flux Test Facility (FFTF), and SSC,L6J,

l it was necessary to suppress the transient core flow redistri-
| bution model in SSC since IANUS did not have this feature,

even though core flow redistribution is an important effect in
some of the transients analyzed in the comparison.

| In summary, previous SSC system-wide validation studies
| were made with a numerically generated data base. Recently, a
| series of natural circulation transients at various powers and
| flows, including 100% power and flow, have been run at the
| FFTF as part of the facility's startup program. Since FFTF,
| which was designed for testing of materials for use in fast

breeder reactors, is highly instrumented, an extensive experi-
mental data base now exists which can be used in validating
system codes for natural circulation transients. The SSC code

|
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has been used to simulate the 100% power and flow natural cir-
culation transient. Comparisons were made between the SSC
predictions and the experimental data. These comparisons have
demonstrated SSC's capability to simulate natural circulation
transients, within the limits of the experimental data, while
retaining its fast running capability.

2. Modeling of the FFTF Natural Circulation Transients
Using SSC

2.1 Description of the Fast Flux Test Facility (FFTF)

The FFTF is a 400 MWt, sodium cooleg fast reactor having
three independent heat transport trains.LD Figure 1 is a
setematic showing one of these trains, each consisting of a
primary coolant loop, an intermediate heat exchanger (IHX), a
secondary coolant loop, and a dump heat exchanger (DHX).

The FFTF i1 eat transport trains are instrumented with
electromagnetic flow meters located in the cold legs and tem-
perature sensors located in the hot and cold legs of the prim-
ary and secondary loops. The inlet and outlet temperatures of
the IHXs and DHXs are also monitored.

The FFTF core consists of 73 fuel assemblies, 3 safety
red:, 6 control rods, and 9 unfueled assemblies. The flow
rate and coolant exit temperature for each assembly are mon-
itored by a flow meter and thermocouple located in an instru-
ment tree above the core. A guide tube directs the assembly
flow to the appropriate sensors (the sensors are physically
located in the guide tubes.) Two of the fuel assemblies are
referred to as Fueled 0_ pen Test Assemblies- (F0TAs). Physical-
ly identical to the other fuel assemblies, they are located
near the center of the core (Row 2 FOTA) and the outer edge of
the core, adjacent to the reflector (Row 6 F0TA). A series of
wire wrap thermocouples provide detailed temperature informa-
tion along the axial length of each F0TA. The F0TAs also dif-
fer from the other fuel assemblies in that the guide tubes for
the instrument tree are physically connected to the top of the
assemblies. All the other fuel assemblies have a 1" to 2" gap
between the top of the assembly and the guide tube. There-
fore, at the low flow conditions typical of natural circu-
lation events, the measured flow rates of the fuel assemblies
(except the F0TAs) are unreliable. Moreover, the long res-
ponse time of the thermocouples used in the instrument tree
limits the usefulness of the transient assembly exit coolant
temperature data.
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2.2 SSC Modeling of FFTF

To model the FFTF, it was decided to use a 2 loop re-
presentation, with one~ loop representing two physical loops.
Although no large asymmetries were observed in the 100% test
simulated for this study, two loops were modeled for future
studies where such asymmetries may occur.

Although a DHX module is part of the SSC program library,
it was decided for this study that no validation of these mod-
ules would be done. This decision was made since the DHX mod-
ules are unique to FFTF and thus validation of these modules
would be of limited value. Therefore, for this study the ex-
perimentally measured DHX outlet temperature was input as a

! forcing condition to SSC. The pressure drop across the DHX
was simulated using a form loss coefficient and a buoyanc,
term.

The remainder of the secondary loop was modeled by five
pipes, a pump with surge tank, and the tube side of the IHX.
The nodalization was chosen on the basis of arlier study

; for natural circulation transients (Table 1)
|

:
|
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Table 1 - SSC Nodalization of FFTF

Module Number of Nodes
,

Secondary Loop:

Pipe 1 38
Pipe 2 3
Pipe 3 3
Pipe 4 15
Pipe 5 19

IHX 21

Primary Loop:

Pipe 1 29
Pipe 2 15
Pipe 3 10

Pipe 4 14

Reactor Core:
19 channels (including Row 2

and Row 6 F0TA
explicitly modeled)

12 axial nodes per channel
3 radial fuel nodes per

axial node
1 gap node per axial node
1 clad node per axial node
I coolant node per axial

node
1 structure node per axial

node

The primary loop was modeled by 4 pipes, a pump, the
shell side of the IHX, and a check valve in the cold leg. The

nodalization is also shown in Table 1.

The in-vessel representation included: a one node, per-
fect mixing, lower plenum; core inlet module; a 19 channel
core representation with bypass; core exit module; and a two
region upper plenum. It is important to note that SSC dynami-
cally calculates transient flow redistribution for all the
core channels and the bypass. Each flow channel is hydrodyna-
mically coupled to the others. Inter-assembly and intra-
assembly heat transfer however, are not modeled. Each channel

608
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is represented by an average rod with its associated coolant
channel and structure. The channel is divided into 12 axial
nodes; the fuel pin has 3 radial nodes in the fuel and one in
the clad. An earlier numerical study showed this represen-

tation[3J.tg be adequate for natural circulation type trans-1ents The steady state assembly powers and flow rates
were determined from the experimental data and checked against
pre-test numerical predictions.

The decay curve and initial decay power were obtained
from the FFTF project office. The fission power was calcu-
lated using SSC's point kinetics package.

3. Results and Error Analysis

3.1 F0TA Coolant Temperatures

The average coolant temperatures at the top of the fuel
axial level and at the top of the pin axial level for the Row
2 and Row 6 F0TA were obtained by averaging the thermocouple
readings at these locations [13 at each level for the Row 2
F0TA; 14 at the top of fuel level and 16 at the top of pin
level for the Row 6 F0TA.] The experimental data (shown with
a 30K error bar at 10s intervals) are compared to the SSC
calculations in Figs. 2-5. As can be seen, the SSC results
are in good agreement with the F0TA test data. The lower test
data temperature for the Row 6 F0TA top of pin location is
probably caused by inter-assembly heat transfer (which is not
modeled in SSC) to the adjacent reflector.

An error analysis was performed using the experimental
data as the benchmark. The results are summarized in Table 2.
Since SSC is a best estimate code, positive and negative max-,

imum errors are shown. The maximum negative error in all
cases occurs at 10(s), which is the time of the first tran-
sient test data point. Although the absolute temperature dif-
ference at this time is about 500K the relative error is
still less than 9%. The maximum positive errors occur around
180(s) and are small with the exception of the Row 6 F0TA top
of pin location; however, the relative errors are again small.
The average absolute error of 3-40K is particularly good
since the experimental data have an error band of 30K.
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3.2 Loop Temperatures and Flow Rates

The hot leg temperature, cold leg temperature, and loop
flow for the pump loop are shown in Figs. 6-8. The correspon-
ding parameters for the secondary loop are shown in Figs. !

9-11. As can be seen, the SSC simulations are in good agree- )
ment with the experimental data. A detailed error analysis
was not done for these data since the temperature profiles are
relatively constant and the flow data have a wide error band
(il6kg/s).
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Table 2 - F0TA Temperature Comparison Error Analysis

Absolute Relative
Maximum Negative Error (OK)a (g)b Time (s)

Row 2 F0TA, top of fuel 41. 6. 10.
| Row 2 F0TA, top of pin 54. 8. 10.
| Row 6 F0TA, top of fuel 38. 6. 10.

Row 6 F0TA, top of pin 55. 8. 10.

Maximum Positive Error

Row 2 F0TA, top of fuel 8. 1. 160.
Row 2 F0TA, top of pin 8. 1. 180.
Row 6 F0TA, top of fuel 20. 1. 170.
Row 6 F0TA, top of pin 34. 4. 190.

Average Errorc
Row 2 F0TA, top of fuel 3. .4 -

Row 2 F0TA, top of pin 3. .4 -

Row 6 F0TA, top of fuel 3. .4 -

Row 6 F0TA, top of pin 4. .6 -

a -- absolute error = TFFTF(oK) - TOK)
b -- relative error = [(TFFTF(oK)-T(OK))/TFFTF(oK)] x 100%
c -- averaged over the first 300 (s) of the transient
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4. Conclusion

As part of the SSC validation program, the FFTF 100%
power natural test was simulated using SSC. The FFTF test
data and SSC calculations were found to be in good agreement.
While the limited in-core instrumentation prevented a complete
validation of the in-vessel energy transfer module of SSC, the
FOTA data comparisons show that the flow redistribution model
and heat transfer model are accurate in at least those two as-
semblies. The conparisons of loop parameters provide experi-
mental validation of earlier numerical studies. It should be
noted that even though a detailed 19 channel, 2 loop model was
used in SSC, simulation in real time was achieved.

Further studies using FFTF experimental data include a
long term ( N1 hr) simulation of the 100% and 75% power tests.
Aysmmetric heat transfer through the loops will also be
studied.
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CRAB-II: A COMPUTER PROGRAM TO PREDICT HYDRAULICS

AND SCRAM DYN#f tCS OF LMFBR CONTROL ASSEMBLIES AND ITS VALIDATION

M. D. Carelli, L. A. Baker, J. M. Willis, F. C. Engel, and D. Y. Nee

Westinghouse Advanced Reactors Division,

Madison, Pennsylvania, U.S.A.
i

ABSTRACT

This paper presents an analytical method, the computer code CRAB-II, which
calculates the hydraulics and scram dynamics of LMFBR control assemblies of
the rod bundle type and its validation against prototypic data obtained for
the Clinch River Breeder Reactor (CRBR) primary control assemblies.

The physical-mathematical model of the code is presented, followed by a
description of the testing of prototypic CRBR control assemblies in water and
sodium to characterize, respectively, their hydraulic and scram dynamics
behavior.

Comparison of code predictions against the experi$ ental data are presented in
detail; excellent agreement was found. In particular, the CRAB-II code was
found to predict all the key design parameters: 1.e., amount of flow cooling

. the absorber bundle, assembly pressure drop, flotation characteristics, and
scram insertion response, well within the range of experimental uncertainties.

Also reported are experimental data and empirical correlations for the
friction factor of the absorber bundle in the entire flow range (laminar to
turbulent) which represent an extension of the state-of-the-art, since onlyt

fuel and blanket assemblies friction factor correlations were previously
reported in the open literature.
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1.0 INTRODUCTION

Control assemblies play a critical role in assuring the safe and reliable
performance of nuclear reactors. The availability, therefore, of verified
analytical methods to predict their behavior is of great importance to the
core designer. These metheas must satisfy the following basic design
objectives:

Provide an accurate prediction of the control assembly hydraulics,o
chiefly of the flow actually cooling the absorber bundle. Since the
control assembly features a movable component (the " poison" bundle>

contained in an " inner" duct moving inside a fixed--or outer--duct),
the coolant flow will divide into two main paths, one through the
bundle and another (called bypass flow) between the movable inner
duct and the fixed outer duct. Obviously, only the coolant actually
flowing through the absorber rods must be considered in the thermal
and structural design of the control assembly rod bundle.

e Provide an accurate prediction of the scram dynamics
characteristics. One key design and safety requirement is to
guarantee the insertion of the prescribed amount of reactivity (i.e.,
physical insertion of the control rods) within a specified time frame.

e Provide an accurate preaiction of the flotation conditions of the
control assembly. A design requirement is to assure that the control
assembly will not float (with adequate margin) due to the force of
the upward coolant flow when the driveline is disconnected.

While the three above objectives are a "must" for an analytical method to
satisfy, it is also desired that this method have enough flexibility to be

~

used in feasibility, optimization and parametric studies, in addition to
detailed, specific design. Finally, this method must be adequately validated
and verified against experimental data in order to be used with confidence in
analyses and design.

To this end, since the early seventies, development of the analytical computer
code CRAB (Control Rod Assembly Behavior) was pursued at Westinghouse ARD to
predict the hydraulics, scram dynamics and flotation behavior of primary
control assemblies (PCAs) of the rod bundle type. The code was used to
predict the behavior of the Clinch River Breeder Reactor (CRBR) and Fast Flux
Test Facility (FFTF) PCAs and was quite favorably compared against
experimental data obtained in hydraulic and scram testing of prototypic models
of the FFTF. A brief description of the CRAB model and a summary of the FFTF
tests verification is reported in References 1 and 2.:

In the past few years th'c physical and analytical models of the CRAB code have
been vastly expanded and improved, leading to the development of the advanced

,

I version CRAB-II. The code predictions have been quite favorably compared
against results of prototypic testing in water (assembly hydraulics) and
sodium (scram dynamics) of the CRBR PCA. The purpose of this paper is to
present the analytical model of the CRAB-II code and its validation against
prototypic data for the CRBR primary control assemblies. Also reported are
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experimental data and correlations for the absorber bundle friction factor in
all three regimes, i.e., laminar (with Reynolds number as low as 300),
transition and turbulent (Re up to 40,000). The wire wrapped bundle has a
very tight pitch-to-diameter ratio (p/d = 1.05); the wire wrap lead is 12 in.
(30.5 cm).

2.0 THE CRAB-II CODE

2.1 Code Features

The CRAB-II code analyzes the steady state hydraulics and scram dynamics
behavior of control assemblies of the rod bundle type; a bundle of absorber
rods (37 for CRBR, 61 for FFTF) housed in an hexagonal duct is free to move
within a fixed hexagonal guide. Wear pads at the extremities of the movable
assembly center and guide it through the fixed duct. A schematic
representation of the control assembly is shown in Figure 1. The CRAB-II code
has the following calculational capabilities:

A. Steady State Hydraulics

(1) Flow split between the pin bundle and the bypass. As mentioned
in the introduction, knowledge of the fraction of assembly flow
actually cooling the absorber rods is important to the designer.

(2) Flow distribution among the three different types of subchannels
(inboard, edge and corner) in the absorber bundle.

(3) Detailed breakdown of the pressure drops across the bundle and
bypass flow paths (e.g., rod bundle, inlet and exit, wear pads,
bypass annulus, etc.).

B. Scram Dynamics

As a function of time during scram, the code calculates the following
parameters: pin bundle position, velocity and acceleration; assembly
flow rate; bundle / bypass flow split and flow distribution within the
bundle; static pressure at various assembly locations (e.g., inlet
and exit of the bundle).

C. Flotation Conditions

Minimum pressure drop across the assembly (and corresponding assembly
flow rate) causing inception of upward movement of the absorber
bundle when the driveline is disconnected.

D. Dashpot Parameters

The purpose of the dashpot is to decelerate the insertion of the
control assembly once an amount of reactivity sufficient to scram
the reactor has been inserted; this is to avoid damage to the
assembly. CRAB-II calculates the dashpot hydraulics (aP and flow
distribution in the dashpot) and the impact force / acceleration on the
control assembly at the end of the scram.

620.
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E. Scram Affecting Forces

The code accounts for the effect of scram assisting forces such as
springs and bellows as well as retarding forces such as friction and
seismic loads, in addition, of course, to the effects of gravity,
buoyancy and coolant drag / friction. Of particular interest is the
capability of CRAB-II to properly account for the effect of seismic
loads, since it is a design / safety requirement that the control rods
be inserted during an earthquake. To accomplish this, the CRAB-II
code has been given the capability to " read" the output of seismic
codes which calculate the lateral loads on the assembly.

2.2 Physical-Mathematical Model

2.2.1 The Three-Control-Volume Model

This model which represents the core of the CRAB-II code is based on solving
the three fundamental principles of conservation of mass, momentum and energy,
together with Newton's second law of motion. As the name indicates, three
control volumes are considered; the central one (control volume B'in Figure
1), which encompasses the movable absorber bundle and the fluid flowing
through and around the bundle, is situated between a lower control volume (A)
which extends from the shield exit to the bundle inlet and an upper volume (C)
describing the fluid be' tween the movable bundle exit and the assembly exit.
While the central volume does not change during scram, the two other volumes
do; the upper volume increasing at the rate of decrease of the lower volume.
The three volumes are tied together by the boundary condition of having a
constant pressure drop across the entire control assembly, equal to the
pressure drop across the core, since: 1) the flow allocated to the control
assemblies is only a very minor fraction of the total core flow (approximately
1% in the CRBRP case); and 2) the scram insertion time (only a few seconds) is
so brief that the effect on the overall core hydraulics is totally
insignificant.

Unlike the overall core hydraulics, the hydraulics of the control assembly is
drastically influenced by the scram. Since the relative velocity of the
flowing sodium in respect to the absorber bundle increases due to the motion
of the bundle, the overall control assembly flow rate must decrease in order
to satisfy the boundary condition of constant pressure drop across the
assembly.

Mathematically, the three-control-volume model translates in a system of
twelve equations in twelve unknowns. The twelve unknowns are:<

!

e the bundle insertion, z

thetimederivativeoftheassemblymassflowrate,f5e

!

j e the mass flow rate in the 4 parallel flow paths in the bundle and
<

. . . .

bypass, m , m , m , m
g by

e the static pressure at the inlet and outlet of the movable bundle,

P2a, P2b, P3a, P3b (see Figure 1 for location)
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e the static pressure at the inlet (P ) and exit (P ) of the1 4
control assembly (this corresponds to imposing a constant pressure
drop across the assembif)

The twelve equations are:

e the Newton second law of motion applied to the rod bundle:
Mi = I F

7

where I Fr = gravity + bellows + spring - dashpot - sliding
friction - hydraulic forces (shear and pressure).

The adopted sign convention is to have position forces acting
i concurrently with the bundle movement, i.e., downward.

e the continuity equation applied to control volume A

5+oS z = 5) + 5 + $c +2 3 by

where the term S z represents the additional flow entering control
2

volume B during the scram.

e the conditions of equal pressure drops across the bypass, inboard,
side and corner channels (3 equations)

aPby = APj = APs = aPc

e the momentum equation applied to control volumes A and C (2 equations)

e the energy equation applied to control volumes A, B and C (3
equations)

e the boundary conditions at stations 1 and 4 (2 equations)

Since Newton's law is used for control volume B, either the momentum or thei

! energy equation applied to control volume B are redundant. The energy
equation is chosen as the explicit equation, since the momentum equation is

l used to calculate the shear force in the Newton's equation.

| Formulation and elaboration of the conservation equations of momentum and
I energy, even though relatively straightforward, is quite involved; as an

example, reported below are the momentum and energy equations for control
volume A:

$2..

b
P) (A) + S)) - Fsh ( ) P2a^2 -P 5

2b 2 (L,-z) + -=

A

;2
+ **2 *2

, -

rb
S+

ogA2,rb g 2 pgA)

|
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and

32 5 (L -z) ,2 5C2A

A (2A)2 ) = -
K

gA + (P) + 2) - (P2a + 2 pg A)CA 2gAg
3 2

+2 piS I
oz s 2 '

* (p2b ~ T ;

with
|

piS
2C=1+ |,

m i

The three-control-volume is the most significant difference between CRAB-II
and its predecessor CRAB; the previous version of the code only modeled the
central control volume and the boundary condition was a constant coolant flow
rate instead of a constant pressure drop across the control assembly. The
previous model was overconservative since it over-estimated the pressure drop
during scram and therefore the fluid resistance to the bundle motion.

2.2.2 Hydraulic Models

The flow split between bundle and bypass and the flow distribution across the
bundle is obtained by solving the system of equations imposing an equal
pressure drop across the 4 different types of parallel flow paths and the
continuity equation. The pressure drop in each component is calculated using
analytical or experimental correlations obtained from prototypic testing (see
following Section 3). One typical example of this experimental input is the
friction factor in the absorber bundle (Section 3.1.3).

While the procedure is quite straightforward for steady state conditions
(absorber bundle at rest), the same is not true during a scram, the key
question being what characteristic fluid velocity should be used in the
pressure drop equations. For pressure drops along the absorber bundle flow paths
the characteristic velocity is obviously the relative velocity of the fluid
and bundle, i.e., Uj + 3 (or U + ,U + ). The bypass flow path is

s c
however bounded by a " moving wall" (the inner duct) and a " fixed wall" (the
outerduct). It was thus decided to divide the bypass pressure drops into two

components: a moving wall part depending on the relative velocity (Uby + )
and weighted by the factor s' and a fixed wall part depending on the bypass
coolant velocity Uby and weighted by the factor 8".

The weighting factors s' and s" were chosen as:,

s' = ratio of moving wall wetted perimeter to the total channel wetted
perimeter

and
s" = 1 - s' = ratio of stationary wall wetted perimeter to total
channel wetted perimeter.

624.
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The form losses along the bypass flow path (inlet, exit, wear pads) were
therefore expressed as:

by r) 3AP=ag[8' (U A + ) + s" (U A
by r

is the fluid velocity inwhere a is an appropriate geometry coefficient, Uby
the bypass annulus and A is an area ratio yielding the proper local fluid

by r) in the considered location. Of course, the values of
r

velocity (U A
s' and 8" are also locally dependent, since the channel wetted perimeter
,epends on the location considered, e.g., it is different at the bypassd
inlet / exit and at the wear pads.

In calculating the frictional pressure drop along the bypass, the thin annulus
geometry effect must be considered in addition to the moving / fixed wall

A theoretical analysis based on solution of the velocity profileeffect.
showed that the best representation of the pressure drop was given by the
equation:

2L 00
AP = fmF F

with

f, = f E8" + 8 II * IUa by

where fa is an annular friction f actor for a channel having stationary walls
(hydraulic diameter D and velocity Ubv), and can be approximated by the
friction factor for a pipe at the same Reynolds number multiplied by an
empirical constant, obtained from experimental testing (see Section 3.1).

Verification of the soundness of the adopted hydraulic modeling path under
steady state and scram conditions was provided by a comparison of the CRAB-II
predictions with prototypic data, as reported in Section 3.2.

2.2.3 Bellows Model

The bellows, which are located at the bottom of the Control Rod Drive
Mechanism (CRDM) immediately above the reactor closure head, have the primary
function of acting as a barrier.to prevent the sodium vapor from reaching the

They operate in an inert Argon gas of pressure about double thatcover gas.
of the cover gas, thus preventing sodium vapor diffusion into the working
parts, if a bellows leak occurs.

The metal bellows also provide secondary scram-assist force, about one-tenth
of that provided by the surrounding springs which are the primary scram assist
force of the CRBRP and FFTF primary control assemblies.

A sketch of the bellows is shown in Figure 2. The bellows model incorporated

in CRAB-II assumes:

no hydraulic resistance to gas flow in the bellows support tubee
during scram;

the entire bellows is adiabatic during scram.e
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The second assumption does preclude heat transfer between the bellows and its
surroundings but not between the upper and lower volume of the bellows. It is
conservative, since a little amount of heat transfer occurs following a slight ireduction in the bellows temperature caused by the gas expansion. This

Icompensates for the slight non-conservatism of the first assumption which '

overestimates the total work done by the gas expansion during scram. The
scram assisting pressure exerted by the bellows during scram is expressed bythe equation:

+ *AY*))k _ pP
bellows = Pin o * *in o

o cg

where AV* represents the change in the bellows volume per unit length of
driveline insertion, x is the insertion length during scram, and the indices
in and o refer to the initial state of the bellows respectively, at start of
scram and for fully withdrawn conditions. It should be noted that they are
not necessarily the same since some primary control assemblies are partiallyinserted during reactor operation.

Figure 3 repcrts the good agreement between the bellows pressure predicted by
CRAB-Il and data obtained in prototypic scram tests during a full 36 inch

In addition to the scram-aiding pressure effect above, the bellowsscram.
also have a spring-t
addition, of course,ype effect on scram. This is considered in CRAB-II, into the effect of the primary scram assisting spring.
2.2.4 Dashpot Model

As previously mentioned, the purpose of the dashpot is to decelerate the
motion of the control assembly in the final part of its insertion once enough
reactivity has been inserted to scram the reactor. A scheme of the dashpot is
reported in Figure 4. The motion-retarding force of the fluid on, the dashpot
piston can be divided into two components: a pressure force on the piston
surface and a vertical shear force on the piston lateral surface area. They
depend on the annulus geometry determined by the relative position of the
piston and dashpot. As the piston moves downwards, fluid is forced upwards
through the clearance between the piston and the cylinder and downwards
through the clearance between the driveline shaft and the dashpot cylinder
lower guide. The flow split between the up and down flow paths depends on
their relative hydraulic resistance, which changes during scram; as the
control assembly (and piston) approaches full insertion, the reduction in the
piston / cylinder clearance results in a preponderance of the downward flow.
Modeling of the dashpot hydraulics is therefore similar to what was previously
reported for the control assembly: a flow split between different flow paths
and a time varying geometry during scram. Transient pressure drop equations
are written for the considered flow paths (for example, as for the case of the
control assembly bypass, the frictional loss in an annulus with one fixed
wall--the cylinder--and one moving wall--the piston--must be considered),
along with continuity, momentum and energy equations. The system of equations
(six equations in six unknowns) was written for three control volumes
describing the fluid behavior in, above and below me dashpot and was solvedi

in a manner similar to the one used for the control assembly motion, thus
obtaining the pressure field on the piston. The upward force on the piston is
then simply obtained by integrating the pressure field over the surface of the
piston.
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A comparison between the transient time in the dashpot predicted by CRAB-II
during a full insertion scram and that observed in the prototypic tests is
reported in Figure 5. The agreement is satisfactory with the code slightly
underpredicting the short transient times and overpredicting the longer ones.

2.2.5 Determination of. Flotation Conditions

As previously mentioned, a design requirement is that the control absorber
bundle does not float when the control rod driveline is disconnected; this
could conceivably happen if the pumps are inadvertently started up during
refueling. Inception of flotation occurs when the upward hydraulic force is
equal to the downward force; since the driveline is disconnected, the downward
force is simply the wet weight of the absorber bundle, i.e., the dry weight
minus the buoyancy force. The equation representing the balance of forces is
solved by CRAB-II in terms of total assembly flowrate and pressure drop; these
are the so-called " flotation characteristics."

2.3 Method of Solution

All the various equations discussed in the previous sections are eventually
reduced to a system of differential equations of the type:

z = f (t, z, z, m)

and

b=g(t,z,z,m)
This system is then solved for z and m, which are the key variables during
scram, using a three-dimensional Runge-Kutta method. This solution method is
sufficiently efficient under most circumstances, requiring only a few seconds
of computer time for analyzing a scram from the fully withdrawn position.
Only when seismic forces are considered, and they are severe enough to
momentarily arrest the rod motion during the seismic acceleration peaks, does
the CRAB-II running time tend to be moderately high (of the order of
minutes). Consideration is being given to use a multistep predictor-corrector
in lieu of the Runge-Kutta method when evaluating seismic scrams. The

| predictor-corrector method is inherently faster and also allows taking longer
i time steps when seismic accelerations remain fairly constant, without causing

numerical instabilities as is the case when large time steps are used in the
Runge-Kutta method.

The solution for steady state hydraulics is of course obtained in a similar,
simplifiedmannerwitht,z,zandNbeingsettozero.

| 3.0 EXPERIMENTAL PROGRAM AND VALIDATION OF CRAB-II
i

! This section reports a description of the testing of full scale prototypes of
the CRBR primary control assembly and a comparison of test results against
CRAB-Il predictions. Two different types of testing were performed: the
first was an hydraulic testing in water of flow split, pressure drops and
flotation conditions under Reynolds similitude; the second was testing of the

..
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scram characteristics and associated forces (e.g., bellows, dashpot) in a
sodium loop. In both loops (water and sodium) the assembly flow rate was
varied to cover the entire range from laminar to turbulent. Particular
attention was given to characterizing the assembly flow split at very low
flow condition, since this is an important input to natural circulation

i transient analyses.

Similar tests had been performed by HEDL and ARD in the early seventies for
the FFTF primary control assembly; the favorable comparison of the test
results against the predictions by the previous version (CRAB) of the code was
reported in References 1 and 2 and is not repeated here.

3.1 Hydraulic Tests

3.1.1 Test Facility

Hydraulic tests of the CRBRP PCA prototype were conducted at the WARD
Thermal-Hydraulic Test Facility. The Control Assembly Hydraulic Test Loop is

3an open recirculation water loop with a 3,000 gallon (11.4 m ) vertical
holding tank; a 500 gpm (31.5 1/sec), 310 psig (21 atm) head centrifugal pump;
0.5 inch, 1.5 inch and 4 inch (1.3, 3.8, and 10.2 cm) orifice flowmeter
sections; a full flow filter; and associated piping, valving and
instrumentation to provide flow, pressure and temperature control for the
test section. The water temperature ranges from room temperature to 180 F
(82*C); the heat sources are the pump power and steam coils in the storage
tank and the temperature is controlled by varying the flow rate to a secondary
water-to-water heat exchanger.

Testing was conducted over a two-year period in 4 phases:

o Phase I: orifice pressure drop and cavitation characterization.
Results of these tests are not reported here since they are only of
marginal interest to the development and validation of the CRAB-II
code.

e Phase II: characterization of the bypass channel pressure drops.
These tests were run with the bundle blocked off at the top by means
of a special sealing collar attached to the adaptor plate and
hydrostatically leak tested at 6.0 psi (0.4 atm) to assure that no
leakage occurred.

e Phase III: characterization of the minimum flotation conditions
(pressure drop and flow rate).

e Phase IV: characterization of the totrl assembly pressure drops. By
proper comparison of the results obtained in Phase II (bypass only)
and Phase IV (bundle and bypass) the bundle-to-bypass flow split was

! determined as discussed in Section 3.1.4.

The loop flow rate was varied in the range of 2 to 150 gpm (0.13 to 9.5
| 1/sec); this provided simulation of CRBR conditions between natural
I circulation and 150% of the PCA design flow. Seventeen pressure taps were

used to monitor the pressure drop across various portions of the test section;
|
i
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the relative location of the pressure taps are reported in Figure 6. The
static pressure taps were placed sufficiently far from local flow
perturbations to prevent spurious readings and minimize localized effects; for
example, the minimum distance between the outer duct pressure taps and the
leading edge of the absorber assembly wear pads was 20 hydraulic diameters,
while 60 hydraulic diameters was the minimum distance between the nearest
downstream pressure tap and the trailing edge of the wear pads.

The flow paths configuration and, consequently, the pressure drops vary
depending on the axial position (insertion) of the absorber bundle.
Therefore, tests were performed for different withdrawal positions of the
absorber bundle: i.e., 0 inches (fully inserted), 11 inches (28 cm)
withdrawn, 23 inches (58.4 cm) withdrawn and 36 inches--91.4 cm--(fully)
withdrawn. This extensive investigation was aimed at fully characterizing the
various components pressure drops as a needed input not only for steady state
evaluation (some of the PCAs are fully withdrawn, while others are partially
inserted--Il inches withdrawn), but also for analytical representation of the
pressure drops and fluid retarding forces throughout the scram. Figure 7
shows in detail the relative position of the pressure taps and the absorber
bundle for the various insertions investigated. Not shown in the figure are
the pressure taps used to measure the test section inlet and outlet pressure,

and P ut, which are reported in Figure 6. All of the pressure taps ofPni o
F1gure 7 are single taps located on the same flat of the outer duct, except
for the P2A and PIB taps. At these locations three pressure taas are
located circumferential1y (120* apart) around the duct to provide more
detailed pressure drop data for the annulus flow between the wear pads,
particularly since several misalignment configurations of the bundle within
the outer duct were also investigated. Particular attention was focused in
characterizing th'e pressure drop across the wear pads (bottom and upper) and
the bypass annulus in addition of course to the total pressure drop across the
assembly. Figure 7 identifies the prime pressure taps providing this
information for different withdrawal positions.

3.1.2 Assembly and Bypass Pressure Drop Tests

As mentioned in the previous section, pressure drops across the wear pads, the
| bypass annulus and the total assembly at various flow rates were obtained
i through differential reading of the appropriate pressure taps. Some typical

examples are reported in the following along with the CRAB-II comparison.
Figure 8 refers to Phase II (bundle blocked) data at 11 inches withdrawn. The
agreement is good for the total assembly and the bottom wear pad AP's but
CRAB-II tends to overestimate the bypass annulus and the top wear pad AP. A

similar trend is shown by Figure 9 which refers to the same assembly position
(11 inches withdrawn) for Phase IV (unblocked bundle). Predictions still
deviate from data for the top wear pad and the bypass annulus but not as much
as in the previous case. Even better agreement is shown in Figure 10 (23
inches-58.4 cm--withdrawn, Phase IV), but for the full-out position (Figure
11), only the total pressure drop is correctly predicted; large discrepancies
exist in prediction of the individual components aP's. The most important
result of this analysis was that the total pressure drop across the assembly
was predicted consistently for both Phase II and Phase IV tests with good
accuracy (generally within 10% of the nominal experimental data and well
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i within the 90% confidence experimental error band); in fact, the total
pressure drop is the parameter determining the bundle / bypass flow split, the
flotation characteristics and the fluid retarding force during scram. While
the designer needs were thus well satisfied, from the point of view of the

;
code developer there was the disconcerting fact that some of the individual '

i components AP's were poorly predicted. The principal cause for this
behavior is that the CRAB-II version used in the comparison did not employ
empirical parameters in the calculation of form losses; for example, the
pres',ure drop across the wear pads was calculated with standard
contraction / expansion equations based on area ratios, which is obviously
inadequate for a complex geometry as a labyrinth wear pad. Thus,r

,

K-coefficients were experimentally derived for the losses across the wear pads |
i

'(bypass flow path) from data obtained in these tests and for the losses across
the plates (bundle flow path) from data obtained in the supplemental bundle
tests (Section 3.1.3). The comparison between data and predictions was then
dramatically improved as shown by two examples reported in Figures 12 and 13. 1

The latest version of CRAB-II incorporates these empirically determined
coefficients as a user's option.

; 3.1.3 Absorber Bundle Tests and Friction Factor Determination

The data reported in the previous section and their comparison with CRAB-II
predictions indicated a growing disagreement at low flow conditions. This was
due to two reasons: 1) inaccuracy of the pressure measurements at low flow;
at $10 gpm (0.6 1/sec), the measured readings were just a few inches of
water and below 10 gpm the measurements were totally inaccurate yielding in
most cases negative pressure drops; and 2) the absorber friction factor'

correlation used in the code was the Novendstern correlation (Reference 3),
which had been derived for fuel assemblies (large number of pins--217--and4

p/d = 1.25) at fully turbulent flow. Thus application of the Novendstern'

correlation to transition / laminar conditions in the absorber bundle (37 pins
with p/d $1.05) is clearly inadequate. Additionally, the absorber bundle
employs a flattened wire in the peripheral channel to reduce the side channels

i overcooling effects, while a full wire is used in the fuel assembly peripheral
channels.

i

j It was therefore decided to perform a special additional test of the pressure
drop through a CRBR absorber bundle throughout the entire operating range'

(turbulent to laminar), paying particular attention to minimizing the
! experimental error at very low, laminar flow conditions. Performance of this

experiment not only resulted in generation of the final information link
,

' - needed for a full characterization of the PCA hydraulics and validation of the
j CRAB-II code, but also completed the state-of-the-art regarding experimental

determination of the friction factor in rod bundles. In fact, while data and'

I correlations are available for fuel and blanket assemblies (see for example
References 4 and 5), none was available until now for the control assemblies.r

.

The test section used in these supplemental tests is shown in Figure 14. The
water flow ranged from 1.5 to 120 gpm--0.1 to 7.6 1/sec--(1 to 120% of design

.

flow); two series of tests were conducted, one at high flow (>40 gpm--
' 2.5 1/sec--) with a water temperature of 180'F (82*C), the second at low flows

with a water temperature of 80 to 100'F (27 to 38'C). The reason for the

,
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lower water temperature was to yield a Reynolds number as low as possible (the
lowest Reynolds number tested being 280). As previously mentioned, particular
care was exercised in pressure readings at very low flows: an inclined
manometer employing a fluid of 1.75 specific gravity was used and a
considerable time interval was allowed before readings were taken of the small
manometer differentials. Vertical manometers and calibrated differential
pressure gauges were used at higher flow rates. The flow was measured by
charp-edged orifices in series with rotameters and the flow rates were set in

. creasing and decreasing sequences by rotameter observation. Two series of
tests were performed:

1. pressure drop measurements of the absorber bundle alone to determine
the bundle friction factor.

2. pressure drop measurements of the total assembly (bundle and bypass)
to determine the bundle-to-bypass flow split.

In the first series flanges were attached directly to the ends of the
hexagonal duct surrounding the rod bundle. The duct was then assembled into
the hydraulic loop. Pressure taps were located in the inlet and outlet pipes
and at a 50 inch (1.3.a) vertical distance in the rod bundle zone as shown in
Figure 14. Pressure drop data at various flow rates and fluid temperatures
were converted into friction factor versus Reynolds number riotation and are
reported in Figure 15. Experimental uncertainties were 2% or less at high
flow, but increased to $18% at very low flow conditions. A regression
analysis of these data provided the following correlations representing the
absorber bundle friction factor throughout the entire Reynolds number range:

LAMINAR (Re < 500)

84
f = Re

TRANSITION (500 < Re < 5000)

5fi" *

e - 500with Y = 5000

TURBULENT (Re > 5000)

f , 0.350
Re .250

These correlations, except of course for the numerical values of the
calibrated coefficients, are consistent with those previously developed for
the fuel (Reference 4) and blanket (Reference 5) assemblies.

In the second series of tests, end rings with wear pads were attached to the
bundle duct. The duct was centered in the outer duct by set screws and hung
from a perforated plate between the upper flanges by a prototypic shaft and

636.
'

|



adapter plate. The locations of the overall and bypass pressure taps are
shown in Figure 14. Flow split data were obtained as discussed in the next
Section 3.1.4. Also, experimental loss coefficients as a function of Reynolds
number were obtained for the bottom and top plates; they were used in updating
the representation of form losses in CRAB-II as mentioned in the previous

' Section 3.1.2.

3.1.4 Bundle / Bypass Flow Split

The flow split between absorber bundle and bypass was not obtained directly in
the tests, since it was possible to measure only the total assembly flow

PhaseII(rodbundleblocked)andPhaseIV(bothbundleandbypassopen);(jn
rate. It was however easily determined from correlation of data obtained

>

since the bypass and bundle are parallel channels, the pressure drop through
the total assembly, the bundle and the bypass must be equal. Thus, the
procedure was to: 1) curve fit the total assembly pressure drop data in aP
versus flow correlations for both Phase II and Phase IV; 2) select a AP and
obtain the assembly flow rate (from the Phase IV correlation) and the bypass
flow rate (from the Phase II correlation) corresponding to the selected AP;

i 3) calculate the flow split as the ratio of the absorber bundle (total
assembly minus bypass) to the total assembly flow rate; 4) repeat steps 2 and
3 to obtain a correlation between flow split and total assembly flow rate.

Data thus obtained are reported in Figure 16 together with the CRAB-II
prediction. As shown in the figure, CRAB-II conservatively underpredicts the
flow split throughout the entire range. The agreement is quite good at the
design flow conditions (code underpredicting by 3%) and in the laminar region
of interest to natural circulation analyses (code underpredicting by 2 to
5%). The major discrepancy (s9%) occurs in the transition region where
experimental flow split data are somewhat lacking due to questionable
reliability of bypass data as discussed in Section 3.1.2. Since the
transition region is not of prime design concern and since the code
predictions are conservative, additional experimental investigations were not
pursued.

3.1.5 Flotation

In the flotation tests (Phase III of the hydraulic tests) a load cell was
installed above the outflow section and connected to the bundle by an
extension shaft. The flow through the assembly was increased incrementally
above the design value and the load cell output was recorded for each flow
increment; pressure drop data were also recorded. A zero load cell reading
was taken as the incipient flotation point. It was found that after the

; initial lifting, the bundle would stop approximately 8-10 inches (20-25 cm)
above its initial position due to friction effects and would not freely float
until the flow was sufficiently increased to overcome the friction. Flow (and
pressure drop) at the initial lifting was taken as indication of flotation'

conditions. Different initial positions of the bundle (e.g., fully inserted
and 11 inches--28 cm--withdrawn) were tested; flotation results qualitatively

(*)or first and second series of tests for the supplemental absorber bundle
tests reported in Section 3.1.3.
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confirmed the expected characteristics of the assembly pressure drop. The
CRAB-II flotation predictions are reported in Table I along with the range of
experimental observations; the agreement is quite favorable, as was previously
found in CRAB predictions of the FFTF control assembly flotation
characteristics (Reference 1).

TABLE I1

COMPARIS0N FLOTATION DATA / CRAB-II PREDICTIONS FOR CRBR ABSORBER BUNDLE

Test CRAB-II

Flotation Flowrate, lb/hr (kg/sec) 55,000-57,500 55,300 (6.97) (fully inserted),

| ( 6.93-7.7.4) 58,200 (7.33) (11" withdrawn)

Flotation aP, psi (atm) 7.2-7.5 7.5 (0.510) (fully inserted)
(0.490-0.510) 7.45 (0.507) (11" withdrawn)

3.2 Scram Tests

Accelerated life tests of the PCA and the Primary Control Rod Drive Mechanism
under sodium conditions were conducted at Westinghouse ARD. A major objective
was to test the scram behavior of a prG otyp a control assembly and related
mechanisms. The assembly flowrate n s varied between 4500 and 51,500 lb/hr
(0.57 and 6.5 kg/sec), thus covering from 10% to 115% of the design flow; the
range of sodium temperatures tested was from 400*F to 1100*F (204* to 593 C);
the control assembly was inserted from the' fully withdrawn position and from
several intermediate, partially withdrawn positions. Scram assisting and
retarding forces were measured; test results for the bellows and the dashpot
were reported in Sections 2.2.3 and 2.2.4, respectively. Spring and mechanical
friction forces were also experimentally determined and were used in the
CRAB-II test predictions. CRAB-II predictions and test data are compared in
Figure 17 for a high flow scram from fully withdrawn conditions. As shown in
the figure, the agreement is nearly perfect. This was not an isolated case;
in fact, excellent agreement between predictions and data was consistentlyI

found as graphically depicted in Figure 18, which groups the high temperature,
I full rod drop tests. Very good agreement was also found for scrams from

partially withdrawn conditions as shown in Figure 19. As mentioned in Section
2, perhaps the most significant feature of the CRAB-II model in respect to the
original CRAB version is the three control volumes with constant pressure drop
boundary condition, which implies a reduction in the assembly flowrate during
scram. Code predictions were confirmed by the test data as shown by the

'
example reported in Figure 20. The agreement is indeed remarkable, especially
since it was not possible for the test to exactly simulate the " remaining of
the core" resistance as a parallel flow path to the control assembly.

!

l

|

| 639

!
l

- - - ___ __



se a

CAAe II Pod e.Ciles

o = Ame scaan seesam mecew as
eATA

*, se e - e, _ ,

I
lii
*

R,=
E ceneirees J ,, _

*
s .uto E

I e sime == 2
3 No -

as sagentisar E
5 E

$ {- e s
-

5 E o sis vee scAam issrs
;'

esse ma.,rs.a. ass arms mee v . ==* o
enwnient.m usecans, , , _ ,, _ ,

! I I I,3

es es es es es se
gg CRAs II. PateCTEe (3f Cocot)w

se ,e Is

Time (SEC0eD51

Figure 17. A Comparison Between Scram Figure 18. Summary Comparison of the
Predictions by CRAB-Hand CRAB-IIPredicted Versus Test
ARD Sodium Mockup Data Observed Scram Time to Reach the

Dashpot
n

conserious
.i, essee

. . u ., u.see
t!* e40P ufl6mf " * = Tf8TeATA

CAAe II PRa e.CTWe

coes.rien ,, . inir,
; , , , , , _ . . . . .
u N3 eaernassat
!
- a (' /,2 !! '

i,e
_ i \. ,/

: seene /
= t

-

/
E 'o

C E /
u .< /
s N -

g smes _.
-

I I I I I I I I I3,,,,

g se e, e, e, as se se e, se se ,e, , , , ,
e Titet (FE C0e 03)

es e, of e3 es el se
flest (SE CDeOSI

j F'igure 19. A Comparison of CRAB-H Figure 20. Transient Reduction in Assembly
i Predictions / Data for Insertion Flowrate During Scram

from Partially Withdrawn
Conditions

7197-8
i

640.
1



_ - _ _ _ _

4.0 CONCLUSIONS

The CRAB-II code is a uniquely detailed and realistic analytical tool to
predict the steady state and transient (scram) hydraulic behavior of LMFBR
control assemblies of the rod bundle type. In addition to providing a very
accurate representation of the assembly hydraulic field through itsl

three-control volumes model, the code also features accurate modeling of
components, such as bellows and dashpot, which influence the scram behavior.
The code running time is, in most cases, only a few seconds, thus making the
code ideal for extensive parametric analyses, in addition to its use as a

i primary design tool. The high reliability of the code's predictions is
underlined by the excellent agreement with prototypic test data obtained for
the CRBR primary control assembly. The three key design parameters: rod
bundle / bypass flow split, flotation characteristics, and scram insertion

! parameters are predicted within a few percent; the deviation between test data
and code predictions is less than the experimental errors. Particularly
significant is the excellent accuracy shown by CRAB-II in predicting the scram
insertion characteristics, since this is the primary function of the control
assemblies and has obviously critical implications on the safe operation of
the reactor. The earlier CRAB version had also shown very satisfactory
reproduction of test data for the FFTF assembly. It is concluded therefore
that CRAB-II is a mature, validated code which can be used with confidence in
design and analysis of the CRBR core.

Finally, the reader's attention is called to the absorber bundle friction
factor data and empirical correlations which close a gap and complete the
state-of-the-art in the characterization of the hydraulics of rod bundles used
in LMFBR cores.
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NOMENCLATURE

A flow area
D hydraulic diameter )
F force |

f friction factor, generic function l
g gravitational constant, generic function
K loss coefficient
L length
h mass of absorber bundle and attached hardware
m mass flowrate
m time deritative of flowrate
P pressure
p/d pitch-to-diameter ratio
Re Reynolds number j
t time
U fluid velocity
V volume
; rod bundle position (measured from fully withdrawn)
g rod bundle velocity, positive down
z rod bundle acceleration
s',s" defined in text
AP pressure drop
p fluid density
+ intermittency factor, defined in text

Subscripts

A,B,C control volume A, B, C,

a in the fluid
b at a solid surface
by bypass channel
c corner channel
cg cover gas
i inboard channel
rb rod bundle
s side channel
sh shear

Note: other symbols and subscripts, only used once, are defined in the text.

;
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A SIMPLE FORMALISM FOR THE CALCULATION OF THE EFFECT OF

SODIUM VOIDING ON NEUTRON LEAKAGES IN A FAST REACTOR

l

P. BENOIST

!

SUMMARY
4

A simple forudlism for the calculation of tim effect of sodium voiding on
neutron leakages in a fast reactor is presented. The diffusion coefficients
in a plane or 2-D lattice are calculated following a method which is very
analogous to the metliod proposed earlier by the author for the treatment of
thermal reactors. The two situations, sodium present, sodium voided, are
calculated with the same approximations. It is known that it is impossible,
in the situation where the sodium is voided, to calculate buckling-independent
diffusion coefficients, for they diverge ; these coefficients are hence
calculated, in both situations, at the lowest order of the expansion in terms

i of the buckling, which introduces a logarithmic term. The calculation is
performed in the actual geometry of the lattice, without cylindricalizing the
cell. Angular correlation terms appear to be small, if not negligible, in a
fast reactor, at least in a rod lattice.

i

1

4
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A SIMPLE FORMALISM FOR THE CALCULATION OF THE EFFECT OF

SODIUM VOIDING ON NEUTRON LEAKAGES IN A FAST REACTOR

A - INTRODUCTION

The knowledge of the reactivity effect of sodium voiding in f ast reactors is
very important for their safety. This reactivity change is the resultant of
several effects, generally responsible of a positive reactivity injection,
except one, the increare of neutron leakages, which is always negative. This
particular effect shall be investigated here, first from a general point of
view, then in two configurations currently used in practice : plane lattice,
bidimensional lattice (triangular or square).

The difficulty of the problem comes from the fact that the classical formulas
for the calculation of the diffusion coefficient, if the " image piles"
approximation is assumed, and if only the buckling-independent part of this
coefficient is retained, loose any signification when the lattice contains
bidimensional void gaps. These void gaps appear generally in a fast reactor
when sodium is voided. The diffusion coefficient parallel to these gaps
becomes infinite if the above formulas are applied. When the sodium is in,
the diffusion coefficient remains finite but, even in this case, the validity
of the result remains questionable, due to the relatively high transparency of
sodium to neutrons.

Moreover it is extremly important for the determination of the differential
effect that both configurations, sodium in, sodium out, are calculated
according to the same formalism, involving the same approximations.

A simple method allowing to take advantage anyway of the classical formulation,
in the case of a bidimensional lattice, consists in cylindricalizing the cell,
which is composed of a central fuel rod, surrounded with sodium or void. This
way was investigated by several authors. The diffusion coefficients obtained
in such a way keep a finite value when sodium is voided. Nevertheless it is

easy to understand that this process juggles away the singularity of the
p roblem, the convergence of the integrals being obtained by a purely artificial
change in the physical reality.

One of the most important works about axial streaming in a gas-cooled fast
treactors was presented by KBhler and Ligou ,2 This work, which takes correctly

into account the singularity of the problem, led to the DIFFAX code, which
allows to calculate the axial diffusion coefficient in a hexagonal lattice of
fuel pins. It does not assume any expansion in powers of the buckling. This
code can of course be used in a sodium reactor when the sodium is voided ; in
return it cannot be used when the sodium is present ; moreover it deals only
with the axial coefficient and in a one-speed theory. Other works on streaming3'''''in fast reactors were published in

6M.
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7The purpose of the present work, which is developed in , is the following one :
estarting from the general basis of theory presented earlier by the author , we

! establish for fast reactors calculations a simple formalism analogous to the
one proposed for thermal reactor calculations. This formalism involves the
concept of directional collision probability, defined in'''. Fischer' used also
this concept in the calculation of a plane lattice, introducing a "non-leaka

the introduction of such a factor is avoided, exactly as in'gefactor". Here, .

We limit ourselves, no more at the zeroth order in the buckling I, which, as we
have seen, is impossible in a sodium-voided reactor, but at the lowest order,
which is logarithmic, neglecting terms of second order or above. It can be
expected that ', due to the relatively weak heterogeneity of a fast reactor, thisl

order is sufficient in practical cases, the correction taking into account
higher order terms being calculated on the homogenized lattice.

Several definitions of the diffusion coefficients exist, each being based on a
given equivalence criterion between the lattice and the homogenized medium.

eIn , we chose a definition keeping invariant the leakages of neutrons. We
llprefer here to use the new definition of Deniz , based on a perturbation

between the lattice and the homogenized medium. This definition leads to the
8same expression of the diffusion coefficients as in , except that the so-called

8absorption term appearing in disappears ; this has the consequence of making
the diffusion coefficients independent of the way how the cell is defined.

Anyway the deviation between the various definitions of Dk is certainly weak in
a fast reactor lattice, the cell of which has a rather small optical thickness.
In #, in addition to the diffusion coefficients in each group, we calculate the
migration area, according to the first Deniz theory 12,

The diffusion coefficient parallel to the boundary planes (in the plane case),
or the axial diffusion coefficient (in a bidimensional lattice) can be, at a
given energy, calculated in a one-speed theory, since it does not depend on the
cross-secti6ns at other energies (at least if scattering is isotropic). In other
terms, only first flight collision probabilities appear. On the contrary, in
the calculation of the perpendicular diffusion coefficient (in the plane case)
or of the radial diffusion coefficient (in a bidimensional lattice), angular
correlation term appear, and introduce a coupling between energies. These terms
do not lead to any divergence at the limit 3 + 0 and can therefore, in confor-
mity with our basic hypothesis, be calculated assuming directly i = 0. In plane
geometry, their calculation for general plane lattices is in progress. In a bi-
dimensional lattice, we suggest to calculate these terms fer a Wigner-Seitz"

cell, which for this particular calculation is a reasonable approximation. The
MP method" is used to calculate these terms, both for isotropic and anisotropic

j scattering. Numerical values are given in the present paper, and show that
'

their influence is weak, if not negligible, in a fast reactor lattice.

4

B - BASIC FORMALISM

We assume the image piles approximation, extending the lattice to infinity. The
diffusion coefficient Dk in the direction k (with k = x, y or z), and at a given
energy, may be expressed from the leakages Di(3)

Oi(B) = [ D }k k
+

where B is the component k of the bucking vector B.k
i
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Instead using the definition of 5(I) proposed in', which expresses F from the
actual flux and current existing in the lattice, we prefer to start here from

llthe new definition of Denia , which involves the microscopic flux and current ; i

this new definition' leads to the same expression as in', except that the so-
called absorption term disappears (this makes Dk independent of the definition
of the cell boundaries). This expression is

. .

di dQ Q h ')B

,6($) = - $ + '.Y ~)*
dr dQ g ')B

*V **n

where V is the volume of the cell. The functions gB and h are defined byB

f )"8 +ih' , 'B B B

where f is the solution of the isotropic scattering transport equation
B

*
()

d.Y; + E (r) + ii.6 f '} (I)f "
'g B B

*4n

In a problem with energy spectrum, the symbol E(s)(r) is to be considered as a
energy transfer operator taking into account transfers by scattering and by

~

fission ; Eq. (1) is an eigenvalue equation.

Our purpose is to calculate Dk at the lowest order of the expansion in powers
of 1. As we have seen, it cannot be the zero-order, but it shall be logarithmic.

2Neglecting terms of order B and above, we obtain
. . ~

dr,yex R) cos ($.$) ga(r',6)dr
R* V" *yi

D (2)= = ,

di dQg,(7,3)
*y **n

+
The integratiota over r in the numerator is extended to the whole lattice V".
Let us assume the " flat flux approximation", which represents the classical
angular flux go(r,D') in each medium i of the cell as a uniform and isotropic
function 41 This approximation, which was reasonable in thermal lattices, is
surely still better in fast ones. We may now write Eq. (2) as

i i j ij,kj
Dk"3 (3)

i @i
1

The summations on i run over all the media of the cell and the summations
on j run over all the media of the lattice, Vi is the volume of medium i, $i the
average classical flux in this medium and Aj the total (or transport) mean free
path in medium {. The P j,k generalize the directional collision probabilitiesi
introduced in'' .
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3 + + 2 exp(-ER) ++
dr dr' G s (B.R) (4)P; y, 3, k

; =
ig

24R1 J * yy . y,
J 1

The transport probabilities introduced in''' take into account the angular
correlation terms. We prefer here to treat these terms separately later, as a<

I correction to the principal term represented by Eqs. (3,4)

The P j,k are linked together by relations which make the calculations easier.i
The first one is the raciprocity relation

!

. V. A. P.. k = V. A. P. kj 1 J tJ, j t jt,

i The second one, the conservation relation

[P =Igj (5)
J

is no more valid due to the presence of cos ($.R) in (4) ; but, if terms of
2order B and above are neglected in D , which is our assumption, it is possiblek

to show that Eq. (5) is rigorous.

| These two relations allow to write Eq. (3) under the general practical form
agiven in Eq.(BJ5) of or Eq. (18) of '. Let us define reduced probabilities

A. 2 V.
=d 3

p.,k P..
k with r. = (S. = surface of medium j).

ij, r. tj, j S. J;

J J
,

If the lattice contains only two media, a fuel u and a coolant c, the practical
I form reduces to
!
'

I v $" ( A)- r /$ A) |
-

! D A | l~ | l+ | ~

| (Qk+Q) (6)k i+V $ \ c/
. u\u c/ l

*

u| t t| ,

We have
!

: V $ =Vu $u + Vc $ct t
4

; and
!

Ok+ "Ecc,k
,

. .
The term Q c tresp nds, in Eq. (4) to the contribution of paths from r' to r'

k
which do not cross medium u, and the term Q{ to the contribution of pathst

crossing u.

[ The problem is reduced to the calculation of Qk and Qf. The term Qd, remaining
finite at the limit 3 + 0, shall be calculated assuming directly 3 = 0. It is
impossibic for the term Q , which shall be calculated keeping cos (3.K) ink
Eq . (4 )

I

k
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i C - PLANE LATTICES,
;

Let us consider a plane lattice of fuel plates u, with thickness t, separated
a by coolant c (sodium or void), with thickness e. Let c = E e. It is easyc

! to show that, in the direction x perpendicular to the plates, and at the limit
Be + 0'

Q (c) = ' - 3 +3- E (c) (7)3x 0 2 240 g,

where E (c) is the exponential integral function. For o = 0,

Q (0) = fx

a result already mentioned in 8,

In the direction z parallel to the plates, the situation is more complicated.
I+

If a = 7, we may write, at the limit Be + 0, whatever the value of a is
-e-

Q (U'") " O (0,0) + 6Q (+a) (8)z z g

],
with

+ +
6Q,(a) = Lim [Q (U'") ~ 9 (c,0)]z z

c-+0

The first term in Eq. (8)

Q (c,0) = f
8 c

3
[ + [E (c) - E (c)]3 3g 2 220

diverges at the limit a + 0, but the convergence shall be restored by the term
6Q,(d) ; Eq. (8) may be written

2

(1 + a*)1+ +

Q (0,a) = f
8 0

[E (c) - E (c)] - In+
3 3 2z

2o,

2
"a

g

1 + j - (1 + a )G22
(9)-

;

2
! 4a .,

z,

t

if the sodium is voided, c = 0, a + = and Eq. (9) reduces to
I \2 13

Q,(0,$)=7 iin 7 - y + 7)I (10).,

\ z!
4

with
!

!

S, = B, e and Y = .57722...

7 The term Q( can be calculated for B = 0 ; if T is the optical thickness of the
i fuel

|

| 61+9
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*1
7

p [I exp ( E)]2 exp (- U)
Q*' = 1

3

dp (11)z 4a ,, I exp ( T *'U)
p |

el

exp ( 1) I

Q*' = (4 - p') [l exp ( E)]2 N '

y _ ,xp (_ T + c) dp |
(12)202,, p

p

Putting Eqs. ( 7 ) and (11), or ( 9 ) and (12) in Eq. ( 6 ) gives imediately Dxand D . In the particular case where sodium is voided, Eqs. (6), (10) andz
(12) for D are rigorously equivalent to the expression obtained by K8hler andz
Ligou (Eq. (20) of 1). In the general case (o / 0 or o = 0), the expression
obtained by Fischer (Eq. 25 of ), which lies on different approximations, is6

islightly different from Eqs. ( 6 ), ( 9 ) and (12). I

The angular correlation terms, which appear in the case k = x, introduce a
coupling between energies. They have been calculated analytically in particular
cases in 8 (Appendix IV) ; their general calculation in plane geometry is in
progress. They can certainly be neglected for plane cells having a small
optical thickness but may be not negligible if this thickness increases.

D - BIDIMENSIONAL LATTICE OF RODS

Calculation of Q

Let us consider now a bidimensional lattice (triangular or square) of fuel rods
u, infinite in height, imbedded in a coolant medium c. The term Q may bekwritten, according to Eq. ( 4)

el el

Qk " An V U 02)r k
C C*o *O

{

with, after some transformations
.

an am
. [g \ .

2 2Ir"S de sin 0 dp g(p) p exp - (ql g+iB cotg 0 p +c
; *o *o \-

. .

J,(& a B p) - J (( q B p) (13)
-

2 r
,

> an *=
.

[E I.
| 2 2 c1 =2S de cos 0 dp g(p)p exp _ gqj 0 + iB cotg 0 p J,(EqB P)r*0 *0 ~

~

(14)
lie re , B is the component of B in the axial direction and Br = (B _ 3 )1/2,2 2z
We introduced the projected chord distribution g(p), where p is the projection
of a chord in medium c, on the xy plane. Choosing

650.
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!
:
,

.=

g(p) dp = 1
i

; .o !
; i

! it can be shown that
.=;

g(p)pdp=hrp= c
w o

.Let us see the interest of introducing the distribution g(p). If the sodium is
voided (E = 0) and if $ = 0, the mean square of projected chords appears inc

,

( Eqs. (12,13,14)

.=
.

-

8(p) p dp (15)22
; p =

I *O

This mean square diverges in the case, considered here, where medium c behaves
at infinit ; the behaviour of g(p) at infinity is i

indeedk,yastwo-dimensionalgaps
!

!where A is a constant depending of the lattice. Let us writej
p

i

8(P) " 8(o)(p) + E(.)(p) ;

I with

g( )(p) = T(p - p3)
!

p
f

| where p is a finite and arbitrary value of p and where gg)(p) decreases atg

| infinity faster than _I_..
p' '

_

- Thetermkisresponsibleofthedivergenceofp (Eq. (15 )) . Its contribution2

p
s. (13,14). To the

Q (=) shall be calculated keeping the dependence in B in Eq$ = ,0.k
contrary the contribution of g(g)(p) can be calculated for We write, as

in plane geometry (Ea. ( 8))
i

Q( '"r'"z) " 9 ( 0,0) + 6Q ("r'"z) (16)k k k

with .

.

i (U )
6Q ("r'"z) " 'm" _4 (=)( '"r'"z) - 9 (=)( 'O'0)k k k i

:o -

and

B B

o=r E "r " "z "c c
c c
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We limit ourselves to the case, very common in practice, where, in a triangular
lattice, there exists one and only one series of gaps

1 .2a 5
2' Ts

2 a being the rod diameter and s the lattice pitch. Thus the value of the
constant A is

2scA= na

where

5
e=s7-2a

is the thickness of the two-dimensional gaps.

Theanaytica}cxpressionof6Q(Grea) (Eq. (17)) is given as a simplek z
integral in . At the limit o -* 0, it leads to a logarithmic dependence versus

r B r B
c r c z

and Ga = =
.

r o z o

7The term Q (o,0,0) appearing in Eq. (16) is also calculated in Since it isk .

a collision probability, it can be expressed as an integral of the distribution
g(p). This distribution is the sum of the distributions gn(p) corresponding to
the paths extending from the surface of a given rod 0 to the surface of a rod
situated in the nth crown of rods surrounding rod O. For n>n where n ism, m
a sufficiently great value of n, the distribution gn(p) may be represented as a
Dirac distribution of p centered on an average value of the distance from rod 0
to rod u. This allows an analytical treatment of the series from n = n to =,

m
which puts into evidence, in the particular case c + 0, a logarithmic dependence
versus a which cancels the same logarithmic dependence in o appearing in
6Q ("rs"z) ; there remains a logarithmic dependence in r B and r Bz; if,k e r c
moreover Br = 0, this leads to the same logarithmic dependence of D versuszr B as the one obtained in Eq. (13) of 2 for a gas-cooled fast reactor.c z

For n < n , the series is calculated term by term ; their analytical expression
is given in

Calculation of Q,'

The termQ{maybewritten

A

Q' - _C_ p'
k r cc,k

c

where A is the total mean free path of the medium c and Pc cc,k the directional
probability for a neutron born in c to suffer its first collision in c, this
neutron being supposed to cross one or several times the medium u. This term,
being not singular at the limit a + 0, can be calculated for i = 0,
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which makes the calculations ver,k shall be obtained using an approximation
The directional probability Pcc y easy. This approximation consists in
breaking the coupling between paths in medium c and in medium u, assuming that
neutrons enter both media according to an angular flux proportional to P .g
This generalizes a well-known approximation used to calculate the classical
first flight collision probabilities in a lattice, assuming that neutrons enter
medium c and u according to a semi-isotropic angular flux. In the present

problem, dealing directional probabilities, the necessary continuity of currents
8is to be replaced by the continuity of fictitions currenta defined in

(Section B). The advantage of this approximation is that directional probabili-
ties corresponding only to medium c, or only to medium u, appear in the formula
of Q'.

7TheformulaofQ{basedonthisapproximationaregivenin (Section D-II).
7A much more elaborate approximation is given in (Appendix I).

Angular correlation terms

In the axial coefficient D , angular correlation terms cancel, at least ifz
scattering is isotropic. In the radial coefficient D , even if scattering isr
isotropic, they do not cancel and introduce a negative contribution. They can
be calculated for 8 = 0 since they are regular at this limit. They introduce a
coupling between the energy groups.

The principal term Dk , inv Iving directional first flight collision probabili-
ties, is badly calculated in the Wigner-Seitz cell model, and requires a bi-
dimensional treatment as presented above. To the contrary, the cylindricali-
zation of the cell can be considered as a good model for the calculation of the

l3angular correlation terms. The method MP of. Yang and Benoist allows to

calculate the diffusion coefficients in a cylindricalized cell,i = 0 ; moreover
using integral

transport theory ; the only approximation consists in assuming
it allows to treat either isotropic or linearly anisotropic scattering, with

23
any number of groups. The following numerical values are extracted from

Let us consider a circular cell containing a fuel rod surrounded with sodium.
We considered also the case where sodium is voided. The dimensions are

Rod radius = 0.635 cm
Equivalent cell radius = 1.495 cm

Le t us t rea t this cell in one group theory. The code MP has calculated this
cell, first with linearly anisotropic scattering (LA) secondly with isotropic
scattering, using the corresponding transport cross-sections (IT). This cross-

l3sections are given in table I (Results of multigroup calculations are given in ,

and shown the effect of intergroup coupling) .

i

I
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Fuel Sodium
!

. ,,34 ce > E,E, . ,072 cc ,= =

l.3612 ci I = .1071 cm-1 |E =

so s0
.0898 cm-* EM E

'

.0225 cm-1= =
Si sg

V E'
.0125 cm-*=

k
eff

1

.3435 cm-* E = .0997 cm-3E =
tr

.3312 cm" E, .0996 cm-1 |IT E = =
s
vE

= .0125 cm-1
eff

Table I - One group cross-sections

The following values are obtained

k=x k=z

(D ) (2.3701) (2.4094)

(Df) (2.3670) (2.4094)
Sodium IT IT

D -D -0.00303 0
in k ko

(DLA) (2.3660) (2.4099)k

D -D .0040 + .0005

(D ) (5.9519) (6.5126)

(D ) (5.9198) (6.5126)
Sodium -D' -0.0321 0D
out k k2 _= _ _ _ ____ z _ _ - - - -

__

(D ) (5.9215) (6.5212)

D -D -0.0304 +0.0086

Table II - One group diffusion coefficients in a fast reactor lattice
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As said above, the values of the diffusion coefficients Dk and of their
are certainly not good, due to the cylindricalizationprincipal term Dkm

approximation ; they are given here only as an information and are put into
brackets. Tothecontrary,thevaluesofthedifferenceD[T_pgT,which
represent the angular correlation terms, are much more interesting, because
they have no reason to be strongly modified by the cylindricalization. Thus
we suggest the following procedure. The principal term D[ shall be calculated
in bidimensional geometry by the method presented above, i{nvolving 1 and the
trans Then we shall add to this term the correction
D[T po{t cross-sections.D calculated by the code MP in cylindrical geometry, or even better thek
correctionD[A-D[{,whichtakesexactlyinaccountlinearlyanisotropic
scattering. We see on the table that this correction represents only a small
part of the principal term if the sodium is out and an even smaller part if the
sodium is in. Its influence on reactivity is certainly very weak.

It is particularly interesting to consider the relative error which should be
made on the sodium voiding effect (Dk sodium out - Dk sodium in) if angular
correlation terms were simply neglected. Calculating these terms in the LA
approximation, this relative error should be - 0.74 % for k = r and + 0.20 %
for k = z. Even these relative errors are probably very overestimated, because
thedifferenceDgAsodiumout-Dk sodium in is certainly very underestimated

in thein Table II. Cylindricalization indeed anderestimates very probably Dk
situation sodium in, but even much more in the situation sodium out, for which
the effect of bidimensional void studied above takes its maximum importance.

E - CONCLUSION

The formalism presented above, and developed in 7, allows, with simple calcula-
tions, to obtain the diffusion coefficients in a plane or bidimensional fast

2reactor lattice, neglecting terms of order B or above. The case where sodium
is in and the case where sodium is voided are calculated according to the same
approximations, which is very important to get a correct estimation of the
difference effect. Angular correlation terms appear to be small, if not negli-

! gible, at least in rod lattices, as shown by numerical values given in Table II.
If these terms can be neglected, coupling between energies disappers. Other.

! numerical values for diffusion coefficients shall be given in a future paper.

.
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DEVELOPMENT AND VALIDATION OF A METHOD TO TREAT LARGE

INTERNAL VOIDS IN REACTOR DESIGN CALCULATIONS
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ABSTRACT

A method is presented for the inclusion of an extended void region, the TREAT
Upgrade hodoscope slot, in diffusion theory neutronics calculations. A line-
of-sight transmission matrix is generated and used to compute the contribution
from any mesh interval adjoining the slot to the incoalag partial current at
any other mesh interval on the slot boundary. This incoming partial current
is used to formulate boundary conditions which are embedded in a diffusion
theory neutronics treatment. Analytical validation efforts show very good
agreement between this method and S and Monte Carlo calculations. This method

; N

also agrees satisfactorily with experimental measurements of eigenvalue and
power distribution.

1. INTRODUCTION

The problem of voids in reactor calculations is an old one in reactor physics.
Generally a void is present in a reactor core due to accidental circumstances,
e.g., loss of coolant or core collapse, or to the use of gas as a coolant. On
rare occasions the void is an integral part of the reactor design as in the

l and the existing TREAT reactor.2cases of the planned TREAT Upgrade reactor
For these reactors, a radial rectangular void exists in the core to permit
monitoring of target fuel motion during transient tests at the facility per-
formed in support of the LMFBR safety program in the United States.

The presence of a void always complicates reactor physics because neutron
! streaming in the void causes significant changes in neutron leakage, often

in a preferred direction. In TREAT Upgrade the problem is particularly severe
! because the void is large and localized on one side of the core. The result-

ing streaming plus the imbalance in the core fuel distribution lead to a
strong azimuthal dependence in the core power distribution.

Accurate analysis of the effects of an extended, irregular void such as that
in TREAT Upgrade is very often difficult because of problems with all of the
standard computational techniques. Traditionally, a core containing such a
void is analyzed by transport theory methods, particularly S and Monte CarloN

| However, both cost and time considerations preclude the use of standard trans-
| port theory methods for repetitive design calculations such as those re-
l quired for the TREAT Upgrade design effort.

Standard diffusion theory methods are inadequate for this analysis for various
reasons. Classical diffusion theory fails because the diffusion coefficient

,

| becomes infinite in the void. Standard cell homogenization techniques, even
|
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those based on anisotropic diffusion coefficients such as the Benoist method,3
are inapplicable because no basic unit cell exists in TREAT Upgrade.

The simplest solution to the void problem in TREAT Upgrade is to fill the
void with a material having a high diffusion coefficient and very little ab-
sorption. The material may be fictitious or real, e.g., low density sodium
or aluminum. This approach is useful for basic calculatione, but its accur-
acy is limited. Test calculations for TREAT Upgrade with sodium in the void
have shown that the eigenvalue and the flux distribution are quite sensitive
to the sodium density. Further, even the best of these calculations compared
poorly with a corresponding S calculation.

N

An approach that has been used successfully for the void problem involves the
use of transport theory methods to generate anisotropic diffusion coefficients
for the void. A set of these transport-corrected diffusion coefficients can
be used for a family of closely related diffusion calculations. Both Monte
Carlo and S ca cu a i ns ave een use as a basis for the generation ofN

transport-corrected diffusion coefficients.4,5 The principal drawback of this
'

method is the necessity for a new transport calculation and regeneration of the,

diffusion coefficients whenever the diffusion problem configuration varies too
much from that of the base transport calculation.

To overcome the drawbacks of the various diffusion coefficient schemes, a trans-
port treatment of the void in TREAT Upgrade was embedded in a diffusion theory
treatment of the rest of the core. The void in . TREAT Upgrade is a rectangular
parallelepiped formed by removing all material from the active fuel length of
the central column of fuel elements in a radius from the core center to the
northern face of the core. This void will be referred to as a slot hereafter
because it is commonly called the hodoscope slot in references to TREAT and
TREAT Upgrade.

The concept of coupling a transport theory calculation of a portion of a reac-
tor core with a global diffusion calculation is not new; it has been done in

! many forms over the years for a variety of purposes.6-8 In the method adopted'

here, the transport calculation of neutron streaming .in the TREAT Upgrade slot
becomes a part of the actual diffusion calculation rather than an auxiliary
procedure.

;

II. LINE-OF-SIGHT (LOS)-DIFFUSION METHOD

| The method presented here has been described in greater detail previously.9
| This presentation is only intended to summarize key features for clarity in
! the following sections. The global calculation for the core is based on the
t

standard finite difference diffusion formulation. Neutron streaming in the
slot is accounted for through the use of a line-of-sight transmission matrix

| which relates the partial current entering the void from any mesh interval
{ on the slot boundary to the partial current entering any other mesh box on
'

the boundary from the slot.

I Two assumptions are made in deriving the line-of-sight (LOS) matrix. First,
i the axial dimension leakage is treated through the assumption of an axial

658-
|

|
- - - -- -- -- - - . -



buckling on the slot surface and in the core. This reduces a three-dimensional
calculation to two dimensions. Second, the flux on the surface of the slot is
assumed to be isotropic. A more elaborate treatment of the angular dependence
is, in principle, possible, but the resulting equations and calculational pro-
cedure become much more complex. The net effect of these two assumptions can
only be assessed through the validation procedure discussed below.

DefineJ[n to be the total partial current entering mesh box m from the slot,
J, to be the total partial current entering the slot from mesh box n, and"

J"" to be that portion of J that streams through the slot and enters mesh

Based on the buckling and isotropic flux assumptions, J'" can be com-box m.

puted for every mesh box on the slot boundary. From the calculation of J"" for

all m and n, one can define a matrix L whose element L is such thatmn

=L J""

J'in mn out

and, consequently,

N N

[ L J"{ J"in
"

J"in
==

mn outg g

where N is the total number of mesh boxes on the slot boundary. L is what is
meant by the line-of-sight transmission matrix. Given the basic assumptions
about the axial buckling and isotropic flux stated earlier, computation of L
is strictly a matter of geometry, depending only on the mesh structure in the
diffusion calculation.

In this method, no calculations are actually performed in the slot. J' is

calculated for each mesh box m on the slot boundary. J' is then used to

formulate a boundary condition for mesh box m. This boundary condition re-

places the partial current that would enter mesh box m from its neighbor in
the slot in a conventional calculation. In other words, the normal coupling

of mesh box m to its neighbor in the slot is replaced with a coupling to all
mesh boxes on the slot boundary through L w d the boundary condition.

Tnis procedure, referred to hereafter as the LOS-diffusion method, was imple-
mented in the diffusion module of the DIF3D code.10 During each inner itera-
tion, fluxes are computed by the standard procedure for all mesh boxes which
do not border the slot. For any mesh box m on the slot boundary, the normal
iteration procedure is altered to compute J' , convert it to the required
boundary conditio~, and include the boundary condition in the equations for
the flux in m. A31 mesh boxes that lie within the actual slot are skipped in

| the calculation. ,
'

s
The only required parameter for the LOS-diffusion method is the axial buckling
on the surface of *:he slot, B. To obtain B , an S calculation is performed

N

.

4
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in the plane normal to the principal axis of the slot. The resulting axial
flux profiles are fitted with a cosine shape as a function of distance from
the slot. This gives one B as a function of position and allows one toz
determine B on the slot surface. For a multigroup calculation, the multi-z
group Bzg's are collapsed according to the equation

B' = B' 4 o' 4 o'z zg g fg 8 fg_g,3
_ _ 8"1

_

for position i and group g.

III. VALIDATION OF LOS-DIFFUSION METHOD

a) Analytical

The first step in the validation of the LOS-diffusion method was a series of
comparisons with S and Monte Carlo calculations for corresponding TREATN

Upgrade core models. The core for TREAT Upgrade (referred to as TU hereafter)
consists of a 19 x 19 array of four inch square fuel elements surrounded by
graphite reflector elements. The fuel in the element consists of UOz dis-
persed in graphite which is then sealed in a 25 mil Inconel can. The uranium
concentration in the TU core is strongly position dependent. It varies both
with radius and with azimuthal angle from the slot.

Three separate TU core models, A, B, and C, were constructed for the validation.
The simplest of these, Model A, is shown in Fig. 1. This model retained most
of the key features of TU while dispensing with details. The region labelled
DRIVER contains the existing TREAT fuel elements that will be used in TU.
TARGET denotes the in-pile test loop and target pins in TU. Regions C1, C2,
and C3 are the modified portions of the core. For simplicity, all of the in-
dividual fuel elements and compositions were coalesced into C1, C2, and C3 with
representative compositions. All region boundaries were made square for
convenience.

Axial leakage was neglected in Model A to simplify the S calculation. Axial
N

leakage in the S calculation is represented by a DB2
N term. For the rest of

the core, D is defined, and B2 is easy to compute. In the slot, however, D

( is not defined, and it is very difficult to find values for D and B2 such
that both planar and axial components of neutron streaming are accurately
treated. This difficulty never arises in the LOS-diffusion method because no
calculations are actually performed within the slot. To avoid complications,
infinite height was assumed for the comparisons.

Both one group and four-group calculations were carried out for Model A to
test the importance of group structure. For purposes of comparison, the one-
group calculation was repeated as a conventional diffusion calculation with

varying densities of sodium in the void. The computed eigenvalues are shown
in Table I. It is obvious that the LOS-diffusion and S eigenvalues do not

N
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I

differ significantly. The eigenvalues for the conventional diffusion calcula-
tions do differ from the S case. Fur der, the eigenvalue in the conventional

N
diffusion calculation changes significantly as the sodium density changes.

The LOS-diffusion method would be of little value for core design purposes if '

it reproduced eigenvalues well but failed to compute fluxes accurately. The
LOS-diffusion fluxes were compared with corresponding S m s for M el A

N ,

Figures 2 and 3 show the ratio of the S "* * "'' " "* #
N

4

groups 1 and 4 of the multi-group calculations. These contour plots show that
the flux agreement is generally goc,d with three localized exceptions. The
first is near the outer boundary of the reflector. The disagreement near the
outer boundary has nothing to do with the LOS-diffusion method. It is caused

by the difference between the vacuum boundary condition in the SN **''" " ' "
and the zero flux boundary condition in the diffusion calculation. The error

! caused by forcing the flux to zero on the boundary propagates into the reflec-
I tor, causing the error shown. He second exception occurs at the core center.

We in pile test loop in TU is highly absorptive, giving rise to a severe
transport effect in the test loop. The size of the effect is increased by the,

errors introduced by the LOS-diffusion method, but the effect is predominantly
a transport effect caused by the increased absorption in the test loop. The

j third exception is along the border of the slot. This error is a consequence
of the approximations in the LOS-diffusion method, particularly the isotropic
flux assumption. He error along the slot is small and highly localized. It

has little effect on the global calculation. In contrast, the calculations
with sodium in the slot showed large flux errors throughout the core and, as

i one would expect, the size of the errors depended on the sodium density in the

j slot.

I Model B was constructed from Model A to study axial effects. B is identical
*

to A except that B has a height of 161 cm, corresponding to the extrapolated
height of the core. Because of the problem with a buckling in the slot, Monte
Carlo was used to provide the transport solution. For the LOS-diffusion cal-

2culation, axial leakage in the core was accounted for by a DB term; in the
slot, the leakage was represented through the B parameter in the LOS matrix.

Table I shows the eigenvalue comparison between Monte Carlo and LOS-diffusion.
Flux comparisons were'not possible due to the difficulty in calculating point-
wise fluxes by Monte Carlo.

The simplified models of the TU core used for the preceeding calculations
i neglect many of the finer details of the core, particularly the strong depend-

| ence of uranium concentration on position in the TU core and the resulting
i fine structure in the flux profile. Model C was constructed to asertain how
j accurately the LOS-diffusion method computes highly localized effects. Model C
: is an exact representation of the TU core except that the axial leakage is ig-

nored. The LOS-diffusion method was compared with S in f ur gr up cal-
N

culations of Model C.ll The eigenvalue comparison is shown in Table 1. A
contour plot of the ratio of the pointwise diffusion power density to the S

N

| power density is shown in Fig. 4. The eigenvalue agreement is excellent, and
the agreement between the power distributions is also very good except in the
localized regions discussed above.
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The agreement oetween eigenvalues computed with the LOS-diffusion method and
corresponding S en ne ar eigenva ues is excellent for all of the

N

core mode' studied. The flux comparisons are also very good globally. The
local flux errors along the slot in the LOS-diffusion method are small and <

easy to compensate for. For TU design calculations, the LOS-diffusion method
is an acceptably accurate and economical substitute for the transport calcula-
tions that would otherwise be required,

b) Experimental

Validation of the LOS-diffusion method against more accurate computational
techniques is necessary but not sufficient for its intended uses. The method j
is intended for the design of the TU core. To determine whether the actual
core will perform according to the analytical predictions, the method must be
validated against experimental measurements. Ideally the experimental measure-
ments are made on a critical assembly that mocks up the essential features of
the real system. In this case, such a comparison is not possible because no
dedicated criticals have been performed for TU. Further, the available experi-
mental measurements are quite limited because the slot geometry that exists in
TU is rarely encountered in other reactors. There are measurements available
from the initial TREAT configuration 2 and from critical experiments performed
on the ZPR-9 facility at Argonne National Laboratory in support of the STF test
reactor core design work.12 The TU spectrum is intermediate between the soft
TREAT spectrum and the hard STF-critical assembly spectrum.

The initial TREAT configuration is shown in Fig. 5. The locations within the
shaded boundary contain fuel elements; the outer three rings contain reflector
elements. TREAT fuel elements are similar to TU fuel elements except that the
uranium concentration in TREAT fuel is uniform and that the Inconel can
material is replaced by zircalloy in the active fuel region and by aluminum
in the reflector regions. The radial half slot was formed by removing elements
K1 through K10 from column K of the matrix.

Because of the effects of errors and bias in the basic cross section data and
processing, the eigenvalue is of less value than the reactivity worth of the
slot as a measure of computational accuracy. For the initial TREAT configura-
tion, the measured worth of the radial half slot is 3.12% Ak. The worth
computed by the LOS-diffusion method is 3.27% ak. More detailed comparisons
of local fission rates could not be made because experimental data on fission
rate distributions is not available.

The basic reactor layout for the STF-critical is shown in Fig. 6. The fuel
elements for this assembly consisted of aluminum drawers containing plates of
enriched uranium, iron, and stainless steel. The active fuel length was
182.88 cm; a 27.94 cm axial reflector of iron and steel was placed at each end
of the drawer. Each matrix element was 5.5245 cm square. The crosses in the
figure denote drawers which contained no uranium. In the reference configura-
tion, all drawer locations were occupied.

Three slotted configurations were studied. A radial single drawer slot was
formed by removing the active fuel region from those drawers marked with an H
in Fig. 6. Next, a diametral single drawer slot was formed by removing the

1662
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active fuel region from all drawers marked H or F. Finally, a radial triple
width slot was formed by removing all drawers marked H or T. The slot height
was 182.88 cm; the slot did not extend into the axial reflectors.

for eachIt was necessary to use the method mentioned above to compute Bg
slot configuration. Because the SN calculation is done in a plane normal to
the principal axis of the slot, the radial and diametral single drawer slots
appear identical in the calculation and have the same B . For a narrow slotz
such as the single drawer slot, the axial buckling is only weakly dependent on

on the slot surface differs by only a fewposition near the slot, and Bz
percent from the geometric buckling of 0.013158 cm-1 The three drawer width
slot causes a significant decrease in buckling near the slot, reducing B toz
0.009270 cm-1 on the slot surface. These calculated results are in qualita-
tive agreement with experimental fission traverse data that indicate that the
slot does cause a slight reduction in buckling nearby.

The worths of the three slot configurations were measured by a source jerk
technique. The measured and calculated worths are shown in Table 11. It is

not clear why the accuracy of the calculation (as measured by C/E) changes so
much between the radial and diametral single drawer slots. In the case of the
triple width radial slot, the C/E could have been reduced by including the
reduced buckling in the calculation for the assemblies near the slot. The
calculation was performed without including the local decrease in buckling
caused by the slot. If this factor had been included, the calculated slot
worth would have decreased, reducing C/E.

Power distributions were measured by fission rate traverses for the radial
and diametral single drawer slots. The f28/f25 ratio measured at the core
center of the reference configuration was used to correct the experimental
data for the 238U fission rate in the 93% enriched mapping foils. The calcu-
lated data are the 235U fission rates. The calculated and measured data for
the two single drawer slot configurations are shown in Figs. 7 and 8. The
various symbolic lines represent calculated data; each such line has an associ-
ated symbol representing the measured data. All data are normalized to 900 in
Row 29/ Column 23.

! Figures 7 and 8 show that the calculated data follow the shapes of the measured
data and even show the same small periodic blips of the measured data. These

| blips occur where the non-f uel drawers, i.e. , those denoted by a cross, are
I located.
1

!

IV. SUMMARY

The LOS-diffusion method agrees quite well with SN and Monte Carlo calcula-
tions. The eigenvalue agreement is excellent; the flux correspondence is quite
good except for a small error near the slot boundary. The agreement between
measured and calculated slot worths and power distributions is reasonably
good. The LOS-diffusion method has proven very effective for TU design and
calculations. With some modification, this method should be applicable to

| other configurations containing large internal voids.
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TABLE 1. Eigenvalue Validation of LOS-Diffusion Method - Analytical

i Number of kg kT
k /kTi Configuration Groups LOS-Dif. Transport t

!

! TU Model A 4 1.2694 1.2711 0.9987
:

TU Model A 1 1.2422 1.2414 1.0006
!

TU Model A,a 1 1.2380a 1.2414 0.9973
100% T.D. Sodium

TU Model A,a 1 1.2303a 1.2414 0.9911
10% T.D. Sodium

TU Model A,a 1 1.2187a 1.2414 0.9817
' 1% T.D. Sodium

TU Model B 1 1.1419 1.1402 1.0015

| 1 0.0022

TU Model C 4 1.2830 1.2849 0.9985
i

| Classical diffusion theory with sodium in the slot.a

:

TABLE 11. Experimental Validation of
i LOS-Diffusion Method-Slot Worth
i

I Slot Worth Slot Worth
Configuration B , cm-1 Calculated Measured C/Ez

I TREAT Initial Core 0.019073 3.27% 3.12% 1.048

STF Critical

Single Drawer
Width Radial 0.013158 1.555% 1.608% 0.967

| Half Slot 0.005% ! 0.003

Single Drawer

! Width Diametral 0.013158 2.851% 3.219% 0.886
Full Slot 0.017% t 0.005

|
' Triple Drawer

Width Radial 0.009270 5.917% 5.180% 1.142

| Half Slot 0.055% 1 0.012

i
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A THEORETICAL METHOD OF ANALYSIS OF NONLINEAR

REACTOR DYNAMICS

M. Podowski
Department of Nuclear Engineering
Rensselaer Polytechnic Institute

Troy, New York

ABSTRACT
|
'

The analysis of stability in bounded domains of initial perturbations is
presented for nonlinear point kinetics models. It is shown that the method
proposed can also be used to establish relationships between the magnitude
of initial trajectories and that of the reactor responses. In particular,
an analytical expression is derived for the peak power of a reactor subjec-
ted to a sudden reactivity increase. The results of theoretical evaluation

are compared with those of computer calculations, showing a good agreement.
Some extensions to nodalized space dependent models are discussed.

1. INTRODUCTION

Due to the fast development of computer techniques in recent years, numeri-
cal methods of analysis of reactor dynamics have considerably prevailed over
the theoretical ones. In particular, complex computer codes in the time do-
main, based on sophisticated models for both reactor physics and thermal-
hydraulics, have become the dominant tool. Although the accuracy of such
codes is very high, such an approach has some considerable limitations inhe-
rently built in. One of them is the high computer cost, especially if a gene-
ral parametric analysis of a reactor is required. Another aspect, perhaps even
more significant, concerns the fact that some important system characteristics
can be overlooked or misinterpreted if the theoretical analysis is ignored.
Particularly, the above applies to the question of reactor stability.
Although theoretical methods are very difficult to apply in advanced reactor
dynamics, they prove very useful in exploring fundamental characteristics of
lesssophisticatedreactormodels[1,2).Theaboveespeciallyreferstonon-
linear models, since the linear stability analysis (in the fre
has been successfully accomplished for quite complex systems [quency domain)3,4] .
The objective of this paper is to show that various problems arising from
nonlinear reactor dynamics can be solved by using the analytical method intro-
duced in Ref. 5. The method was originally focused on the analysis of nonli-
near stability in bounded domains of initial perturbations for reactor models
with arbitrary reactivity feedbacks. As reported in the present paper, the
concept proposed in Ref. 5 can be extended to a more general class of prob-
lems, such as establishing relationnships between the magnitude of initial
trajectories and those of the reactor responses. It is also shown that this
method can be combined with that used in Ref.6 and applied to the analysis

| of nodalized space dependent models.
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| 2. METHOD OF ANALYSIS

Consider a point reactor model,
,

K
P= P+{AC (2.1)1f, i=1

At-

IC=T P-AC (i=1,...,K) (2.2)f

with the reactivity, 9, given by,

9"9 +9 (2.3)0 f

where the feedback reactivity, p , takes the form of a time-invariant, in ge-g
neral - nonlinear functional,

9 (P) = p { P(t), - m < U st f (2.4)f g

Setting 9g(0)=0, yields 9 >0.
Assuming that P is a nonzero steady state solution of Eqs.(2.1)-(2.3), we can
rewrite Eq. (2.37 as ,

9(x) = 9{x(T), -m< Y $ t } (2.5)
where x=(P-P )/P , and 9 (0) =0.,

; Several interesting properties of system (2.1)-(2.3) can be explored by using
j a Liapunov functional of the form [5],
'

K

; V = F[x(t)] + [ (/3 /l A )F[z (t)] + [Q(x)](t) (2.6)7 f
i=1,

where ,
F(u) = u - In(1+u) (2.7)

; z (t) = A f exp -g(t-r) x(r)dt (2.8)1 f

[Q(x)](t)=- exp [-2p(t-r)] x(r) [9(x)](T) dr (p > 0) (2.9)
| In general, the concept of Liapunov functional can be applied in the analysis
j of stability of the solution x(t)=0 (P(t)=P ). The unique feature of the func-

tional given by Eqs.(2.6)-(2.9) is that by Osing it we can not only establish
conditions for stability, but also evaluate allowable domains of initial fun-
ctions for which the perturbed trajectories asymptotically return to the ori-
ginal steady state level.4

! Differentiating Eq. (2.6) with respect to t along any trajectory of system
(2.1)-(2.3) yields'

(x-z )2
,.

i K
fV=- {(/)/t) - 2p [Q(x)](t) (2.10){ ) ( +z )i=1 i

I Let us now assume that there exist such numbers m < 0 <m th. t if m sx(t)smy 2 y 2
for t (- m ,e), then the inequality holds,

j [Q(x)](t) > 0 for t>0 (2.11)
, __--- - _ - - _-_ _ - - - - _ _ _ - - - - - - - - - - - - _. -1-- -- - ---

(*) An extension of the functional given by Eqs.(2.6)-(2.9), based on a
modified stability concept, is discussed in Ref. 7.

,

,
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It follows from Eq.(2.9) that

|[Q(x)](t)|C } sup |x(t)| sup|[p(x)](t)| $ f(sup |x(r)| ) (2.12)
tut Tst ist

where t(u) is a continuous nondecreasing ] function, and 9(0)=0. Hence, it canbe shown that any solution P(t)=P [l+x(t) of system (2.1)-(2.3) with the ini-
tial function, x(t) for t (0, satisfying the inequality *,

K

F[x(0)]+ [(/3 // A ) F[zf(0)] + f(sup|x(t)| ) < min F(g) (2.13)
.i.1 tso k=1,2

approaches the steady state, P , as t-=. In particular, it follows from Eq.
g

(2.13) that if a <0 <a are such numbers that
l 2
K

[1 + [ (/3 /l A )] F(4 ) + (A,) < min F(g) (2.14)1 f 2
i=1 k=1,2-

F(A ) = F(A ) (2.15)y 2

then the set D = A <x(t) < A } belongs to the domain of
attraction of the{ x(t) for t 40 :y 2 ,

solution x(t)=0
Practical applications of the functional, V, given by Eq.(2.6) can be exten-
ded beyond the question of stability itself. It can also be used to establish
relationships between the magnitude of initial functions and that of reactor
responses. Assuming that x(t)(D for t (0, with A and A satisfying Eqs.(2.14)y 2and (2.15), we obtain from Eq. (2.6) ,

K K

F[x(t)]+ [(/3 /4 A ) F[z (t)] $ V(t)< V(0)$ F[x(0)]+ [ (p1 ( A ) F[zi(0)]/
f g

i=1 i=1

+ t(A ) fr t20 (2.16)2

In part,1cular, Eq.(2.16) yields,

F[x(t)] $ V(0) for t>0 (2.17)
where V(0) can be explicitly calculated for any given initial function. Sol-
ving Eq.(2.17) for x(t) yields the lower and upper bounds for the perturbed
traj ectory ,

gl4*(')I 7 fr t>0 (2.18)2

where g <0< rj2, and F(G ) = F(q2) = V(0).y y

In the case of transients for which changes in the concentration of delayed
neutrons can be neglected, Eq.(2.16) simplifies to,

F[x(t)] 5 F[x(0)] + t(A ) F(6 ) + IO ) (2.19)2 2 2
For a reactor with the linear reactivity feedback given by,

e
p(x)(t) =,f x(t-T) dh(t) (2.20)

the function t can be expressed as ,
2u (2.21)t(u) = 9-F

t where M = Var h < m . Thus , Eq. (2.19) can be rewritten as ,
(0, = )|

I U)"ihe ri fro M ~ derivation of the criterion for aspmptotic stability invoin s-

In particular, g9(x)3(t)=0 must imply li,m| some additional conditions.
x(t)=0.

67F
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F[x(t)] $ F(a ) + O (2.22)2 2

where the number p >0 can be explicitly evaluated for any specific func- I

tion h(t).
The question discussed hitherto was focused on evaluating trajectory bounds
for autonomous reactor systems responding initial perturbations belonging to
a given set D. However, the method proposed can also be applied to the ana-
lysis of nonautonomous models subjected to external actions which do not ter-
minate at any specific time, such as: external reactivity insertion, cold
water injection, increase in coolant flow rate, etc. In particular, the eva-
luation of the reactor peak power following a sudden change in the reactivity ,

due to the control rod withdrawal is presented in the next section. |
1

3. PEAK POWER EVALUATION FOR A REACTOR EUBJECTED TO A SUDDEN' REACTIVITY
INCREASE

It is widely known that if a reactor undergoes a sudden external action, the
lurgest power departure from the initial steady state occurs in a short time
thereafter. The more abrupt is the perturbation of a given magnitude, the
higher is the reactor peak power. Hence, it can be assumed for the purpose of
the present analysis that a reactor transient is initiated at t=0 by a step-
wise change in the core reactivity. Additionally, assuming that the pertur-
bed reactor, originally operating at the power P , asymptotically approachesg
a new equilibrium level, P , we can relate the transient to a modified auto-y
nomous model. Namely, the unsteady state can be treated as if it was caused
by the initial perturbation, (P -P ), from the steady state, P=P .

g y

Assuming that a reactivity p >0 was inserted at t=0 into the reactor ope-

rating at the steady state, the total reactivity at t >~0 is given by,

p=p +p + pf(P) (3,1)
g

Let the equation,

9 ext + P + V (P) = 0 (3.2)o f

have at least one steady state solution P=P > P . Setting,y g

x(t) = (P-P )/P (3.3)y y

we assume that the solution x(t)=0 is asymptotically stable, and the initial
trajectory x(t)=(P -P )/P =A<0 for t(0 belongs to its domain of stability.
Hence, P isindee8tkeuniqueasymptoticequilibriumlevelforthetransienty

originathdatthepowerP.Ifp*Eblayedneutronscanbeneglected,andthe
is sufficiently large (as in the case of

a superprompt critical reSctor),
peak power reached during the transient can be calculated from,

F[(P -P )/P ]( F(a) + t(A) (3.4)y y

As an illustration, let us consider a reactor model with the Doppler reacti-
vity effect. We assume that the feedback reactivity is given by,

(3.5)pg = pf(T) = - r(T) T
where r is the temperature dependent Doppler coefficient of reactivity, and
the incremental fuel temperature, T, satisfies the equation,

McT = P - KT (3.6)
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|

.

where M and c are respectively the mass and specific heat of fuel, K is the
,

thermal conductance between fuel and coolant.'

Assuming that r is a linear function of T, i.e.
y+rT (3.7)r=r

2

Eq.(3.1) takes the form ,
2

99n+i ~#T-rT (3.8)
e o 1 2

where T can be evaluated from Eq.(3.6) as ,

,

T = b [ exp[-a(t-T)]P(t)d t (3.9)
i -80

with a = K/(Mc), b = 1/(Mc).
In order to find steady state solutions of Eq.(3.2) we will consider threeI

separate cases.
' a) r > 0, r - arbitrary;

2 1
Eq.(3.2) has a unique steady state solution ,

**
Py= - + ( -) +4 >0 (3.10)

b) r <0, r > 0;
2 y

Assuming that

2 + 4 ( en+P ) #2 ;;r 0 (3.11)r,

o
' Eq.(3.2) has two steady state solutions ,

- r r 2 9 +p - 1/2 'ixt
P{=

- - ( ) +4 >0 (3.12)
|, 2 . 2 2 .

| rr -r 2 9 ext +p - 1/2 1
P'' = - + ( ) +4 >P (3.13) '

y
| I 2 2 2 . J
\

| c) r 0, r > 0;
2

| The only positive solution of Eq.(3.2) is,

p** +p
P =K -- (3.14)y

1

If r < 0 and r (0, Eq. (3.2) has no positive steady state solutions.
2 l

The next step in the analysis concerns stability of the asymptotic steady
|
' obtain for case (d). Inserting Eq. (3.9) into Eq. (3.8), and rearranging, we

state solution, P

,

2p=-ky-k 7 (3.15)y 2|

! where,

y = a fexp[-a(t-T)]x(t)dt (3.16),

.ac

a
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=fP(#1+2 P) (3.17)ky l y

k P=
2 (3.18)

K

with x(t) given by Eq. (3. 3) . Combining Eqs. (3.10), (3.17), and (3.18), yields,
k M >0 (3.19)y 2

Eq. (3.15) can be substituted into Eq. (2.9), to yield,

Q(x)(t) = fexp[-2p(t-t)] (k xy + k xy )dt' (3.20)y

By inserting Eq. (3.16) into Eq. (3.20), and taking into account that x(t)h-1,
we obtain from Eq. (2.11),

i t t T
k a fx (r)dt fexp[-(a p)(r-0)]x (0)de - (k +c)afy (t)dt fexp[-(a-p)(C-0)]y

P -m P 2 P-m _e -m
2x(0)de + c f y (t)dr 3 0 (3.21)

-00 N
where,

x (t) = exp(pt)x(t) (3.22)
with 0 < p <a , and c > 0.

Eq.(3.21) can be transformed into the form,

{ak ll (jo) |X (t,ju)| - a(k +C)lI (ju)X (t,-ju)Y (t,ju) + a|Y (t,jo)| }d oy 2 p

D0 (3.23)
where,

* 1H (ju) = f exp [-(a p+jo)t] dt = _ (3.24),

X (t,ju) = f exp(-jut)x (r)dt (3.25) I
P -m Y

Replacing Eq.(3.23) by a stronger inequality,
e

{ak ReH (ju)|X (t.ju)| - a(k +c)|H (ju)| |X (t,jull |Y (t,ju)|y 2

+ c|Y (t,jo)| } du 30 (3.26)

we can readily show that if the inequality is satisfied for all u , u2, and u,1

^f-)k - (k + )
[(a-p) +d]1/2 "1"2 + "2 30 (3.27),ut 2y (a p) +Lr

then Eq. (3.21) holds for all t > 0. Eq. (3.27) requires that the inequality,

+ 2 [k - 2k (1 - {)] c + k 50 (3.28)c 2 y 2

has at least one solution c >0. The last condition is fulfilled if k and k
3 2

satisfy Eq. (3.19). Thus, we conclude that the solution x(t)=0 (P(t)=P ) isy
globally asymptotically stable.

In case (b), Eqs. (3.15)-(3.18) can still be used, while Eq.(3.19) must be re-
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placed by:
- if P is given by Eq.(3.12),y

k > 0, k <0 (3.29)y 2
- if P is given by Eq.(3.13),y

k < 0, k <0 (3.30)y 2

Let us first consider stability of the steady state P{. Assuming that -l&x(t)
(q (q >0), and substituting Eq. (3.15) into Eq. (2.11), yields,

t T t t

} ak fx (t)dt fexp [-(a p)(r-0)]x (0)de - a(c-k 9) fy (T)dt fexp [-(a-p)(T-0)]y-e P -m P 2 -oo P -ce
I *2

x (6)de + cf y (I)dt & 0 (3.31)
P -ao P

In the way similar to that used before we find that Eq.(3.31) is satisfied
for all t 20 if the inequality,

a a-p) #k u - (c - k g) uu h0 (3.32)[(a-p)2,J} 1/2 12+cu21 (a p) +02 1 2

holds for all u , u , and O. A sufficient condition for this is,y 2 k
ry ( - (1-f) (3.33)

2
The above proves that the solution P(t)=P' is asymptotically stable. The
bounds for initial trajectories can be evaluated from Eq. (2.14) . Neglecting
delayed neutrons, taking into account that

f(A ) = k a + |k (3.34)2 y

and substituting Eq.(3.33) into Eq.(2.14), yields,

2 +|k |^2) ( F (1-{) (3.35)F(A2) + (k a
2

For any given k , k , and p, Eq.(3.35) can be solved for a . Taking the lar-
gest value for d over p((0,a), and calculating A from Eq (2.15), yields the2 2

I

allowablerangekorthemagnitudeofinitialfunckions.
Cnneerning the steady state P'' it can be easily shown that this solution is
unstable (even for the linearkze,d model) .

j If r =0 and r >0 (case (c)), Eq. (3.15) reduces to, '

2 y

| p=-ky (3.36) 1
y

( where,

y= 1 =p +P (3.37)k P en o
|It follows that Eq. (2.11) can be rewritten as ,

t r I

[x (t)dt [exp[-(a-p)(r-0)] x (0)de = f[e[(a-p)}+Lf] g |X (t,ju)| #
.^" |du b 0

-oo -e o
|

(3.38) '

| Thus, the solution, P , given by Eq.(3.14) is globally asymptotically stable.y
lI

1
1
'
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The analysis performed so far indicates that the initial steady state (stable)
operating level of the reactor model under consideration is given by,

Po"l/2p~

1 Kh 1 l 2' p p+ (p) 4p if k > 0+,

2I 2 2 2. I.

-k 2 9 - 1/2 ,l Kf 1
P, = p p- (p) + 4 p,L if k <0 and k > 0 (3.39),

2
i 2 . 2 i

h 9, if k = 0 and k > 0i

2 y
1

Hence, we can use Eq.(3.4) to evaluate the reactor peak power for a given ex-
. ternal reactivity, p . For case (a) and (c) , it can be accomplished for an

arbitrary p >0, while for case (b) an additional condition must be satis-
fled, i.e.'

|Al = (P' - P )/P{6 |A | (3.40)y
where A can be calculated from Eqs.(2.15) and (3.35). For all the cases udery
consfderation, Eq.(3.4) takes the form,

F[(P -P )/P ] $ F(a) + 2 (k a +lk|lA ) (3.41)y y y 2

i In particular, setting k =0, we obtain,
2 **

A = (P -P ) /P = - (3.42)
g y y Next o

Since it follows from Eq. (3.38) that (a p) may be made arbitrarily small, Eq.
(3.41) reduces to, 2

9** -- 9**'
F[(P -P )/P ] $ F(- N )+ (3.42)y 9 ext o)ext o

The last equation was used to make estimates for the reactor peak power for
various p . The results, compared with those of computer calculations, are
given beloD (also see Fig.1).

Peak Power, (P -P )/P Error
g

** %From Comp. Calc. From Eq.(3.42)

1.0# 105.7 109.3 3.4
-37.775 10 1. 5 A 232.5 238.8 2.7,

2.04 409.3 418.8 2.3,

1. 0 /3 2030 2149 5.9_4,

3.8875 10 1.54 4552 4749 4.3
2. 0 /3 8079 8362 3.5

!

I

;
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From Eq.(3.42)
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100-

50--

sec
0 0.'l T2

~

time for the reactor model with a fuel te
9,=7.77510-3,t.10-gperaturesec, 9e t"/3'

Fig.l. Power vs.
coefficient of reactivity;

4. STABILITY ANALYSIS FOR A REACTOR WITH NONLINEAR FEEDBACK EFFECTS

The method of stability analysis, discussed in Section 2, is based on the assu-
mption that the reactivity, 9, can be transformed into the functional form gf-
ven by Eq. (2.5). In most practical cases, however, the reactivity is related
to reactor physical parameters, such as temperature, void fraction, etc. These
parameters, in turn, depend on the reactor power (neutron flux) through certain
differential equations. As long as these equations are linear, they can be in-
tegrated, and the result substituted into the expression for 9, leading to the
required Eq.(2.5). The problem appears to be more complicated in the case of
nonlinear equations, when the system variables cannot be separated. In general,
the question arises whether Eq. (2.5) can be explicitly derived at all. The ob-
jective of this section is to demonstrate that even if the feedback equation
cannot be directly integrated, the reactivity can still be transformed into
the form given by Eq. (2.5).
Consider a reactor model with the reactivity, 9, given by,

9=-kx-ky (4.1)1 2
1

|
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where x=(P-P )/P (P is an operating steady state level of the reactor), and
y satisfies Ehe 8quation,

y = - (b+c)y + bx - cxy (4.2)
with b > 0. 1

Eq. (4.2) may assume various physical interpretations. For instance, as shown
in the Appendix, it can be used to describe the thermal-hydraulics of a simple
boiling water reactor model.

It is readily seen that Eq. (4.2) cannot be explicitly solved for y. However,
we can combine this equation with the dimensionless form of Eq.(2.1), i.e.

K
x = - h (k x + k y)(1+x) - [ (o /t)(x-z ) (4.3)1 2 f

i=1
where z is given by Eq. (2.8), to yield ,g

t k K
x -[exp[-b(t-T)] [(

)x(t) + h {1
-c -b-y= A z (t);

f2 -co 2 2 2 2 i=

x (I))dt (4.4)-c
2

Inserting Eq. (4.4) into Eq. (4.1), and rearranging, we arrive at ,
k t ek +bk K

l 2 4
f = -( +c)x+[{(bc- { b- A ) eXP[-b(t-t)]

-
g

-e i=1 i

+f exp[- A (t-T)] f x(t)dr - y kl [exP[-b(t-T)] x (T)dt (4.5)1

Let cky >0. Substituting Eq. (4.5) into Eq. (2.9), it can be readily shown that
if the inequality holds for all O((- e ,e) ,
k ck +bk AA -Ebc 0y y 2 + 7 [ g - bc)1 b-p c ii 1

7+c+( j I b-Ai(A-p)2g(b-p)2gi=1 i i=1
1

bj2p AO (4.6)-A

where 0 <p < min {b, A (i=1,. . . ,K)f , then Eq. (2.11) is satisfied for all such
1

x that sup x(t)< a (a >0). Thus, the solution x(t)=0 is asymptotically stable.
t

The allowable domain of initial perturbations can be evaluated by combining
Eq. (4.6) with Eqs. (2.14) and (2.15), with mp-1, m "O *2

If ek < 0, we can use Eq. (4.6) assuming that A <0, and inf x(t)> a. 'The do-ymain of initial perturbations can be established similarly as in the pre-
vious case, with r.( A , m2 - arbitrary.

If k = 0, Eq.(4.6) reduces to,y

c+b(fk2+ - c) b-p
30 (4.7)-

2(b-p) 2,,,) 1,7 f (y _ ) ,gi=1 1

In particular, assuming one group of delayed neutrons, Eq. (4.7) is satisfied
if,

f
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- !<
< a,j

7

cu + [c A + f b k2+ (bfA)]O +fbAk 30 for o 20 (4.8)
3

Thus, if c >0 and k >0, then the steady state solution x(t)-0 (P(t)=P ) of
themodelgivenby$qs.(4.2)and(4.3)isgloballyasymptoticallystabfe.

. \/A I

'5. EXTENSION To' MULTI-HODE KINETICS )

Point kinetics modeli/c:onstitute a simplified form for more general, space-

dependent r5 actor dynamics. Because of the complexity of the partial diffe-
rential systems,'the time and space dependent models are usually discretized

, for computatiynal pur' poses. Among others, the following form can be used as
a multitiodal representation of nonsteady st' ate spacial reactor kinetics [6],

j 9)(1+Xj) - (X -z )' + dg ) (j ....,N) (5.1)\ x
j

where N > 0 are the coupling coefficienr4 P %are the isteady statei"ncdal
'

powers, ,x = (P -P )/P , and z (j =1, . . ,,Ne ji=1, . . . ,%) gre given by ,,

$ D b
t

fexp[- A (t-T)]x (t)dt (5.2)
3 (t) = A1 -co

z; 7
s . ,3.. *\ r, sy' .,

Stability analysis for system (5.1)-(5/2'/ was parformed in Jef.d. Although
the tee'thod used there proved efficient in establishing conditions for global''

asymptotis stability, it cannot be alplied if stability occurs 'only' in boun .'

ded domains of 1.nitial functions. Howeve: , by combining the approacMof Ref.6
with that used f;n this paper, we obtain a convenient tool for, evaluating the
magnitude of allowable space dependent initial perturbations. I

i. ,

3 Briefly, definu g thea6inctional V as, ; ,, , (N dK ,t 4' t.

,
V= P ( '+ ( /tA ) F(z )- exp[-2p(t-T)]x p)dT ' .(5.3)

1
'

with F givea ijeEq.(2.7),'we obtain, 4 a
,,

gx -x2 .I ' ' N Ii
1 2 (*j ~ *M )N '' ,-

I ~ jo 1 (1+x )(1+zp) jk jo$ o
1+x)

"
kk

N3 ., , ,

!, ' ' - 2pP [exp[.-7 (t-T)]x p dT f (5.4) -j* .

f 3 ,-ce g ) ,j s, ,,

the secutId terd in Eq. (5.\4) yields', - :(
'^'

Setting u = rec,p ,

I 'l \ f- (x -x ) y
'

,I N g x -x3'~ yg

#jk jo ko 1+x j;tjo ko W ) (1+x ) L .5)
h kj 3 k ,

i Hen $e,theinequality, -
' -

,,

''

N s

[P [exp[-2p(t.T) p)dt G 0i / (5.6)
j=1 )

,,

w ,(' : s .

t b0 v \ .implies: Vlt))D,andh(t)k0 #
I for

g-..

In/ particular, if p)=p (x ), Eq. (5.6) is equivalent to,
,

\r , .. s , '' '

'. \ em $=1 ...,N -(5.7)exp[-2p(t-T)]xp(I f
tf

v . i 1
,

.
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Hence, each integral in Eq.(5.7) can be taken separately, and treated in the
way used before for point reactor models.
Assuming that Eq.(5.6) is satisfied for all such x that a

t M <:
),j=1,...,N,thesetofinitialpertdrbationsfdD =d{(x)((t) hor

$x t m
(m 0<m

dA x (t) <a2j }, an be evaluated from ,
N K N

[P 1 + { (/3 /D ) F(a ) + t (Ag ,....ag)f < [P min F(m )
j=1 i=1 j=1 n=1,2

(5.8)

F(Ayj) = F(Ayj) (j =1, . . . , N) (5.9)

where T is a generalization of the function t, given by Eq.(2.12).

_ CONCLUDING REMARKS

The results obtained in this paper demonstrate that the theoretical approach
to nonlinear reactor dynamics, described in Sections 2 and 5, can be success-
fully applied in the analysis of various reactor models, both one and multi-
dimensional. Although the examples discussed were rather simple, this method
can also be used to investigate more complicated reactor models.
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APPENDIX
~

Consider the following form for the mass and energy conservation equations,
respectively, of a homogeneous two phase flow model,,

dpII + d(9 v)3 -- = 0 (A.1)
dt dz

U d(p h) d(9 vh) Pg 3 H'

= q" 7 (A.2)+
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v, and h are respectively the density, velocity, and enthalpy of
where pH,hase flow, q" is the surface heat flux, P is the heated perimeter,the two-p H
and A is the cross section area for fluid flow.
Eqs.(A.1) and (A.2) can be combined and integrated across the channel length
(L ), to yield ,.
H

L (9 }"~9He# 9# ^*
H ee 11i A

where the subscripts i and e refer to the reactor inlet and exit, respective-
ly, and the bars over the symbo.'s denote length-averaged parameters.

Neglecting the effect of moving boiling boundary, we obtain,
^*e""9'+Viv

Assuming that

9} = 0,5(9 e g + p h ) (A.5)h
H yf

and combining Eqs.(A.3), (A.4), and (A.5), yields Eq.(4.2) with y defined as,

y = [(9}) - (9}) ]/[(Q), - (9 h)] (A.6)
1

Introducing the average void fraction,

9fg - p}h
' c< = (A.7)

phh9fg -

and denoting by r and r, the power and void coefficients of reactivity, res-p
pectively, yields,

t i (9_h "-9 H o
- r P - rf = - r (P-P ) - r, (N ) = - r P x - r, _

yp=p p p g pg

(A.8)
Setting,

rP (A.9)k =

1 p

- (p])9h9ty
(A.10)k ~ #"2 Q-g

Eq. (A.8) takes the form of Eq. (4.1) .

l

|
l
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SYMMETRIES APPLIED TO TRANSPORT AND DIFFUISON EQUATIONS

M. Makai
Central Research Institute for Physics,

j H-1525 Budapest 114, P.O.B.49, Hungary

ABSTRACT

Symmetry considerations allow the formutation of several problems of reactor
physics in a geometry independent fashion. First a solution to the transport
equation is given in a heterogeneous lattice, made up from square shaped cells.
The solution involves a cell problem set and a finite difference scheme with
coefficients determined through the cell problem set. Second a coarse mesh
solution is derived in hexagonal geometry. The obtained analytical solution
yields a response matrix equation set. A HTGR benchmark solution is given
along with comparison with other coarse mesh methods. In both problems pre-
sented, formulation in the considered geometry is given. The appendix com-
prises details of the employed group theory.

! 1. INTRODUCTION

I Following the development of various types of reactors the technique for sol-
ving reactor physics problems for PWR geometry, is well developed whereas
LMFBR, HTGR or WWER geometries have tended to remaine in the shade. A good
deal of the sophisticated expedients of the PWR geometry can be transferred
to other geometries by means of symmetry considerations.,

2 The application of symmetry considerations is based on expressing the involved
quantities (such as flux, partial currents, etc.) with the help of functions
invariant under the symmetry transformations of the cell or node. The recipe for;

finding those eigenfunctions has been established by mathematicans (1,2). Some
details necessary for the present applications are summarized in the Appendix.

This work is devoted to two applications of symmetry considerations to reactor
physics. The first problem is concerned with determining the neutron density

! in a reactor core. The complexity of this problem motivates the search for .

simpler approximations to the transport equation. How should the coefficients
in a diffusions equation be chosen to substitute the transport equation? How

| should the neutron density be determined at a given place in the approximation
| selected? There are several answers to these usually posed questions [3-6]. The

answers, however, are often based on arbitrarily made assumptions. We evade
i the first question by showing that the solution to the transport equation is

determined by a cell problem set, in which response functions of each cell
type are to be determined. A response function is nothing more than the neutron
distribution in the cell with a given incoming current distribution at the
boundary. In the expression for the neutron density, the boundary condition is
separated from the response and it can be shown that the solution of a finitei

! difference scheme yields the boundary condition at every cell boundary. The
j dependent variable in the finite difference scheme is a vector, in the case of

square cells the vector has only two independent components which are essen-
tially different in magnitude, therefore a perturbation method is applicable

i to their determination.

684.
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The second problem is concerned with an analytical coarse mesh solution in
hexagonal geometry [7-9]. Symmetry considerations allows us to develop a re-
sponse matrix equation set, the response matrix elements being determined
from the analytical solution. The GA9Al [10] benchmark problem is solved,
the presented results show that our method gives good results even with one

ipoint per hexagon.

2. SOLUTION TO THE TRANSPORT EQUATION IN A HETEROGENEOUS LATTICE

Let us consider-a. core containing several cell types but the cells differ
only in the involved materials but not in geometry. Let each cell be square
in shape, the inner structure of the cell may again be different but sym-
metric: if a transformation leaves the cell geometry invariant, it leaves>

the materials of the cell invariant, too. Such a core may represent a PWR
core, the materials involved in a cell are differently enriched fuels with'

clad and moderator or a control rod with clad and moderator. For simplicity's
sake, a cell is assumed as small enough to justify the use of face averaged
partial currents.

i

We follow the line of a typical iterative method. First a suitable initial
guess is set up, then we take the cells one by one. First the incoming cur-
rents depend on the energy E and the angular variable 0,. The dependence.on
_0 is taken into account by the Legendre expansions:

I .") (E,0) = $ "}(E ) + h h"}(E)
I * G +... (2.1)

Ih")(E,J(n)(E) are the corresponding face averaged flux and net current! where 0) is the incoming current at the j-th face of the n-th cell,

$jn)(E)3 andi

respectively.l he independent variables E and Q will not be taken into con-!
-

'

sideration unless they have an explicit role.

It is well known that in the considered approximation the neutron density
in the cell is uniquely determined [t1]. Let us decompose the incoming
current vector consisting of the four incoming currents at the four faces,
into eigenfunctions of the squarens symmetry transformations shown in Fig.l.
The result is

I "} I 1 0 1

.

+ x(")* 1 + d ")- -1
~

1(") - x(1
") + x(")- 0*

1
2 2 3 4

)

I ") 1 -1 o 1,

If") 1 0 -1 -1

1

(2.2),

J

| where

xf")-(If")+1f")+1f")+1f"))/4 (2.3)!

Xf")-(If")-If"))/2 (2.4)

i
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X" = (I " - I " )/2 (2.5)

X" =(If"-I -If"})/4*+1 (2.6)

As is shown in the Appendix, the symmetry properties of the flux and of the
normal component of the net current are the same. If G is measured from the
normal to the cell face in Eq. (2.1) then the subscript j of the variable
Xj") in Eqs. (2.3)-(2.6) does not refer to the j-th face but to the symmetry
properties. The first vector on the RHS of Eq. (2.2) represents a homogeneous
surroundingi the entering neutron distribution is the same at the four cell
faces. The second and third vector represents a streaming along the x and y
axis respectively. Such a streaming may be represented by a surrounding where
$=0 and either J =0, J =1 or J =1, J =0. The fourth vector represents a crossx y x y
flow: neutrons enter through faces I and 3, and leave through faces 2 end 4.
According to Eq. (2.2) any boundary condition can be built up from those four
cases. It i, worth noting that when the incoming currents are space dependent
along the cell faces, further terms appear in Eq. (2.2), but they are not es-
sentia11y different from the four considered terms.

Before proceeding, the transport equation in the n-th cell has to be written.
Let us write it as

T( $(" (r_,E,Q) = 0 (2.7)

where

T(" = 0 V_ * + E ( r_, E) * - /E (r , E 'Q '+E ,0) * dQ'dE '
o 4n

(2.8)
- X(n)

=

VE f"} ( r_, E ') *dQ 'dE '//'

eff o 4n

and k is the eigenvalue taken from the previous iteration; the cross sec-eff
tions have the standard meaning. As T(n) does not involve an external source,
the operator T(n) is linear.

The solution to Eq. (2.7) with the boundary condition given by the LHS of Eq.
(2.2) is sought. Owing to the linearity of T(n), the sought neutron density
$(")is unequivocally determined by the four solutions of Eq. (2.7) with the
four vectors of Eq., 2. 2) ,, n turn, as boundary condition. Let us denote
thesesolutionsbyJ,...,df.AccordingtotheremarksfollowingEq. (2.6),
the four functions u n) have physical meaning as follows: u{n)istheneutron
density in the n-th cell when it is imbedded into a homogeneous surrounding;
theincomingcurrentsatthefourfacesareequal;u{n)andujn)expressthe
neutron density in the n-th cell when it is imbedded into an x or y directed
streaming,respectively;u{")istheneutrondensityinthen-thcell,whenit
is imbedded into a cross flow. Our result can be summarized as

4

$("(r,E,Q)=},X uf"}(r,E,0) (2.9)
1=
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Before passing on to the determination of X[n),'we would mention that the
u[")(r,E,0) functions are eigenfunctions to every symmetry transformation of
the cell, thus u(n)(r,E,0) is invariant under symmetry transformations, where-

as uf")thi y+y transformation and so forth.(r,E,0) changes sign under the x+x transformation but remains invariantunder

The incoming currents of the n-th node are the outgoing currents of the adja-
cent nodes in the sense of our iterational strategy. Since from now on our
analysis is concerned with the relationship between adjacent cells, a new nota-
trop is introduced, see Fig.2. Because of Eqs. (2.3)-(2.6) the coef ficient
X 01 of the central cell is expressible with the help of the outgoing currents
of the adjacent cells:

X(10) , (y(l) y(2) y(13) y(4))/4 (2.10)'

3 4 2

X( } = (J(I)-J(1 })/2 (2.11)
2 3

4

X } = (J )J )/2 (2.12)-

))/4 (2.13)= (J(I)-J( }+J(1 -JX
3 4 24

Let rb" denote the face averaged outgoing currents determined from the ub")
funct!ons. By means of the linearity of both the symmetry transformations *and

I
the operations forming the ougoing current from the neutron density, the out-

i going current in the n-th cell can be deccmposed as
'

Jf" 1 1 0 1

,

+ X(")r("} -1+ X("}r("} l") + X(")r(") 03(n) = X(I") r(I
'

1
2 2 2 3 3 4 4

J" 1 -1 0 1

3

J" 1 0 -1 -1

|
n = 0,1,2,... (2.14)

(2.14)wehaveanexpressionforJf")
Comparing [thelinesofbothsidesofEq.through X"). Substituting the obtained expression into Eqs. (2.10)-(2.13) we
get:

4

X - 1/4 JX }r(i) =
0) (2.15)

wherethesourceQf0) is given by

) X( } r( }-X(I)r(I)+X(4)r(4)-X(2)r(2)+X(I)r(I)-X(2)r(2)Q(1=
2 2 2 2 3 3 3 3 4 4 4 4

(2.I6)
+X(3) r(3} -X(4) r(4)4 4 4 4
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For the other components:

X -1/4(X )(-r ))+X (-rf)))=Qf0) (2.17).

=l/2(XfI)rfI) XfI)rf )-X(3) 3) Xf 3)rf3))Q - (2.18),

. (-rf))) =QX -l/2(X '(~ # )+X (2.19)3 3

0)=l/2 2)rf2)3 2)rf )-X(4) 4), 4) (4)) (2.20)
_

4

XfU)-1/4,[Xfi)rfi)=Q(U) m
tal

q4(0) = l /4 (X(1 I) r(1} X( )r(I)-X(12)r(1 ) +X(2) r( +X(1 ) r(13}+X( }r(3)_- 2 2 3 3 2 2

(2.22)
- X(14) (4)-X(4) (4))1 3 3

termQf) in Eq. (2.15)dependsonXh"},X" and X "}, n=1,...,4.The source
f

ThisfinitedifferenceschemeupdatesX{n) in both directions. The source
term in Eq. (2.17) is updated from the solution of Eq. (2.15) . The Xh") values
are updated only in the x direction. It is noteworth that X{n) and X n) seem

canupdatethe{0)doesnotfourthcomponentX{n)fromEq. (2.21)3along both directions.
independent: Q dependonXkO)nordoesQ dependonXho.We

All in all Eqs. (2.15)-(2.22) are a selfconsistent set of equations; we can
solve t,he involved finite difference equations in the usual way. The coeffici-
ents included in Eqs. (2.15),(2. I7),(2.19) and (2.2I) depend only on the micro-
functionsuf"), i=1,...,4, n=1,...,4.

Our results can be summarized as follows. Our assumptions concerned only the
material distribution within the square cell. It has been shown that in a
heterogeneous lattice composed of several cell types neutron density is ex-
pressed by Eq. (2.9) . We may consider the quantities X(n) as a finite differ-
ence representation of the macroflux whose components are determined by finite
difference equations (2.15)-(2.22). The microfunctions u(n) give the neutron
distribution within the n-th cell when the cell is imbedded into a well deter-
mined surrounding. Our analysis is based on only the transport equation and
its symmetry properties, hence the obtained results are fairly general. The
derivation is given in cartesian geometry for simplicity's sake but the de-
velopment in hexagonal or triangular geometry is straightforward though
tedious.

To find the relationship with other methods, the fission source term is de-

termined in the n-th cell; using group structure in the energy variable:
(n)

[ VE(" X$,*ub", (2.23)S =
'

g 4nk
df g' fg' bl 18 18 |

where the bar denotes integrated quantities over the angle variable. X(.n)
Eis determined from the finite difference form (2.15). As we have seen

688.

! I



X ") ex resses a macroflux denoted by $ into which the cell is imbedded, theI
oherX") terms express gradients in t$e macroflux, thus the first three

termsift Eq. (2.23) can be considered as a discretized form of

S" = $m 1 + 3x u("} + By3@" u(")3@* (2.24)u
2 3g

where u(. )are periodic functions composed of cross section and microfunc-n

tions. 1t is well known that the first term in Eq. (2.18) is the Wigner-Seitz
[12] approximation, extended to heterogeneous lattices . At the same time
(2.24) is and extension of the source form assumed by Benoist [3], Bonalumi
[4] and Deniz [5], thus Eq. (2.9) is an extension of the assumptions used in
well known codes [13,14]. On the other hand, it has long been recognized that
the above assumptions give satisfactory results even in heterogeneous lattices.
Tho. coefficients X(n) usually decrease with i thus there is definitely a point
inapproximatingtdesuminEqs. (2.2) and (2.9) by the first term only. In
some cells, however, the second, third or even the fourth term may be import-
ant. This is the case if the cell has drastically different neighbours. We go

i.e.
og" showing that the second and third components of the macrofunction,
X) ) and Xjn), are always expressible with the help of the first and fourth

in contrast with the method of Laletin and Elshin [15].component,

To this end let us write the continuity of the incoming-outgeing currents at
the i-th face of the cell marked with zero:

i

Ib =Jhf} i' = mod (i+1,4)+1 (2.25)
1 1

}
J =I (2.26)

1 1

From Eqs. (2.14) and (2.2) the partial currents are expressed by X(n) and wei

have:

4 4
)[c(i)X )= [c r i=1,...,4 (2.27)

k=1 k=1

4 4

l [c }r }= [c (2.28)
k=1 k=1

and the coefficients ck(i) are read out from Eq. (2.2) as c(i) is the i-th
elem'tofthek-thvector.Foragivenionlythreecki)kis not zero, thus
Eqs. (2.27) and (2.28) allow us to express the third X[)withthehelpof
Xjn) and X{n) . Furthermore X">>Xy for most cells, hence the joined equation
forXjn)andXf")canbesolvedbytheperturbationmethod,whichisimport-
antforeffectiveness.ThecomponentsX(n)andX{n)areeliminatedfromthe

~

finite difference scheme.

3. GEOMETRY INDEPENDENT COARSE MESH METHOD _

Although in carthesian geometry several techniques have been elaborated for
solving the few group diffusion equation, the range of methods applicable to
hexagonal or triangular geometry is rather narrow. This situation is parti-
ally due to the restriction on the cross leakage concept [16].
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The iteration strategy of the previous section is applicable to the coarse
mesh method as well. Starting from a suitable initial guess, we can take the
nodes one by one, the incoming currents are known from the outgoing currents
of the adjacent nodes. We seek a formula to express the node averaged flux
and the outgoing currents with the help of the incoming currents. Thus we have
to solve the few group diffusion equation in a node with a given boundary con-
dition, i.e. with given face averaged incoming currents. As we have seen in the
previous section, we can construct the solution to a boundary condition problem
from the " responses" of the node. A response of the node is the solution of the
diffusion equation in the node with given symmetric boundary condition, i.e.
with symmetric incoming currents. In this section a geometry independent coarse
mesh method is presented but instead of giving a general development, an ex-
plicit derivation is given for hexagonal geometry [7-9] assuming a homogenized
node. The few group diffusion equation is written as

<D>V {(r) + I1(r) = 0 (3.1)
where <D> is a diagonal matrix with entries Dg (diffusion coefficient in groupg); I is a matrix composed of cross sections as

X
EEgg, = I - k vE fg, + E ,+g (3.2)rem,g gg

and in Eq. (3.2) arbitrary up or downscattering is allowed. The flux will
be expressed by means of the eigenfunctions of the Laplace operator; to this
end we have to solve the eigenproblem

(<D-1>E) t. = -A.t. (3.3)
2

-1 1-1

with i=1,...,G (number of energy groups). There are standard techniques for
2solving this eigenvalue problem [17,18]. Using eigenvalues A. we can form

elementary solutions fij, which satisfy Eq. (3.1) within the node:l

A.e.r
3-1f =e i= 1, . . . ,6 ; j = 1, . . . , G . (3.4)

Here ei is the normal vector to node face i. In contrast with the previous
section where the response functions u(n)were determined by numerical pro-
cedures, and the symmetry properties ol the response functions were deter-
mined by the boundary condition, now an analytical solution is possible and
we can determine the response functions by decomposing the solution into
eigenfunctions of the node's symmetries. As is shown in the Appendix the
symmetry properties of the solution determine the symmetry of the incoming

The response functions g ,k=1, . . . ,6 ; j=1, . . . ,G are determinedcurrent.
from Eqs. (3.4) and (A3):

6
h

. 1-kj " t=1"ki ij (3.5)

the matrix w is
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1/6 1/6 1/6 1/6 1/6 1/6

1/6 --l/6 1/6 -1/6 1/6 -1/6

e= 2//i2 -1//il -1//iY 2//IY -1//i2 -l//iY (3.6)

o 1/2 -1/2 o 1/2 -1/2

2//IT 1//il -1//iY -2//il -1//i2 1//IT

o 1/2 1/2 o -1/2 -1/2

The nodal flux 1 is expressed as a linear combination of the response func-
tions :

6 G

1(r) = { {ekg' h ,(p (3.7)
8k=1 g'=1

Averaged fluxes and incoming currents determined from 1 are as follows:

{= f g(r_)dr (3.8)
V

G Bh

,
[c *f[ , ( r,) + 2 D ]drI

li
" ,

i F. g,=l i

1 (3.9)
k=1,...,6; i=1,...,6

where F. is the surface of the i-th node face, n. denotes the outward normal.
A here dot detailed analysis shows that the average flux is zero unless the
response functions corresponding to k=1 are censidered [7 J. The same analysis

|
shows that the partial currents corresponding to hki at the six node faces
are proportional to the k-th row vector in the matrix w and the arbitrary
vector of six elements can be decomposed according to the rows of matrix w.
Let us decompose the six incoming current vectors at the six node faces:

i
6

1 = (l , 1 ' 1 ' M' 1 ' 1 ) 1" 1S ' "k (3 3 )
| i 2 3 5 6 k

k=1
- is a linear expression of the incom.ng currents [8].

mk
1

| It is clear that the incoming currents obtained from (3.9) should equal mk
which gives 6G equations for the 6G unknowns ckg,. The equations with diffe-
rent k do not mix, thus Eq. (3.10) disintegrates into 6 sets with G unknowns
in each set. After solving Eq. (3.10) we determine the outgoing currents and
average fluxes f rom the analytical solution (3.6) . We update the incoming
current vector and pass on to the next node.

The presented method can be summarized as follows. First the eigenvalues
A{ of the cross-section matrix are determined,see Eq. (3.3). There are,
in general, G eigenvalues of which some may be complex. From the eigen-
values and the eigenvectors space dependent elementary solutions are formed,
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see Eq. (3.4). These elementary solutions fy. include different eigenvectors
(index j) and six different arbitrarily chosdn vectors et (index i). In the
function set f_ij the vector notation refers to the energy groups. From this
function set eigenfunctions of the symmetry transformations of the node are
formed, this procedure is carried out with the help of matrix u, determinable
from Eq. (A3). There are 6 such eigenfunctions (index k) which may involve one
of the G eigenvalues (index j): h j denotes those eigenfunctions. The fluxy
1(r) is a linear combination of the eigenfunctions h j, see Eq. (3.7). Accord-k
ing to a here not detailed analysis [7] the incoming currents determined from
h j inherit the symmetry properties of the eigenfunction hki. We can decompose
the incoming currents at the node faces into eigenvectors of the symmetry
operations, see Eq. (3.10). The so obtained eigenvectors are the same as the
ones determined f rom the k-th component of the flux $(r), see Eq. (3.7) using
definition (3.9). Thus 6G equations are given to determine the 6G unknowns

in Eq. (3.7).ckg,

The coarse mesh programs working in hexagonal geometry are essentially differ-
ent from the here presented one. Polynomial approximations [19] and nodal ex-
pansion method [20] are in use. Approximation by exponential functions is im-
plemented in the SIXTUS code [21].

The above developed idea has been implemented in the HEXAN computer code. Re-
sults for the GA9Al test problem show the efficiency of the HEXAN code. The
eigenvalue and the maximum error in power density obtained by several programs
are given in Table 1. The reference eigenvalue is 1.I183+0.0001, obtained by
extrapolating to zero mesh size [24). Power density by HEXAN is given in
Table 2, compared with a finite difference solution with 48 points per hexagon
[10]. The maximum error is 2.2%, in good agreement with the only assumption
made in HEXAN: nodes are connected by the continuity of face averaged quan-
tities which causes some error in the eigenvalue. The HEXAN code is success-
fully being used for WER calculations. At present only two acceleration meth-
ods are built into the code: asymptotic extrapolation and overrelaxation with
restraint [25].

APPENDlX. PRIMER ON SYMMETRIES

Symmetry transformations of a given cell geometry constitute an abstract struc-
ture called group [l] The operation defined between symmetry transformations
is their consecutive application and is called product. Every symmetry trans-
formation has an inverse, the product of two symmetry transformations is again
a symmetry transformation, the " unit" among the symmetry transformations is
the _r+r transformation.

Symmetries of a given cell geometry are summarized in the literature [I,2].
The symmetries of a regular cell with n faces form a group called Cnv; if the
cell is cylindrical, the group is Cm. For our purposes only the eigenfunctions
of the symmetry transformations are needed and a method for detennining them.
Every symmetry transformation changes the coordinates, and is represented by
a matrix P:

r' = P r (A:)
A function f transforms under the coordinate transformation as |

i P f(r) = f(P r) . (A2) |

I
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i

1
i

That is the inverse matrix to P is applied to the coordinates. The transforma-
tion of a vector amounts to nothing other than a permutation of.the elements.
For example, the permutation rule of the vector formed from the n incoming cur-

| rents can be found from the transformation rule of the cell faces.

The symmetry transformations are classified [1]; the different eigenfunctions
| of the symmetry transformations are called irreducible representations. There
' are as many irreducible representations as there are classes. The number of

classes is given in the so called character table of the group [1,2]. It may
happen, however, that some representations can not be represented. This is the
case when one uses face averaged partial currents. To represent every irreduc-

| ible representation a vector of m element should be used, where m is the sum
of the first column in the character table. The irreducible representations*

are projected out by;

f(r)=[1 [ [X( } (P)]* Pf(r_) (A3)
;

tj
PEG

i

where Et is the first number in the i-th row of the character table, h is the '

number of symmetry transformations of the cell x(i)(P) denotes the character
table as matrix [2]. From the character table of a square cell, given in

I Table 3, it is easy to derive Eq. (2.2). From the character table of a hexa-
gonal cell, given in Table 4, the elements of the matrix w can be determined,

j see section 3.
, -

Any function is decomposable into irreducible representations. Irreduciblei

representations are orthogonal, hence they do not mix together when applyingi

i linear transformations to them. In both problems discussed, the below derived
properties of the transport and diffusion equation were employe,d. Let 0 denote
the operations of the transport or diffusion equation and let B denote the.

: operations forming the incoming currents from the flux or neutron density.
i

The neutron density in a cell satisfies the equations,

^

0$(I) = 0 r_EVg

B$(r_) = I(r_) r_E3Vg

where I(r_) is a given function. The solution to Eq. (A4) is given by'

I

$(r)=[ck k(#)k

where index k runs over the possible irreducible representations and the
functions are the solutions ofk

0$ ( #) " #
k -- cell

B$ (#} " I (r_) rE3Vk- k

The coefficients c are determined by the irreducible components of I(r_) ask

I(r)=[cI(#) *kkk
:

! |
'
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In section 3 we used the fact that the symmetry properties of the solution
to (A4) and those of the function I(r) may not be dif ferent.
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TABLE 1. Comparison of GA9Al Benchmark Results

i " Machine Ref.Program eff Points / Node AP(%) A$ c)
-5

BUG 180 1.11815 48 0.0 10 9600 UNIVAC-Il08 [22]

-5
GRIMHX 1.11863 6 3.1 10 26 IBM 360/195 [10]

-5
VENTURE 1.11860 54 - 10 270 1BM 360/195 [23]
VENTURE 1.12725 1 - 10-5 37.2 IBM 360/91 [23]
VALE 1.11596 3 3.3 10-5 17 IBM 360/91 [24]

DIFGEN 1.11700 38 4.7 7.10- 780 CYBER 174 [24]

M2 1.11824 1
- - - - [20]

-5
IlEXAN 1.11888 1 2.2 3.10 537.3 EC-1040

I see IBM 360/195 = 2 see IBM 360/91 = 4 see CYBER 174
(: ll sec UNIVAC 1108) = 30 see EC-1040

TABLE 2. Power densities obtained by HEXAN for the GA9Al problem

Node Power Error (%) Node Power Error (%)

1 0.366 2.2 23 0.907 0.2

2 1.065 0.0 24 0.722 0.2

3 0.836 0.3 25 0.965 0.4
i 4 1.234 0.0 26 1.091 0.1

5 1.287 0.3 27 1.059 0.2

6. 1.279 0.1 28 0.889 0.2

7 1.301 0.3 29 0.644 0.5

8 1.251 0.4 30 0.856 0.2

9 1.254 0.2 31 0.947 0.1
10 0.774 0.5 32 1.006 0.3

11 1.167 0.0 33 1.083 0.0

12 1.147 0.1 34 1.066 0.1

13 1.220 0.1 35 0.9166 0.1
14 1.182 0.0 36 0.644 0.5

15 1.155 0.0 37 0.854 0.2

; 16 1.166 0.0 38 0.958 0.0
17 0.329 1.6 39 1.093 0.1

t

18 0.837 0.3 40 1.047 0.2'

19 0.935 0.2 41 1.001 0.0

| 20 0.998 0.0 42 0.917 0.3
21 1.016 0.0

|
' 22 0.979 0.1

l
l
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TABLE 3. Character table of the C4v gr UP
{
l

Repr./ Class C 2C C Ca d b c

P 1 1 1 1 11

P 1 ~1 ~1 1 12

i

P 1 1 -1 1 -13

P 1 -1 1 1 -1
4

P 2 O O -2 O
S

TABLE 4. Character table of the C Er UP6v

Repr./ Class C C C 2C 3C 3Cy 2 3 4 5 6

P 1 1 1 1 1 1y

P 1 1 1 1 -l -12 ,

P 1 -1 1 -1 1 -13

| P 1 -1 1 -1 -1 14

P 2 2 -1 -1 o o i5
l
1

i P 2 -2 -1 1 0 ,o
6

;
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SIMULATION OF NEUTRON SPECTRA IN AXIAL SLICES USING
*

SPACE AND ENERGY DEPENDENT BUCKLINGS

K. N. Grimm and D. Meneghetti
EBR-II Project

Argonne National Laboratory
Argonne, Illinois 60439

ABSTRACT

The method of space and energy dependent bucklings was used to model the
axial dimension of a fast reactor RZ calculation using one-dimensional analy-
sis. This analysis has been done using transport theory or diffusion theory,

i Considered were cases where the axial one-dimensional slice was a full-
height core, a partial-height core or a non-core region. Negative bucklings,'

resulting from axial reflector regions, can lead to numerical instabilities.
These stability problems were circumvented by using a regional pseudo-
scattering or regional pseudo-fission source to model net inward leakages.

INTRODUCTION

Experimental Breeder Reactor No. II (EBR-II) contains a heterogeneous core
region, upper and lower steel axial reflectors, a steel radial reflector, and
a fertile radial blanket. Run-to-run neutronic calculations are currently
done in XY geometry using the discrete-ordinates transport code DOT-II (Ref.
1) with the Su approximation. The axial leakage is modeled by an axial

2leakage cross section D B , where Dg is the diffusion coefficient for energyg
2group g and B is the gross-region energy-dependent buckling. This leakage

cross section is added to the transport and absorption cross sections for
each region and energy group. The gross regions for which the bucklings are
assumed constaat in space and energy are the core, radial reflector, and
radial blanket. The current XY calculations assume an energy-independent

2 2buckling value of 0.0023 cm in the core, 0.00085 cm in the radial reflec-
2tor, and 0.0023 cm in the radial blanket.

; Use of buckling values in this manner gives satisfactory eigenvalues and
high-energy reaction rates. However, large errors occur in neutron-flux
spectra at low energies, where the flux levels are small. These errors are

; shown in the following figures. Figures 1 and 2 show the core-full-height,

[ volume-integrated fluxes when the reference run (see Appendix A) is calcu-
lated using an RZ model in the DOT-IV (Ref. 2) transport code and by a one-

[ dimensional (lD) model with the above constant bucklings in the 1D trans-
port code ANISN (Ref. 3). Figure 3 shows the 1D flux error (relative to the

RZ calculation) in reficctor row 9 and blanket row 12. Although the dif-
ferences are not as striking as for the core, they still are large.

The large flux errors at the lower energies are mainly due to the assumption
of energy-independent, regionally constant buckling. A regionally constant
positive buckling implies a net outward current. In the core region, the
neutron leakage is outward for the higher energy groups, but because of the
axial reflectors, the leakage is inward for the lower energy groups. In
this buckling methodology, an outward net leakage implies a positive buck-

,

ling, whereas an inward net leakage implies a negative buckling.
|

* Work supported by the U.S. Department of Energy.
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In our analysis, the bucklings, which can be positive or negative, were then.
. calculated for each row, using boundary currents. Sometimes, however, the
use of these negative bucklings resulted in calculational instabilities.

; To circumvent the d:fficulties associated with a negative buckling (a nega-
, tive outward-leaking source), these leaking-in neutrons were modeled by
[ either an additional fissioning source (the )(g method) or an increased down-
! scatter source [Es(1+g)] . This report describes the two methods and compares'

the results of their use to the results from a reference RZ calculation.
BUCKLING CALCULATION

3

In general, a buckling for energy group g and region R is calculated as if
it is an additional removal by equating the integrated DB leakage over the2

region volume (V ) with the integrated normal axial currents (J*n) at theR
axial surfaces of the region, viz.,i

r r,

fDB$ dV = { J *n dA,R EEE E

where

D is the diffusion coefficient for group g,
2B is the groupwise buckling,g

$ is the groupwise scalar flux,

'

J is the groupwise current,

and

n is the unit vector normal to the regional axial surface S.

Hence, for a specific region and energy group, if we know the diffusion co-
efficient, and can obtain the scalar flux and the boundary angular fluxes
from a reference calculation, the bucklings can be calculated. To show the
usefulness of these bucklings in equivalent 1D cylindrical transport cal-
culations with space- (region-) and energy-dependent bucklings, the re-
sultant fluxes will be compared to the fluxes from the reference 2D RZ cal-
culation. Our version of the 1D transport code ANISN had to be modified to
accept space- and energy-dependent bucklings. Any axial reactor portion
(slice) for the reference RZ calculation can be modeled in this way. The'

output flux times volume from the 1D calculation is equal to the flux times
volume from the 2D calculation for the appropriate RZ slice.
The portion of the reference RZ calculation chosen for initial testing was
a full-core-height 34.49-cm (13.5-in.) slice of the core, radial reflec-
tor, and radial blanket. The radial mesh spacing used in the ANISN calcu-
lation was identical to the radial mesh spacing in the core slice of the RZ
reference calculation. (Throughout this report that all 1D calculation
radial mesh spacings reflect the corresponding radial mesh spacing in the RZ
reference calculation.) Table I shows representative bucklings for core rows
1 and 5, reflector row 9, and blanket row 12 for this one-slice problem.

i

l
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TABLE I. Regional Bucklings for 34.49-cm (Core-height)
~2Axial Slice Buckling, cm

_

. Energy Core Core Reflector Blanket
Groupa Row 1 Row 5 Row 9 Row 12

1 4.17-3 4.48-3 4.34-3 2.45-3
2 4.21-3 4.52-3 4.15-3 2.20-3
3 3.92-3 4.21-3 3.46-3 2.25-3
4 3.38-3 3.62-3 2.82-3 2.24-3
5 3.03-3 3.27-3 2.31-3 1.90-3
6 2.69-3 2.87-3 1.89-3 1.57-3
7 2.13-3 2.20-3 1.53-3 1.39-3
8 1.77-3 1.87-3 1.38-3 1.26-3
9 1.36-3 1.23-3 1.13-3 1.16-3

10 6.61-4 5.33-4 1.00-3 1.04-3
11 -3.70-4 -5.09-4 8.84-4 9.53-4
12 -1.52-3 -1.89-3 7.54-4 9.12-4
13 -3.43-3 -3.51-3 5.19-4 8.33-4
14 -6.85-3 -7.54-3 3.89-4 7.93-4
15 -1.35-2 -1.38-2 3.60-4 7.69-4
16 -2.07-2 -2.46-2 4.73-5 7.52-4
17 -3.30-2 -3.68-2 3.20-5 8.01-4
18 -3.38-2 -3.48-2 -2.13-6 6.05-4
19 -6.82-2 -6.74-2 -2.24-4 5.10-4
20 -1.08-1 -1.09-1 -5.29-4 3.40-4
21 -1.27-1 -1.27-1 -8.71-4 1.96-4
22 -2.03-1 -2.05-1 -1.24-3 1.47-5
23 -2.12-1 -2,21-1 -1.66-3 -2.06-4
24 -1.87-1 -1.85-1 -2.15-3 -5.78-4
25 -4.62-1 -4.75-1 -2.72-3 -1.70-3
26 -4.06-1 -4.09-1 -3.85-3 -8.44-4
27 -4.59-1 -4.45-1 -5.37-3 -3.16-3
28 -1.43-1 -1.51-1 -7.28-3 -1.71-3
29 -2.71-1 -2.71-1 -9.25-3 -2.47-3
30 -1.05+0 -9.85-1 -1.23-2 -7.11-3

#Group energies given in Appendix A.
b ~8Read 4.17-3 as 4.17 x 10

Severe calculational instabilities resulted when these bucklings were used i

in a 1D ANISN calculation. Although the effective transport cross section
never became negative, the effective removal cross section (i.e., the
ef fective transport cross section less the in-group scattering) became nega-
tive in some regions and energy groups. To circumvent these programmatic

'

difficulties it was decided to use the positive bucklings as bucklings and
| transform the negative buckling terms into sources. Two methods which can

be used to model these pseudo-sources will now be discussed.

The neutron-transport equation is just a statement of neutron conservation
(losses = sources). The normal transport source term contains a fission
source term and a scattering source term. When a negative-buckling (negative-
loss) term is transposed from the loss side to the source side of the trans-
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1

port equation, algebraically it may be disguised as either a fission source
or a scattering source. With the Xg method, negative bucklings are modeled
by additional fission sources; with the E (1+g) method, they are modeled bys
additional scattering sources. The actual forms of the two methods are dis-
cussed below.

A. The X Methodg

For a specific region R, the total fission-neutron source for energy group
g is

N

vE $V,
ficR h=1

|

where

X is the fission spectrum for group g,

k is the system eigenvalue,

vfisthenumberofneutronsperfissionforenergygrouphatmesh
point i,

I is the macroscopic fission cross section for energy group h at
mesh point i,

$fisthescalarfluxinenergygrouphatneshpoint1,
and

V is the volume associated with mesh point 1.
1

Themeshwisesourceduetogroup-hfissions(vkEfh$ V ) has been summed overi
all N energy groups and over all mesh points (1) in region R.

An incremental fission spectrum (AX ) for energy group g is defined as
g

i
D|Bg,i|$giV

g

AXg N

" Dfh i

iER h=1
'

for energy groups in which there are negative buckling values, then the modi-

fled fission spectrum (xg + AXg), when multiplied by the flux as was done
above, will model both the fission neutrons and the neutrons axially leaking

| in. Although the incremental fission spectrum is dependent on the reference
calculation, it should be relatively insensitive to run when the run-to-run'

modifications are small. If the run-to-run modifications are large, new in-

|
cremental fission spectra have to be calculated.

( As seen by the definition, the incremental fission spectrum is region de-
pendent, so our version of the ID transport code ANISN had to be modified to
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: cept a region-dependent fission spectrum. The major effect of this modi-
Lcation was to slightly increase the code container size needed to run a
roblem.

ince the denominator must not be zero if AXg is to be defined, further ad-
ustments have to be made to model leakage or neutrons into nonfissioning ,

egions. To accomplish this, in the reference calculation a small amount
3 23s10" atoms /cm ) of U was inserted into what were originally nonfission-

23s
ng regions. The choice of U was arbitrary; any fissionable material'
ill suffice. The amount of fissionable material used in the nonfissioning

.

egions, although arbitrary, should be kept small so that it does not alter
he flux values or the system eigenvalue. The same number density of
'issionable material that appears in regions of the reference calculation
tas to appear in the equivalent regions of the 1D model.
1. The E (1+g) Method

for a specific region R, the total neutron scattering source for energy group
g, assuming isotropic scattering, is

N

j+g J l'
icR j=1

iwhere I g is the macroscopic scattering cross section for scattering betweenj
group j and group g at meshpoint i. A set of pseudo scattering cross sec-
tions(Ehg,j=1,N)thatmodeltheaxialin-leakageforregionRand
energy group g can be defined as follows:

N

j+g@j i "
g g,i i'

icR j=1 icR

For convenience, all the pseudo scattering was put into the transfer from
group 1 to group g; hence,

B
g g,g 1

R , icR3 ,

1+g V iy
4 1i
icR

When multiplied by the flux, as was done above, these pseudo scattering cross
sections model the axial in-leakage of neutrons. As with the incremental
fission spectra in the xg method, these cross sections are region dependent
even for a region-independent negative buckling. Once these cross sections
are calculated, they are put into the 1D transport calculations by normal
cross-section input / mixing methods. The Is(1+g) method involves more num-
bers (cross-section sets) than the Xg method does, but there is no code

e

modification involved.
f
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RESULTS

The quantitative comparisons between the reference RZ flux spectra and the 1D
flux spectra calculated with bucklings and either the Xg method or Es(1+g)
method are presented here in four different sections. The first section
(Sec. IV.A) details the differences between the row-wise flux spectra cal-
culated with the Xg method and the Es(1+g) method when the full-height core
region is used as the calculational slice for the buckling. When a finer
axial spectral definition is required, several axial slices may have to be
used for the calculations. Section IV.B considers the case where the full-
height core is described by three axial slices. The third section (Sec.
IV.C) considers two axial noncore-slice calculations: one in the lower axial
reflector, and one in the upper axial reflector.

All the above results are based upon angular fluxes obtain from transport
theory analysis. In Section IV.D the results of the Sections IV.A-I.C are
compared with results using fluxes calculated using diffusion theory.
A. One Slice Consisting of Full Core Height

This section compares the RZ reference flux spectra with the 1D flux spectra
calculated using bucklings and either the Xg or the Es(1+g) method. The
full-height core was the calculational slice. When each region is a full-
core- height row, the representative directly calculated bucklings are as
was shown in Table I. Tables 11 and III show, respectively, the additional

fission spectra (AXg), and the pseudoscattering cross sections [E (1+g}}s
that were calculated from the negative bucklings given in Table I.

Figures 4-7 show the percent errors in group flux (relative to the RZ ref-
erence flux) for core rows 1 and 5, reflector row 9, and blanket row 12 when

using the Xg method and the Es(1+g) method. These figures show that the
difference between the results from the two methods are small when compared
to the types of differences seen in Figs. 1-3.

The flux values for row 9 (radial reflector), calculated using 1D analysis,
have the highest errors in the first few energy groups. The errors then
moderate. This effect is irrespective of calculational slice. These errors
result from use of axial out-leakage values obtained from highly anisotropic
flux distributions as though the out-leakage values arose from a diffusion

i theory angular distribution. This error is caused by trying to model a
highly anisotropic axial out-leakage by an isotropic buckling. This error,

although occurring in all regions, is largest in regions where there is no
high-energy source and, hence, the high-energy angular flux is quite di-
rectional. The error, however, is not limited to high energies. Whenever
an isotropic effect (fissioning or scattering) is used to simulate an aniso-

t tropic in-leaking source, a flux error will result even if the angular
flux is derived from diffusion theory.

.

Since the differences between the Xg and the Es(1+g) methods are shown here,
the negative bucklings are modeled only by the v. method in Sections IV.B,

"

| and IV.C.

B. Three Slice Across Full Core Height

If a finer axial flux distribution is desired, multi-slice buckling calcula-
tions have to be done. A 1D flux calculation, with appropriate bucklings,
has to be done for each required slice. This has been done for three core
axial slices of the reference problem. The top and bottom core slices were
.13.3 cm thick, whereas the middle slice was 7.9 cm thick.
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TABLE II. Regional Additional Fission Spectra for TABLE III. Regional Pseudoscattering Cross Sections for
j 34.49-cm (Core-height) Axial Slice 34.49-cm (Core-height) Axial Slice

a

! Energy Core Core Re flec tor Blanket Additional Fission Spectrum (agg)
' Group Row 1 Row 5 Row 9 Row 12

Original Core Core Reflector Blanket
I 4.17-3a 4.48-3 4.34-3 2.45-3 Group x Row 1 Row 5 Row 9 Row 12;

2 4.21-3 4.52-3 4.15-3 2".20-3
1 2.18-2a o,o o,o o,o o,o

|
3 3.92-3 4.21-3 3.46-3 2.25-3 2 9.99-2 0.0 0.0 0.0 0.0
4 -3.38-3 3.62-3 2.82-3 2.24-3 3 1.97-1 0.0 0.0 0.0 0.0
5 3.03-3 3.27-3 2.31-3 1.90-3 4 2.27-1 0.0 0.0 0.0 0.0
6 2.69-3 2.87-3 1.89-3 1.57-3 5 1.85-1 0.0 0.0 0.0 0.0
7- 2.13-3 2.20-3 1.53-3 1.39-3 6 1.22-1 0.0 0.0 0.0 0.0 i'

; 8 1.77-3 1.87-3 1.38-3 1.26-3 7 7.08-2 0.0 0.0 - 0.0 0.0
9 1.36-3 1.23-3 1.13-3 1.16-3 8 3.79-2 0.0 0.0 0.0 0.0.

10 6.61-4 5.33-4 1.00-3 1.04-3 9 g,93 2 0.0 0.0 0.0 0.0
11 0.0 0.0 8.84-4 9.53-4 30 9.55-3 0.0 0.0 0.0 0.0
12 0.0 0.0 7.54-4 9.12-4 11 4.64-3 8.98-4 1.32-3 0.0 0.0

i

13 0.0 0.0 5.19-4 8.33-4 12 2.23-3 1.81-3 2.38-3 0.0 0.0
14 0.0 0.0 3.89-4 7.93-4 13 1.06-3 4.04-3 4.65-3 0.0 0.0

| 15 0.0 0.0 3.60-4 7.69-4 14 5.05-4 2.96-3 3.71-3 0.0 0.0
'

O 16 0.0 0.0 4.73-5 7.52-4 15 2.40-4 1.35-3 1.84-3 0.0 0.0
17 0.0 0.0 3.20-5 8.01-4 16 1.13-4 9.06-4 1.13-3 0.0 0.0

i 18 0.0 0.0 0.0 6.05-4 17 5.36-5 3.61-4 4.30-4 0.0 0.0j

19 0.0 0.0 0.0 5.10-4 18 2.5,4-5 2.08-3 2.51-3 2.97+1 0.0
20 0.0 0.0 0.0 3.40-4 19 1.20-5 2.06-3 2.45-3 2.18+3 0.0
21 0.0 0.0 0.0 1.96-4 20 5.66-6 1.63-3 1.91-3 3.83+3 0.0

'

22 0.0 0.0 0.0 1.47-5 21 2.68-6 1.24-3 1.43-3 4.80+3 0.0
23 0.0 0.0 0.0 0.0 22 1.26-6 1.01-3 1.16-3 5.34+3 0.0 ,

! 24 0.0 0.0 0.0 0.0 23 5.97-7 8.09-4 9.28-4 5.60+3 1.01-4
25 0.0 0.0 0.0 0.0' 24 2.82-7 6.02-4 6.97-4 5.59+3 4.57-4i
26 0.0 0.0 0.0 0.0 25 1.33-7 4.60-4 5.39-4' 5.29+3 4.00-4;

I 27 0.0 0.0 0.0 0.0 26 9.27-8 6.24-4 7.36-4 8.58+3- 7.75-5
28 0.0 0.0 0.0 0.0 27 2.07-8 3.03-4 3.62-4 5.21+3 2.17-41

j 29 0.0 0.0 0.0 0.0 28 4.62-9 6.65-5 8.64-5 2.25+3 3.98-5'
30 0.0 0.0 0.0 0.0 29 1.03-9 2.13-5 2.74-5 5.63+2 2.18-5

mReed 4.17-3 as 4.17 x 10-3 30 1.03-9 6.97-6 8.94-6 2.09+2 6.14-6

mRead 2.18-2 as 2.18 x 10-2 ,
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Figures 8 and 9 show the errors in group flux (relative to the RZ reference
flux) for the middle and bottom slices of core rows 1 and 5, reflector row,

I 9, and blanket row 12 when using the~Xg method. The' flux errors for rows 1
and 5 are within a few percent until energy group 20. After group 20, the
error becomes oscillatory and relatively large. This large error is due to'
an unsatisfactory mesh spacing for the lower-energy groups and the relative,

hardness of the lower-energy source in the middle slice. The low-energy '

source for the middle slice is mainly a combination of transport (leaking
in) and downscatter, not fission. These low-energy neutrons [as represented
by the AXg or the Es(1+g) method] see a ,relatively large removal cross

'

section (about half the transport cross section). In the low-energy groups,
these neutrons are removed mostly by absorption. Because of the large r$-
moval cross section, a fine mesh is needed to follow the rapidly varying
low-energy spacial source and flux. (Tlie results for the top slice are not !

'

shown since, due to symmetry, top slice results are nearly identical to
< bottom slice results.) A 13-axial-slice, case was also done. Thirteen-

axial slices correspond to one calculational slice per axial riesh interval

in=the reference calculation. The results for this case are not shown be-
cause they are similar to the t'hree-elice-case.

C. Slice Across Lower and Upper Axial Reflectors
'

This series of calculations modeled an axial slice one mesh interval wide ins

each axial reflector. (See Fig. 1-A in the Appendix for the relative loca-
tion of the axial reflectors.) The axial slice in the lower reflector went
through 7-1/2 rows of lower reflector, 3-1/2 rows of radial reflector, and '
4+ rows of radial blanket (blanket rows 15 and 16 are not full rows)'. . F13nre
10 shows the flux errors in core rows 1 and 5, reflector row 9, and blanket

'

row 12 of the lower-reflector slice when the X methol was used to model'
axially incoming neutrons. (Recall that a smakl amount of U was put into2n

all nonfissioning regions so that the Xg method could be used in these e

regions.) As in the other slices, the errors in the high-energy groups are
!due ~ to modeling anisotropic leakage by isotropic buckling.

.

The axial slice in the upper axial reflector went through four rows of upper
reflector followed by one rov (row 5) composed of a radial smear of axial
reflector and seven boron carbide control' rods, 1-1/2 more rows of upper re-
flector, 3-1/2 rows of radial reflector, and 4+ rows of radial blanket. Be-

10cause of cylindricization and self-shielding effects, the B was put only
llinto the outer zone of row 5. To conserve atoms, B was substituted for

20 B in the inner zone. Figure 11 shows the flux errors in core rows 1 and
5, reflector row 9, and blanket row 12 of the upper-reflector slice when

the Xg method was used to model avaally incoming neutrons. Again, the
errors in the high-energy groups are a~ue P modeling anisotropic leakage
b'y isotropic buckling. The relatively high s.rrors in the lower-energy
group in the outer zone of the row-5 control-rod section are due to mesh
spacingproblemsinthehighlyabsorbing)!'E-containingzone. Much of the
error in the lower-energy groups of the inner (non 10B-containing) zone of
row 5 is a result of the error in the outer zone of that row. Figures 10
and 11 show that even noncore axial elices can be modeled if adequate care
is taken in setting up the reference calculation.

D. Diffusion Theory Flux Estimates

The only dif ference between transport calculated parameters and diffusion
calculated parameters is in how the axial leakage is calculated.
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The transport-analysis method uses transport boundary angular fluxes to cal-
culate the axial leakage, whereas the diffusion method uses flux-differenc-
ing methods and diffusion fluxes. Although transport methods more accu-
rately describe actual boundary phenomena, the flux error between 2D dif-
fusion and ID dif fusion (with diffusion-calculated parameters of buckling,
Xg and Es(1+g)) should be smaller than the flux error between 2D transport
and ID transport (with transport-calculrted parameters), because Fick's Law
(the diffusion approximation) was assumed to apply in developing the buck-
lings and the yg and Is (1+g) methods. This does not imply that the diffu-
sion error should be smaller.
The diffusion theory calculations were done with the CITATION (Ref. 4) dif-
fusion theory code. Only the Is(1+g) method was used in diffusion analysis,
because it was the easier method to incorporate in our diffusion-analysis
codes. Besides, the transport results shown in Figs. 4-7 indicate that Xg
method gives results similar to those from the E (1+g) method.s

Figures 12-15 are Figs. 4-7 with the percent error for the I (1+g) methods
using diffusion theory superimposed. The results show that indeed the dif-
fusion RZ flux is easier to approximate than the transport flux. (It should
be pointed out that the diffusion calculation with the negative bucklings
left as buckling terms converged, but the relative flux errors were much
larger than those shown in Figs. 12-15.) The three slice case shows similar
improvement. Whereas the transport middle-slice calculation (see Fig. 8)
has a maximum error approaching 200% and the end-slice calculation (see
Fig. 9) has a maximum error approaching -7%, the diffusion middle-slice and
end-slice calculations maximum errors are, respectively, 1.5% and 0.6%.
The upper- and lower-reflector slice dif fusion cases are not shown because
of problems with the diffusion E (1+g) cross sections used in the flux cal-s
culations. In these regions negative bucklings, thus the E (1+g) crosss
sections, are in the high energy groups. But in the CITATION code, the
in-group transfer is ignored, hence no leakage-in source could be put into
group one. This problem could be overcome by using the Xg method.
CONCLUSIONS

1

The results show that good agreement can be obtained between the transport
groupwise fluxes calculated with RZ geometry and those calculated with ID
geometry using bucklings calculated from transport theory boundary angular
fluxes, with either the Xg or .the Is(1+g) method substituting for negative
bucklings. One-dimensional diffusion theory results, using bucklings cal-
culated from RZ diffusion fluxes, show improved agreement with diffusion
RZ' fluxes. This results from use of the relation between bucklings and
leakages which is valid for diffusion theory but has been assumed valid
also for use with the transport theory flux and leakage solutions. Whether
transport or diffusion theory is used, adequate mesh spacing must be used
in regions of relatively high absorption and low sources. Even if the
reference calculation is adequate for the buckling calculation, a small
error will be introduced because anisotropic leakage is modeled by an iso-
tropic effect. This built-in error is usually largest in the high-energy
groups of nonfissioning regions.
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APPENDIX A

Reference Calculations

The RZ configuration used throughout this study as the reference was based on
an EBR-II loading similar to run 105A. Figure A-1 shows the RZ geometrical
configuration. The radial mesh spacing was % 2.7 cm (two mesh intervals per
radial row). The core axial mesh spacing was N 2.7 cm. The axial mesh
spacing in noncore regions varied, however, it was always less then 3.5 cm.
The XY configuration for which the row-wise atom-density smearing was done
is shown in Fig. A-2. The reference transport calculation was normalized
so that the total integrated fission-neutron source was 1 neutron /s. The
reference diffusion calculation was normalized so that the total integrated
neutronic power was 57.25 MW.

The neutron cross sections used in the transport calculations are a 30-
2energy-group, transport-approximation Po set generated by the MC code (Ref.

5) from ENDFB/ Version III data. Table A-I shows the 30-energy-group
structure. The neutron cross sections used.in the diffusion calculations
are a 29-energy-group set generated from ENDFB/ Version I data. The 29-
energy-group structure is the first 29-energy-group of the 30-energy-group
structure. .
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in Neutronic Calculations for EBR-II Runs
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BACXGROUND CROSS-SECTION METHOD FOR EPITHERMAL
SPECTRUM CALCULATION IN THERMAL REACTORS

Yung-An Chao and Aquilino Senra Martinez *
Nuclear Science and Engineering Division l

Carnegie-Mellon University
Pittsburgh, PA 15213

ABSTRACT

To improve Bondarenko's background cross-section method for thermal
reactor applications, a more accurate homogenization of the cells than usingWigner's equivalence theorem is needed. A scheme of resolving this problem
was suggested by the authors, based on the moment expansion approximation to ,

i

collision probabilities developed by the authors. The scheme, further re-
fined and simplified, is now tested numerically against benchmark calculations
of the EPRI OZMA code ~. The expected error of the order of magnitude of 1%
from spatial homogenization for each individual resonance, is confirmed. In-
dependent of the question of homogenization, however, resonance interference
from differen t isotopes affecting the proper definition of the background
cross-section is found to be a dominating source of error in the background
cross-section method. A method to resolve this difficulty is devised. The
overall effect of the errors on the k-effective is found to be 0.03% for atypical PWR core.

INTRODUCTION

Aiming at developing an accurate background cross-section method appli-
cable to thermal reactor calculations, we have recently published a series
of articles ranging from a moment expansign scheme of calculating escape
probabilities (l) and Dancoff corrections,12) to a new fonnulation of equiv-
alence theorem and background cross-section method.(3) In this paper we re-
port numerical results of test calculations for the proof of principle. The
formulation of Ref.(3) is further refined and simplified in the following
aspects. (1) The two correction terms to the conventional background cross-
section flux is reduced to one with no loss of accuracy. (2) The Dancoff
correction is incorporated in a more natural and accurate way. (3) The effect
of the absorptive component of the conventionally defined background cross .
section on the flux suppression is accounted for. (4) The formulation is
further generalized to include a third cladding ring. The proof of principle
calculations are done for typical PWR lattices in the MUFT 54 group structure
and compared against benchmark calculations using the EPRI 0ZMA code,(4) which
uses (point by point) experimental cross-section profiles and solves the
integral transport equation.

The theoretical refinements will be discussed first, and.the numerical
result of the test calculations follows. Errors of all ~ major approximations
are individually identified and estimated. It is found that the most diffi-
cult problem is that the very assumption of a background cross-section itself

,

may contribute to the dominating (large) error in the presence of interference
of resonances of different isotopes. Granting the validity of the assumed
background cross-section, the error from spatial homogenization is well confirmed
to be of the order of magnitude of one per cent for each of the fine groups as the

*
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analysis of Ref.(3) indicates. To resolve the difficulty of resonance inter-
ference from different isotopes, a method is devised to build a separate in-
terference file which is consistent with the scheme of homogenization and
compatible to the use of the. background cross-section files. With this
interference file, the overall error for averaged cross-sections and reaction
rates in each fine energy group can be kept satisfactorily small. The col-
lective contribution of these errors from epithermal groups to the k-effective
is found to be 0.03% for a typical PWR lattice.
THEORY

'

According to the analysis given in Ref.(3), for a two region (fuel-
moderator) cell, the flux in the fuel region, o , can be decomposed into two

f
terms,

f=4(E)+" *15E )o 0 0 O

the constant parameter a and the effective geometry crtE-section r bothe
depend only on the geometry of the lattice. The flux spectrum as a function

and e which satisfy the following integralof energy is determined through 00 l
equations. A

E/a E o

(If+I)*0"O (1-ag E, dE' + E /E
(2a)0

E

A,E/a I

(EA+E)'l" E,dE'+(EA+E) (1/E-4 ) (2b)
0 (1 aA O 0

E

which both involve I as the only parameter for a given cross-section profilen
of the absorber A. The parameter 2 is defined as

0

I *Eb+E (3a)
O e

where

I = the background cross-section (3b)
b

The above equations are improved over those of Ref.(3) with the reduction of
three flux components to two. This is possible due to a more concise treat-
ment of the terms containing escape probability. It is realized that all the
approximations made to the escape probability and Dancoff correction can be
sumarized in the following single equation,

IfP/(1-P)=r(1+aP) (4)
f f e g

where r is the Dancoff corrected is Wigner's
rationai approximation, I /(r +I") geometry cross-section, P, and a is a constant geobtry parametere

which depends very simply (es$entially linearly) on the Dancoff correction.e'

The validity of the approximation, Eq.(4), has been examined over all the
ranges of optical length and lattice pitch.

' The background cross-section t is conventionally defined simply as theh
group averaged sum of all the fuel cross-sections except for that of the
absorber under consideration. Such a definition of I induces two errors in

b

|
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Eq.(2). One is the neglect of any interference between resonances of the
absorber and other fuel isotopes contributing to I . The other is the un-b
proper normalization of the flux solved from Eq.(2). The former is a much
tougher problem and will be discussed later. The latter does not affect
the calculatfor. of averaged cross-sections, but does affect very signifi-
cantly the calculation of reaction rates. We will discuss this problem and

;
its remedy first. The normalization of the slowing down density for Eq.(2)
is 1/E. theflux solved from Eq.(2) would be 1/E.If the absorption cross-section of isotope A were set at zero, 0However, we know that even if Ig= ,
I) may still contain absorption from other isotopes and therefore the flux
s aould be smaller that 1/E. The mistake is that the right hand side of
Eq.(2) provides slowing down sources and should not have the appearance of
any absorption cross-sections of the other fuel isotopes. In other words,
it should be something smaller than Ib instead of Ib itself on the right
hand side. However, it is not simply rh subtracting the absorptive part
of Ib either; the question of the validity of narrow resonance approximation
for other fuel isotopes arises too. A more accurate treatment is to replace
Ib on the right hand side of Eq(2) by I6, and determine If by the following
consistency requirement. If we go back to the exact flux integral equation
prior to the introduction of background cross-section, and replace all energy
dependent cross-sections by their group averaged values, we will find ex-
plicitly the flux as say, C/E. NowwegotoEq.(2),replacedbontherightby rh' and replace If and I
we find the flux expTicitly a{s, say C'/E where C' is a function of If@.t and i .

Thenby their group averaged values I
Setting

C' equal to C for consistency we can determine I6. The result of this cor-
rection is that

9 = ((r6 + a/(ro + a) *F(r ) (s)o

where op(r0) is the solution of Eqs.(1) and (2),

I6=rs+r (6a)e

2
c = are /(re+ ) (6b)

E{=(Eg-Ega)(E + D/f + Egg + E +D (6c)e e

with E defined as the absorptive part of I '
ba b

We have also generalized the fonr.ulation to three regions to include a
cladding. Starting with three flux integral equations in the three regions,
we make several approximations to the collision probabilities to arrive at
the result that the cladding included flux is equal to op multiplied by a
factor generally less than one and equal to one in the limit of vanishing
absorption in the cladding.or vanishing thickness of it. The Dancoff cor-
rection for a three region lattice is also worked out in a simple yet suf-
ficiently accurate approximation. We will omit the presentation of the three
region analysis here because it is somewhat involved. In any case, for typical
PWR lattices, a straightforward homogenization of the cladding and the moderator
by volume weighting is found to be sufficiently accurate that the use of the I

more accurate three region treatment has not been found to be really necessary. |
The use of the above scheme to develop background cross-section files

and the use of the files go as follows. First one solves Eq.(2) for o and o
0 y )

l
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for values of I and tabulates against r the averaged cross-sections andn g and o separately. To use the
reaction rates that are calculated with o91ues of averaged cross-sectionsfiles one starts with estimated initial v
of the isotopes in question, from which an initial value of I results. Ton
this initial value of E , corresponding values of cross-secti5ns and reaction

0rates contributed by e and g are fetched from the tabulated files. The o
and e, contributions ahe then linearly combined according to Eq.(5) to giv0

is obtained.updated cross-sections of the isotopes, from which the updated.rg
This iteration continues until convergent results are reached.

Such a scheme is superior to the original Bondarenko's in three ways.
One is the much more accurate and fudge-parameter independent method of
spatial homogenization. The other is that Eq.(2) is solved exactly for the
fluxes, while Bondarenko used 1/E fluxes. The third is that reaction rates
in addition to group averaged cross-sections are tabulated as well, so that
essentially all the useful information from epithermal spectrum calculation
is stored in the background cross-section files.

However, there still remains one most important assumption, that is, in
Eq.(2) all cross-sections except for that of the absorber under consideration
are replaced by energy independent, group averaged cross-sections.

TEST CALCULATIONS

To check the accuracy of the various approximations made and examine
the feasibility of the method, a series of proof of principle calculations
are carried out. As we have repeatedly erphasized,the theory we have devel-
oped deals with the problem of spatial honogenization and inprovements over

,

Wigner's equivalence theorem. However, even if we were to consider a truly
homogeneous medium so that no homogenization is needed, the very basic ideat

itself of background cross-section, namely assuming constant group averaged
cross-sections for " background" isotopes may not be valid. This invalidity
arises if the background isotopes have stro,ng resonances overlapping with
those of the particular isotope under consideration. Thus to separate the
issue of spatial homogenization from interference of resonances of different
isotopes, we first check the validity of the very assumption of constant cross-

( sections for the background isotopes. We consider a typical two-region PWR
| lattice (neglecting the cladding at the moment for simplicity) with 3% en-
|

riched uranium metal as fuel . The benchmark epithermal calculation for this
lattice is done with the code 0ZMA, which can handle a heterogeneous cell by|

l dividing each region up to ten sub-regions and solving the integral trans-
port equation numerically. The cross-section profiles are constructed from

| point-to-point experimental data instead of resonance parameters. With the
|

benchmark solution available, the correct values of group averaged cross-
sections of the isotopes can be computed. We then test the validity of the
notion of background cross-section by running 0ZMA again, however, with cross-
section profiles of " background" isotopes replaced by their group averaged
cross-sections. If the result of this second run of 0ZMA disagrees with
that of the benchmark calculation, then the notion of background cross-
section is not valid. Since no other approximations are made, this disagree-

t ment directly reflects the effect of resonance interference between back-
ground isotopes and the isotope under consideration. The findings of this'

test calculation can be summarized as follows.
238

1) The errors associated with U are generally much smaller than those
2l associated with U 35 This is easy to understand because flattening

the resonance profiles of the 97% u238 will have a large effect on the
spectrum, while flattening that of the 3% U235 affects the spectrum
much more mildly.

717 |
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2) For most of the resonance present groups (groups 27 to 54 of the MUFT
groups) the errors are quite small. The ones with error greater than
2% are listed in Table 1.

3) The most troublesome groups are the 41st, 45th and 46th.
The lattice of this example is a hexagonal one with a fuel rod radius of
0.5199 cm and a pitch distance of 1.99967cm. The symbols R and I refer to
reaction rate and cross-section, the subscripts A and S refer to absorption
and scattering, and the superscript 5 and 8 refer to U 35 and U2382

>

5 5 8 8 5 5 8 8Group R R R R E 7 7 7

34 4.5 4.5 -- -- -- -- -- --

36 -- -- -- -- -2.95 -- -- --

38 3.64 -- -- -3.59-- -- -- --

39 -2.27 6.89 -6.10 2.71 -2.26-- -- --

41 15.94 5.94 -2.62 12.69 2.97 -3.11--
--

45 25.07 7.78 19.54 3.01
'

-- --
!

-- --

56 44.42 4.70 45.00 -- 5.55-- --
--

Table 1. Percentage errors from the sole approximation of using group
averaged cross-sections for " background" isotopes. These
errors directly reflect resonance interference between the
two isotopes.

To see how important these errors are, we convert the errors in reaction
rates in Table 1 to the corresponding errors in the total reaction rates
from all the twenty-eight groups between the 27th group and the 54th group.
As listed in Table 2, we conclude that the basic idea of background cross-
sections breaks down for groups 41st, 4th and 46th. Additional refinements
must be made to these three groups to account for the resonance interference
effect.

Group Rf R|
8 8R R

34 .12 .12 -- --

38 -- .07 -- --

39 .13 .19 -- --

41 .73 .14 .06--

45 .33 .13 -- --

46 1.23 .01 .52 .02

Table 2. Contributions of the errors in Table 1 to percentage
errors in the total reaction rates of all the groups
between the 27th and the 54th group.
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To assess the accuracy of our homogenization method, sumarized in
Eqs. (1) and (5), we compare the solution to these equations against the
heterogeneous 0ZMA calculation with the same group averaged cross-sections
for the background isotopes. The percentage errors of the comparison are
presented in Table 3, together with the corresponding errors of using Wigner's
rational approximation, i.e., setting a=0 in Eqs. (1) and (5). Only groups
with errors for our method greater than 2% are shown in the table. It con-

firms very well the theoretical estimation that in general the errors should
be of the order of magnitude of one per cent. The errors are a little lar-
ger for U235 than U238; however, the absolute contribution from U235 is also
much smaller because of its low number density.

5 8 8
If5 8 O

Group- Rf R R R I 7 7

-2.01 --

33
-- -- -- -- -- --

(-2.99) (-2.99) (-9.28) (-2.24) (- ) (--) (-7.23) (--)

39
-- 3.11 -- -- -- -- ----

(-10.14 ) (-9.25) (-5.57) (-4.42) (--) (--) (--) (--)

2.942.72 2.07 -- -- -----.
41 (-10.86) |-11.89) (-8.19) (-8.11) (--) (--) (--) (--)

2.81 -- -- -- -- -- -- --

43 (-5.93) (-4.63) (-4.51) (-4.51 ) (-2.01 ) (--) (--) (--)

3.604.10 -- -- ---- -- --

44 (-5.21) (-5.94). (-6.20) (-5.77) (--) (--) (--) (--)
-- -- -- -- 2.31

46
-- 3.92 --

(-12.04) (-9.92) (-12.01 ) (-6.35) (-2.49 ) (--) (-4.89) (--)

2.17 -- -- -- -- -- -- --

47 (-3.84) (-2.68) (--) (--) (--) (--) (--) (--)

Table 3. Percentage errors resulting from our method of homogenization
as compared to heterogeneous 0ZMA calculation neglecting
resonance intetference between isotopes. In parentheses are
the corresponding errors of using Wigner's rational approximation.

Now we come back to the problem of resonance interference. It should
be emphasized that the interference here is referring to that between reson-
ances of different isotopes, not that among the resonances of the same isotope.
For the isotope whose reaction rate is to be computed from the solutions of
Eq. (2), its exact cross-section profile is used in the equation and the
interference among its own resonances are all automatically accounted for.

| This is quite different from classical approximations such as narrow reson-
ance approximation, which assumes no interference between adjacent resonances
so that the flux recovers to 1/E shape between the resonances. The uniquely
attractive feature of a background cross-section method is that the flux

i

|
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depends only on the cross-section profile of the isotope under consideration
and is independent of what the background isotopes are and how their cross-
section profiles behave. As soon as interference is included, the flux nec-
essarily depends on the cross-section profile of the interferring isotope
as well, and the attraction of a background cross-section method is immediate-
ly lost. Therefore, the interference problem really lies outside the scope
of background cross-section methods. To bring in interference is essentially
to give up the idea of background cross-section method.

Whatever method to account for resonance interference is introduced to
supplement a background cross-section method, some sort of resonance inter-

|
ference file involving parameters of the interferring isotopes must be intro-
duced. Fortunately, not interference from any two isotopes must be included.
Usually the spectrum is dominated by one major isotope, e.g., U238 for LWR.
It may suffice to include interferences between other minor isotopes and the
major isotope, not interferences among the minor isotopes. We suggest one
way to account for the interference effect between the minor isotopes and
the major one, and demonstrate it with the same example discussed previously.
In this example, U235 and U238 resonances overlap considerably in groups 41,
45 and 46. The flux shape in these three groups tend to be dominated by

2U 38 resonance and should not be very sensitive to the enrichment of U 35,2
given the small range of enrichment of practical interest. Therefore the
flux used for background cross-section method may be obtained approximately
by adding the cross-section profile of 2% U235 to that of U238 and, to com-
pensate for the addition, subtract from the number density of U235 appearing
in its group averaged macro-scopic cross-section the amount of 2% U 2,2

This flux is then used for both U238 calculations and U235 calculations as
well. When we modify in this way the previous heterogeneous 0ZMA calculation j

with group-averaged cross-sections, we find that the errors in Table 1 are
now reduced to the ones shown in Table 4.

Group Rf
5 8 8 5 5 8 8R R R 7 7 7 7

5

41 8.35 1.69 -- -1.03 8.56 -1.90 -- -0.83
45 1.35 -0.13 -- -- 1.51 0.02 -- --

46 2.49 -- 1.38 -- 2.81 -- 1.70 --

Table 4. New percentage errors after resonance interference
correction, corresponding to those in Table 1.

There are of course other ways of correcting for interference effects. One
way is to divide the troubling groups into smaller ones. The other is to
calculate the interference directly by employing some simple flux spectrum.
For example, a calculation wjth group 41 split into two sub-groups, reduces

R{justment method is simpler andmay be accurate enough.from 8.35% to 1.71% and Ig from 8.56% to 1.19%. But we think the 2% U235
ad

In the above example, only two regions (fuel and moderator) are consid-
ered. Now we include a third cladding. As mentioned in the previous section,
the method has been generalized to the three region case. However, a straight-
forward homogenization of the cladding and the moderator works very well for
practical cases, that the further improvement born out by the three region
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generalization is not really called for. As a second example, we considered
a standard PWR square lattice with the following parameters: fuel rod
radius =0.4095 cm, cladding outer radius =.0.47 cm, and pitch distance =1.25 cm.
The fuel is 2.6% enriched uranium oxide, and the cladding material is zircaloy.
The accuracy of the calculation for this example is found to be just about
the same as that of the previous example.

k-effective with the HAMMER codetg)second example further to calculate theWe carry the analysis of thj
Two calculations with HAMMER are done.

One uses the benchmark epithermal constants calculated by 0ZMA as input,
the other uses the epithermal constants obtained by our background cross-
section method. The difference in k-effective is found to be .03%.
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Implementation And Application of RCP System at BNL*

L.D. Eisenhart
M. Todosow

Brookhaven National Laboratories
Abstract

We will discuss the implementation of the RCP01 Monte Carlo system at the
Brookhaven National Laboratory Central Scientific Computing Facility. Initial
benchmarking experience and an LWR core physics application will be described.
1. Introduction

The RCP01 1 program is a generalized three dimensional continuous energy
Monte Carlo program suitable for themal reactor benchmark calculations. A
library preparation program (RCPL1)2 exists for creating Doppler broadened
cross section profiles for use in RCP01 after they have been processed from
ENDF/B source tapes. These programs were written at the Bettis Atomic Power
Laboratory (BAPL) and first distributed in the late 1970's through the Na-
tional Energy Software Center at Argonne.

2. Implementation

2.1 XAP Cross Section Data From ENDF/B

The XAP data base concept frees the casual RCP01 user from the complexi-
ties of the ENDF/B storage and processing programs. Data is arranged into two
distinct structures (fast and thermal) before any Doppler broadening of reson-

Thus, any given isotope need only be processed once from ENDF/Bances occur.
to each XAP database. Modified versions of the standard programs ET0G,3E TOT,4 and FLANGE 5

are used for this transformation. Since XAP uses AFM
(See 2.3) which in turn uses standard software, these databases can be stored
online when constructing specific libraries. Currently, at BNL we have 20
nuclides and 5 kernels on our XAP databases. It has been our policy only to
add nuclides to the databases on an "as needed" basis. The information in XAP
when needed by RCPL1 is retrieved by random access read routines based on
isotope, energy group, reaction type and subtype (if any). A backup to the
random database consists of UPDATE files necessary to regenerate the informa-tion. Thus, once all the nuclides needed for a study are contained in XAP
only a single RCPL1 1ibrary generation job will provide the needed broadened
pointwise library in AFM format.

The overall structure of what we will call the RCP system is shown in
Figure-l. The modified versions of the standard ENDF/B processing codes given
in Level I of Figure-1 provide data to the XAP libraries of Level II. The XAP
thermal and epithermal libraries then provide multigroup cross section data
and resonance parameters which may be used by other calculational tools as
well as by RCP01. The XAP libraries contain epithermal multigroup averaged
and thermal mid-group cross sections, as well as parameters needed to
calculate resonance cross section profiles for resonance nuclides. RCPL1 thenprepares

* This work was perfonned under the auspices of the U.S. Nuclear Regulatory
Commission
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the cross section job library for RCP01 by using data in the XAP libraries.
It accesses the resolved resonance parameters and forms profiles by whatever
formalism is dictated and then Doppler broadens them. It creates an
unresolved resonance distribution based on a Porter-Thomas distribution.
Appropriate thermal kernels and smooth data are also digested.

2.2 Cross Section Data For RCP01

The data produced by RCPL1 consists of both multigroup and point data.
Smooth integral cross sections are given as multigroup sets within a rela-
tively arbitrary energy structure (in practice, the epithermal data is given

,

for 54 multigroups and the themal data is given for 25 multigroups). Doppl er'

broadened cross sections for resonance nuclides are obtained from unresolved
and either (symmetric or asymmetric as appropriate) Breit-Wigner single-level,
or Adler-Adler or Reich-Moore, multi-level parameters. These cross sections
are tabulated on a user prescribed fine energy mesh within the RCP group
structure. The fine energy mesh is nuclide independent. The energies se-
lected for the pointwise resonance cross sections are uniformly : paced between
the energy breakpoints of the group. Unresolved resonance regions are treated
by generating a random sample cross section set on a fine energy mesh, in a
preprocessor stage, which is then handled in a manner that is similar to the
resolved resonance data in RCP01 but preserves the characteristics of the
Porter-Thomas distribution that was used to sample the unresolved structure.
Pointwise data includes microscopic capture, elastic scattering and fission
cross sections. Each XAP resonance nuclide may be a multi-isotope mixture of
as many as 25 components. This considerably simplifies the representation of
structural materials such as Zircaloy, stainless steel, etc.

Differential nuclear data is usually in a multigroup form with the multi-
groups related to the group structure used in the RCP01 calculation. In-
elastic scattering (permitted only in the highest energy groups) is assumed to
be isotropic in the center-of-mass system (CMS) and is treated via multigroup
scattering matrices. Elastic scattering is described by the first four Leg-

; endre components of the differential cross section in the CMS. Elastic scat-
| tering may be anisotropic in the inelastic scattering groups, but is assumed

to be isotropic in the CMS in all other epithermal groups. Scattering fromI

bound Hydrogen is assumed to be from a free proton at rest in the epithermal
,

groups, except for the Special Epithennal Treatment which may extend overi

some of the lowest epithermal RCP groups. In that case the bound Hydrogen
target is treated kinematically as a free proton target with a Maxwellian dis-
tribution of velocities corresponding to an effective " source" temperature.

|

| In the thermal group, P-3 25 group scattering kernels are used for the
| treatment of neutronic interactions with up to two non-resonance nuclides.

Each kernel consists of four transfer matrices describinq the scattering of

! neutrons among the thermal subgroups. However, only one kernel is allowed in
a given material .

|

|
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2.3 Software Implementation

The specialized system required for this environment 6 is not the
standard CDC-7600 suplied software. The BAPL environment can for the most
part be simulated on standard CDC operating systems by using the MODEL7 i

environment. The major BNL programming effort involved (a) writing an ad-
vanced file manager (AFM) simulator to interface with standard CDC permanent
filing and (b) writing the data base retrieval routines (XAP) to interface
with AFM in a truly random read-write capability for cross section and
parameter isotopic infomation.

RCP01 needs AFM both to read the cross section library and to write and
read files for restart and editing. No other major changes in the program en-
vironment were necessary for execution on a CDC 7600 except the interface to a
plotting package. Minor inadequacies in the SCOPE 2.1.5 overlay loader neces-
sitated some trivial changes in the overlay structure of RCP01 enabling the
entire system to enter a preproduction 0/A phase at BNL.

3. Applications

The RCP01 system described above has been used in various applications in
BNL's Light Water Reactor Sa fety activities. The system perfomance was first
evaluated by simulating some experimental and calculational benchmarks. Re-
sults were then compared either to the experiments or to the results obtained
from other Monte Carlo analyses. These calculations verified that the cross
section generation procedures and the Monte Carlo simulation had been properly

,implemented, and that consistent results were obtained. After the successful
benchmarking, a calculation of incore detector activation and local fission
rate distribution was performed for a typical PWR assembly. RCP01 results
were then compared to results obtained from deterministic design codes.

3.1 Benchmarking

Calculations of critical experimental benchmarks are often used to '

qualify a specific computational approach for the solution of a class of prob-
lems whose characteristics are similar to those of the experimental configura-
tion. Comparison of the calculated and experimental results helps to quantify
the deviation of the calculated result from experimentally measured " truth."

Senchmarking calculations were performed for the Cross Section Evaluation
Working Group (CSEWG) TRX-1 unit cell benchmark and tw
west Lab (PNL) fuel storage rack critical experiments.g Battele Pacific North-Cross section job
libraries were generated at room temperature for the required isotopes using
ENDF/B-V based data and the procedures described previously.
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3.1.1 TRX-1 Unit Cell

The TRX-1 critical benchmark experiment was performed years ago at the
Bettis Atomic Powr laboratory. It consisted of a uniform hexagonal lattice

of slightly enriched (1.3 wt.% U-235) Uranium metal rods in a H O moderator.2

The rods were clad in Aluminum and had a 0.5753 cm 0.D. on a 1.806 cm tri-
angular pitch. The experiment was done at room temperature. This simply
buckled configuration has long been used as a standard for testing spectrum
codes and is one of the most heavily used benchmarks by the CSWEG.

In the RCP01 calculations we modelled one-third of the unit cell, with
j

the fuel, gap and clad explicitly represented, and with ENDF/B-V based nuclear
data. Approximately 38,000 neutron histories were processed. The results ob-
tained for the infinite multiplication factor and for various measured reac-
tion rate ratios are shown in Table-l. The breakpoint between " fast" and
" thermal" energies was assumed to be 0.625 eV. The quoted lo uncertainties
assume no correlation between the estimates for the reaction rates. Tabl e-1
also shows the experimentally measured quantities, as well as the results
obta' ned from two other state-of-the-art Monte Carlo codes - SAM-CE9 and
MCNP'O also using ENDF/B-V. The principal differences between these codes
is in the modelling of nuclear data - both SAM-CE and MCNP use essentially
pointwise data and explicit treatments of thermal scattering (S (a,6) while
the RCP01 nuclear data are based on mixed group and point formalisms as
described above.

The results show excellent agreement between the results from the three
Monte Carlo codes, and good agreement with experiment. It should be noted
that the indicated levels of agreement with experiment generally represent
considerable improvpment over the comparable results obtained with ENDF/B-IV
based nuclear data.'l

3.1.2 Fuel Storage Pool Criticals

| The storage pool experiments that were simulated involved the determin-
ation of the critical separation between three clusters of U0g rods arranged

! in a linear array, both with and without 1.1 wt % borated stainless steel ab-
sorber plates located between the clusters.8 The clusters consisted of 15 x

! 8 arrays of 4.31 wt % enriched UO2 rods (clad in Aluminum) at a lattice
| pitch of 2.54 cm. With this fuel and lattice spacing, a critical configura-

| tion can be achieved with a single 8 x 16.37 0.03 cluster. The configura-

| tions that were examined therefore represent a loosely coupled system, and are
! a strigent test for any calculational approach.
l

( The analyses were performed with two continuous energy Monte Carlo
programs, SAM-F (the Monte Carlo component of the SAM-CE system) and RCP01,'

using nuclear data based on ENDF/B-V. The cross setion library for SAM-F was
obtained from the National Nuclear Data Center. The experimental configura-
tions were modelled in detal with both programs (i.e. fuel-gap-clad, absorber
plates, and the surrounding water filled tank). The structural materials
within the tank, and the tank itself were not explicitly modelled, but this
omission is expected to have a negligible effect on the calculated results.
Approximately 20,000 neutron histories were processed for each simulation.

|

'
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The results obtained for the critical configuration in the absence of the
poison plates, and with the borated stainless steel plates present are pre-
sented in Tables 2 and 3 respectively. The SAM results utilize the Maximum
Likelihood Estimator.Il ,The number of neutron histories processed per
minute on a CDC-7600 are presented for the SAM and RCP results as a measure of
the efficiency of the Monte Carlo simulation. Results obtained with KENO-IV
(from Ref.12) using three cross section libraries (27-group ENDF/8-IV;
123-group GAM-THERMOS; 16-group Hansen-Roach) are also presented. The KEN 0
calculations involved the processing of approximately 30,000 neutron
histories, but no information is available on the computing times.

3.1.3 Conclusions From Benchmark Calculations

The results shown in Tables 1-3 support the following conclusions about
the performance of RCP01, with ENDF/B-V data, for systems similar to those
encountered in analyses of light water reactors (LWRs):

1. RCP01 performs well relative to experiment, and relative to other
Monte Carlo codes that are available for LWR related analyses.

2. RCOP1 is approximately twice as fast, for comparable accuracy, as <

SAM-CE (cf. Table-2).

3.2 Calculation of Fission Rates For Typical PWR Assembly

Following the successful benchmarking of RCP01 for LWR related systems, a
comparison was made between results obtained from different calculational
approaches for the in-core detector activation rate-to-local and global ,

fission rates in a typical PWR assembly. The objective of the study was to
compare results from standard design codes to results obtained from a detailed
calculation performed with a continuous energy Monte Carlo program (RCP01)
with ENDF/8-V based nuclear data.

Calculations were performed for a typical PWR type assembly at BOL using
three distinct calculational methods:

1. Use of a transport theory based multigroup spectrum code to obtain
spatially homogenized, energy condensed cross sections for distinct
regions in the lattice, followed by a few-group diffusion theory
calculation for a partially homogenized assembly. This approach is
embodied in the use of the EPRI-CELL 13 and PDQ-7III4 programs,
and is typical of the methods generally used to perform this type of
calclation.
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Similar to (1), except that the assembly calculation utiliges2.
transport theory. This approach is embodied in the CASM0I
program, and represents a more' sophisticated treatment of the
problem.

3. A Monte Carlo calculation for the assembly which retains all the
spatial and energy detail . This approach is available in the
RCP01 program. Since it involves minimal approximations, it
serves as the reference calculation.

Fission rates for the assembly and for the fission chamber detector are
! summarized in Table 4. Results are normalized to a total production rate of

unity for the assembly, and are presented separately for the fissioning
isotopes, and for the fast and thermal energy ranges, as well as the sum over
all energies.

Fission rate distribution and eigenvalue results are presented in
Figure-2. The total 1o uncertainties from RCP01 associated with each of the
local fuel rod fission rates are shown. The quoted uncertainties consist of
two components: 1) the uncertainity in the Monte Carlo estimate of the fuel
rod fission rate, and 2) an estimate of the uncertainty associated with the
eigenfunction. Note that the uncertainties for locations not on the symmetry
axes are lower than the values on the vertical and 45 axes. This is because
fissions in two symmetrically located rods are involved in the estimates for
these loctions. Figure 2 also shows the percent differences between the RCP01
mean estimates for the normalized local fission rates, and the results from
the deterministic methods. Although there are some locations where these
differences are greater than the 1 o uncertainty in the Monte Carlo results,
when a 2 o range is considered (corresponding to approximately a 95% confidence
interval) the results from the three calculations " agree" in most locations.

RCP01 predicts the highest eigenvalue for the configuration, consistent
with the use of ENDF/B-V data. The PD0-7II eigenvalue is lower (as expected

j since pre-ENDF/B-V data are involved) but is within the 1 uncertainty on the
' Monte Carlo results. The CASMO eigenvalue is the lowest of the three. This
| result is consistent with the level of agreement that was observed in an

earlier study between PDQ-711 and the CPM program (which is very similar, in
terms of results, to CASM0).16

|

| The Monte Carlo results involved the processing of 99,710 neutron
| histories, resulting in 1 uncertainities of ~1.5-3.0% (cf. Figure-2) for the

individual fuel rod fission rates and ~7-8% for the detector fission rate.
|
| There is generally good agreement between the results from the three
! methods in terms of the integrated fission rate for the assembly as a function

of both isotope and energy (cf. Table 4). There is also reasonable agreement
between all three methods in terms of the fission rate distribution for the

| assembly ( cf. Fig. 2).

!

|
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Agreement between E-CELL /PD0-7II and CASM0 for the detector fission rate
is also good, but both methods predict a much higher fission rate than does
RCP01 ( ~15-19% higher). There are a number of possible reasons for this
discrepancy, including differences in modelling the assembly geometry, and
differences in the treatment of nuclear data (especially at the assembly
level). In particular, the modelling differences give rise to a much larger
absorption rate in the instrument thimble surrounding the detector in the
RCP01 model (by 14%); hence fewer thermal neutrons are available to cause
fissions in the U-235 in the detector location.

The results obtained during the course of this study provide increased
confidence that fission rate distributions for PWR assemblies are being well
calculated by standard design techniques. The discrepancies observed between

,

results from Monte Carlo calculations, and those obtained from standard design
codes for the detector fission rate, suggest that further studies in this area
are desirable.

4. Conclusions

Thus, in its first years since its release from the cloistered
environment of the BAPL operating system, we have successfully implemented
RCP01 on standard CDC software, benchmarked it, and begun to use it in mission
oriented LWR safety work. In the future as the needs arise, the databases
will be enlarged to encompass more isotopes. Geometry decks of various common
configurations will be generated and available. At that time the RCP01
package will be available to quickly answer safety problems with a high
quality solution.
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l'

TABLE-1

RESULTS FOR TRX-1 CELL
BENCHMARK

ENDF/B-V NUCLEAR DATA

PARAMETER EXPERIMENT RCP01,
_

. k 1.1840 + 0.0030 ,'--

P 1.311 1 0.02 1.312 1 0.010,28

6
25 0.0981 1 0.001 0.0969 t 0.0012

6 0.0914 0.002 0.0912 1 0.0008
'

28
!

C* 0.792 1 0.008 0.786 ! 0.002

,

SAM-CE* MCNP*

k, 1.1847 1 0.0012 1.1800 1 0.0008
P '

; 28 1.300 ! 0.007 1.318 1 0.005
6 0.0947 1 0.0004 0.0966 + 0.000325 ;

6
28 0.0913 i 0.0004 0.0912 1 0.0004

C* 0.782 1 0.002 0.788 t 0.002

i

!

COMMUNICATED BY E. SCHMIDT - BNL-NNDC*

!

|

l
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TABLE 2

MONTE CARLO RESULTS FOR
SIMULATION OF UNPOISONED

CRITICAL

METHOD KEFF t l' # NEUTRON HISTORIES
MIN.

! RCP01 0.9996 1 0.007 1413 !

I
4

SAM-F 1.0052 1 0.007 694

KENO-IV

i LIBRARY 1* 0.989 1 0.005

LIBRARY 2* 0.984 1 0.004 NOT

LIBRARY 3* 0.997 1 0.004 AVAILABLE
|.

* KENO-IV LIBRARIES ARE ALL MULTIGROUP (RESULTS ARE FROM REFERENCE 5)

LIBRARY 1 - 27-GROUP ENDF/B-IV

LIBRARY 2 - 123-GROUP GAM-THERMOS (ENDF/B-II)

LIBRARY 3 - 16-GROUP HANSEN-ROACH

:

,

c

!

I

i

,
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TABLE 3

MONTE CARLO RESULTS FOR
SIMULATION OF POISONED

CRITICAL

METHOD KEFF f l' # NEUTRON HISTORIES
MIN.

RCP01 + 1.003 1 0.009 1404

SAM-F 0.996 1 0.004 734

KENO-IV
LIBRARY 1* 0.982 1 0.004

LIBRARY 2* 0.987 1 0.004 NOT

LIBRARY 3* 1.001 1 0.004 AVAILABLE

* KENO-IV LIBRARIES ARE ALL MULTIGROUP (RESULTS ARE FROM REFERENCE 5)

LIBRARY l - 27-GR0VP ENDF/B-IV

LIBRARY 2 - 123-GROUP GAM-THERMOS (ENDF/B-II)

LIBRARY 3 - 16-GROUP HANSEN-ROACH

+ RESULTS FOLLOWING PROCESSING 0F 9500 NEUTRON HISTORIES
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TABLE 4

Summary of Detector And Assembly Fission Rates

RCP01 CASMO PDQ-7II

Assembly Fission Rates

U-235 Fission Rate

Fast * 5.76(-2)+ 5.93(-2) 5.84(-2)
Thermal * 3.21(-1) 3.22(-1) 3.22(-1)
Total * 3. 79(-1 ) 3.81(-1) 3.81(-1)

(+ 0.33% 1' )

U-238 Fission Rate

Fast 2.74(-2) 2.70(-2) 2.70(-2)
Thermal 1.18(-7) 0.0 0.0
Total 2.74(-2) 2.70(-2) 2.70(-2)

(+ 0.42% la)

,

U-235 + U-238 Fission Rates

Fa st 8.50(-2) 8.64(-2) 8.54(-2)
Thermal 3.21(-1) 3.22(-1) 3.22(-1)
Total 4.06(-1) 4.08(-1) 4.08(-1 )

'

(+ 0.31% l' )_

Dectector Fission Rates

U-235 Fission Rate

Fast 2. 21 (-1 1) 2.22(-11) 2.27(-11)
Thermal 1.03(-10) 1.27(-10) 1.22(-10)
Total 1.25(-10) 1.49(-10) 1.45(-10)

(+ 7% 1 *)

* Fast refers to energy range 10 MeV-0.625 eV
Thermal refers to energy range 0.625 eV-0.0 eV

| Total refers to energy range 10 MeV-0.0 eV

+ Read as 5.76 x 10-2
,
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FIGURE 1

RCP END'F/B DATA FLOW

|
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FIGURE 2

One Standard Deviation Uncertainties On RCP01 Local Fission Rates; and Percent
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LIGHT WATER REACTOR COUPLED NEiTRONIC AND THERM -HYDRAULIC CODES *

David J. Diamond
Department of Nuclear Energy

!Brookeaven National Laboratory
S Coton, N.Y. 11973

'

ABSTRACT <
r

p
,

An overview is presented of compute codes that model light water reactor
cores with coupled neutronics and trent.31-hydraulics.1 This includes codes for
transient analysis and codes for steady state analysis Which include fuel de-

s

pletion and fission product ' uildup. Applications in nuclear design, reactorc
operations and safety analysis are given and the major codes in use in the USA
are identified. The neatronic and thermal-hydraulic methodologies and other
code features are' outlined for three steady state codes (PDQ7, N0DE-P/B and
SIMULATE) and four _ dynamic codes (BNL TWIGL, MEKIN, RAMONA-39, RETRAN-02).i

Speculation as to future trends with such codes is also presented.
/

INTRODUCTION

The neutron flux, and hence the power, in a light water reactor (LWR) is
(among other things) a function of the fuel pellet temperature and the water
temperature and density. These thermal-hydraulic variables are in turn a
function of the power. In many applications it is necessary to have this cou-
pling e.xplicitly represented throughout the core. The codes that have been
developed to satisfy this requirement are of two general types.

The first type includes the effect of fuel. depletion and fission product
buildup and hence is useful for steady state calculations at different points
in the life of a fuel cycle as well as for calculations of slow transients due
to changing xenon concentration. These calculitions have significance in fuel
management, operations and safety. Codes for these applications which repre-
sent the core in three dimensions are frequently called core simulators. One

i dimensional codes will not be considered in this paper because of their lim-
ited use in the aforementioned applications.

The second type of code couples time dependent neutronics and thermal-hydrau-
1ics in order to determine core behavior under accident or operational tran-
sient conditions. This is a much more difficult analysis problem with fewer
applications and hence there is less experience available. The codes that are
used may be either one, two or three dimensional and are called core dynamics
codes.

We consider each type of code separately in the following. For both core sim-
' ulators and core dynamics codes we first discuss applications, and then

<

This work was performed under the auspices of the U.S. Nuclear Regulatory*

Commi ssion.

e
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identify the major codes in use in the USA. Characteristics of selected codes
,y are then summarized.1 This includes the r.eutronics and thermal-hydraulics.
6' modeling as well as other features. Finallv. something is said about futuite'

i trends relative to codt ' development. R ij
<. % 'y'

APPLICATIONS OF CORE' SIMULATORS f|4
-

, , < >

Core simulators are used for incore fuel management (oriequivalently for nu-T *
clear basign) . Fuel enrichment requirements, loading patterns, and cycle l

,

Ien'gth can be determined with the help of these codes. For predictive calcu-
'

lations, assumed operating conditions are input to the code whereas for core-
;

follow calculations thc actual' operaths history is used. The codes are also '
,

used,to help detemine| spent fue6 composition.

Applications with operational signdicance are closely related to,the above%
fuel macagement examples. Core simulators are useful for determining oper- )
ating strategies. for fuel preconditioning and for load following and in -gen-
eral for ideterrdning cr.itical statepoints. These functions can be donfet the
plant site with fast running codes if the proper hardware is availablr. On-
line monitoring with such a code also allows for the detection of agtndlous *

behavioriin the reactor. gg ,' l'
<

,

g
Calculations with operational safety'significan; ce include those to determine

..

,

.the reactor protection system setpoints, the thermal margins as a furiction of
different operating conditions (either di' ectly or by supplying data tor
another code) and the differential and integral control rod (or bank) reactiv-

-

4.ty worths. Core simulators are also used to generate . core-average delayed-
. neutron data and reactivity functions to descr%e control rod qotion and
thermal-hydraulic feedback, all of which are needed in safety calculations

3done with a point kinetics model.'
' *

, ,

MAJOR CORE SIMULATORS i ''

,

.?
,

Table 1 lists the major pressurized water reactor (PWR) and boiling water reac-j

tor (BWR) core simulators in use in the USA. The principal user and appro-
priate references are also given. Codes A.l.4.4 and B.1-B.2 are insed by the
five U.S. fuel vendors and do not have a widei.f rculati'on. PREST 0 (CoWA.5 <

and 0.3) is a foreign product which has recently been riade available to util-\

ities in this country via the University Computing Co. The CORE dode is a
general LWR code, however, its application to BWRs is most notable.

~

i .
,

' "

The codes which have ha'd the most widespread use by the'utilitj; industry are .''

N0DE-P/B (Codes A.6 and B.4), SIMULATE (Codes A.7 and B.5) .an6PDQ7 (Codes
A.8) and they will be discussed further in the next sectirn. N,0DE-P/B has

.

,

; many variants e.g. SUPERN0DE-P/B is the equivalent Control Data Corr. , product
| and NAI3D-P/B is. the ' equivalent Nuclear Associates International prMuct.

.

| SIMULATE is of partipular interest because its support by the IElectric Power '

Research Institute p.ves 10 the. potential for an even larger number of users <

| than it al ready hn.t ,'
e i, .

,

Although PDQ7 (or, PDQbh can be used as a core simulator fer both PWRs and BWRs #

it has had no such application to BWRs and its use as a PW3 simulator has been
:

| > 1

^
,' i '

,;,
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TABLE 1
' LWR Core Simulators

Code Principal User Reference

A. PWR Codes

''
1 PALAD0N Westinghouse (W) C1
2 ROCS Combustion Engineering (C-E) 01,02

i 3 FLAME 3 Babcock & Wilcox (B&W) M1
3 4 XTG Exxon Nuclear (ENC) S1

/ 5 PREST 0 Scandpower (ScP) S2
6 N0DE-P Utilities, Brookhaven Nat'l Lab (BNL) R1
7 SIMULATE Yankee Atomic (YAEC), Utilities VI
8 PDQ7, PDQ8 Bettis Lab, B&W, BNL P1,P2

B. BWR Codes

1 GEBS (PANACEA) General Electric (GE) WI
2 XTGBWR Exxon Nuclear El
3 PREST 0 Scandpower S2
4 NODE-B Utilities, BNL K1
5 SIMULATE YAEC, Utilities, BNL V1,V2
6 CORE TVA F2

l imi ted . Its widespread use by the industry has been primarily for two dimen-
sional (X-Y plane) calculations needed for fuel assembly or core calculations.
In these applications there is generally no direct coupling between the neu-

gi tronics and thermal hydraulics. Hence, PDQ7 is not an important core simula-
|' tor (primarily because its finite difference algorithm makes computation time

large for a detailed three dimensional calculation); nevertheless, it is an,

important reactor analysis code and hence is discussed below in further detail
along with N0DE-P/B and SIMULATE.

SUMMARY OF CORE SIMULATOR CHARACTERISTICS

Table 2 summarizes the characteristics of PDQ7, N0DE-P/B and SIMULATE. In
'

particular the neutronics and thermal-hydraulics methodology are outlined and'

0 information is given on the burnup calculation and other features of the code
which are of interest to a core analyst. An important difference between PDQ7
and the latter two codes is the use of nodal methods by N0DE-P/B and SIMULATE
which allow them to be relatively fast running. SIMULATE in turn is slower
running than N0DE-P/B; a penalty imposed by the slightly more sophisticated
modeling and the improved features summarized in Table 2. A basic difference
between the two nodal codes is the use of one neutron energy group in N0DE-P/B
and two groups in SIMULATE. Since SIMULATE only treats the thermal group
approximately, however, this is generally referred to as a 1-1/2-group method.

Both N0DE-P/B and SIMULATE rely on user supplied correlations to obtain
i thermal-hydraulic variables of interest. Auxiliary calculations are therefore

; necessa ry. The use of input correlations extends to steam table information
required by the calculation.

'
-

.,
,
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Table ?i

IWR core depletion code characteristics'

PD07 N0nr.P/B SIMULATE

Neutron flux calculation
Geometry Flexiblea X,Y,Z: 1 node / assembly X,Y,7; 1 or 4 nodes / assembly

i Symmetry Mirror, rotational Mirror, rotational Mirror, rotational

Boundary condition fixed flux Core-reflector leakage Core-reflector albedo
Energy groups 1-5 One 1, 1-1/?

Solution algorithm Finite dif fe:encing FLARE nodal method Several nodal options

Searches Control rod position, Soluble boron, Haling Control rod position, power,

poison concentration burnup flow, soluble boron, Haling burnun

Depletion /Fisson products Any user specified Explicit I,Xe Explicit I,Xe,Pn,Sm

linear chain, e.g. Xe, exposure void and control exposure and void history

Sm. actinides dependence history depe ndence

Thermal-hydraulics methodology
Fuel temperature Conduction model or Proportional to powerb Duadratic correlation with

correlationb powerb

Flow distribution Input; cross flow allowed Ouadratic correlation with Linear correlation with
in (R,2) Geometry powerb powerb

-a Coolant temperature / density Uses vapor generation PWR: temperature from PWR: density from quadratic
kJ and slip correlation quadratic correlation with correlation with qualityb
73 quality.h Density from PWR: same as NODE-B

quadratic correlation with
temperature.b RWR: void
fraction from quality usinq
slip correlated with exit
quality and inlet velocity.
Subcooled voids from
correlation.

Other features Flux synthesis Fuel shufflina Fuel shuffling
b

Adjoint flux Incore detector responseb Incore detector response

Incore detector responses Noma 112ation recommended Nomalization recommended
CHFR calculated BWR inlet subcooling, bypass

voiding calculated

AvailabilityC NESC.UCC.CYERBNET EPSC.UCC,CYBERNET EPSC

References P1,P2,53,B1,R2 R1,R3,K1.B2,D1 VI,V2,V3

a Rectanquiar, cylindrical, spherical or hexagonal geometry in 1,2 or 3 dimensions with variable mesh size
b User must supply correlations
c NESC: National Energy Sof tware Center; UCC: University Computina Company; CYBERNET: Control Data Corp; EPSC:

Electric Power Software Center

t



Under "Other Features" in Table 2 it is noted that nomalization of the cal-
culation to measurements made at operating plants is recommended. Although
this diminishes the mechanistic nature of the calculation it has proven to be
important in enabling these codes to be successful as core simulators. Thi s
might not be the case if the codes were used for abnormal situations far
removed from the operating conditions at which they were normalized.

FUTURE TRENDS WITH CORE SIMULATORS

Si'nce current core simulators have a long history of successful application it
seems unlikely that new codes will be writtien or that major neutronic or ther-
mal-hydraulic modeling changes will be incorporated into existing codes. How-
ever, note the exceptions to this. An improved two-phase flow model (L1) is 3

already being incorporated into SIMULATE. Improved methods (based on two- '

group nodal techniques) also exist for the neutronics and, for example, the
method used in the QUANDRY code (G4) could be the basis for a new core simu-
lator.

Instead of concentrating on totally new modeling there may be refinements to
existing models and the incorporation of additional models from auxiliary
codes into the core simulators. Examples of refinements are: making albedos
a function of local water density and having the correction for thermal neu-
tron diffusion dependent on the presence of control blades and void fraction.
Examples of models that exist in auxiliary codes that might be incorporated
include a thermal margin calculation for SIMULATE and a flow distribution cal-
culation for N0DE-P/B or SIMULATE.

Most or che future effect is expected to be in areas that directly affect the
core analyst. Improving the linkage to other codes is very important (L2).
This includes both the streamlining of the data generation process required
for the core simulator and the automatic generation of data by the simulator
for use in neutron kinetics calculations. An allied concern is improved doc-
umentation that provides the user with procedures for generating the data he
needs. There is also an interest in computational speed - of particular in-
terest in codes that may be used for on-line monitoring.

APPLICATIONS OF CORE DYNAMICS CODES

If there is a situation in which the power distribution changes rapidly in
time i.e. the spatial and temporal changes are non-separable, then a code
which uses spatial neutron kinetics must be employed - preferably with cou-
pling to the thermal-hydraulics. For a PWR the most obvious situation in
which this is necessary is a 7d ejection accident (REA). For this accident a
full three dimensional representation is necessary.

In most PWR transients initiated by perturbations in the thermal-hydraulics
(as opposed to a reactivity initiated accident such as the REA) the changes in
the core power distribution are relatively slow and spatial kinetics is not
necessary. Exceptions to this rule can be found. If there is a failure of
control rods to insert after a reactor trip initiated by some transient (an
ATWS event or a stuck rod situation) then the core behavior becomes important :

and spatial kinetics may be necessary. Reference B10 demonstrates this for a
transient initiated by a loss-of-feedwater. In a steam line break in a plant

740.



using a once-through steam generator the rapid depressurization of the primary
and the lack of shutdown in an assembly due to a stuck-rod could cause thermal
limits to be exceeded. However, the evidence as to whether spatial kinetics
is needed (B10,N1) is inconclusive.

In the case of BWRs it is clear that because of the strong coupling between
void and power there are many transients initiated by thermal-hydraulic
perturbations in which spatial neutron kinetics coupled with a thermal-hy-
draulics calculation is necessary. This is certainly the case for ATWS events
and for overpressurization transients. In the latter case reactor trip may be
initiated only when the core is al ready experiencing a power surge. In these
types of transients it is usually changes in the axial power shape that are
significant - frequently the radial shape does not change much. In such a
case a one dimensional neutron kinetics solution may be adequate. If there is
an interest in following the hot channel or if there is only a partial control
rod insertion then a three dimensional representation is necessary.

The reactivity initiated accident of concern in a BWR is a rod drop accident.
As in the case of the REA in a PWR this requires a three dimensional core rep-
resentation or at least an (R,Z) geometry.

MAJOR CORE DYNAMICS CODES

A list of coupled time dependent neutronic and thermal-hydraulic codes is
given in Table 3 for application to both PWRs and BWRs. The principal user,
appropriate references and the number of dimensions in the spatial neutron ki-t

netics formulation is also given. Codes A.1-A.4, A.8, B.1 and B.2 are used by
the five U.S. fuel vendors and, with the exception of MEKIN ( A.3), are not ex-
pected to have further circulation. TITAN ( A.5 and B.5) is a combination of
the QUANDRY neutron kinetics code and the THERMIT thermal-hydraulics code and
is still under development. TWIGL ( A.6) has had limited PWR application and
there is no documentation of any FX2-TH ( A.7) applications. FIESTA ( A.8) is
for the special application of calculating scram reactivity. RETRAN-02 (A.9)
also has not yet been applied to PWRs (with its spatial kinetics option) in a
documented study.

TABLE 3
LWR Core Dynamics Codes

Code Dimensions Principal Usera Reference
_

A. PWR codes

1 HERMITE 3 C-E R4,R5
2 TWINKLE 3 W B3
3 MEKIN 3 B&W, BNL A1,B4,B5
4 XTRAN 2 ENC El
5 TITAN 3 MIT G1,G2
6 TWIGL 2 Bettis,C-E Y1
7 FX2-TH 2 ANL S5
8 FIESTA 1 C-E D2
9 RETRAN-02b 1 EPRI/EI M2

!
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TABLE 3 (cont.) !
LWR Core Dynamics Codes

|

!
l

Code Dimensions Principal Usera Reference

B. BWR Codes

1 ODYNb 1 GE A2,S4
2 COTRAN 2 ENC P1
3 RAMONA-3Bb 3 BNL D4
4 MEKIN 3 BNL A1,B4
5 TITAN 3 MIT G1,G2
6 BNL-TWIGL 2 BNL C2,D3
7 RETRAN-02b 1 EPRI/EI,TVA M2

a See Table 1 for definition of abbreviations. Al so: ANL, Argonne; EI,
Energy Incorporated

b Also models nuclear steam supply system.

Since the applications to BWR safety analysis are more extensive than to PWR
analysis we consider the BWR codes in more detail. We eliminate consideration
of the (proprietary) fuel vendor codes and the TITAN code with which there is
limited experience. In the next section, therefore we consider BNL-TWIGL,
MEKIN, RAMONA-3B and RETRAN-02.

SUMMARY OF CORE DYNAMICS CODE CHARACTERISTICS

Table 4 summarizes the important characteristics of the four codes of interest
for BWR core dynamics. The following text comments on the entries (sequen-
tially) in the table.

Each code has a different set of field equations for the two-phase water sys-
tem. Although a mixture manentum equation is written for RAMONA-3B in the
vessel it is integrated around the flow path resulting in one integrated mo-
mentum equation for each channel through the core. The RAMONA-3B and BNL-
TWIGL fonnualtions are therefore similar by virtue of having a single pressure
for the entire core.

BNL-TWIGL and RAMONA-3B are also similar in that they both use slip correla-
tions to obtain relative phasic velocities. Specifically, RAMONA-3B has two
options (Bankoff-Malnes and Bankoff-Jones) for this correlation and also uses
a fixed bubble rise velocity whereas BNL-TWIGL uses the Bankoff-Jones correla-
tion and no bubble rise velocity. The so-called dynamic slip model in RETRAN-
02 is based on the drift flux fannulation and was not available in the origi-

nal version of the code. (Homogeneous flow or an algebraic slip are also
available in RETRAN-02). Each code has a different subcooled boiling model
indicated by the developer's name in the table.

RETRAN-02 with its 16 heat transfer regimes is clearly more sophisticated than
the other three codes in this regard. Note also that RETRAN-02 is the only
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one of the four codes that allows for superheated steam and a metal-water
reaction.

BNL-TWIGL has no need for a two-phase friction multiplier because it does not
solve a momentum equation. Another consequence of this is that the flow dis-
tribution must be specified for BNL-TWIGL.

The calculation of critical heat flux is done in RAMONA-3B with the RELAP4/
MOD 7 correlation while with RETRAN-02 the user has several options. Both of

I these codes have specific models for post-CHF flow and heat transfer. Al-
though BNL-TWIGL does allow for heat transfer with very high void fractions
that model has not been fully validated for the post-CHF regime.

|

One of the most important distinctions between these codes is the fact that
RAMONA-3B and RETRAN-02 model the entire nuclear steam supply system (NSSS)
whereas MEKIN and BNL-TWIGL model only the core. The inlet flow rate, tem-
perature and pressure therefore must be input into the latter two codes where-
as for the codes that model the NSSS this is calculated by the code using
boundary conditions elsewhere in the system.

Although RETRAN-02 is capable of calculating a flow distribution this is a
moot point since it is a one-dimensional neutron kinetics model and hence it
is most likely that only one thermal-hydraulic channel would be used to repre-
sent the in-channel flow.

The bypass channel can be represented in RAMONA-3B and RETRAN-02 in order to
properly calculate the hydraulic conditions in the core. However, the water
density in the bypass region is not used as feedback to the neutron cross
sections for use in obtaining the neutron kinetics solution.

| The conduction model limitation referred to for BNL-TWIGL is not serious and
results in not knowing the temperature distribution through the pellet. For
RAMONA-3B the limitation is that fuel rod properties (geometry, conductivity

| etc.) cannot be different in different channels.
|

! A hot bundle representation is essential in a one dimensional core code such
! as RETRAN-02 and theoretically should not be necessary with a more detailed

geometry such as is found in the other three codes. Nevertheless, there are
situations when those codes might be used with only one dimension represented,

or with such a coarse radial mesh that a hot bundle calculation would be very I
use ful . |

|

| A major distinction between the four codes with regard to neutron kinetics is
| the use of a finite difference algorithm in BNL-TWIGL and MEKIN as opposed to
| the use of a nodal method in RAMONA-3B and a space-time factorization method

in RETRAN-02. The latter two approaches are meant to improve the computation-
al s peed . The coarse-mesh method in RAMONA-3B (related to the steady state
algorithm used in PREST 0 and SIMULATE) has proven to be relatively fast run-
ning. The fact that albedo boundary conditions are used rather than an expli-
cit reflector also helps improve the computational speed of RAMONA-38. The
space-time factorization method used in RETRAN-02 has had successful applica-
tion in FX2-TH and FIESTA but little experience has been collected to deter-
mine whether it will be more efficient for BWR applications than, for example,
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TABLE 4
:Core nynamics Code Characteristicsa

BNL-TWIGL MEKIN RAMONA-3R PETRAN-02

Core Thermal Hydraulics

Field Eqns - number 3- 3 4 3
Mass- Mixture Mixture Vapor, Mixture Mixture
Energy Li ould ,Va po r Mixture Mixture Mixture
Momentum No Mixture Mixture Mixture

Relative Phasic Velocities Bankoff-Jones Homogeneous Bankoff-Malnes/ Dynamic Slip
'

(BJ) Slip (RJ) Slip

Subcooled Boiling Lellouche Levy Rakstad lellouche/
Zolotar

Heat Transfer Regimes 3 2 4 16

Two-Phase Friction
Multiplier No 3 Options Ye s 3 Options

CHF Calculation No No RELAP4/ MOD 7 4 Options

Post-CHF Modeling Some No Yes Yes

Superheated Steam No No No Yes

Inlet Conditions Input Input Cal culated Calculated

Flow Distribution input Cal cul ated Calculated Calculated

Bypass Channel No No Yes-Not coupled Yes-Not coupled
~ to nautronics to neutronics

Conduction Model Only average -- Only one rod --

Limitations pellet temp. type

Direct Energy Deposition Clad & Coolant Coolant Coolant & Bypass Coolant A Rypass

Metal-Water Reaction No No No Ye s

Hot Bundle No ib No Yes

a See text for explanation

!
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TABLE 4 (cont.)
aCore Dynamics Code Characteristics

BNL-TWIGL MEKIN RAMONA-3B RETRAN-02

Neutron Kinetics

Dimensions (Geometry) 2:(R,Z)b 3:(X,Y,Z)b 3:(X,Y,Z)b 1:(Z)

Energy GroupsC 2 2 1-1/2 2

Delayed Neutron
Precursor Groupsc 6 6 6 6

Solution Algorithm Finite Finite Nodal Method Space-Time
Difference Di fference Factorization

Boundary Conditions Zero Flux Zero Flux, Albedo Zero Flux
or current Al bedo

Miscellaneous

d No F(t ,t) F[t ,P(t),t] F[P(t),t]Decay Heat o o

U,T ,TFU,T .T(,N ,C ,Feedback Dependence' UTT,U,T .Tp, CC X BC FC
N (E UEig

Reactivity Edits Yes Yes No No

Single or Multiple
Rod Groups Per Channel 14J1 tiple Single Single Multiple

References
Modeling C2,03,Y1 A1,84,R6 88.89,D4 M2.M3
Application /
Qualification C3,C4 B7,CS B6,D4 F1,G4

a See text for explanation
b Reducible to one dimension
c Maximum number
d Pre-transient operating time, t ; time, t; instantaneous power, P(t).o

Moderator density, U; coolant temperature, T ; fuel temperature. Tp; xenon number.e c
density, N ; boron concentration, C ; exposure, E; void history, U '

X B E

I

,

!

!

|
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a finite difference method. Note also that RAMONA-3B uses a 1-1/2 group
method while all the other codes use a two group method.

Three of the codes have models for decay heat whereas BNL-TWIGL which was or-
iginally designed for fast transients has none. The models in RAMONA-3B and
RETRAN-02 are suitable for the analysis of ATWS events because the decay heat
is a function of instantaneous power _whereas the decay heat model in MEKIN is

{for shutdown situations.
!

All four codes allow for cross sections to be a function of the three thermal- ;hydraulic variables moderator density and temperature and fuel temperature; !
although in most BWR transients the dependence on moderator temperature can be
neglected . RAMONA-3B an'd MEKIN also allow for the cross section to be a func-
tion of the equilibrium xenon concentration. RAMONA-3B is the only code in
which the cross sections may depend on boron concentration - essential for
considering ATWS events. Although the cross section may also in theory be a
function of exposure and void history in RAMONA-3B, the practice at BNL has
been to use data that represent the reactor at a fixed point in the fuel cy-
cle.

In a single channel core representation it is necessary to be able to repre-
sent more than one bank or group of rods in a dynamic way. Without this cap-
ability the rods can only be represented as all in or all out. With this
capability (as in BNL-TWIGL and RETRAN-02) the rods are represented with a
control rod density between zero and one which varies axially depending on the
rod pattern. Having this capability may also be important when the radial
dimension is represented in a coarse fashion.

FUTURE TRENDS WITH CORE DYNAMICS CODES

Of the four codes considered for BWR analysis it is clear that the NSSS codes
RAMONA-3B and RETRAN-02 have an advantage over the other two codes. The
fomer code can be used for the rod drop accident and both codes can be used
for system transients. MEKIN is too long running and does not offer any
advantages over RAMONA-38 to be used for BWR calculations. BNL-TWIGL can only I

be used at BNL and again does not offer any significant advantages over
RAMONA-38. Although these four codes have been highlighted in this paper,
work on the advanced code TITAN is progressing and results of that effort will
be watched closely to detennine whether TITAN or a similar advanced code can
replace any of the existing codes.

The major emphasis in the near tenn with RAMONA-38 and RETRAN-02 is expected
to be further code assessment in order to delineate the limitations and cap-
abilities of the codes. Separate effects tests, numerical benchmarks and
plant data will be used. This process has already identified deficiencies
which can be remedied. The application of the codes to accident analysis is
also important as it identifies dat reactor behavior is expected and con-
sideration can then be given to whether the modeling for that specific be-
havior is adequate.

'Changes to the core thermal-hydraulics in RAMONA-3B that have already been
identified include the improvement of the calculation under reverse flow
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conditions and the addition of channel dependent fuel rod types for the heat
conduction calculation. Naturally, with both RAMONA-3B and RETRAN-02 there
will be many modifications that relate to the thermal-hydraulics outside of
the core - indeed these problems will be the major preoccupation of future
code development. New thermal-hydraulic modeling will also be important for
improving computational speed.

Although there has been considerable research in recent years to develop dif-
ferent nodal methods for solving the neutron kinetics equation it is not clear
in these times of limited resources if there is sufficient incentive to re-
place the method used in either code - and in the process give RETRAN-02 a
three dimensional neutron kinetics capability. The major motivation would
have to be considerably faster computational speed. There is some motivation
to enable RAMONA-3B to automatically calculate one dimensional (1D) cross sec-
tion data from a three dimensional steady state (RAMONA-3B) calculation in or-
der to expedite the use of the code in a 1D mode for certain transient analy-
sis. Analysts interpreting results from both of these codes would benefit by
having reactivity edits available.
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VALIDATION OF RECORD / PREST 0 AGAINST GAMMA SCAN

AND EXPERIMENTAL V0ID LOOP DATA

S. Bdrresen
Scandpower Inc. , Bethesda, Maryland

and

H. K. Naess
Scandpower A/S, Kjeller, Norway

SUMMARY

This paper describes results of validation of the FMS program PREST 0
(Reference 1) against the Hatch y-scan data, using lattice physics data
from RECORD (Reference 2), and against experimental void loop data (Reference 4).

PRESTO is the 3-D LWR simulator program with coupled neutronics and thermal
hydraulics models. RECORD is a 2-D fuel assembly homogenization and burnup
code.

The basic reactor physics model of RECORD has been independently bench-
marked against available critical lattice experimental data, isotopic
analysis data, gama scan data, and other special measurements.

RECORD / PRESTO applications in numerous core follow studies have rendered
a significant amount of comparisons with in-core detector measurements, such
as TIP and LPRM recordings.

The Hatch gama scan results were analyzed with the objective of qualifying
both the 3-D nodal power distribution model of PREST 0 as well as the in-
assembly local power distribution predicted by combining the results of
RECORD and PRESTO. The total nodal standard deviation between measured and '

calculated La-140 distributions was 6.4%.

Comparisons of axial pin-power distributions for the wide-wide and the
narrow-narrow corner pins for selected Hatch assemblies showed very good
agreement.

The combined neutronics and thermal hydraulics model of PRESTO relies on
methods derived from first principles of reactor physics and thermal hydraulics
with no artificial adjustment of the modelling to improve the overall agree-
ment with plant data.

Independent qualification of the thennal hydraulics model was obtained by
analysis of the FRIGG experimental void loop data. The measurements were
performed in a full scale, electrically heated mock up of a BWR fuel assembly
with surrounding flow channel. A total of 31 different experimental condi-
tions, covering the typical BWR operating range of power, flow and subcool-
ing data, were analyzed with PREST 0's thermal hydraulics model.

The standard deviation between calculated and measured void, for a total of
243 points, was 2.1%.
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HETh0D OF ANALYSIS, HATCH GAMMA SCANS

This analysis of the Edwin I. Hatch gamma scan data was perfonned by Scandpower
as part of a general benchmarking effort of PREST 0 using RECORD lattice physics
data. The work was funded by members of the European FMS User Group, Institutt
for Energiteknikk, Norway and Scandpower A/S, Norway.

Gamma scan measurements of 106 bundles of the initial Edwin I. Hatch BWR core
were performed by General Electric at E0C-1 in a program jointly sponsored by
EPRI and GE.

Seventy-five of these bundles comprised a complete octant of the core. The

additional 31 bundles were located in four-bundle cells, around real or pseudo
instrument locations symmetric to those in the octant.

All 106 bundles were measured at a minimum of 12 axial positions corresponding
to the midpoints of the odd numbered PRESTO nodes. Partially controlled bundles
were measured at additional positions in the vicinity of the control blade tip.

Six bundles were measured at 24 or 27 axial elevations to obtain a detailed
profile of the axial La-140 shape. Four of these were disassembled for single
rod scanning to obtain local power distribution measurement.

The uncertainty in the measurements was determined from repeated measurements
of the standard bundle. The total uncertainty in nodal La-140 intensity quoted
was 1.7%.

The reactor operation through the first cycle was simulated with PREST 0 with
the objective of predicting the E0C La-140 distribution for comparison with
the corresponding measured distribution.

The calculation was carried out using 33 burnup steps. Operating data, charac-
terizing each step, were obtained from Reference 5.

All core dimensional data, and core specific thermal hydraulic parameters, re-
quired for the PRESTO core model were obtained from Reference 5.

A complete nuclear cross section data bank was generated with RECORD based on
the published fuel design data.

The data bank consisted of the following:

- Two group macroscopic cross sections, diffusion coefficients pin-
power peaking factors as functions of burnup, exposure weighted
void and instantaneous void.

- A perturbed cross section set, assuming 15% void in the water gaps
at 70% in-channel void. (No water gap voidage at 0% and 40% in-
channel void.)

The perturbed dataset was used to account for bypass flow boiling caused by
plugging of the bypass flow holes in the core support plate. This dataset
was used after the core average burnup had reached 4000 MWD /TU corresponding,

!
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approximately, to the time when the bypass plugging was performed. The re-
activity effect of the assumed water gap void fraction (15%) was 0.8% ok at
70% in-channel void.

-

Coefficients for the influence of control rods, xenon, Doppler,
samarium and spacer grids on the basic cross section set.

The xenon, Doppler and samarium models in PRESTO account for differential effects
relative to the corresponding equilibrium values. The control rod and spacer
grid effect are included as additive terms to the thermal group absorption crosssection.

A 1/4-core, symmetric, core model was set up to generate the reflector boundary
conditions at EOC-1. First, an approximate E0C condition was obtained by run-
ning through the 33 burnup steps with a 1/4-core model using typical BWR re-
flector boundary conditions. Then, the ALBM0 procedure (an option within
PRESTO) was used to generate a specific set of boundary conditions for the E0C
condition. The latter data was not significantly different from the data used
in the 33 burnup steps. Then, the 33 burnup steps were recalculated using a
1/2-core model with the specific reflector data derived as explained above.

The 1/2-core model was used to enable exact representation of all control rod
patterns associated with each of the burnup steps.

The nodal distribution of Ba-140 was automatically tracked through the 33 steps
and the E0C distribution was saved on a file for comparison with the correspond-ing experimental La-140 distribution.

Detailed simulation, using an option in PRESTO where each burnup step is further
subdivided into time steps, was perfomed for the last three months of operation
to assure proper integration of the Ba-140 nodal concentration distribution.

Comparison of Calculated and Measured La-140 Distributions

The time from the reactor was shut down to the actual measurement was suffi-
ciently long to justify the assumption that the measured La-140 intensities
were in equilibrium with the corresponding Ba-140 concentrations. Thus the
two distributions would be proportional.

In order to compare calculated and measured data, normalization was performed
in the following way:

The calculated nodal Ba-140 concentrations were normalized to unity over all
nodes, N, of the 75 fuel assemblies in the core octant:

h. octant calc * I O)

A nomalization factor, c, was defined for the measured data:

c I P =1 (2)measN, octant
The nodal standard deviation (a) was calculate / using the RMS prescription.
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The top nodes (no. 24) were excluded in the calculation of the standard devia-
tion, since only a few assemblies were actually measured at this elevation.

The standard deviation thus calculated was 6.4%. Separating controlled and
uncontrolled nodes, the following result was obtained:

Type of Node # Nodes Std. Dev. (%)

Controlled 290 6.4

Uncontrolled 1435 6.5

Total 1725 6.4

An overview of the nodal comparison for all bundles of the core octant is
shown in Figure 1. Examples of individual bundle plots are shown in Figure 2.

Bundle-wise ratios between calculated and measured, axially integrated curves
are shown in Figure 3. This representation illustrates the average radial,
or bundle power, comparison. Excluding three bundles where a normalization
problem was suspected, the following statistics were obtained for the bundle
power comparison:

# Bundles Average Ratio Std.Dev.(%)

Rodded bundles 22 1.012 1.8

Unrodded bundles 50 .992 1.8

Core periphery bundles 8 1.005 1.0

Core interior bundles 64 .997 1.9

Total 72 .998 1.8

Comparisons of calculated and measured axial, pin-wise, La-140 distribution
were performed for four different fuel pins (the narrow-narrow and wide-wide
corner pins of assemblies, Nos. 373 and 393).

The calculated pin-wise axial distributions were obtained by multiplying the
nodal distributions calculated by PRESTO with pin-to-node power peaking fac-
tors obtained from the RECORD data bank. Peaking factors for each axial node
were calculated by interpolating to the nodal exposure and exposure weighted
void among the values tabulated in the data bank. Different sets of peaking
factors were used for the rodded and the unrodded condition. Results are
shown in Figure 4.

,
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In general, very good agreement was obtained in comparing calculated and
measured axial La-140 shapes. Although not shown in this paper, it was found
that the calculated La-140 distribution agreed well with the calculated E0C
power distribution. Thus, the conclusions drawn are valid fo the power dis-
tribution as well.

The discrepancies seen may be grouped into two categories, as follows:

o In the center region of the core, where the power distribution
is relatively flat, with a tendency to double hump, the measure-
ment shows a depression of the " bottom hump," which is not seen
in the calculation. This may be due to inaccuracies in the calcu-
lated E0C exposure distribution resulting from approximations in
power distribution modelling during the cycle or due to unidentified
problems with the experimental data,

o A slight over-prediction of the power peak is observed for some of
the sharply top peaked distributions in the outer region of the core.
This phenomenon does not correlate with control rod insertion, and
is probably related to exposure distribution inaccuracies.

The following observations and conclusions are made:

o The influence of partially inserted control rods (both deep and
shallow insertion) on the axial power distribution in surrounding
fuel assemblies is very well predicted by PRESTO. This is true for
the four assemblies immediately adjacent to the control blade, as
well as for those located in the next " ring" away from the blade.
Both power shape and the rodded-to-unrodded power step are in good
agreement with measurement.

The axial power shape in the throttled periphery bundles (seeo
Figure 1) are as good as in the unthrottled bundles.

The general agreement between calculated and measured " bundle power"o
is very good.

o There are no systematic radial tilts.

o Periphery bundle power is calculated with the same precision as
core interior bundles.

o Rodded bundle powers are in good agreement with measurements.

In general, the pin-wise axial shapes are well reproduced.o
Especially, the ratio between the power levels in the " rodded"
and "unrodded" portions of the pins agrees very well.
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COMPARISON OF CALCULATED AND MEASURED AXIAL VOID DISTRIBUTION

The FRIGG void loop experimental data (Reference 4) were analyzed with the
objective of obtaining qualification of the themal hydraulics model of
PREST 0 independently of any neutronics to thermal hydraulics coupling.

The measurements were performed in a full-scale coolant loop containing
electrically heated, BWR mockup, fuel rods. The operating conditions of the
experiment covered a wide range in power, flow rate and subcooling. The loop
operating data, expressed in percent of typical BWR bundle operating data, is
shown in Table 1.

Table 1. FRIGG Loop Operating Data in Percent of Typical BWR Data

Pressure 96 - 98%
Power 50 - 120%
Flow rate 30 - 140%
Subcooling 100 - 400%

A total of 31 different experimental conditions, involving various combina-
tions of operating data were analyzed with the thermal hydraulics model of
PRESTO.

Results showing calculated and measured axial void profiles for typical cases
are shown in Figures 5 and 6.

The total, point-wise standard deviation (RMS) of the difference between cal-
culated and measured void was 2.15% with an average deviation of 0.58% void.

Statistical analysis was also performed for each of three data groups obtained
by subdividing the data according to flow range. These results are shown in
Table 2.

Table 2. Average Deviation and Standard Deviation in Percent Void,
PREST 0 Hydraulics Model Versus FRIGG Void Loop Data

# Cases Average Dev. (%) Std. Dev. (%)

Low flow 12 0.28 1.75
Nomal flow 13 0.33 1.95
High flow 6 1.76 3.10

Total 31 0.58 2.15

The point-wise correlation between calculated and measured void data is shown
in Figure 7. The linear regression slope coefficient of the correlation is
0.97 demonstrating very good agreement over the investigated void range
(0-80% void).
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CONCLUSIONS

Results of comparisons of PRESTO with experimental gamma scan data and with
experimental in-channel void data both show agreement close to the experi-
mental uncertainties.

The applied model is independent of any reactor specific adjustment and is
therefore well suited for true predictive calculations.

With previous uncertainties in the thermal hydraulics model largely removed,
it is concluded that the void feedback effect on the neutronics model, as
reflected in the axial power shape, is well represented based on RECORD
lattice data. ,
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TITAN: AN ADVANCED THREE-DIMENSIONAL NEUTRONICS/ THERMAL-HYDRAULICS

CODE FOR LIGHT WATER REACTOR SAFETY ANALYSIS
>
'

D.P. Griggs, M.S. Kazimi, A.F. Henry
Department of Nuclear Engineering

g Massachusetts Institute of Technology *

ABSTRACT

The initial development of TITAN, a three-dirensional coupled neutronics/
thermal-hydraulics code for LWR safety analysis, has been completed. The
transient neutronics code QUANDRY has been joined to the two-fluid thermal--

hydraulics code THERMIT with the appropriate feedback mechanisms modeled. A
detailed steady-state and transient coupling scheme based on the tandem tech-
nique was implemented in accordance with the important structural and operational
characteristics of QUANDRY and THERMIT. A two channel sample problem formed the
basis for steady-state and transient analyses performed with TITAN. TITAN
steady-state results were compared with those obtained with MEKIN and showed
good agreement. Null transients, simulated turbine trip transients, and a rod
withdrawal transient were analyzed with TITAN and reasonable results were
obtained.

INTRODUCTION

A state-of-the-art code capable of calculating three-dimensional steady-state
and transient neutronics and thermal-hydraulics has been developed. The code
has been named TITAN [1], an acronym for t_hree-dimensional jntegrated t_hermal-
hydraulics and n_eutronics.

The TITAN ' code was developed using existing programs for the calculation of core
thermal-hydraulics and neutronics. The THERMIT code [2] was selected for the
thermal-hydraulics portion and the QUANDRY code [3] was selected for the neu-
tronics portion. The two codes were combined and the appropriate feedback
mechanisms were modeled. Neutronics and thermal-hydraulic calculations are per-
formed in tandem for a representation of a nuclear reactor core in three-dimen-
sional Cartesian coordinates. The core model consists of calculational volumes
having horizontal cross sectional areas equal to that of a fuel assembly.
Either PWR or BWR cores may be modeled. Transients may be initiated by pertur-
bations of cross sections or of the coolant flow, temperature, or pressure
boundary conditions. Feedback is calculated by approximating the nuclear
cross sections as linear functions of fuel temperature, moderator temperature
and moderator density.

THERMAL-HYDRAULICS

The thermal-hydraulics portion of TITAN is THERMIT, a two-fluid thermal-hydraulics
code capable of performing steady-state and transient analyses of water-cooled
nuclear reactors in three dimensions. The two-fluid model uses separate partial
differential equations expressing conservation of mass, momentum and energy for
each individual fluid phase (liquid and vapor). As a result, both thermal and
mechanical noneauilibrium between the phases can be modeled. The fluid dynamics
model is a distributed resistance (or porous body) model and is well suited for
either subchannel or core-wide analyses. Both PWR and BWR models may be ana-

* work supported by ~.ston Edison, Northeast Utilities, Yankee Atomic, PSE & G,
and LILCO.
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lyzed in Cartesian coordinates. THERMIT can handle complex fluid dynamics con-
ditions, such as natural circulation, blowdown, flow reversal and phase separa-
tion. A heat transfer package is included which can determine appropriate
regimes based on a complete boiling curve. A flexible fuel pin model solves
the radial conduction equation for fuel temperatures, with one average fuel rod
modeled per node. . Built in correlations for temperature dependent fuel and
clad properties as well as a variable gap heat transfer coefficient model are
options in the fuel' pin calculation.

In addition to having an advanced two-phase flow model, HERMIT also has a very
flexible and reliable solution method. A semi-implicit technique is used which
is a modification of the I.C.E. method [4]. This method is not limited by the
speed or direction of the flow and is thus well suited for severe transients.!

However, there is a stability limit on the allowed time step size, governed by
the Courant condition:

f (1)At < ,

max

where AX is the mesh spacing and V*65arantees convergence of the numerical
is the largest fluid velocity. The semi-

implicit transient solution scheme
method (provided a real solution exists). An important restriction of the
method is that the steady-state conservation equations cannot be solved directly.
As a result, there is no convenient way to generate a steady-state solution with
THERMIT. Steady-state solutions are obtained by running an unperturbed trans-
ient from an initial guess of thermal-hydraulic conditions. This procedurc
eventually results in a solution which changes little from time step to time
step.

THERMIT pemits considerable flexibility in the specification of boundary condi-
tions. Either pressure or velocity boundary conditions may be specified at the
inlet or outlet. Inlet temperatures and void fractions are also required by
THERMIT. These boundary conditions may have arbitrary radial shapes. During
a transient, time-dependent forcing functions can be applied to the top and
bottom boundary conditions and to the inlet temperatures. The forcing functions
apply a constant multiplier to the given steady-state boundary conditions, thus
retaining the initial spatial profiles.

The THERMIT code has undergone considerable testing and verification [2,5].
The combination of a two-fluid model with suitable constitutive relations and
a reliable numerical method allows for the most detailed analysis of two phase
flow currently available and offers the possibility of being more generally
applicable and more accurate than other models.

NEUTRON KINETICS

The neutronics portion of TITAN is based on the QUANDRY code [3], which uses an
analytic nodal method to solve space-dependent reactor transients. The two-group
diffusion theory approximation to the neutron transport equation is utilized and
the reactor is modeled as an array of homogenized regions (or nodes), for which
equivalent diffusion theory parameters must be determined [6]. The nodal method
uses node-averaged fluxes as the primary unknowns rather than calculating fine
mesh fluxes and then averaging to give node-averaged fluxes. Given that the
homogenized two-group parameters can be determined, the only approximation made
is that the neutron leakages in each node transverse to the Uth direction (U =
X, Y, or Z) can be represented by a quadratic function of the coordinate U.
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The coefficients of these quadratic functions are determined iteratively as
part of the flux solution, obviating the need for user-supplied adjustable para-
meters or albedoes.

A considerable amount of computational time is saved by the nodal approach.
Indeed, the computational efficiency of QUANDRY has been shown to be at least
two orders of magnitude greater than that of finite difference methods [3].
It was this characteristic that made QUANDRY an excellent choice for a coupled
code. In addition, QUANDRY has proven to be highly accurate for both static and
transient solutions. The accuracy of QUANDRY has been tested extensively by
comparison with the results of numerical benchmark problems [7].

|

The QUANDRY solution method provides for direct calculation of the static and
transient nodal neutron diffusion equations. Thestatic(steady-state) solution
procedure performs the eigenvalue search with or without thermal-hydraulic
feedback. Transients are initiated by cross section perturbations or variations
in core inlet flow or inlet temperature. Each node may be perturbed by an
instantaneous cross section change or by a single continuous linear perturbation
over a specified period of time. A cusping correction is applied to cross
section changes of this type [7]. The "0" time integration method allows the
transient equations to be solved explicitly, implicitly, or any combination of
these.

COUPLING METHODOLOGY

The coupling methodology used in TITAN was devised after reviewing other coupled
codes and after considering many of the important characteristics of QUANDRY
and THERMIT. A review of other coupled codes indicated that most of them use
some form of the tandem coupling method, in which the neutronics and thermal-
hydraulics calculations are performed alternately, with feedback information
passed between each segment as required. This approach seemed particularly
appropriate for TITAN since QUANDRY and THERMIT were completely independent
codes having rather different solution schemes. The basic philosophy behind the
development of the coupling strategy was that the common support functions,
such as input, restart, initialization and editing, would be integrated while
the dissimilar computational functions would be linked only by the feedback
information.

TITAN was designed to operate in two modes: steady-state and transient. As a
result, there are two coupling schemes employed. For a steady-state calculation,
the static neutronic solution of QUANDRY is linked to the transient THERMIT
solution. For a transient calculation, the transient neutronic solution of
QUANDRY is linked to the transient THERMIT solution. As a result, TITAN has
been programmed to operate as a two step, interactive process. When a steady-
state solution has been obtained, the calculation is terminated by the user and
the steady-state conditions are stored on a disk file. The transient calcula-
tion is a separate problem, beginning with reading the initial conaitions from
the disk file. This two step method allows the user to monitor the steady-
state convergence and ensure that an appropriate set of initial conditions are
used in the transient calculation. In addition, a number of transient calcula-
tions can be done using the same steady-state solution.

For both the steady-state and transient modes of operation, the links between
neutronics and thermal-hydraulics are the two sets of feedback information.
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The neutronics portion of TITAN provides the nodal powers which drive the heat
transfer calculation, while the thermal-hydraulics portion provides the para-
meters necessary to calculate the nodal neutron cross sections. The nodal cross
sections are assumed to have a linear dependence on the node average fuel
temperature, moderator temperature, and moderator density. The macroscopic
cross section of type a for node (1,j,k) is calculated by an equation of the
form:

BE DI* a c c* a I f
T(1,j ,k) - T f T(1,j ,k) - T *g

"(1,j , k) , g"(1,j ,k)
, ,

c
BT BT

,,

''

3Eg c c*
(2)G(1,j,k) - C ,cgg

c Iwhere T and T are node average coolant and fuel temperatures, respectively,
and cc is the node average coolant density. Quantities marked with * indicate
user-supplied reference values. Reference cross sections and feedback coef-
ficients are supplied for each unique neutronic composition. A linear rela-
tionship of this type can describe cross sections accurately over limited
ranges of temperatures and densities. However, the current version of TITAN
assumes that the linear functional form is valid over the entire range of
thermal-hydraulic variables so that, if the reference cross sections and
partial derivatives are known, the thermal-hydraulic feedback model can be
completely specified. A second feedback model in which the moderator density
contribution is represented as a quadratic function is being added to TITAN.
The feedback logic requires that the same geometric model be used for both
neutronics and thermal-hydraulics calculations.

STEADY-STATE OPERATION

The major task of the TITAN steady-state coupling methodology is to provide
a mechanism for generating a set of neutronic and thermal-hydraulic parameters
which correspond to a steady-state condition for the reactor modeled. The
code uses the static neutronics solution method of QUANDRY in tandem with the
THERf1IT solution method to accomplish this task. The approach used is to per-
form periodic static neutronics calculations while the thermal-hydraulics
solution is converging. Each static neutronics calculation uses the latest
thermal-hydraulic data (and corresponding cross sections) as its starting
point and converges to a steady-state solution with no feedback updates. No
external perturbations are applied to either the neutronics or thermal-
hydraulics. This approach takes advantage of the speed and economy of the

i QUANDRY static solution method and recognizes that convergence of the thermal-
hydraulics solution is the more difficult and time-consuming process. Conver-
gence is attgined wgen the flow and energy balances have been attained to the
order of 10 to 10~ and the nodal powers are nearly constant. The number of
thermal-hydraulic time steps per static neutronic calculation can be varied
as the convergence progresses. The utility of this feature is that the

, frequency of neutronic calculations can be matched to the rate at which the
l feedback paramaters are changing. Hence, the user may quite appropriately
( use one thermal-hydraulic time step per static neutronic calculation initially
' and increase to ten thermal-hydraulic time steps per static neutronic calcula-

tion during the latter stages of convergence. Judicious use of this feature
can reduce CPU time as much as 50% without affecting the results.
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An important subsidiary task of the steady-state mode of TITAN is the process-
ing of input data. This task is one of the support functions that was consoli-
dated when THERMIT and QUANDRY were merged. In addition to the usual geometri-
cal data, neutronic data and boundary conditions that one might expect to
provide as input, the solution method of THERMIT requires that a set of ini-
tial thermal-hydraulic conditions be supplied by the user. These initial con-
ditions include the pressure, void fraction, vapor temperature, and vapor axial
velocity for each node. If, as in TITAN, a heat transfer calculation is being
performed, the initial clad surface temperature for each node is also required.
.The user must therefore determine appropriate initial conditions from some
auxiliary calculation or simply make a reasonable guess. Experience with
THERMIT has not shown that there is much sensitivity of running time or steady- i
state solution to these initial conditions. However, it seemed likely that
the convergence of TITAN might be more sensitive to the initial conditions,
since the fuel temperatures, moderator temperatures, and moderator densities
are also feedback parameters. Therefore, a simple thermal-hydraulics model
[8] was incorporated into TITAN to eliminate the need for providing these
initial thermal-hydraulics conditions as input. The model assumes homogeneous
equilibrium flow, neglects pressure drop, and models the fuel with a lumped
capacity approximation. This simple model is capable of supplying reasonable
initial values for the average fuel temperature and the average coolant tem-
perature, in each node. The pressure and axial vapor velocity must still be
supplied.

The TITAN code is designed to be used interactively, with the user controlling
the operation remotely at a terminal. The steady-state coupling procedure
takes advantage of this fact, allowing the user to monitor and alter the con-
vergence procedure. An outline of this procedure is as follows:

1) Read in input data from an on-line data file. Free format is used;

data arrays are placed in a large container array and a pointer sys-
tem is used to locate individual subscripted variables. This permits
object-time dimensioning, if desired.

2) Perform initializations. The initial thermal-hydraulic conditions
are calculated with a simple model and the initial cross sections
are calculated.

3) An entire static neutronics calculation is calculated with the cur-
rent cross sections. No feedback updates are performed during the
static convergence.

4) The nodal powers are calculated and these are passed to the thermal-
hydraulics segment.

5) A thermal-hydraulics calculation is performed for one or more unper-
turbed time steps (time step size determined by the code). The
average nodal thermal-hydraulic feedback parameters and the new cross
sections are calculated.

6) The current transient time is checked to see if the end of the cur-
rent time domain has been reached. If the time domain end has not
been reached, return to 3) and continue until the end of the time
domain. If the end of the last time domain has been reached, the
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code will do one of two things, depending on the input option selected.
One option is for the calculation to end, writing the steady-state
conditions on a disk file if desired. The other option is for the
user to be prompted at the terminal for additional time domain infor-
mation to continue the convergence procedure. If the energy and
flow errors displayed at the terminal indicate satisfactory conver-
gence, the user can end the calculation, saving the steady-state
conditions on disk file for a transient calculation. If not, the
specification of new time domain information will continue the pro-
cedure (return to 3).

This procedure is summarized in Figure 1. It has been demonstrated for the
| problems analyzed that this tandem method converges to a good steady-state

solution with a reasonable amount of computational effort.

TRANSIENT OPERATION

The primary task of the transient coupling logic in TITAN is to provide the
necessary structure to permit the neutronic and thermal-hydraulic analysis of
a variety of types of transients. The transients of interest may be initiated
by changes in reactivity, core flow rate, inlet temperature, reactor pressure
or combinations of these. Proper coordination of thermal-hydraulic and neu-
tronic time steps is also required.

The tandem coupling scheme developed for TITAN uses a staggered approach in
which it is assumed that the transient is initiated by either neutronics or
thermal-hydraulics. The first transient time step is calculated for that
segment of the code, subject to the user-supplied forcing functions and with
no feedback contribution included. Following this initial time-step (or time-
steps), the relevant feedback information is calculated and, together with
any applied forcing functions, constitutes the perturbation which is applied
in advancing the other segment to the same transient time.

As in the steady-state mode, transients are designed to be run interactively.
Steady-state conditions must have been previously generated and stored on an
on-line disk file in order to do a transient analysis. Additional input data
required includes time-dependent pressure and flow boundary conditions and/or
cross section perturbations. Cross section perturbations may be applied
instantaneously or over a continuous time interval. Only one cross section
perturbation per node is allowed during a transient. For the initial coupling,
it was assumed that the neutronic and thermal-hydraulic time steps were
identical. The transient procedure is as follows:

1) Read common blocks and container array from steady-state disk file,

2) Read transient input from data file,

3) Perform any needed initializations,

4) Calculate the time steps, subject to Courant numerical stability
limitations and user-supplied upper and lower bounds,

5) Determine whether the transient is initiated in the neutronics seg-
ment or in the thermal-hydraulics segment. If neutronics, go to 6).
If thermal-hydraulics, go to 7).

i
'
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6) Perform one complete feedback loop, beginning with the transient
neutronics calculation. Calculate the new nodal powers and update i
these in the thermal-hydraulics calculation for the same time period.

!Calculate the average feedback parameters and the new cross sections.
lGo to 8) '

7) Perform one complete feedback loop, beginning with the thermal-
hydraulics calculation. Calculate the average feedback parameters
and new cross sections. Perform the transient neutronics calcula-
tions for the same time period. Calculate the new nodal powers and
update them in the thermal-hydraulics segment.

8) Check for the end of the current time domain. If the end has not )been reached, return to step 4). If the time domain has ended, the
calculation ends or the user is prompted for new time domain infor-
mation.

CODE APPLICATIONS

A) Sample Problem

A sample problem was devised to serve as a basis for preliminary applications
of TITAN. The problem consists of two adjacent part-length (1.524m) boiling
water reactor fuel assemblies. Each assembly is controlled by an independent
homogeneous control rod. A zero flux boundary condition on one vertical face
produces large horizontal flux tilts. The sample problem is partitioned into
20 nodes, 10 in each channel, and has seven different neutronic compositions.
The cross sections and feedback coefficients were obtained from Rodriquez-Vera
[9], as was a steady-state solution produced with the MEKIN code [10]. This
problem was intended to provide a useful model for the testing, debugging and
verification of the TITAN code. The important descriptive parameters pertain-
ing to the sample problem are given in Table 1. All analyses presented in
this article relate to this sample problem.

B) Steady-State Results

The TITAN code was applied to the sample problem and successfully obtained
a converged steady-state solution. A MEKIN solution to the same problem was
provided by Rodriquez-Vera. The TITAN analysis used constant fuel and clad
thermal conductivities and gap heat transfer coefficients in order to dupli-
cate the MEKIN analysis as closely as possible. Figure 2 shows the axial
power shapes calculated by MEKIN and TITAN. The TITAN results compare well
with those obtained by MEKIN. Slight differences in the powers in the top
nodes reflect the fuel temperature feedback effect. The built-in thermal-con-
ductivities in TITAN were lower than those used in the MEKIN analysis, result-
ing in higher average fuel temperatures in the TITAN analysis. The higher
average fuel temperatures in the TITAN analysis depressed the power slightly
in the upper nodes. In all other respects, the two codes showed good agree-
ment.

C) Transient Results
Several preliminary transient results have been produced with TITAN. All of
these used steady-state results calculated for the sample problem. A set of
null transients were performed for both boiling and non-boiling problems.
These indicated that the solution procedure could maintain the steady-state
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TABLE 1

Sample Problem Characteristics '

|

1 Total power 6077.6 kw

i Number of fuel assemblies 2

Assembly length 152.4 cm

Number of fuel rods per assembly 64
.

3Average fuel power density 366.38 w/cm

Average linear heat generation rate 9.496 kw/ft

Fuel rod diameter 1.226 cm

Clad thickness .0813 cm
I'

Gap thickness .0114 cm
''

Inlet temperature 548 *K'

Total flow rate 31.703 kg/s

Channel 1 flow velocity 1.946 m/s

Channel 2 flow velocity 2.511 m/s
' Outlet pressure 7.136 MPa

2Channel flow area 93.5 cm

Channel 1 control rod insertion distance 76.0 cm

| Channel 2 control rod insertion distance 121.6 cm

4

,

i

1
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in the absence of applied forcing functions. A simulated turbine trip trans-
ient analysis was successfully perfomed. Time-dependent inlet flow and out-
let pressure forcing functions were applied to drive the transient. The two-
assembly " reactor" was initially at full power. No scram was modeled. Figure
3 shows the forcing functions and the calculated reactor power as a function
of time during the transient. The magnitude and duration of the power peak
are similar to those obtained for real reactors [11], though no solution exists
against which the TITAN results could be checked. Nevertheless, the results
seem reasonable, as the power rise closely follows the inlet flow boundary
condition.

A control rod withdrawal transient has been analyzed with TITAN and prelimi-
nary results obtained. The transient consists of a continous withdrawal of the
Channel 2 control rod at a rate of 1.276 m/s. This withdrawal rate removes the
rod entirely in 1.0 seconds. The transient was designed to be a benchmark

Icalculation for three-dimensional coupled codes [9]. The preliminary results
obtained with TITAN cannot be conclusively judged, since no reference solution
for this problem exists to date. However, the analysis serves to show that
the logic for a neutronically initiated coupled analysis has been exercised.

SUMMARY

TITAN, a three-dimensional coupled neutronics/ thermal-hydraulics code, has been
developed. The code combines the nodal neutron kinetics code QUANDRY with the
two fluid nonequilibrium thermal-hydraulics code THERMIT. A tandem coupling
methodology and a linear feedback model allows TITAN to perform steady-state
and transient analyses of LWR cores in three dimensions. Several steady-state
analyses have been performed with good results. Comparison of TITAN results
to those obtained with MEKIN shows good agreement. A few preliminary transient
analyses indicate that the transient coupling methodology is reliable, though
further evaluation is needed. The combination of state-of-the-art models both
for neutronics and thermal-hydraulics in TITAN offers the promise of both
accuracy and generality of application in LWR safety analysis.
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Figure 1: Steady-State Coupling Strategy
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THE NEUTRON KINETICS AND THERMAL-HYDRAULIC

TRANSIENT COMPUTATIONAL MODULE OF

THE NEPTUNE SYSTEM : CRONOS

A. Kavenoky, J.J. Lautard
D6partement des R6acteurs & Eau

Service d' Etudes des R6acteurs et de Math 6matiques Appliqu6es
Centre d' Etudes Nucl6aires de Saclay
91191 Gif sur Yvette Cedex (France)

1. INTRODUCTION

The NEPTUNE system had been designed to provide all the computational modu-
les needed for a PWR calculation including design fuel management and
reactivity accidents ; NEPTUNE provides 2D transport assembly calculations
and steady state diffusion con.putations in ID, 2D, 3D geometries. The steady
state diffusion modules include standard finite difference codes and speci--
fic modules using the finite element method. The most recently added module
is devoted to steady and transient calculations needing coupled neutronics
and thermal-hydraulics calculations : it is named CRONOS (|1 to 7|).

CRONOS accounts for detailed transient calculations : at each time ati,, the

moderator density and the fuel temperature are determined by a refined ther-
mal-hydraulic calculation ; these parameters are used as feed-back in the
neutron-kinetics equations. The treatment of the 3D space dependent kinetics
equation is based on the finite element method.

This paper is divided into four parts : $ 2. presents the finite element
treatment of the neutron kinetics equation, 5 3. is devoted to the thermal-
hydraulic model implemented in Flica 3 and to the numerical treatment, 5 4.
briefly describes the ARIANE data processing system specially designed for
NEPTUNE and in the last part numerical results are presented for a full
size rod ejection calculation for a 900 Mwe PWR (Fessenheim 2).

2. FINITE ELEMENT APPROXIMATION OF THE NEUTRON KINETICS EQUATION

The well-known time dependent neutron diffusion equations is used under the
standard format :

83$1 E=VD V $g - Etg $g + r g,+g $g,E
V at g

8 g'=1

G L

g, $g, + Xg A C+X (1-6 ,) V E g g gg g

g'=1 i=1

-A (t-s)[ \-A t t g
C (r,t) = C (r) e + e B ,VI disg g g f 8' ,

kg'=1 g/

th
In this formula C (r,t) represents the density of E group of precursors.g
In order to solve this system of equations a finite element representation
of the flux spatial variation is used :
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N

&g(r, t) = a (t) P (r) (1)i

i=1

P (r) is a finite element basis and aig(lopped basis is presentedi t) are the expansion coefficients ;
in the next paragraph the specially deve

.

2.1. The spatial finite element basis |8|

For this calculation, the 3D reactor core,is divided into rectangular paral-
lelepiped elements : on each slement the flux is expanded over a truncated
polynomial basis. A large number of polynomial approximations are provided
from which the more used are the Lagrange basis : in 3D the Lagrange basis
provides a factorized polynomial basis :

j=3
.

JP (r) = I I| P (x )1 i 1 j
j=1

Foreachvariablex*,theusermaychoosethedegreeofthepolynomialPf
,betweenIand3;cfteelementsavailableinCRONOSarepresentedin52.1.3.

The weak form of the diffusion equation involves integrals of products of
the basis functions :

d.= P (x) P (x) dx (2)13 1 J

|

V P (x) . V Pk(x) dx (3)S.=
13 1 J

Two major improvements have been added to the standard calculations : choice
of a basis reducing the number of terms to be accounted for and numerical
integration.

I

2.1.1. Refined basis
kIn order to fasten the numerical solution, the Pi polynomials are chosen in

order .to minimize the number of M{j non equal to zero : our basis beeing
factorized the treatment is presented in ID. If the standard Lagra
nomialsareused(correspondingtothenodes)notanyalementofMggepoly-is-

1equal to zero : inourtreatmentthepolynomialscorrespondingtotfieedges
of the element core kept and the other are replaced by orthogonal linear
combinations of themselves which are chosen to be orthogonal to the first
two ones,

k
Figure I presents the third order M j matrix corresponding to the standardi
and modified basis : the number of terms is reduced from 16 to 6.

- - ~ ~

* *** **

* *** **

* *** *

* *** *
_ _ _ _

k bStandard Lagrange M . Matrix Modified M j Matrix
(ID - 3rd orded) (ID - 3 rd order)
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2.1.2. Numerical intsgration providing supsr-convargtnce

The standard finite element method is based on analytical calculation of
Eqs (2) and (3) ; some theoretical attempts had shown that better results
may be obtained if these integrals are computed using Gauss formula ; all
the polynomials of our basis beeing of the same order q, the Gauss formula
using q integration points had to be ured. This formula integrates ri-
gorously polynomials of order 2 q-1 ; the Sh matrix is exact but an inte-
gration error remains for M}j (the order of the integral beeing 2q).

Some theoretical results have proved that this procedure gives a super-
convergence on the function gradient at the Gauss points. Our experience
may shown that this superconvergence is also achevied on the function it-
self.

For instance,for the third order polynomials, the 3 point Gauss formula is
used for the choice of the basis (the polynomials are defined to be ortho-
gonal using the non rigorous numerical integration scheme).

2.1.3. Set of implemented elements

The 3D elements are product of 2D xy elements by ID axial elements :

a) Two-dimensional finite element
LINEAR
- Linear Lagrange (LL4)

- Linear Lagrange with numerical integration X (LL4#)

'

:

o e o (PL9)- 9 nodes standard Lagrange
=

- Orthogonalized Lagrange with numerical ~

t (PL9#)integration 2 ~

~

CUBIC

- 16 nodes standard Lagrange (CLl6)

- Orthogonalized Lagrange with numerical : :
" **

integration } (CLl6#)

b) Axial elements

LINEAR

| - Linear Lagrange : : (LL2)

: X e (LL2#)- Linear Lagrange numerical integration'

l

1

i
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PARABOLIC

- 3 nodes Lagrange : : : (PL3)
~

- Orthogonalized Lagrange-Numerical integration : (PL34):

2.2. Representation of the og (tl

For the numerical calculation the interval [0,T] is divided into S time steps
[t ,t g] and :

18(t) = af e (t) + af w +1(t)tc [tP,tP+1] a.
ig P 18 P

module,P(wo) optioE a(re) provided :
Where w t and w t are polynomials defined on [tP,t +1]. In the CRONOS

t P

a) w (t) = 2 (t) w (t) = E (t)p p

Where R and E are the linear functions with value of I (resp. 0) at tp ,

and 0 (resp. 1) at t : this representation is the standard Crank Nicholsonj
scheme.

b) w (t) = 0 w 3 (t) = 1
This scheme provides the standard Backwards Euler formula.

2.3. Numerical resolution

With the finite element spatial representation of 5 2.1. and the time repre-
sentation of 6 2.2. , the linear system to be solved may be written as :

+ .+
A ,a y p p=-A a +R (4)

.+
In this equation, the vecgor a denotes the expansion presented in Eq. (1)

Pfor the flux at time t is a source vector representing the neutron yiel-
ded by the precursors.p, R

ep

If the total number of spatial unknowns is N and the number of energy groups
is G, the order of the matrix A is NxG : the block structure of a matrix Ap p,

is given in Fig. 2.

W WW 4%
(k kk Source Matrix

Diffusion Matrix

kk kk Diffusion Matrix

/ after CholeskiA ( decomposition

Fig. 2 - 2 groups, 4 planes. Matrix Structure
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Each diagonal block is corresponding to a plane of the axial discretization.

The numerical solution is performed using a special Block-SOR method. The
diagonal blocks corresponding to each plane are solved and an outer itera-

2tion is performed and accelerated by minimization of the L remaining.

The solution of the linear systems involved in the diagonal blocks is compu-
ted by the LDU algorithm.'

2.4. Cross section representation

CRONOS being devoted to transient calculations for PWR, accurate represen-
tation of the thermal hydraulic feedback are mandatory : cross sections
depend explicitly on the fuel temperature and moderator density.

In CRONOS, tables of cross sections depending on any number of parameters
may be stored as NEPLIB : for usual computations, at least three parameters
are accounted for : irradiation, fuel temperature and moderator density. At
run time the macroscopic cross sections corresponding to the state of each
element are interpolated in these tables and a few less important isotopes
are stored as microscopic cross sections (i.e. Boron or Xenon).

The APOLLO module of the NEPTUNE system provides an automatic generator of
these NEPLIB libraries : in one APOLLO run a complete NEPLIB is determined
depending on any number of parameters.

3. THE THERMAL-HYDRAULIC TRANSIENT MODULE FLICA AND THE COUPLED CALCULATIONS

,

3.1. The FLICA 3 model

A special version of the subchannel analysis code FLICA 3 had been intro-
duced in CRONOS for steady state and transient calculations.

Starting'for the diffusion finite element geometry, vertical channels are
defined as sets of cylindrical regions of the reactor ; for example a chan-
nel may be one or a few fuel assemblies ;each channel is divided vertically
into cells.'

The thermal-hydraulic model of FLICA 3 is based on a generalization of the
standard HEM model.

A set of balance equations are used for each cell :
- mass balance equation
- vertical momentum balance equation

projection of the momentum balance equation on the axis orthogonal to the!

| cell interface

I - mean energy balance equation.

A second energy equation is added for the treatment of subcooled boiling :
it is the liquid energy equation.

z directionA standard finite difference discretization is applied in the
and the equations are solved level after level.

The results of the FLICA calculation are maps of fuel temperature and mode-
rator density : they are used as state variables for the diffusion calcula-

| tion.
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3.2. Coupling of neutron kinetics and thermal-hydraulic calculation

The CRONOS system is implemented using a special data, processing language
named ARIANE (described in 5 4.) which allowes the user to define himself
the iterative procedure ; for the first calculations a complicated iterative
scheme had been used and now the simple procedure described below has proved
to provide a sufficient accuracy.

a) The thermal-hydraulic state being given at time t, a neutron kinetics cal- -

culation is performed for a time step 6t assuming steady cross sections.
r

b) The thermal-hydraulic calculation is done assuming a linear variation of
the power distribution during 6t.

For design calculations this procedure gives accurate results : these results
will be presented in 5 5.2.

4. THE ARIANE DATA PROCESSING SYSTEM

The CRONOS modules are managed by the ARIANE data processing system which
has been designed to make easier development, maintenance and operations of
scientific programs : ARIANE is divided into three elementary functions :

a) A pre-compiler processses a super-set of FORTRAN allowing virtual memory
simulation (LAGD translator) and the OTOMAT library is used at run-time to
perform the storage management.

b) A dynamic loader is used at run time to loa 4 one by one,the binary mo-
dules which are called and to solve the external references : using the dy-
namic loader.no linkage-editor step has to be run and no overlay. to be built.

This dynamic loader allowes to call any module which is stored in a' direct
access library,

c) The logical chaining of the computation modules is controlled by the
ARIANE language : the user submits to the ARIANE compiler a program descri-
bing the logical algorithm to be performed and the compiler output is exe-
cuted. The ARIANE system had been designed for IBM computers running under
OS/VS1 or VS2 ; a Cray version running with COS had been generated and is now
operational.

The use of the ARIANE in CRONOS cancels any limit on the size of the pro-
blem to be solved and allowes the user to define himself his solving algo-
rithm.

5. NUMERICAL RESULTS

The CRONOS code is currently running on IBM and Cray I computers ; a very '

refined full size calculation had been done on an IBM 3033 computer ; it
is presented in 5 5.2. A simpler benchmark had been run on Cray 1 in order to
measure the efficiency of this computer for LDU calculations.

5.1. Benchmark calculation
i

The efficiency of our routines had been measured on IBM and.Cray.I computers :
a linear system of order 1296 with a half matrix of 48545 stored terms was
solved 800 times.

1
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The computing time on IBM vss 104.91 s and on Cray 1 it wts 9.82 s : in.this
way the Cray computer is 10.7 times faster than the IBM one.

In this calculation the total number of floating point operations performed
is about 157.4 x 106: the measured power on this benchmark is about 1.50 Mflops
for the IBM and 16.03 Mflops for the Cray I computer.

These numbers allow to assume that the CRONOS resolution is 10 times faster
on the Cray.

5.2.Rodejectioncalculation|9|

A 3D rod ejection calculation had been performed for the Fessenheim 2 reactor
at beginning of cycle 2 ; all the control rods were inserted at their opera-
tionnal position for a power of 1 MWth ; the most efficient totally inserted
C control rod is ejected in 0.1 s.

The ejected rod being on a symetry axis of the reactor,one half of the reac-
tor was described : a mesh grid of 17x9 modified parabolic Lagrange elements
were used in xy and 20 linear elements axially,the 2D reactor map is given on
Fig. 3. The cross sections were represented by a two group NEPLIB.

Fig. 4 presents the axially averaged steady state power distribution. Fig. 5
the mean axial power distribution at time t=0. Fig. 6 is a representation of
total power of the reactor during the transient. The maximum power achieved
is 4200 MWth at time t=0.32 s. At this time the element peak factor is 6.3 :
the plane power distribution corresponding to this peak is given on Fig. 7
(plane z = 295).

The axial variation of the power distribution for the peak time and the
peak assembly is plotted on Fig. 8 and the fuel temperature for the same
conditions are presented on Fig. 9.

Finally the mean axial power distributions are given on Fig.10 for various
times during the transient.

6. CONCLUSION

The CRONOS module of the NEPTUNE system has proved to provide an efficient
computation tool for coupled neutronic and thermal-hydraulic transients. The
complete rod ejection calculation has needed 8 CP hours on IBM 3033 ; 72%
of the time was used in the iteration part of the computation (5.76 h). The
28% remaining are sequential calculations very difficult to vectorize (2.24 h).

The computing time for the same calculation on Cray may be estimated as :
Iteration 5.76 h on IBM speed ratio 10.7 + 0.54 h
Remaining 2.24 h on IBM speed ratio 3.0 + 0.75 h

The total computing time may be about 1.3 h on Cray 1.

In this way CRONOS allowes to perform refined 3D kinetics calculation for
.

standard design work.
|

|

,

I
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SIMULATION OF SELF-LIMITING POWER TRANSIENTS IN ENRICHED NUCLEAR
REACTOR CORES USING A THERMODYNAMIC NON-EQUILIBRIUM

AXIAL FLOW MODEL FOR THE WATER COOLANT

A.W. Dalton '

't Australiep Atomic Energy Commission, ,

'l Lucas HdghtqResearch Laboratories >, t

'~
,# Lucas Haights, NSW, 2234, Australia
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ABSTRACT '( ,

t e,
, a

| The computer code NAIADQ has been'developdd to investigate the behaviour of
water steam-mixtures' subjected to induced' rapid changes in pressure or enthalpy: ,

such as those which can occur in power transients and loss of coolant accidents
in water-cooled nuclear reactors., 4

'

3 ., i

i The effects of thermodynamic non-equilibrium are acconnodated in the model~by an '

g

equation which specifies the rate at which mass is transferred between the two
i phases. To compensate for the deviation from the equilibrium rate of vapour $ /'

generation it is assumed that the water can superheat, that the density and /*,

_

: enthalpy of the vapour are at saturation and that the two phases mix homogen- 5

eously. -,

At present, the capabilities of the' code extend only to the description of
i reactivity-induced power transients'in water-cooled nuclear reactors which

h ,j utilise enriched 235U fuel in the form of thin metal plate arrays. For this the:
code is coupled to a point neutron kinetics and reactivity feedback subroutine.*

Good agreement was obtained between the calculations and published measurements
over a wide range of coolant conditions, including thos6 fn which steam gener- +

1 ation was ' observed. '

< ; L ,e,

': OBJECTJYES AND PRINCIPLES OF METHOD USED o
r

e
,

: This paper describes a model for simulating the course and consequences of non-
| destructive reactivity accidents in experimental vater-moderated nuclear reactor g

cores. It is basically a coupled neutron kinetics-hydrodynamics-heat transfer '
-

,

| model which uses point kinetics and one-dimensional thermal-hydraulics equations. '

|

In this model the core is represented as a single fuel channel operating in the
! mean core flux with mean core coolant flow. The physical behaviour of the

coolant as a function of time and axial location in this channel is modelled by,

a set of equations for the conservation of the mass, momentum and energy of the'

| water-vapour mixture and the conservation of the mass of the vapour at a number
of nodal points along the flow path. It is assumed that the two phases are
mixed homogeneously, are at equal pressure, have equal velocities and that th$
vapour is always in a saturated state, the liould being allowed to superheat.

Coupled to these equations is a 5t< 4 f ed heat transfer model which determines
the partitioning of the enerav Pcar ted in the fuel between the fuel element

, and the coolant fluid. In :rr re siling regime; heat transfer is represented
by either a transient condt t.on r, mrced convection model. When the water
adjacent to the fuel surfach reaches Saturation} a surface boiling model is used
to calculate the heat transfer. The associated increased rate of the latter is

i described in terms of the rapid propagation bp a superheated temperature front
into the coolant. It is assumed that vapour is generated in this expanding
superheated layer at a non-equilibrfum rate.1 i

,

t

I
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The energy generation rate in the fuel is calculated from the instantaneous
values of the excess core reactivity using a point reactor kinetics model. The
excess core reactivity at any instant is derived from the sum of the initial
excess reactivity changes produced in the core region up to that instant by the
energy input to the system. The reactivity feedback mechanisms included were
fuel rod expansion, and changes in the moderator density and neutron temperature
in the core region.

The conservation equations are represented as a set of partial differential
equations which are solved numerically using a first order, finite difference |

method, the time-space mesh for the latter being defined by the nodal points and |
the sequential time steps used in the calculations. Because the method used is istable for all time step sizes, the latter are continuously varied in response

,

to specified criteria for accuracy requirements in the calculations. The solu- I
tion to these eq=tions, which form the bulk of the calculations, yield the fuel i

-

surface temperature and the state properties of the coolant at each nodal I,

position at each time step.

3 Data produced by these numerical calculations are used in the analytical pre ,
diction of the movement of the temperature front in the coolant and also the
rate of vapour generation in the superheated region behind it at each node,

during each time step. The total reactivity feedback was also estimated at the
end of each time step from the changes in the channel properties predicted by
both the finite difference calculations and the analytical vapour generation
model.

DETAILS OF THE CALCULATIONS

The Hydraulics Model

The axial flow of the coolant along the channel is described by four conser-
vation equations, similar to those proposed by Zuber |1|, The quantities in-
volved are vapour mass, mixture mass, mixture momentum and mixture energy. These
equations, together with the following assumptions, permit thermodynamic non-
equilibrium effects of the coolant to be calculated:

(i) the vapour is always in a saturated state, the liquid is allowed to
superheat;

,

(ii) the two phases are. homogeneously mixed;

(iii) the pressures in the two phases are equal; and -

.

(iv) the mass-transfer rate between the two phases is proportional to their
area.of contact and the deviation of the liquid temperature from its
saturation level.

The conservation equations are one-dimensional in the axial direction, z, of the
flow path, and variables at each axial position are expressed in terms of the
averages of the local mixture properties over the flow area. The equations are

(i) Vapour Mass

a(Cp) + I1 a(CW) _ r (1)at az
-

,
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(ii) Mixture Mass

8P- + 1$ = 0 (2),

at a az

(iii) Mixture Momentum

f + f h + h + F + pg sin e = 0 (3),

(iv) Mixture Energy

ah(pH-P+h)+h-pq+Wgsine=0 (4),

| The assumptions are incorporated into a set of constitutive equations.
Note: The set notation appearing in this paper is defined in the appendix.'

(a) The properties of the vapour phase are a function of pressure alone, that
is

T (P), etc. (5)y(P). T ==p p y sy

The piapert.les of the liquid phase are a function of both the pressure and
the enthalpy in the sub-cooled region and this is assumed to be the case
also in the superheated state, hence

L(H P) and T = T (H ,P), etc. (6)"
pl P L L L L

Taoles containing the properties of water, including an extrapolation into
thesuperheatedregion,arestoredinasequentialdataset|2|. In the
NAIADQ code the state properties of the two phases are obtained from these
tables by interpolation.

(b) The assumption of homogeneous flow allows the properties of the mixture to
be expressed as linear combinations of the two phases, for example

N)CH3y + (1 - C) HLH =
*

'c' Because the vapour phase is assumea to be at saturation, all interphase
energy transfer mechanisms are implicitly included in the vapour generation
equation. The only heat transfer mechanism required by the code is an
overall wall to coolant correlation of the form

(8)f(X,Tp3)h =
.

(d) The pressure drop resulting from frictional losses for turbulent flow of
~

any liquid in a pipe is given by Fanning's formula

2 (g)F Kfpu=
,

where K f L/De for straight pipes; (10)=
f

where f is a function of the Reynolds number (G De/p), various relation-
shipsbeingusedtocoverawiderangeofvalues|2|.

!
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Heat Transfer

To calculate the power distribution between the fuel and the coolant, a one-
dimensional fuel model is used in which

Q - A dT /dt (11)q =
FC

.

h(TFC - T ) = h (TFC - Tp3)where q =
T L p

h (Tp3-T) (12)=
L

h h /(h + h ) (13)and h =
T p p .

The fuel surface temperatures and the heat transfer to the coolant fluid were
estimated from these relationships, in each of the time step cycles of the
finite difference calculations.

Non-boiling heat transfer

For zero or low mass flow (Re <2000), heat is assumed to be transferred by
thermal conduction. For Re >2000, the flow is assumed to be turbulent and heat
to be transferred by forced convection.

The transient thermal conduction model is based on slab geometry and an expon-
entially rising heat flux;

2 B S/(B S/tanh(B S) - 1) (14)h = x ,

(p c/x r )1/2 (15)where B =
.g

For turbulent flow, a number of forced convective surface heat transfer cor-
relations were used, all having the form

K(x/De) Re" Pr* (16)h =
,

where '.he value of the constant K and the indices n and m depend on the option
used|3|.
Boiling heat transfer

When the fuel surface temperature exceeds the saturation temperature of the
coolant, the surface heat transfer correlation of Forster and Zuber |4| is used:

h = 0.0015 (x/R) Re .62 Pr 33 (17)o 0
NB

,

where Re and Pr are the Reynolds and Prandtl numbers for the ' flow system'
associated with the bubble agitation in the superheated layer at the fuel cool- 1

ant interface. A correlation taken from Redfield |5| was used to estimate the
heat flux at which a departure from nucleate boiling occurred.

|Selection of heat transfer correlation

Selection of the heat transfer correlation to be used in the equations at a
given nodal point at any given time is based on the following:

1
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(1) If the fuel surface temperature is less than the saturation temperature of
the water, a non-boiling correlation is automatically used in the calcu-
lations. If Re >2000, the code automatically selects the forced convective
option giving the largest value for h.

(2) When the fuel surface temperature calculated on the basis of the non-
boiling option used in (1) exceeds the saturation temperature of the water,
surface heat fluxes are calculated for both the non-boiling and boiling
boundary conditions. If the heat flux for nucleate boiling is the greater,
then it is used in the calculation; if it is smaller, then the non-boiling
value of h is used. The temperature at which the switch to nucleate boil-
ing occurs is referred to as the trigger temperature for vapour generation.

Vapour Generation Model
.

Propagation of the temperature front

When the fuel surface temperature exceeds the saturation temperature of the
water, it is assumed that a temperature front is propagated into the water,
normal to the fuel surface, coincident with the large increase in the heat flux
associatedwiththeswitchfromnon-boilingtoboilingheattransfer|6|.
From the time ti at which this occurs, the layer of water behind this temperature
front is assumed to absorb the total surface heat flux and that its temperature,
T (t), is assumed equal to that of the fuel surface. The distance advanced by
the temperature front, X(t), measured from the fuel surface, at any later time
t, is given by

L(t) c (t) - {T (t) - T (t ))P L L L ix(t)
(18)*

S p (t) c (t) . (T (t) - T (t )}
.

L i

The fuel surface temperature and bulk coolant properties used in this equation
are obtained during each time step cycle of the thermal-hydraulics calculations.
The specific heat c and the density p of the superheated water are obtained
fromstandardfunctionsinthecode|7.
Vapour generation

When the temperature of the superheated water reaches the trigger level, the
bubbles which form at the surface of the fuel begin to grow, become detached,
then rapidly increase in size. The rate at which vapour is generated is assumed
tobegivenbytheformula|8[

i
.

N" (I ~ "x)(T R (T -T)$ (19)r =A 3U x 3 3
.

To produce vapour generation when the trigger temperature is exceeded, a ' seed-
ing' value, for a, of 1 x 10-4, is used in the calculations.

Reactor Kinetics

The time dependent behaviour of the reactor power is determined by using the
KINETsubroutine|9|availablewithintheNAIADQcodetosolvethereactor

l kinetic equations:
i

: d t) = k(t)(1 - s) - I h+{AC(t) (20)$$ ,
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= k(t)s -AC (21)j j j .

The delayed-neutron data used in these equations |10|, which include a condensed
representation of the D20 photo-neutron data of Bernstein |11|, are also avail-
able within NAIADQ.

The neutron multiplication factor k(t), is coupled to the temperature distri-
bution in the fuel channel via the heat transfer correlation equation and is
given by

t

k(t) = ko + ak(t) (22).

A value for ok is calculated at each nodal point along the flow path in each
successive time step cycle. The nodal contributions are spatially weighted and
summed to yield the total value of Ak in a given time step. In the non-boiling
regime, the effects include fuel plate expansion, moderator expansion and neu-
tron temperature changes in the core region,

ak(t) i AT + B2 ATL + B apL/P ; (23)B=
FS 3 0

in the boiling region, the feedback is augmented by the decrease in the density
of the expanding superheated layer and the generation of steam voids.

'

APx / x) APLxak(t) 3 y 1y (24)B ATp3 + B AT +B m+ +=
i 2 .

Boundary Conditions

In the present finite difference scheme, two boundary conditions are required,
for the equations of mixture mass and momentum, throughout the simulation of a
transient and independent of the direction of fluid flow. These may be speci-
fied in terms of either the pressure or the flow rate at one end of the flow
path. For the equations of mixture energy and vapour mass, boundary conditions
are required only when the direction of flow is inward. For these equations,
the number of boundary conditions can be 0 (outward flow at both ends), 2 (in-
ward flow at one end, outward at other end) or 4 (inward flow at both ends).

During a transient, the number of boundary conditions required can vary if
changes occur in the flow direction of the coolant at the ends of the flow path.
When flow reversal occurs, the code automatically adjusts the number of boundary
conditions required.

Time Step Control

The magnitudes of the time steps used in the NAIADQ calculations are selected on
the basis of the maximum changes, in either P or H over all nodes, that the user
considers to be acceptable. The overall maximum and minimum time step size and
the maximum increase to be allowed in successive time step cycles must also be
specified.

COMPARISON WITH EXPERIMENT

Experimental Principles

The capabilities of the model have been checked against a series of experimental
_

798.



.

powertransientsontheSPERTIIreactor|12|. In these tests, the reactor core
was subjected to very large and rapid power changes by the injection of a range
of excess core reactivities. The low heat capacity and the high thermal con-
ductivity of the thin, metal fuel plates ensured that the changes in the fuel
surface temperatures were also large and in phase with the power changes. The
range of initiating conditions used in the tests ensured that the coolant was
subjected to transient heat transfer conditions covering both the non-boiling
and the boiling regimes. The excess core reactivity, which was measured con-
tinuously throughout the transients, provided a sensitive indication of the
rapid physical changes which occurred in the water coolant.

Experimental Details

The SPERT II fuel plate consisted of a fuel alloy section, 62 mm x 0.51 m x 610
| m, enclosed by cladding, 69 m x 0.51 m x 640 mm. These plates were assembled

in parallel arrays, separated by 24 m, in square sectioned fuel boxes with 760
| m sides. The number of fuel plates per box was 18 and the number of fuel boxes

in the core was 68, this being denoted in SPERT nomenclature by B18/68. The
core structure was imersed in heavy water contained in a 3m o.d. reactor vessel.

The close packing of the fuel in this core caused it to be very undermoderated,
such that the maximum flux was at the boundary of the core, the ratio of the
maximum to mean core flux being 2.5:1. To provide an indication of the fuel
surface temperatures reached in the region of the maximum flux, thermocouples
were located on fuel plates at the core boundary close to the axial mid-plane.

Power transients were initiated by the rapid ejection, of a centrally located
control rod, from the core to bring the reactor into the required supercritical
state. In all the transients the initial reactor power was low enough so that
the control rod movement was completed before a significant amount of energy was
released in the core. During the transients, both the power and the fuel surface
temperatures were measured continuously.

The core of 68 fuel channels was represented axially by a single flow path
operating in the mean flux with mean coolant flow rate. The geometrical pro-
perties of this channel were represented one-dimensionally at 11 axial points
along its length, the fuelled section being defined by seven equally spaced
(0.087m) nodes. The geometrical and physical properties of the materials

I needed for the calculations were taken from reference 12. The boundary
' conditions for pressure were specified as constant at both ends of the flow path

throughout all transients. Constant values of enthalpy and quality were speci-
fied initially at the inlet end.

I

! Experimental Results

In this paper the numbering system of reference 12 is used to identify the
transients. The test conditions are specified in Table 1 and a comparison of

| the calculated and measured values of some parameters at peak power is given.
The observed changes in the magnitudes of these parameters reflect the increas-
ing contributions arising from surface boiling heat transfer effects, which are
more efficient than non-boiling mechanisms, in terms of reactivity feedback per
unit energy released in the fuel.

The measured time dependence of the reactivity compensation after peak power I

was used to determine the rate of vapour void formation in all the transients.
Table 2 lists the data relevant to the calculated vapour generation for all the
transients in which the trigger temperature was exceeded. The wide variation in
the generation rates is reflected in the contribution to the reactivity compen-
sation arising from the vapour voids which are formed in the coolant. For the

- |
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TABLE I

COMPARISON OF EXPERIMENTAL AND CALCULATED DATA
.

Mass Inverse Initial Core Power (MW) (g/t, e,,,Run Pressure Flow Period Temp.** ggp,)
(kg s ) ( s- 1 ) (K) Expt Calc. Ratio Empt Calc. Ratio

i 8 0.110 0 2.17 295 16 17 0.95 2.32 2.13 1.09'

9 0.110 0 4.40 295 42 39 1.08 2.09 2.40 0.87
10 0.110 0 6.30 295 106 108 0.98 1.51 1.62 0.93| 11 0.110 0 9.07 295 189 195 0.97 1.39 1.41 0.99
12 0.110 0 11.4 295 237 270 0.88 1.45 1.39 1.04
13 0.110 0 13.5 295 287 351 0.82 1.47 1.35 1.08

14 2.58 0 3.5 293 38 37 1.03 2.01 2.00 1.01
15 2.58 0 5.5 295 79 88 0.89 2.08 1.96 1.06| 16 2.58 0 4.0 295 47 48 0.98 2.01 2.00 1.00
17 2.58 0 6.4 294 97 126 0.77 1.96 1.91 1.03
18 2.58 0 10.3 295 241 318 0.76 1.71 1.73 1.01

20 1.48 0 10.0 295 - 298 - - 1.67 -

21 1.48 0.37 11.0 295 266 261 1.02 1.64 1.60 1.03
23 1.48 1.2 11.0 295 265 268 0.99 1.72 1.61 1.07
25 1.48 3.0 11.0 297 257 273 0.94 1.81 1.61 1.12
26 1.48 6.0 10.0 300 263 273 0.96 1.15 1.64 1.06
39 1.48 12.0 9.5 313 248 239 1.04 2.09 2.06 1.01

TABLE 2 se

MAXIMUM VALUES OF. VAPOUR GENERAT'ON 2.s -

PROPERTIES DURING THE TRANSIENTS
_

,

\

Run Gen r ion Void Compe at ($) ' " ' - - - " - -
No, Fraction r -i.e -b9 "'' 3 ' ,I

{ ca -

varatetsarron

Voidage Total
r

EE$' " .10 1.5 0.34 2.57 3.15 E . .

E
.s, .

11 2.4 0.52 3.93 5.42
12 3.3 0.65 4.91 5.81 4.s . -
13 4.2 0.71 5.37 6.64

-L O
18 0.036 0.0004 0.003 2.42 as i.e i.6 i.e z.:

20 0.100 0.0024 0.0018 2.36 '

''
21 0.094 0.0022 0.0017 2.42
23 0.079 0.0019 0.0014 2.41
25 0.068 0.0017 0.0013 2.40

'\,
n' \

E \
;

"

no-flow tests at atmospheric pressure j \ .

(Runs 10-13), the voidage fonnation a' '' -
. . ,

accounts for the major part of the
total measured reactivity feedback.
This is illustrated in Figure 1, where ,

the calculated power and reactivity ".. i., ,,, ,, ,,

changes, both with and without vap- Tim t.)

ourisation are compared with the
measured data for run 12. The main FIGURE 1: EFFECTS OF VAPORISATION
effect of an initial forced coolant,

flow rate on the reactor power (runs
23, 25, 26 and 39) is seen in its behaviour after the first power peak in Figure
2 (where the lines correspond to the calculated, and the points to the measured
data). Both the post-power level and the damping of the power oscillations are
observed to be greater, the larger the initial rate of coolant flow. The calcu-
lations reproduced these features quite well.
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The calculated vapour gen:raticn rates
.

and void ratios at axial nodes 3 to 9 ''

,,,, ny ,,,,, ,,,are shown in Figures 3 and 4 for run 12.
The whole core vapour generation rates g5W %g,,

n= =c
in the supercritical transients (runs
10 - 13) correspond to a range of values ! *,m

-
22,

.rN,_
*a .from 90 to 250 litres per second, the j i' s/ /,gtsame order of magnitude as the rates e

'

B'' \- a

fittedbyConnolly|6|totheSPERTI i= ./ i.2

transients. For the remainder of the i
,

transients listed in Table 1 in which
~,8

"

,

vapour generation occurred the voidage
,

accounted for only a very small fraction ''es
,~

i.s 2.s ssof the total reactivity compensation """)
(Table 2), vapour generation being
suppressed in these t'ests by the higher FIGURE 2: POWER CHANGES IN FLOW TESTSi

pressures and turbulent flow. The
difference between the total reactivity compensation and that arising from
vapour voids is accounted for by the reactivity feedback from changes in the
density of the water, the temperature of the fuel and the neutron temperature inthe core region of the reactor.
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The calculations also produced a detailed description of the time dependence ofi

the coolant flow rates induced in all the transients. With zero initial flow
and large vapour generation rates the flow behaviour is quite complicated,i

Figure 5 (run 12). A significant flow out of both ends of the channel is
1

6. 0 I7

I# " '' ,I y g.g . s.- ,,

f.., *'~,
'

~, ,i $a,,,g ,, , _ , .

-,

E' ' ' 1 ' , .

|, , ,/ [ l.6 . f\'

#8 , . . . *, . a #
a:: e

gg ,/ '

I. . TNhe!Ewt fem 23

\1; j 1.2 -

#-2. 0 - is,f
u

3 INLET END

1.2 l.6 1.6 1.8 2.0 1.0 3.6 1.8 2.2 2.6 10ELMMO 11rE. KC5 ELMMD Tine. Mc3

FIG. 5: PREDICTED MASS FLOW RATES FIG. 6: PREDICTED MASS FLOW RATES
'

801..



produced initially by the generation of vapour within it. The subsequent rapid
conder.sation of the vapour produces a flow reversal at the inlet end and an
ultiaate convective flow rate up the channel. The dependence of the induced
flow rate on the changing void ratios at different axial positions along the
channel can be seen by comparing Figures 4 and 5. For the forced flow tests
similar but much smaller effects were produced in flow behaviour, the changes
being superimposed on the initial flow rate as illustrated in Figure 6 (run 23).

The calculated mean channel heat fluxes (Table 3) indicated that the critical
heat flux is exceeded only in the maximum rated channels of the most rapid
transient (Run 13). Fuel burnout was observed in the peripheral channels in the
corresponding experimental test.

TABLE 3

CALCULATED FUEL SURFACE TEMPERATURES AND HEAT FLUXES

Heat Flux (MW m-2)Run T T T T -T T -T
S tr max max tr max S"U'

(K) (K) (K) (K) (K) Max. Critical

8 375.5 367.2 0.07 4.6- - -

"
9 387.3 0.21 3.8- - -

10 394.0 403.0 9.0 27.5 1.0 3.3
"

11 411.3 17.3 35.8 1.6 3.7
" "

12 416.7 22.7 40.1 2.1 4.2" "

13 421.5 27.5 45.9 2.7 4.8
" "

14 499.2 377.5 0.21 13.1- - -

15 " 448.3 - - 0.45 9.8-

16 " 4 04.6 - - 0.26 12.2-

17 " 484.2 - - 0.63 7.7-

18 513.5 522.3 8.8 23.1 2.7 11.1
"

20 470.8 486.0 496.5 10.5 25.7 2.5 7.1
21 484.4 495.0 10.4 24.2 2.1 7.3"

23 486.3 494.5 8.2 23.7 2.2 8.2"

25 488.6 494.0 5.4 23.2 2.1 10.8
"

26 473.0" 2.2 1.9 13.0- -

39 " 424.9 - - 1.9 16.0-

1

Discussion

The uncertainty in the reactor power calibration of the SPERT cores has been
quoted as 10 to 15 per ceht |13 and the estimated accuracy of the calculated
reactivity feedback coefficients 's better than 20 percent |6|. On this
basis, the agreement between the calculated and measured parameters indicate
that both the feedback coefficients and the heat transfer correlations used in
the analyses were essentially correct.

The agreement obtained for the flow transients, in which the observed effects
were primarily a consequence of the rate of energy removal from the core region
by the forced coolant flow and the heat transfer in nucleate boiling, provides
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good support for both the thermal-hydraulics calculation and tha use of the
i steady state heat transfer correlations for turbulent flow during rapid tran-
|

sient conditions. The agreement obtained for the no-flow transients, in which
large peak values of reactivity compensation were observed, provides support for
the use of the non-equilibrium vapour generation model for transients in which,

rapid changes in heat transfer rates occur during subcooled nucleate boiling.
i

A more complete comparison could have been made if the coolant temperatures,
pressures and mass flow rates in the core had been included in the published
data, that calculated by the code being much more extensive. In particular, the'

heat transfer correlations and the vapour generation model used in the present'

analysis could have been checked more directly. A confirmation of the induced
effects observed in the calculated flow rates of the coolant in all the tran-,

sients would have provided good support for the thermal hydraulics calculations.

CONCLUSIONS

i The model used in the present analysis gave good agreement with the published
experimental data for both the boiling and the non-boiling transients over a
wide range of flow conditions including zero flow. This analysis indicated that,
even for power transients in which the fuel. surface temperature rose rapidly
through the saturation temperature, the ensuing reactivity compensation produced
by nucleate boiling at the fuel surface was sufficient to ensure that such
tran31ents can be self-limiting before the formation of large vapour voids in
the bulk coolant flow. For the zero flow transients, in which large vapour
voids were produced, the calculations showed that their occurrence coincided

; with the return of the reactor power to a very low level following the rapid
rise to peak value, and hence were not instrumental in the termination of the
excursion.;

That this agreement with the measured data was obtained using a vapour gener-

ation and hydraulics model similar to that successfully| applied in depressuris-
,

ation codes used to simulate loss of coolant accidents 3,8,14|addstothe'

generality and validity of this method of analysis. On the basis of the agree-
ment obtained in these simulations, the NAIADQ code appears to be a promising
method for investigating thermodynamic non-equilibrium in two-phase flow.
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APPENDIX

NOTATION

SI units are used for all variables.

Description Symbol

Heat capacity per unit wetted area A
Flow area of flow path a
Core reactivity feedback coefficients

fuel expansion B i

neutron temperature B2
coolant expansion B 3

Specific heat c
Precursor concentrations CJQuality of coolant (non-equilibrium) C
Equivalent diameter of coolant channel De
Energy flux of mixture E
The Fanning friction factor f
Frictional pressure gradient F
Acceleration due to gravity g
Mass velocity G
Surface heat transfer coefficient of fuel h
Bulk heat transfer coefficient of fuel hp
Enthalpy H
Multiplication factor for core flux k
Prompt neutron lifetime L
Half fuel plate separation L
Momentum of mixture x flow area M
Pressure P

Heated perimeter of fuel p
Prandtl number Pr
Heat flux at fuel surface q

! Power generated per unit heated area Q
Mean bubble radius R

'

Universal gas constant R
Reynolds number RW
Equivalent length of flow path S
Temperature T
Real time t
Velocity u
Mass flow rate W
Vector whose components are W P, H and C X
Axial distance along flow path z
Void fraction in coolant a
Delayed neutron fraction B
Fission energy release C;

Thermal conductivity'

K
Vapour generation rate in coolant r
Relaxation constants of delayed neutrons Aj;

Constant in vapour generation formula A
'

N
! Viscosity y

Reactor power
4Material density p

Angle of clevation e
Asymptotic period of power transient t

oSpatial weighting for void reactivity w
Thickness of superheat water layer x

805
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| Subscripts

FC Fuel centre tm Time of peak power
FS Fuel surface tr Trigger
L Bulk liquid T Total
max Maximum V Vapour
NB Nucleate boiling X Superheated region ,

'

S Saturated state 0 Time zero

,

|

I

,

1

!

i

.

!

;

'
4

|

!
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| RASP: An Integrated Reactor Analysis Support Package

! by-

|

G. S. Lellouche, L. Agee, W. Eich, J. Naser
!

Electric Power Research Institute

INTRODUCTION

| Over the last eight years EPRI has produced, benchmarked, and validated two
i major code packages; ARMP and RETRAN. These codes serve the purpose of

providing design and analysis capabilities for coupled core physics / thermal
hydraulics and for systems response. With the exception of the recommended
(default) ARMP LWR sequences, the early development of the various EPRI
methodologies did not stress user convenience or consistency between code
systems. They allowed very general input capability and did not foresee
the need to couple (hence be consistent) with other, seemingly disparate,
codes. In this sense the thermal-hydraulic models and their concomitant
heat transfer correlations were not uniform from code to code. In the same
sense, the output of ARMP, for example, could not be used directly as input
to either COBRA 3C-MIT or RETRAN.

During this period of time extensive upgrading of both code packages has
,

continued both in the physics and engineering areas. Two years ago, two
major projects were initiated to:

o produce VIPRE, a 3-D time-dependent thermal-hydraulic code,

o proceed with RASP, a reactor analysis s_upport package which
fully integrated ARMP, RETRAN, and VIPRE using linking codes
and the DATATRAN data base manager.'

With the initiation of the VIPRE and RASP developments, the incompatibilities
were felt more seriously. As a result, modifications in ARMP and RETRAN
were initiated to allow both increased user convenience and code-to-code
consistency. This paper will discuss the current status of RASP, the
envisioned future developments to the package, including a short description
of the developmental versions of ARMP, RETRAN, and VIPRE (see Appendix).

Reactor Analysis S_upport Package (RASP)

The purpose of the RASP activity is to tie together the computer codes'

developed by EPRI in the area of thermal-hydraulics, neutronics, fuel
management and fuel behavior. The results of this effort will produce
a verified and validated package, including guidelines that can be used
by the utility industry for both reload and safety analysis to:

1. Perform fuel management

2. Design cores within cycle-dependent envelopes

3. Analyze design base accidents
t
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4. Determine protection system setpoints

5. Define limiting conditions of operation

The current EPRI activity associated with the RASP package is: 1) linking !
the main production codes ARMP, RETRAN and VIPRE together; 2) assuring |
consistency between the physics and modeling of the various codes, and
3) writing guidelines on the proper use of the entire package. The concep-
tual view of the linked RASP system is shown in Figure 1. The solid lines
denote linkage codes which were developed under RASP. The broken lines
denote linkage codes envisioned in the future. j

!

PMIGR PHYSICS 00FEMFMG
AR"P VA"P -

VIPPI.

SINpTE f n

REylP

+ A %
EUELfEPf0WeCE SYSTEM AMLYSIS

FREY TITRAN#- - - - - - *

SPEAR

1

I

I

*
ACllVIILFILEASE

?

,

Figure 1. RASP CODES AND LINKAGES

.The linkage of the three central codes will have produced a useable product
(denoted as RASP-01) which is expected to be pre-released in late 1982.4

' While the utilities are testing and in effect performing -a " shakedown" of
the basic code package, the fuel performance code FREY will be integrated
into the package and updated and advanced versions of ARMP, RETRAN and VIPRE
will be incorporated and pre-released in late 1983 as RASP-02.
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The goal of the RASP-01 project has been to produce a code package that is
adequate to perform the required analyses. The intent has not been to
develop a new state-of-the-art package but one that could do the job
efficiently and effectively. While other EPRI projects continued to
generate state-of-the-art codes which could be used to supplement or bench-

,

mark the RASP-01 package, the code package itself has been geared toward
economical everyday use by the utilities. The developmental activity assoc-
iated with each major code package is discussed in the Appendix. The second
objective of the RASP project is to generate the documentation required.

GUIDELINE DEVELOPMENT

The guidelines developed for RASP have been broken into five separate areas:

1. plant model building

2. preparation of user model qualification reports'

3. analysis of SAR Chapter 15, Operational Transients, with spec'ial
emphasis on Design Base Accidents

4. reload safety evaluation c'acument
,

5. setpoint (including uncertainty) analysis

There is insufficient space to discuss all of these guidelines in detail;
however, a brief description of each guideline is given below:

1. Plant Model Building Guideline

The purpose of this guideline is to assist the utility engineer in the
general use of ARMP, SIMULATE *, RETRAN and VIPRE to model NSSS plants.
Because there is considerable difference in what is required between the
different code types, each must be discussed separately.

ARMP/ SIMULATE Modeling'

The use of the ARMP program for PWR fuel management application is well
understood and adequately documented in "PWR Core Modeling Procedures for
Advanced Recycle Methodology Program." In the midterm it will be upgraded
to: 1) describe application for transient analysis, and 2) describe
SIMULATE application.

A similar document is being prepared for BWR application. The current
i expected availability date of the BWR procedures is early 1983.

VIPRE MODELING

The use of the VIPRE code in the context of RASP is currently limited to
core analysis. The detailed description of the input is described in the

* Note that at this time we separate SIMULATE from ARMP. With the release
of ARMP-02 in 1983, SIMULATE will be fully incorporated into the ARMP system
and not be differentiable as such.
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VIPRE Computer Code Manual. These input instructions are adequate to des-
cribe the use of the code once the geometrical detail of the core is decided
upon. The questions addressed in the guidelines for a PWR are: 1) is the
core symmetrical; if so, to what degree (i.e., h core, k core, core),
2) in what degree of detail to represent the assemblies and pins, and 3) how
much axial resolution is required. Only the second and third considerations
apply to the BWR plants since BWRs must be represented in full core.

RETRAN MODELING
.

The general RETRAN modeling guideline will attempt to describe to an
experienced RETRAN user how to model a previously unmodeled event. The
transient analysis guidelines for RETRAN will be directed to the inexperi-
enced user and attempt to describe existing modeling experience. These
guidelines will be based on current experience and upgraded as additional
information becomes available.

2. User Model Qualification Guideline

The object of this document is to give guidance in the following areas:

A description of how specific utility models are qualified: fora.
example, comparison to plant data, performance of benchmark cal-
culations and comparisons to vendor results are possible approaches.

b. A demonstration of the capabilities and experience on the part of
the utility staff that is needed to show qualification to use the
models,

A suggested process for a reload licensing analysis including ac.
decision process for what analyses are needed, how studies are
performed, how and what results are reported and how quality assur-
ance is carried out.

3. Analysis of SAR Chapter 15 Operational Transients and Design Base
Events

The general guidelines discussed earlier identify the basic Modeling
Methodology. The activity in this area is expected to give a brief indi-
cation of what case specific parameters, code options, etc., should be
used for 1) Best Estimate and 2) Conservative Analysis. The justification
for this will be based on The Code Specific Qualification Reports; in most
cases, the RETRAN Qualification Report (Volume 4, NP-1850, for RETRAN-02).

4. Preparation of Reload Safety Evaluation Documentation
,

For each reload the utility must reconsider all of the FSAR (Chapter 15)
events. This reconsideration can range from a complete reanalysis of the

1

FSAR events to merely checking the updated physics parameters to ensure !
that they remain within bounds set by prior analyses. In practice, reanalyz-
ing all of the FSAR events for a reload is quite rare; however, it is common

,

to reanalyze a few of the more limiting transients, particularly for the
Ifirst few reload cycles. For the later reload cycles, a Reload Safety j
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Evaluation (RSE) consisting of little more than a comparison of cycle-
specific data to that used in the analyses of record to demonstrate their
continued applicability is possible if parameter operating ranges and start-
ing points do not change.

5. Setpoint Analysis

EPRI expects to develop setpoint methodology in 1983, and currently has
a summary report on setpoint analysis.

LINKING CODES

The linking codes currently under development are:

o REVIP

o VAMP

o N0DETRAN/SIMTRAN

The purpose of REVIP and VAMP is to produce a more detailed thermal-hydraulic
analysis of the core using VIPRE than is allowed by either the ARMP nodal
codes or RETRAN (for transients). There is nothing especially novel in
linking codes. However, the links between ARMP and RETRAN present a some-
what more interesting problem. Basically, the question is.how to reduce
the three-dimensional information in the nodal codes to the one-dimensional
form in RETRAN. The collapsing problem has been with us for many years>

and there are a number of potential solutions. Remembering that we must
also collapse the feedback equations (power, temperatures, flow), we have
chosen to use flux-adjoint collapsing for cross sections, diffusion coef-
ficients, inverse velocities, and reactivity feedback, and volume averaging
for physical parameters (power).

DATATRAN is a data base management and executive program that acts as a
host for scientific and engineering programs. It evolved from a development
tool to an efficient software production system in the period from 1966-1977
and is now being modified by EPRI to support data and program exchange
between CDC and IBM equipment. Experience has shown it to be a contributing
factor to the implementation of standardized input, standardized documen-
tation, and reduction of software duplication.

DATATRAN is an extension to FORTRAN that supplements input / output functions'

and program control functions. It is a language extension that allows full
FORTRAN capability. Concepts employed are not really new, but are simply
packaged conveniently. The two central concepts are:

i

1. Communication to a data pool with named collections of data called
data sets, and

|

2. Program units called modules that communicate only with each
other through the data pool by way of the named data sets. Modules
vary in length between 500-8000 source statements (2000 statement,

average) and normally represent a fairly significant computation.
|
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:
3

4

,

Note that there is no direct user-module or module-module communi-
cation. DATATRAN performs no computations itself - modules do the
computing.

j These two concepts 'are packaged so that they can be utilized at the input- .)
level vis-a-vis FORTRAN.<
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APPENDIX

"

ARMP

As indicated by the words on which the acronym is based, the original
intent of the various research projects whose output comes under the generic
heading of ARMP (Advanced Recycle Methodology Program) was the generation of
a unified system for LWR core simuTation that would encompass plutonium
recycle as well as uranium assembly designs. The general unavailability
of reprocessing in this country has practically foreclosed the plutonium
recycle option. Nevertheless, application of the ARMP system to uranium-

| loaded LWR cores has been widespread among domestic utilities. Several DOE
laboratories also utilize ARMP.

At the present time the nodal and concomitant thermal-hydraulic codes for
each LWR scheme and distinct versions tailored to pressurized and boiling
water reactor systems respectively are: N0DE-P and -B, THERM-P and -B.
The PWR lattice and the BWR multi-bundle lattice codes were PDQ/ HARMONY
(P/H). The pin-cell code of the PWR sequence was EPRI-CELL: a unique
linking of the GAM, THERMOS and CINDER codes. The single-bundle lattice
code of the BWR sequence was initially the multigroup collision probability
code, CPM. Many utilities have opted for the faster and easier-to-use
CASM0 code and for the first version of the SIMULATE code in place of
EPRI-N0DE-B. EPRI-CELL and its ENDF/B-II library with a V. I U-238 and
selected V. III isotopes had been benchmarked against assorted isotopics

| and critical experiments. The CPM V. III library, particularly the U-238,;

has been normalized against hot full power EPRI-CELL runs on consistent
infinite lattice bases.

In summary of the present status, the ARMP system is more well defined and
mature in its PWR side. A draft PWR Procedures Manual has been available
for over two years which provides step-by-step instructions for the prepar-
ation both of 3-D nodal simulations and also quarter core (XY) P/H depletion
runs. A draft P/H Manual, which provides substantial clarification of the
Bettis documents, has also been distributed. One deficiency, however, (soon
to be remedied by the PSEUDAX enhancement to P/H) has been the unavaila-

,

I

bility of a 2-D fine mesh code with thermal-hydraulic feedback such as the
Westinghouse TURTLE code. In most other aspects, however, the ARMP system
is tantamount to those of the PWR vendors and, perhaps, superior in lumped
absorber treatment.

|

The development of the BWR side has lagged somewhat in that the nodal code
requirements are substantially greater than those for PWRs. With the exis-
tence of SIMULATE-1 and particularly the imminent availability of SIMULATE-
2, with extensions of existing codes to allow calculations at cold conditions
as well as margin calculations, and with improved thermal hydraulics inte-
greated into the nodal solution, the upgrading of the BWR sequence to parity
with that for PWRs can be seriously expected.

I

In view of projects, the release of whose accomplishments is imminent, and
in view of other development contractually in place, it is more useful in
a review paper of this type to describe the ARMP core analysis methodology
in terms of its 1983 status.
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Figure 2 schematically summarizes the interrelationship of the major PWR
codes; in Fig. 2 and 3, processing codes which link the output of one physics
module to the input of another are indicated by asterisks.

EPRI-CELL

l
.

NUPUNCHER*

I
! I L

ASPC oR PDQ-7/ HARMONY PDQ-7/ HARMONY

CASMO COLOR SET QUARTER CORE

I I

I

NORGE-P'

I

i 1

8'" ^
SIMULATE-2 EPRI-N0DE-P

l!NKAGE4

I I f

FIGURE 2.

FLOW 0F DATA FOR EPRI'S PWR REACTOR PHYSICS CALCULATIONS

Virtually every code module shown in Fig. 2 will be new or will have been
|

substantially revised from initial ARMP releases. EPRI-CELL has already
been the object of programming, physics and engineering modifications.
The Bettis-derived machine language environmental routines have been replaced

j by FORTRAN statements. The installation of Pershagen's slicing technique
in the THERM 0S portion, in place of the original ray tracing, has producedt

up to 70% run time reduction by virtue of minimal spatial mesh requirements.i

' Even cases involving gadolinia-loaded fuel benefit both in accuracy and
reduced mesh from this change. Auxiliary linkages not shown in Fig. 2
automate to a high degree the preparation of P-H input for both gadolinia-

| loaded fuel and discrete boron lumped absorbers. The input requirements
I of restart problems will be greatly simplified. The ratio of the number
' of branch calculations (which utilize restart) to ordinary depletion runs

increases somewhat with PSEUDAX and significantly with reload licensing
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requirements. A predictor-corrector depletion capability will reduce
depletion run times even further.

The PDQ-7/ HARMONY (P/H) code has undergone such extensive modifications
under EPRI projects that, to satisfy the stricturet of Naval Reactors, EPRI
has become a secondary distributor of the code. Soee of the more significant
changes are a predictor-corrector depletion capability (PCDC), a standardized
environmental library, a HARMONY table file and important modifications for
the PSEUDAX capability. The PCDC should allow savings in total run time for
depletion problems of 30 to 50%. The same environmental library used in
RETRAN is now being installed in the various versions of P/H. The HARMONY

file should simplify input (thus improving QA) as well as reduce run time
since, currently, the input is processed at every timestep.

In a PWR, assembly averaged power either axially averaged or edited at a
particular axial location, can show significant shifts between hot zero
power (HZP) and hot full power (HFP) conditions. Cores as disparate in
age as Ginna Core 1 and Comanche Peak 1 show about 15% net power shifts
(defined as the sum of the reduction of the peak assembly plus the increase
in the lowest power assembly in going from HZP to HFP). The original version
of P/H as incorporated in the ARMP system did not account for moderator
density and resonance temperature feedbacks which are responsible for these
net power shifts. To remedy this and provide other capabilities, the
PSEUDAX methodology has been developed, involving changes to EPRI-CELL
NUPUNCHER, both nodal codes and, principally, to P/H. The changes to the
nodal codes, EPRI-N0DE-P and SIMULATE, have been HARMONY format edits for
assembly average power from each axial plane of the XYZ solution. Besides
power (implicitly the resonance temperature), these edits include the
local water density. This information is then presented to P/H as input.
Through a succession of fixed source runs, P/H then produces a fine mesh
power and flux distribution, which on the assembly average, matches the
specified input power.

ASPC is a development of CPM that will be faster than the latter code for
comparable problems; it will be easier to use and that will incorporate
several improvements. For instance, a free format input with maximum use
of default entries will replace the current fixed field input. Assorted
thermal expansion calculations will be performed, an echo check, optional
processing of input only, etc. Restart information will be read from and
written to the same tape, instead of two tapes being used; other applica-
tion and QA aspects of restart will be improved. Most of the run time of
CPM is expended in the collision probability solution, in up to 12 neutron
groups, for the XY assembly representation. This solution will be replaced,

calculation. Utilization of this option shouldby user option, with an S4
not only produce a substantial run time improvement for the assembly
geometry now utilized by CPM (diagonal half of a BWR, octant of a PWR) but
should also allow much more complete geometric representations of single i

or multiple assembly geometries which are impractical within the framework
of the current CPM solution. For consistency and to reduce known poor
data comparisons, the group structure will be upgraded to that of E-CELL.

NORGE-P is a flexible data processing code that will accept the output of
i ASPC, CASMO or P/H color sets (the adjacent quadrants of 4 assemblies which
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are differentiated by enrichment and burnable poison complement, each unique
such combination being a color). For use in this path, the P/H output files
have been altered from machine language.

SIMULATE-2 designates a significantly improved version of the SIMULATE nodal
code which had been released by EPRI in 1978. The SIMULATE code is notable
for the several neutronic options it contains: flare-type, coarse mesh
diffusion theory (CMDT), modified CMDT (or PREST 0-type model). The new
version adjusts radial edge leakage corrections depending on the migration
length of the outermost nodes. It accommodates different "A" factors for
rodded and unrodded nodes. It will be faster running than the original
release and incorporates other significant user-oriented improvements as
well as the new EPRI void model .

Likewise, EPRI N0DE-P in 1983 will be substantially improved over the
original release version. The improvements here will mostly be in the area
of basic programming efficiency. One significant methodological change
will be an optional three-moderator temperature history capability. This
option will be added in connection with the code linking N0DE-P to RETRAN,
dubbed N0DETRAN.

The draft PWR Procedures Manual will be upgraded to include those accretions
to the methodology made since the issuance of the original draft. Along with
upgraded and new code manuals as necessary, the Revision-0 of this PWR Manual
will be issued.

Figure 3 schematically summarizes the interrelationship of the major BWR
codes. MICBURN is a special code, auxiliary to ASPC and CASMO, which treats
a gadolinia-loaded fuel pin in some geometrical detail within the pellet.
Multigroup macroscopic cross-sections are edited and then input to the
respective assembly analysis codes.

MICFlJN

I

I I

ASPC CASMO

/
COPH ORGE B*

I I

PDQ-hHARMONY 51M11ATU2

.-
,

_L:
FIEWR

FIGURE 3,

FLOW 0F DATA FOR EPRI'S BWR REACTOR PHYSICS CALCULATI0ilS
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NORGE-B is a processing code similar in function to NORGE-P. Not shown is
a branch to EPRI-NODE-B, mainly for the benefit of the BWR version of the
PSMS, NORGE-B will differ from the extant NORGE code not only in the link
to N0DE-B but also in its extension to modeling both rodded and unrodded
cold BWR configurations (680F to 2000F). In conjunction with this method-
ological extension to cold conditions, a simple perturbation theory approach
will be implemented in SIMULATE to estimate the worth of control rods.

The C0PHIN code processes the depletion dependent output of the indicated
assembly analysis codes into input for P/H. It was originally generated to
allow the representation with _ depletion of more than one BWR assembly. It

utilizes macroscopic depletion for the most part; only I-135 and Xe-135 are
treated microscopically as are two pseudo-isotopes used as independent
variables.

The dashed lines in Fig. 3 between FIBWR and SIMULATE-2 represent a two-
level linking of FIBWR methodology into SIMULATE-2. FIBWR is the counter-
part of SIMULATE in the thermal-hydraulic area in that it accurately computes
channel flows, pressure drops, void fractions and water densities, given
the detailed power distribution. From the computing point of view, it is
not practical to incorporate FIBWR itself as a subroutine in SIMULATE. The
FIBWR methodology, howt.ver, will be incorporated in two ways. In one,

parametric curve fits would provide bundle pressure drops, for a series of
| typical channels, over a range of axial and radial powers and channel flow

rates and subcooling. In the other more expensive way, not likely to be
used on a day-to-day core follow basis, models from FIBWR which compute single

;

channel pressure drop and void fraction would be incorporated in a core flow
distribution algorithm in SIMULATE. Table lookup bypass flows in SIMULATE

i would also be utilized.

Finally, a draft BWR Procedures Manual will be released. This manual will
serve as a guide to the various code manuals utilized in the BWR sequence
and will provide background information and procedures for effective modeling
of the core. This manual will serve as a suggested starting point for BWR

|
users for about two years; with use it is expected to develop into a formal

: document analagous to its PWR correspondent.

VIPRE-1

VIPRE-1 was developed on the strengths of the COBRA code series, most notably
COBRA-IIIC, COBRA-IIIC/MIT and COBRA-IV-I, with improvements to the flow
solution numerics adapted from COBRA-WC. A large part of the developmental
work on VIPRE-1 consisted of tailoring the code to the utilities' analytical
requirements, upgrading the code's capabilities and improving the flexibility
of its use. Some of the more important improvements were:

Expanded choice of correlations for Critical Heat Flux (CHF),o
including the new EPRI-1 methodology *, Critical Power Ratio (CPR),

TEPRI-l is a benchmarked subchannel CHF correlation; it is likely that
EPRI-2, a benchmarked assembly CHF correlation, will be added at a later
date.
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two-phase flow and heat transfer, with provision for user-programmed
correlations in each category.

Several input options tailored for one-pass hot channel analysis.o

Iteration capability for setpoint analysis.o

Ability to vary the shape of the fuel rod axial power profileo
during transients.

Generalized rod conduction model for nuclear fuel rods, electrico

heater rods, hollow tubes and walls. (A dynamic gap conductance
model is available with nuclear fuel rods.)

Capability to compute flow reversal and recirculation.o

Compact storage scheme and several flow solution options.o

o Free field input.

Output options for line printer plots and a postprocessor foro
CALCOMP plots.

Implemented functional fits of water properties.o

These new features make VIpRE-1 flexible and easy to use, and enable it to
perform many simulations that current codes cannot.

VIPRE-1 predicts the three-dimensional velocity, pressure, and thermal
energy fields for single- and two-phase flow in PWR and BWR cores. It
solves the finite difference equations for mass, energy and momentum con-
servation for an interconnected array of channels assuming incompressible
homogeneous flow. Although the formulation is homogeneous, nonmechanistic
models are included for subcooled boiling and vapor / liquid slip in two-phase flow.

The VIPRE-1 modeling structure is based on subchannel analysis. The core
or section of symmetry is defined as an array of parallel flow channels
with lateral connections between adjacent channels. A channel may repre-
sent a true subchannel within a rod array, a closed tube, or large flow area
representing several subchannels or rod bundles. The shape and size of the
channels and their interconnections are essentially arbitrary. The user has
a great deal of flexibility for modeling reactor cores or any other fluid
flow geometry.

A particularly useful application of this flexibility is the ability to
do one-pass hot channel analysis for PWRs. The hottest region of the hot
assembly is modeled in great detail with individual subchannels, while the
remainder of the hot assembly is modeled by lumped channels comprising a
larger segment of the rod array. The remainder of the core is modeled on
an increasingly coarser mesh, with very large channels comprised of several
fuel assemblies. An example is shown in Figure 4 This technique is prob-
ably the most efficient and realistic way to simulate a reactor core.

1
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VIPRE-1 has been designed to easily accommodate this generalized core geometry-
through flexible, user-selected input options.
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EXAMPLE OF PROGRESSIVE CORE MODELING

VIPRE-1 can also be used for BWR analysis on a lumped channel basis, where
each bundle is treated as a one-dimensional flow channel . This approach is
useful for Critical Power Ratio (CPR) ~ analysis in a BWR core, since the CPR
correlations are generally correlated to the bundle-average conditions. The
axial distribution of the bundle-average void fraction in the hot bundle is
also a parameter of interest in BWR analysis. This can readily be calculated
with VIPRE-1.

;

| Further improvement of VIPRE-l's SWR modeling capabilities is underway.
| This involves installing a more realistic model to compute the bypass flow

| between bundles.

VIPRE-1 will compute the detailed flow field in the core using boundary
conditions from the RETRAN systems code and power distributions from the

;

ARMP neutronics package. Input will be passed between them by linkage
programs, but the codes themselves will run independently. As far as
practical, VIPRE-1 contains similar empirical correlations and logic to make
it consistent with RETRAN for this application.

t

Although more work remains, the code has been verified against a wide variety
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of experimental data for conditions relevant to its intended application.
This includes void fraction data for subcooled and saturated boiling, heat*

transfer experiments over the entire boiling ' curve, a large body of critical !
heat flux data, and single phase velocity measurements around blockages in
rod bundles. Sensitivity studies were done to investigate the effect of
different correlations, variations in geometric detail, timestep size and
solution convergence parameters. The results of most of these tests con-
firmed that the code performs accurately and efficiently in a_ wide variety
of situations.~

,

s

VIPRE-2

VIPRE-2 is an advanced two-fluid version of VIPRE-1, currently under develop-
ment. The basic two-fluid model in VIPRE-2 is being adapted from the COBRA
type steam generator analysis code developed at EPRI. This code was designed
to model once-through or U-tube PWR steam generat. ors, including the primary
tubes, downcomers and separator. It can also examine a smaller segment of
the steam generator in very close detail, and can resolve the individual
phase velocity and temperature profiles within a single subchannel. VIPRE-2
will have these capabilities in addition to those of VIPRE-1.

The VIPRE-2 two-fluid model computes the three-dimensional velocity and
temperature fields of each phase separately as well as the local pressures
and vapor vdlure ' fractions. It uses essentially the same subchannel analysis
techniquds as VIPRE-1. The two-fluid model computes the relative phase motion
and noneg:iilibrium directly, rather than through correlations for subcooled
voids and slip as is required in VIPRE-1. The interaction of the two phases
is computed by empirical models for interfacial drag, heat transfer, and
mass exchange.

A major effort in the VIPRE-2 development will be to enhance the speed
and reliability of the numerical solution. At present, the steady-state'
' simulations can become quite time-consuming and potentially are impractical .;

Additional work will involve making the present VIPRE-1 CHF, CPR, and heat'
transfer correlations compatible with the two-fluid model . The inter. facial
drag and vapor generation models will also be improved by incorporating the
subccoled boiling model developed under the EPRI void model and an inter-
facial drag model consistent with the drift flux model implicit in the EPRI
void model.

Pre-Release RETRAN Version

From a systems applications point of view, RETRAN is most limited by the
assumption of thermal-equilibrium (i.e., both phases of a two-phase mixture
are at the same. temperature). Preliminary evidence indicates that non-
equilibrium effects are important in some operational transients, particularly,

in the pressurizer of a PWR and in the core of a BWR. RETRAN models (such
as the pressurizer and separator models) exist that address these specific
requirements. Some analysts are using the nonequilibrium pressurizer model
in;the upper head of both PWR and BWR plants to account for postulated non--

equilibrium effects as well as in the downcomer of a BWR.
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Developmental versions of RETRAN exist that address this prdlem directly;
'

; they have five and/or six field equations. The additional equations remove
the restriction that both phases are at saturation (5-Equation Model) or
have full nonequilibrium capability (6-Equation Model). (The fifth equation <,
is the conservation of vapor mass; the sixth equation is .the conservation . , .

of liquid energy; closure of the system of equations of both 'models is'

,

facilitated by using a nonequilibrium equation of state). RETRAN-5 EQ*
is the current pre-release version of RETRAN. '
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*RETRAN-SEQ is one of three potential candidates for an advanced systems
code tentatively entitled EPRI Advanced Systems Code (EASY-C), all of which
will allow for 5 and 6 equation representations of two-fluid thermal,

'

hydraulics .
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SOME REACTOR PHYSICS EFFECTS RELATED TO RECENT TRENDS IN
IN-CORE FUEL MANAGEMENT >

'^
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i A. Jonsson, M. W. Crump, P. H. Gavin, S. F. Grill, R. A. Loretz, W. B. Terney

Combustion Engineering Inc., Windsor, Connecticut

i

ABSTRACT '

This paper examines some of the reactor pnysics aspects of recent in-core fuel
' management trends (higher burnups and longer fuel cycles) and describes related
considerations and changes for Combustion Engineering (C-E) design methods.
The following specific effects are discussed:

Effects related to higner enrichments:

- The use of enrichment zoning.

- The use of burnable absorbers in reloads.

The use of gadolinium to replace boron as a burnable absorber.-

Effects related to higher burnup and tne larger reactivity contrast*

between new and old fuel:

- Potentially more non-uniform flux and burnup distributions within
coarse mesh nodes.

- Increased inter-nodal leakage influencing the performance of
,,

coarse mesh neutronics.

- Impact on the in-core instrumentation system.

INTRODUCTION

Fuel management trends in LWR's over the past fifteen to twenty years have been
characterized by efforts to extend discharge burnups and more recently to
improve fuel utilization. For PWR's there has been a continued increase in the
average discharge burnup from about 12 mwd /kg in the 1960's to about 26
mwd /kg in the late 1970's. Currently, the industry average is around 33
mwd /kg. Goals of aching 45 mwd /kg have been set for DOE sponsored
development programs while fuel management studies and individual rod
burnups in experimental irradiations have reached over 50 mwd /kg.

1

The trend to higher burnups and longer fuel cycles has led to many important i

lattice modi fications. Higher initial enrichments are needed, typically

4.4 wt 7. U-235 for tne feed in an equilibrium cycle reaching 50 mwd /kg. Tne
consequences of higher enrichment are potentially higher power peaking factors i

on the local as well as on the glooal scale. These, in turn, nave led to the j
iise of enrichment zoning and the increased use of burnable absorbers in reloads.

-
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The latter use is also a direct consequence of the need to limit the
soluble boron concentration at the beginning of eacn cycle to prevent a
positive moderator temperature coefficient. Other lattice modifications
include the possible use of annular fuel for improved fuel utilization and
performance.

Several important areas that have impact upon reactor physics methods and
procedures must be dealt with in order to realize these goals for current fuel
management strategies. Enrichment zoning impacts physics methods for PWR
assembly and lattice calculations while the higher contrast between new and
old fuel puts a higher demand on the capabilities of coarse mesh methods for 2D
and 3D core analysis. The increased need for burnable absorbers nas led to
renewed interest in gadolinium for PWR applications. This nas required
additional attention to depletion and transport methods used in assembly and
lattice codes.

The following considerations have been examined and in some instances have led
to modifications and extensions of C-E reactor physics design metnods and
procedures.

Increased power splits between fresh and burned fuel may require-

improvements in the definitions of coarse mesh
few-grpIp constants eithervi a ap o iately defined di ffusion coefficients i or heterogeneity

factors in order to obtain correct inter-nodal leakages.*

Increased power splits lead to larger axial variations in the coupling-

coefficients (part of the software used by in-core instrumentation
systems) which are used to perform the extrapolation of power in
instrumented fuel to power in uninstrumented fuel and to predict local
peaking factors. This leads to greater emphasis on 3D methods ( coarse
mesn and fine mesh) for the generation of such software.

,

The use of enrichment zoning within individual fuel assemblies increases-

the complexity and size of fine mesh cross section table sets used in the
diffusion theory calculations. In order to obtain reliable results, the
fine mesh diffusion calculations must be carefully modeled on the basis of
assembly or lattice calculations using multi-group transport theory. Tne
degree of complexi ty can be reduced by performing the

; calculations linked with the coarse mesh by the imbedded metnod fgng.mesn**

,

( Gadolinium burnable absorbers pose relatively stringent requirements on-

calculative accuracy since the PWR power distribution is sensitive to
reactivity errors. Group condensation methods nave been found to place a
lower limit on the number of energy groups that can be used in assembly
transport calculations. Other important considerations include the
effects of azimuthally non-uniform flux distributions in the gadolinium and
in adjacent fuel pins. The latter effect alone can be worth as much as

| 0.5% an on an assembly average basis. Time stepping techniques for botn
| assembly / lattice depletions and core calculations nave been modi fied to
| account for the rapidity with which the flux level changes in the presence
; of gadolinium.
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The first part of this paper examines some reactor physics aspects related to
the use of higner enrichments (enrienment zoning, burnable absorbers in reloads
including the use of gadolinium. In the second part of the paper, selected
nigh-burnup aspects of reactor physics methods are discussed namely those
related to the increased contrast between new and old fuel.

REACTOR PHYSICS CONSIDERATIONS RELATED TO THE USE OF HIGHER ENRICHMENTS

Use of Enrichment Zoning
i

As mentioned in the Introduction, the consequences of nigher fuel enrichment
are potentially higher peaking factors on the local as well as on the global
scale. To counteract higher local peaking, C-E often employs enrichment
zoning, i .e. , lower enrichment pins are located in higner flux areas of the
assembly (usually near wa terholes) . This new design feature nas placed
additional requirements on the reactor physics procedures that generate and use
few-group cross sections as outlined below.

Assembly averaged as well as cellwise few gro cross sections are generated by

the two-dimensional transport code DIT under tne va rious operating
conditions encountered by eacn fuel assembly. Cellwise cross sections are
transferred into fine mesh diffusion theory models such as PDQ whicn are used
to predict the evolution of the radial power distribution and more
speci fically , the maximum radial peaking factors, as well as the
evolution of the incore detector response.

A basic requirement of the cross sections used in a diffusion theory code is
that they reproduce the fine mesh flux structure and local reaction rates of
tne transport code that generated them. Two problems must be addressed in
order to satisfy these requirements. Tne first one is a consequence of the
mesh cornered finite difference approximation to the diffusion equation used
in PCQ, which cannot reproduce the large flux gradients present in the
neighbornood of the assembly water holes. The second problem is due to tne
impracticality of assigning unique cross sections sets to eacn cell in a fuel
assembly. By necessity, many if not all cells of the same type are given the
same cross sections. In order to maintain the required level of accuracy in
the diffusion theory solution, the following features are introduced: first

the combined effects of lower enrichment and spectrum softening of the fuel
cells adjacent to water holes are explicitely taken into account. Then a
fitting of all non-fuel cell cross sections is performed so as to reproduce, in
the di f fusion theory fl ux , the reaction rates of the transport solution.
Finally, tne thermal diffusion coefficients in and around the water holes are
fitted to preserve the pin to assembly power peaking factor.

A very general representation of the cross sections is used in the PDQ fine
mesh as well as in coarse mesn diffusion theory codes. Cross sections are
functionalized versus five variables viz. exposure, fuel enrichment , soluble
boron concentration, moderator and fuel temperatures. These cross sections are
then apclic6ble regardless of the cycle, exposure, feed enrichment and

operating conditions.
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With enrichment zonjng, the number of necessary cross section table sets grows
toward the limit of computer capacity. To counteract this, the complexity must
be reduced. This is being achieved by performing the fine mesh calculations
linked with the coarse mesh by the imbedded method. The detailed cross section
functionalization described above is retained in the coarse mesn thus
permitting the power nistory dependent isotopics to evolve on a node average
basis. Tne imbedded, fine mesh calculation for eacn coarse mesh node on the
other nand is performed wi th a ma c ro-model . The cross sections are still
functionalized as described above but since there are fewer of them, more
individual pin type cross section sets can be used to model the details of the
assembly design.

The Use of Burnable Absorbers in Reloads

The use of higher feed enrichments leads to utilization of burnable absorbers
in reloads for the reasons mentioned in the Introduction. Also, low leakage
fuel management designs seek to improve uranium utilization over conventional
fuel management by reducing core neutron leakage. This would enable reduction
in enricnment requirements for equivalent power output of the core cycle. Low
leakage loading patterns usually have burned fuel located at the core periphery
and use burnable absorbers in reload fuel to control power peaking. In
analyzing such designs it is important that errors in tne leakage and burnable
absorber calculations are sufficiently small to ensure that the predicted gains
are real.

The accuracy of C-E methods for shimmed reload cores is supported by core
follow analyses. These data indicate an overall reactivity error, including
the capability to calculate both leakage and shim absorption, of about 0.3 per
cent independent of burnup. Tne calculative accuracy for tne depletion of

i BC burnable absorber rods is being separately verified by measurments4
performed at the Advanced Reactivity Measurement Facility (ARMF) for individual
shim rods taken from a partially depleted core.

' Analyses for low leakage fuel mangement with C-E cores predicted reductions in
core _ leakage corresponding to about 1% excess reactivity or 0.12 wt % reduction
in average enrichment per baten. The predicted gains are supported by the
accuracy of C-E methods for cores using B C shims.4

| The Use of Gadolinium
i

The use of gadolinium as a replacement to B-10 as a burnable absorber has led
to the need to modify methods and procedures. Time stepping techniques for the

j depletion routine the DIT assembly spectrum code and the ROCS, 3D,
coarse mesh codeg)of bothhave been modi fied to eliminate the well known need for|
extremely short time steps. Two other aspects will be discussed nere since'

they are less well known and appear to be significant sources of reactivity
error. Since the PWR core power distribution is sensitive to local reactivity

! errors these aspects may be of interest in the current environment of evolving
| gadolinium design methods for PWR's. These two aspects are: a) the choice of

the group structure for the few-group assembly calculation performed to obtain
coarse mesh average cross sections and b) the choice of mesh structure inside
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the gadolinim pin cell wnen performing the flux calculation and the
depletion. The first of these two may be of importance to assembly codes with
spectrtan calculations accurate enough to permit tne

spatialTne DIT code g
assem

calculation to be performed in a minimum of energy groups.
is this class of codes. For normal applications (including B C snims) its4assembly calculation can be performed .in as few as 4 energy groups (1 thermal
group) because the spectrum calculation preceding the group condensation
represents essentially all relevant spatial detail in the environment of the
c' ell for which few-group cross sections are being calculated. For gadolinium,
however, it was found, when varying the number of groups to which condensation
was made, that substantial reactivity errors are incurred with only 4 grosps.
Fig. I shows this error for a 16-shim assembly with a modest gadcsinium
loading of 2 wt %.

PIGURE 1

SENSITIVITY OF k ave ASSEnELY GROUP STRUCTUREo
to a 16 AMEMBLY WITH 18 Gd 0 /UO SHIMS AT 2 Wt% Gd LOADING23 2

n
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 18 16 TOTAL OROUPS

1 2 3 4 5 6 7 8 9 10 11 12 13 THERMAL GROUPS

i

It indicates that seven energy groups (four thermal) are necessary for
modeling gadolinium loaded assemblies. Most assembly codes do normally use
this rumber of groups or more but it is felt that the reason for this
requirement may be of interest for theoretical reasons and to those who operate
with highly accurate spectrum calculations. In the case of gadolinium, a
highly accurate spectrum calculation does not allow one to reduce significantly
the number of energy groups used for the assembly calculation. A reactivity
analysis identified the problem as being located in tne group . condensation
process itself. The absorption cross section, as is normally done, was
condensed linearly using 85-group spectra which were space dependent with high
resolution inside the pellet. The thermal absorption rate was still incorrect
by some 6% for the gadolinium cells as shown in Table 1.
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TABLE 1

Tnermal Absorption Rate and Flux Level Inside a Gd 0 /U0g Pelletg3

Annular Absorption Rate Flux Level
Region 4 group 16 group 6 4 group 16 group 6

1 .007008 .005445 +29% .008196 .00625 +31%
2 .007735 .006210 +25% .008284 .006503 +27%
3 .008701 .007175 +21% .008384 .006790 +23%
4 .010062 .008558 +18% .008507 .007138 +19%
5 .012150 .010720 +13% .008670 .007580 +14%
6 .015768 .014545 + 8% .008937 .008181 + 9%
7 .023338 .022736 + 3% .009365 .009105 + 3%
8 .047718 .048965 - 3% .010758 .011023 - 2%

Total .132479 .124355 +6.5%

6 = % error in the 4-group results

It is clear fran Table 1 that it was the flux level itself in the interior
parts of the pellet (and not the cross-section) that caused an overall 6.5%
error; i.e., the transport equation solved before and after group condensation
gave substantially different flux profiles in the pellet when linear
condensation was used. Althougn the flux in the deep interior of the pellet
is relatively small the flux errors were large enough to cause substantial
overall reaction rate errors.

The second aspect which can cause substantial reactivity errors is related to
the non-symmetric flux distribution inside gadolinium pellets tnat are located
in overall flux gradients.

For conventional light water reactor analysis, the assumption is usually m:de
that the flux and the isotopics within fuel pins are independent of the
azimutnal angle around the fuel pellets. This reduction in model complexity
leads to more efficient calculations, both from the standpoint of computer time
and computer storage. Recent and preliminary evidence, nowever, has suggested
that azimuthal tracking of isotopics may be required for modeling tne burnup
characteristic of gadolinium shims in tne vicinity of waterholes.

Figures 2 and 3 show typical flux contours for the thermal energy region of an
8 wt% Gdp0 /4 wt% U-235 pin located on the corner of a large C-E3
waterhole Et beginning of life (BOL). These flux profiles snow that radial
gradients dominate the spatial shape of the flux and that, altnough the
gadolinium has its full density, the strong absorbtive nature of tne odd
gadolinium isotopes tends to symmetrize the flux azimuthally. Tnis indicates
that near BOL, tne pellet isotopics do not require azimuthal tracking.

:
!
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Figures 4 and 5, nowever, snow the flux contours for the Gd 0 /U0 pin at23
16 mwd /kg (the time at whicn most of the gadolinium has been deplete . Tnese
contours show a strong skew of the flux as a function of angle, indicating that
azimuthal depletion effects may be of importance in tne later stages of
gadolinium depletion for the correct determination of assembly reactivity.
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For illustrative purposes, the magnitude of the reactivity error made in not
tracking isotopics azimuthally was determined for tne geometries of Fig. 6.

. These cases were calculated assuming botn azimutnal and symmetric tracking of
( tne gadolinium isotopics. Eight energy groups were used to account for

spectral effects. .

'

FIGURE 8

AZIMUTHAL TRACKING TEST ASSEMBLY GEOMETRIES
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Figures 7 and 8 show the reactivity bias observed for the two cases shown in
Fig. 6. As indicated above, based on DIT calculations, tnere is little effect
on k seen near BOL using azimuthal tracking. However, as the gadolinium

! reaches its peak burnout rate, errors of the order of 0.7% ak are observed
*

| between the cases of azimuthal and symetric tracking.
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FIGURE 8

CASE B REACTNITY DIAS vs BURNUP BETWEEN AZIMUTHAL AND SYMMETRIC
TRACKING OF GADOLINIUM 180 TOPICS
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In addition to the magnitude of the reactivity effect noticed, the azimuthally
depleted case is seen to peak approximately 0.5 mwd /kg sooner than tne non-
azimutnal depletion case. The combined errors in reactivity and in timing of

gadolinium depletion will affect both the global and the local power

distributions.

Although the tracking of gadolinium isotopics azimuthally is important for
reactivity determination at the end of life of the absorber, the azimutnal
shape of the flux influences the calculated value' of reactivity throughout
life. DIT has the capability to model azimuthal variation of the flux witnin
each cell.

In order to assess the importance of tnis capability, DIT was also used with a
zeroth order Fourier mode option for the spatial two-dimensional assembly
transport calculation at beginning of li fe (B0L) . This option assumes an
azimutnally symmetric flux profile within the pin. Use of this option, compared
to a higher order flux calculation, resulted in an overall higner tnermal flux
level, and therefore, higner absorption rates in the gadolinia. The smootning
of flux levels depressed the flux in the surrounding fuel, lowering their
reaction rates. The net effect was a 0.5% ap reduction in reactivity for tne

zeroth Fourier . mode calculation.

In conclusion this preliminary analysis indicates an incentive for placing tne
gadolinia fuel pins away from waterholes or otner strong tnermal gradients in
order to minimi ze modeling uncertainties related to azimutnal depletion.
This design criteria can be accommodated in tne C-E lattice designs.
Additionally, it is concluded that it is necessary to properly model tne
azimuthal dependence of the flux distribution within uranium fuel pins located
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near gadolinium pins regardless of the location and degree of depletion of tne
"gadolinia.

REACTOR PHYSICS CONSIDERATIONS RELATED TO HIGH BURNUP

In this section we discuss three speci fic, selected questions related to
increased burnup and the consequent higher contrast between new and old fuel.
Larger flux gradients and increased leakage at the interfaces between new and
old fuel are potential sources of error for coarse mesh calculations. The more
non-uniform flux distributions tend to make the coarse mesh average cross

i sections more problem dependent while the increased net flow of neutrons across
| node boundaries may make the neutronics of coarse mesh codes less accurate.

Power distributions associated with high burnup also lead to a larger range of
values for so called coupling coefficients used to infer the power level in
uninstrumented fuel . This has led to a need to modify incore instrumentation
system software.

Increased Leakage Between New and Old Fuel

The coarse mesh (CM) code ROCS (8) employed by C-E for design calculations
uses a higher order difference method based on Taylor expansion. In
application , for conventional fuel management, this method nas proven accurate

fine mesh calculationswhen compared with both(jn-gpre measurements and with
using the PDQ-7 code' 'l 1 In high-burnup fuel management botn power
splits and inter-nodal leakages increase beyond this data base. The accuracy
of the Taylor expansion tecnnique has been confirmed relative to fine mesh
calculations using consistent cross sections. Figure 9 snows power splits in a
portion of a cycle 8 core loading with the large burnup differential typical of
high burnup fuel management.

In this case CM cross sections were-.
taken from the fine mesh (FM)___
calculation to eliminate any effects due

#^" to a possible need for so called
rehomogenization. It is clear from

I I Fig. 9 that the ROCS Taylor expansion==. ==.

E E technique yields highly accurate power
split calculations even for hign burnup.

*a Z
(

fuel management.

I J The need for renomogenization inI ---

| high burnup situations is discussed
| ua n g _ _ next. It is well-known that conven-

= g,a,L 9 tionally generated CM cross sections,' ====

ie. with Jnet=0 as a boundary condi-
tion for the assembly calculations, can

lead to typically 5%gog. distribution errors particularly for fuel located atthe core periphery Table 2 shows the effect upon local k of re-*

homogenization for a number of CM nodes (1/4 assemblies) located in environ-
ments similar to t1e one illustrated in Figure 9 but which do not originate
from edge locations where strong burnup gradients are generated.

8%.



TABLE 2

REHOMOGENIZATION EFFECTS ON LOCAL K.

Node Burnup
(mwd /kg) ((Jn 0) k_(Jn/0) A k.4

43 14.372 1.06775 1.06729 - .00046
63 42.515 .87512 .87559 + .00047

113 16.163 1.05279 1.05229 .00050
129 8.444 1.11962 1.11917 .00045

One concludes from Table 2 that an additional need for rehomogenization does
not exist as a result of higher burnups in fuel depleting in in-board
locations.

Impact on In-Core Instrumentation System

With the trend to longer cycles and higher burnups, there is a larger contrast
between new and old fuel. Tnis contrast leads to larger power splits between
new and old fuel and also to larger axial variations of tne power splits over
that experienced with the more conventional fuel management schemes. Tnis
causes a larger axial variation of the precalculated coupling coefficients used
by the in-core instrumentation system software to extrapolate the power in
instrumented assemblies to uninstrumented assemblies.

Historically a single library set, of coupling coefficients nas been
generated for the mid-detector level and used for all in-core detector levels,
evaluated at the appropriate assembly burnup at that level. Figure 10 snows ,

the results of a comparison of 3-D calculated box power distributions at each
plane to those synthesized from in-core detector powers taken from the same 3-D
calculation using single-level coupling coefficients generated for the mid-
plane. The large variation of the standard deviation towards the top and
botto71 of the core is caused by the axial variation of the coupling
coefficients. This is due to the axial variation of burnup differences and
reactivity between new and old fuel. Wnen multi-level coefficients are
evaluated at each of five detector levels, and used in the extrapolation from
instrumented to uninstrumented assemblies, the errors are substantially
decreased as shown in Figure 10.

Although the incentive to use multi-l evel coefficients is strong even for

convenjigal fuel management, high burnup fuel has accentuated this need.Tne
CECOR software for the C-E in-core instrumentation system is designed to
conveniently handle multi level coefficients for coupling, pin peaking and the
signal to power conversion. The use of single-level coefficients gives nighly
conservative values of the peaking towards the core, ends. Tne over-
conservatism is removed when using multi-level coefficients.
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CONCLUSION

The accuracy of C-E physics design methods has been reviewed in the light of
the requirements of recent fuel management trends. The low leakage fuel
management gains are found to be of significant size when compared with
observed reactivity biases for shimmed reloads.

Increased interest in the use of gadolinium as a burnable absorber nas required
a number of important changes in the design methods. Additional changes may .
prove necessary to account for non-uniform azimuthal depletion effects within
Gd absorbers.

The ROCS, coarse mesh, design code remains accurate for high-burnup fuel
,

| management applications. High-burnup has not increased the need for using
i rehomogenized coarse mesh cross sections.
1

Higher fuel burnup has increased the benefits of going to so called multi-level
coefficient libraries for the incore instrumentation software by removing

| over-consevatism.

|
1
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REACTOR PHYSICS AND IN-CORE FUEL MANAGEFFNT
FOR SWEDISH REACTORS

Malte Edenius, STUDSVIK OF AMERICA, 99 Pond Ave,
BROOKLINE, MASS 02146
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,

1 INTRODUCTION

Nuclear fuel costs depend strongly on bundle and core design as

well as on operating strategy. Improvements of the in-core fuel

management can result in multi-million dollar savings for each
cycle. The Swedish utilities have therefore found it important to

have full in-house capability in the field. This requires efficient

and accurate methods for reactor physics analysis, and the develop-

ment of advanced computer programs is an important task for the

utilities and the supporting industry.

Sweden has three nuclear utilities - OKG, Sydkraft and The Swedish

State Power Board (SSPB) - with seven operating BWRs of ASEA-ATOM

design and two Westinghouse PWRs. One more PWR is ready for
start-up and two BWRs are under construction. Fuel for the BWRs

has been supplied by ASEA-ATOM and Exxon and for the PWRs by KWU
and Westinghouse.

This paper will briefly describe the main reactor physics codes

used by the utilities and give some examples of in-core fuel

management (ICFM) activities. The intent is not to review the

Swedish ICFM but rather to demonstrate some activities where the

interaction between reactor physics methodology and ICFM is of

| importance.

|

1
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2 REACTOR PHYSICS PROGRAMS

The major reactor physics programs being used by the utilities to
support the in-core fuel management are shown in Figure 1. They
are: CASMO-2 (Ref 1,2) for bundle calculations, POLCA (Ref 3) for

the three-dimensional core calculations, MBS (Ref 4) for two-

dimensional diffusion theory calculations and CYCLE (Ref 5) for
multi-cycle scoping studies. Linking between the various programs
is done using highly automatic interface codes.

CASMO is a two-dimensional multi-group transport theory program for
BWR and PWR assembly calculations. It generates few-group cross
sections to be used in the core calculations and is capable of
handling all heterogeneities that occur in today's LWR fuel such as
gadolinia rods, water holes, water gaps, cruciform or cluster

control rods, etc.

CASMO 2 is an extended version of the original CASMO (Ref 6) pro-
gram. The plysics model is the same in the two versions, but

CASMO-2 allows a much more flexible geometry and several new
options have been developed.

POLCA is a three-dimensional nodal code for BWR applications. The
SSPB has modified POLCA for PWR calculations. The neutronics cal-
culation is a 1.5 group model with thermal neutron coupling between
nodes.

25 axial nodes are used in both BWRs and PWRs, and PWR bundles are

divided into four nodes in the x-y plane. Two-group cross section

data are given as three-dimensional tables in input.

The MBS program is used to calculate pin powers in a PWR. Cross

sections are taken from CASMO-2, either individually for each pin

836.
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type or smeared over a larger zone. Normally, bundle homogenized

data are used. MBS also reads the calculated internal power distri-

bution within the bundle from the CASMO output file and superimpo-

ses the fine structure power distribution on the smoothed

distribution calculated by the diffusion theory routine in MBS.

This feature utilizes the fact that the pin power distribution

already has been calculated in CASMO and does therefore allow a

coarser mesh in MBS.

There is no need to make a microscopic depletion with isotopic

burnup chains in MBS because the depletion in CASMO has already

been carried out with individual pin spectra where the influence

of, e.g. water holes and burnable poison rods have been accounted

for. The MBS burnup calculation is therefore done using macroscopic

cross sections.

Thus, utilizing the extra information and detail of the CASMO

bundle calculation compared to the limited information from a pin

cell code, MBS can be run with coarser mesh and macroscopic deple-

tion without any significant loss of accuracy. This results in

reduced computer costs and less input data so that input and QA are

simplified.

CYCLE is used for multi-cycle analyses. It contains a one-dimen-

sional two-group diffusion theory model for the neutronics calcula-

tion. The program can estimate cycle lengths, enrichments, number

of bundles to be loaded, etc. over many cycles. CYCLE can be

coupled to an economics module, SURPRIS, for analysis of the fuel
'

costs under various economic assumptions.

!

Many auxiliary programs have been developed by the utilities and

are used together with the main programs listed above. Two examples

i are: CHACAL (Ref 7), which facilitates the design of core loadings
[

| in BWRs with diagonal loading patterns and AVESTA (Ref 7), which
i
\

|

! ;
1

J

'
I

I
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determinns tha locations of control modules with the smallest shut
down margins in a BWR core.

3 IN-CORE FUEL MANAGEMENT

In-core fuel management at the Swedish utilities is split between

the headquarters and the core group at the specific plant. Fuel

demand, neutronics bundle design, loading patterns, master BWR
.

control rod sequences, etc. are normally determined at the head-

quarters. The plant core group makes calculations to determine,

e.g. the detailed startup and operation of the reactor. BWR control

rod patterns may be modified by the plant personnel if thermal

margins are too small or too big.

3.1 Assembly Calculations

A proper analysis of a power reactor involves many calculational

steps and transfer of much data between codes. Thus, the ease in

using the codes is of great importance. For example, few-group data
for POLCA are tabulated as function of many independent parameters

(exposure, void, fuel and moderator temperature, boron concentra-

tion, control rod, hot zero power or cold conditions, etc) and

several CASMO depletion runs with branch calculations are needed

for each fuel type in orde'r to include burnup history effects.

Void and control rod history are important in BWR calculations and

are accounted for in POLCA. Void history is by far the most impor-

tant of the two effects. Control history for nodes next to a

control rod can be substantial as illustrated by Figure 2, but the

overall influence on k is less important, because only aeff
fraction of the control rods are inserted during a cycle. However,

control history is quite important for the internal power distribu-

tion within a bundle (Figure 3).

I
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Moderator temperature history takes the place of void history in
PWR analysis. The ef fect is smaller, about 1 % in k. at 30 mwd /kg
going from inlet to outlet temperatures (Figure 4) , but influences
the calculated axial power distribution and is therefore always

included in our calculations.

Other burnup history effects, such as boron concentration and fuel
temperature, have been found to be of less importance as long as
an adequate average value is used in the depletion calculations.
This is demonstrated by the results in Table 1. The reference case

followed a boron lot down curve for the first cycle and case 2 was

calculated with a constant boron concentration equal to the average

concentration of the boron let down curve. The results are very

close to each other. We have therefore chosen to use a constant
boron concentration in CASMO burnup calculations, since this
simplifies the tabulation of data in POLCA. It is however, impor-
tant that a proper average concentration is used. Case 3 shows that

! the boron history effect is 0.5 % on k, at 30 mwd /kg going from 400
to 800 ppm boron.

Case.4 demonstrates the fuel temperature effect if the decrease in

temperature versus exposure is followed in the assembly calcula-

tion. Compared to burnup at constant fuel temperature this results

in 0.1 % higher k, at average burnup and 0.1 % lower k. at EOL,
which is neglibible in core calculations with a mixture of differ-

ent burnups. CASMO depletion calculations are normally done at con-

stant bundle average fuel temperature.

The need to cover the various depletion histories in the assembly

calculations requires that 100-250 reactivity points are calculated

with CASMO for each fuel type. Typical sets of reactivity points

are shown in Figures 5 and 6. Poison rod history from boron or

gadolinia roas is always accounted foi by treating each type of

burnable poison bundle as a separatc fuel type.

|
,

!

|
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3.2 Core Calculations

.Most core calculations are done with POLCA which exists in differ-

ent versions for BWRs and PWRs. MBS is used for PWR core calcula-

tions for pin by pin power predictions.

Core follow calculations with POLCA and MBS have generally given

results in good agreement with operating data. We normally do not

make any adjustments of input data between cycles. Albedo values,

e.g. are kept the same cycle after cycle. An exception from the

good core follow results have been observed, however, in an initial

BWR cycle, where the axial TIP readings were poorly predicted. A

new model for the thermal neutron coupling between nodes in POLCA

has recently been developed and is expected to improve the results

for the initial cores, which contain very heavy absorbers and

therefore are sensitive to the thermal leakage between nodes.

Cold shut down margins in BWRs have been found to be calculated

with good accuracy using POLCA. Shut down margins with one control

rod withdrawn are measured at start up of each cycle. The calcu-

lated k level is consistently almost 1 % higher than at operat-eff
ing conditions but cycle independent. The higher k at ld con-eff
ditions is consistent with observations from analysis (Ref'8) of

hot and cold criticals in the Studsvik KRITZ facility. I

3.3 Examples of Special Studies

Current optimization focuses on low leakage loadings, burnable

poison designs, extended burnup, cycle length and coast down for
! both reactor types. The BWR optimization effort also involves fine

tuning of the diagonal loading scheme (Ref 9, 10) and control rod

patterns, spectral shift operation and reconstitution of discharged
Iassemblies for reinsertion (Ref 11).

i

l
I
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The diagonal loading scheme was first used in Onkarshamn 1 1976 and
is used in all Swedish BWRs since 1978. An example of the loading
pattern is shown in Figure 7. Only one control rod sequence per
cycle is needed because every second control module is free of
fresh fuel, so the rods can be operated next to low reactivity

fuel.

We have frequently allowed one year old fuel in modules with the
control rod inserted during a large part of the cycle. The control

history is somewhat different from that shown in Figures 2 and 3
because the bundle has always been burnt at least one cycle without
an adjacent control rod. Therefore, a control rod is never inserted
before the gadolinium is depleted and a typical control history is
illustrated by Figures 8 and 9. The bundles are designed so that
the internal power peak does not increase with control history.

However, the power in fuel rods next to the control rod increases

substantially when the control rod is withdrawn at the end of a

cycle. Therefore, some extra shuffling is usually done at reloads,
so that bundles next to the last rods to be withdrawn are at least
two years old. Power mismatch is increased and reactivity decreased
when one is forced to avoid one year old fuel in control modules,

so there is an incentive to use one year old fuel where it does

not lead to increased risks for fuel failure.

A recent study for the Barseback BWR showed that, compared to a
pure diagonal loading, four to six extra fresh assemblies were

needed in a reload with several control cells with two years old

or older fuel.

The calculational volume for diagonal loadings is reduced signifi-

cantly because the extra effort to find several rod withdrawal

sequences is avoided and also because thermal margins are improved.
Our experience is that the existing programs predict the behaviour
of diagonal core loadings accurately. No program modifications were

; needed when we changed loading scheme four years ago.

!
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R3conctituted acc mblics have bsen incerted in coveral of 'the
Swedish BWRs. Oskarshamn 2 loaded 10 assenblies made up of pre-
viously irradiated fuel rods 1978. In 1979-80 assembly reconstitu-
tions were made by rebuilding two initial assemblies into one with

increased reactivity. Five water holes were introduced in the

assembly, and the assembly k , gain was 7.5 %. However, k, decreases
faster with burnup in the rebuilt assemblies than in normal fuel,

and after irradiation for one cycle the k, gain is reduced to 6 %.
21 reconstituted assemblies were loaded 1980. 78 more rebuilt
assemblies were inserted 1981, this time reconstituted from three

year old assemblies of the second reload batch. The k , gain was
4.5 %.

98 rebuilt assemblies with a moderate k , increase of 1.5-2.0 % are
expected to be loaded 1982. These will reduce the fresh fuel load

by about 8 bundles. The long term saving is expected to about half

of that, i.e. 4 fresh bundles.

Examples of bundle designs are shown in Figures 10 and 11. The
extra water holes are introduced to further increase k, . The
internal power peaking in reconstituted bundles is much larger than
in normal bundles. Also the detector-to-power ratio is quite

different. Therefore, rebuilt assemblies are not loaded in high

power positions or adjacent to detectors.

An auxiliary code, MOVEROD, was developed for CASMO-2 so that
shuffling of burnt fuel rods can easily be done within and between

bundles in the calculations. Because of the axial burnup distribu-

tion of the fuel rods MOVEROD-CASMO calculations need to be done at
several exposure values. The extra effort is not negligible, but

the fuel savings are significant when initial bundles can be recon-

stituted. Figure 12 shows some results for k ,versus exposure. The
methodology for design and analysis of reconstitution is now well

established and a routine part of the ICFM.

1

|
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It is essential that the reactor physics methods can predict
;

dif ferential results f rom alternative bundle and core designs,

j operating strategies, etc, accurately. One important example is the
end-of-cycle residual in burnable poison rods. Too high gadolinium
or boron concentrations can result in additional fuel costs of a

i million dollars or more per cycle. The minimization of burnable
I poison end-of-cycle residual is a major challenge, which requires

accurate calculations involving both CASMO and POLCA. Axial shaping
of gadolinium is used in most Swedish BWR reloads (Ref 12) adding
to the degree of freedom (Figure 13).

.

Swedish utilities optimize the burnable poison design for each ,

loading so that the residual reactivity penalty is kept to a

minimum. The amount of gadolinia used in BWR assemblies varies from
depending on3 rods with 1.5 % Gd O up to 7 rods with 5 % Gd 02323

; the power density in the reactor and the cycle length. ASEA-ATOM
8

provides axially distributed Gd in all reload fuel. This helps to
shape the axial power distribution and keeps the residual
reactivity down compared to uniform Gd loadings. The cycle
individual design is such that the end-of-cycle penalty in the high

absorbing isotopes Gd-155 and Gd-157 is very small. The residual
,

from the even isotopes which remains in the fuel throughout its
life is calculated to 150 pcm and 1200 pcm in the 3x1.5 % and the

7x5 % Gd fuel, respectively. A 1200 pcm residual needs to be
.

i compensated either by increasing the U-235 enrichment by a little
more than 0.1 % or by loading about 5 % more fresh bundles each
cycle. Thus, there is a very strong economic incentive to minimize
the amount of burnable poison to what is needed for safe operation

!

| of the reactor.
.

|

|
Comparisons between various fuel management schemes frequently

; require multi-cycle analyses. Such calculations are easiest done
i

| with CYCLE. A simplified model like the one in CYCLE cannot pre-

843
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dict leakcge or powar peckinge vary well but seems otherwise to be
quite useful to predict differential results (enrichment, number of
fresh assemblies, influence of coast down, ctc). Comparison of
schemes with different leakage like in-out or out-in PWRs requires
more accurate models and are best done with POLCA calculations for
several cycles.

4 CODE MODIFICATIONS

New designs require from time to time modifications in existing
computer programs. Current examples are the new SVEA (Ref 13) BWR
bundle design and annular fuel in both BWRs and PWRs.

Test assemblies of ASEA-ATOM's SVEA design (Figure 14) with a
central water cross in 8x8 BWR bundles have been loaded in
Ringhals 1. For analysis of this new design a new model had to be

developed for CASMO. This was finished in early 1982 and the SVEA
bundles can now be calculated as easily as standard fuel. Analyses
performed by Sydkraf t indicate a reactivity gain of about 2.5 % at
BOL for the same average enrichment as standard fuel. It seems

likely that BWR fuel costs can be reduced by up to 10 % using the
SVEA design.

The introduction of annular fuel pellets has also recently lead to
program development. The void fraction of the central hole in the

pellets is usually in the range 10-20 % and it has been demon-

strated (Ref 14) that a simple volume homogenization of the UO
2

pellet can be done under such circumstances, so that the fuel can

be analysed with standard cell codes. The use of Gd in annular fuel

requires, however, that the correct geometry is preserved when per-
forming the Gd depletion calculation. The MICBURN code (Ref 15)

which is used in conjunction with CASMO for Gd calculations has

been modified to accomodate this new geometry. Simultaneously
MICBURN was made more user oriented and flexible also for other

purposes such as microscopic depletion calculations of boron burn-

able poison rods in PWRs.
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Other new concepts like Gd in PWRs or new boron rod designs did not
require any program changes but can be handled using existing
methodology (Ref 16). The introduction of Gd in PWRs demonstrates
the advantage in using, as far as possible, the same methods for
BWR and PWR analysis, so that experience from one reactor type
directly can be transferred to the other one. It is important that
the methodology used for in-core fuel management is based on a good
theoretical basis and is accurate enough that the analyses can be

trusted also for new designs.

Program modifications sometimes are initiated as a result of
observed discrepancies between predictions and measurements. An
example is the comparisons of measured TIP traces and gamma scans
with calculations in BWRs, which led us to include a model for non-

uniform void distribution in CASMO in order to improve the calcula-

tion of detector readings (Ref 17).

The fission chamber detector reading predictions at high void

fractions were found to be sensitive to the possible existense of a

thin water film inside the channel wall. The water film may in-

crease the detector reaction rate by as much as 10 % at the top of

the core as shown in Table 2. Few group cross sections and k,

values are usually insensitive to the in-channel void distribution.

5 CONCLUDING REMARK

Major goals for in-core fuel management are to reduce fuel costs,
increase operating flexibility and provide reliable Tata for safety

related work. To reach these goals it is essential that the

engineer can spend most of his time analysing results of calcula-

tions rather than performing the calculations. This requires easy-

to-use and reliable computer codes within a well integrated fuel

management system. The continued Swedish effort focuses on further

|
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improvements of efficiency and accuracy in the existing system of
programs.
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fi.e. the table shows only the " history effect". ,

, ,

C= Boron history conc. in ppm' ' f
5

| T = Fuel temp. history in K a,

f
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'Case 1 was calculated with a linear decrease of boron from 800 ppm at
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Table 2 k, detector constants and power in
5

narrow / narrow corner pin for 8x8
Gd bundle

i
.

I

Void 0 mwd /kg 20 mwd /kg
distr.'

O% 75 % 0% 75 % I

k,

I Flat void 1.02772 .97828 1.00158 .99378
'

W film .00307 + .00043-

. Detector constant

: l' Flat void 3.97 3.56 4.53 3.36
1 W film +8.7 % +9.2 %

,

!) ? Power in narrow / narrow corner> 3( , /,
t|} Flat void 1.203 1.077 1.112 1.031A.

(W film. nj +4.1 % +4.0 %f
e

>

I
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Figure 1. MAIN CODES USED BY SWEDISH UTILITIES
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/ N Unrodded depletion
k \oo

/ - - . Rodded depletionh

/ '

/ g ---o- Partly rodded depletionf

| The curves represent unrodded
| | N g branches. 0% void in both depletionsj

_
f ,/ | |

N N and branches.y
m /
M ' | I j \

I
Ij l| | i \'--

N .

I

I I l l \i
I

'

j
I | | 1 N

I
CR| |CR | |CR|

I N
CR | \,1.00

, ; g gi
5 10 15 30 mwd /kg

N
N
\
\
\

.95 - N

Figure 2. Control history for 8x8 BWR with 4 Gd rods.
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Power in wide - wide corner pin /
a /

1.30 -

f
/

/.

/ Rodded dept.

/
/

1.20 - /
/

/%
/ \j/

/
/

! Partly rodded depl. ,/ I
/ i |

-

1.10 i

a I
I i /

I

Y !

!
/ I|

| i |
-

| | / |i
I| | i

'

| CRI
! | |

1.00 I |
CR |CR CR

I I =
5 10 15 20 mwd /kg

Unrodded depletion -

Figure 3. Power in corner pin for various control histories. 8x8 BWR with 4 Gd rods.

(The curves represent unrodded branches.)
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Figura 5 Reactivity points for BWR assembly

Depletion Exposure in mwd /kg

condition Branch 0 5 10 15 20 25 30

VO UO xxoxoxooooxoooox x x x x x x x x x
; U40 x x x x x

U70 x x x x x
TF x x x x x

i CT x x x o x x x
C x x x o x o x x
C+CT x x x o x x x

Ve UO x x x x x
U40 xxoxoxooooxoooox x x x x x x x x x

cn U70 x x x x x
h TF X X X X X

CT x x x o x x x
C x x o x o x x
C+CT x x o x x x

V70 UO x x x x x
U40 x x x x x
U70 xxoxoxooooxoooox x x x x x x x x x
TF x x x x x
CT x x x o x x x
C x x o x o x x
C+CT x x o x x x

UO x x o x x x
VO CT U0+CT xxoxoxooooxoooox x x x x x x x x x

reactivity point for all assemblies U= Instantaneous void TFx = Fuel temp C = Cold=

V Void history o == additional point for CT = Control rod
Gd-assembly (example)
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Figure 6 Reactivity points for PWR assembly

i

Exposure in mwd /kg<

cond. Branch
0 5 10 15 20 25 30 35

CO x x x x x
U576/C400 xxx x x x x x x x x x x xV576
C800 x x x x x
U591 x x x x
TF x x x x x r
CT+C0 x x x x x
CT x x x x x, ,

g CT+ C800 x x x x x
.

C0 x x x x x
V591 U591/C400 xxx x x x x x x x x x x x

@@ x x x x x

V = Moderator temp history (K) U= Instantaneous moderator temp (K) CT = Control rod

C= Boron concentration (ppm) TF Fuel temperature=

Note: Reactivity points for hot zero power (HZP) and also for V 561 and U 561 are

frequently added to those shown in the figure.



iFigure 7. 6 A R S E B A C K' UNIT-2. HALF-CORE BASIS

F = FRESH FUEL
1 = CYCLE 1 (ONCE BURNED) FUEL
2 = CYCLE 2 (TWICE BURNED) FUEL
R = REINSERT.(ONCE BURNED) FUEL

2 2 2 2 2 2 2

1,,1 1 R 1,,2 2 2

F''1 F 2 F '' 1 R 2 2

1 R 1,,F 1 R 1,,R 2 2

R 2 F''1 R 2 F ''1 R 2 2

1,,F 2 R 1,,F 2 R 1,,1 2

F''2 2 1 F''1 R 1 F ''1 2

2 2 2 ,, F 2 R 1,,F 2 R 2

R 1 F '' 1. 2 2 F ''1 F 1 2
_

1,,F 2 2 1,, F 2 R 1,,1 2

F''1 R 1 F''1. R 1 F ''1 2
= -

2 R 1 F 2 R 1 F 2 R 2
';'

R 2 F 2 2 1 F 1 F 10 2
l, 1 l 21,.F 1 2 2,.F 2 R l

,

F''1 2 2 F''1 R 1 F '"1 2
_

| 2 2 1 F 1 R 1 F 2 2 2
| c c
| R 1 F 1 R 2 I F 1 |R 1 2

1 F 2 R 1 F l l F i2 2 2
.. ,.

F ''1 R 1 F''1 R 2 2 2

2 F 1 F l 2 F 2 2 l 2
0

R 1_ 1__1 1 2 1 2 2,
.

_

2 2 l 2 2 2 2 2
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Figure 9. Control history in 8x8 bundle in diagonal loading
Power versus burnup
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Figure 10 RECONSTITUTION OF FUEL
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Figure 11. FUEL RECONSTITUTION IN O S K A R S H A M N 2,1982
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Figura 13 Axial Burnable Absorber (BA) Gradiiig in ASEA-ATOM
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NEACRP LMFBR BENCHMARK CALCULATION

INTERCOMPARISON FOR FUEL BURN-UP

PRELIMINARY ANALYSIS

G. Palmiotti, M. SalvatorBs, B. Ruelle
Centre d' Etudes Nucleaires de Cadarache

Botte Postale N 1

F.13115 - Saint-Paul-Lez-Durance
France

ABSTRACT

The paper presents a preliminary summary of the results of the
international intercomparison of burn-up benchmark calculations
for a LMFBR, proposed by the NEACRP. Ten solutions from eight
different organizations were submitted.

The spread of the results is analysed in terms of spread on
basic bata, whenever possible.

1. INTRODUCTION

A burn-up calculation has been proposed |1|, on the LMFBR bench-
mark model |2|, and an intercomparison of the calculation re-
sults has been sponsored by NEACRP. In this paper, some preli-
minary consideration are presented on some major features of
the exercise. In particular, the reactivity loss for the propo-
sed fuel cycle (320 days), and the isotope build-up have been
analysed, by means of same simplified sensitivity calculations.
The spread of the results obtained is compared to same target
accuracy requirements. When possible, basic data accuracy is
analysed, using the one group averaged cross-sections, provided
by the benchmark participants.

Internal breeding gain and sodium void effect evolution from
the beginning to the end-of-cycle value are also briefly ana-
lysed.

2. REQUIREMENTS OF DATA ACCURACY
I

i Before analysing the benchmark calculation results it is use-
ful to recall some of the data accuracy requirements that have
been made for the so-called : major and minor actinides in the
past. These requirements have been made in general with respect

! to core integral parameter target accuracy requirements (see
j e.g. ref. |3] and | h | ), but they have been specified also di-

|
rectly in connection with fuel burn-up requirements |h,5,6,7|.

I Moreover, the present state of the art has been reviewed in
detail in ref. |8| and |9|. For what concerns fission product
data, the proceedings of the Specialists' meeting on neutron
cross-sections of fission-product nuclei, held in BOLOGNA,
December 12-1h, 1979, ref. |10|, summarize most of the present

| state of the art. For what concerns the heavy isotope data,
!
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table I summarizes sone of the required accuracies, some indicc-
tions of the present uncertainties and the spread of the one-
group data supplied by the benchmark participants. The cross-
sections taken into account are the capture and fission cross-
sections. The (n,2n) data vill be presented separately. Some
of the basis for the data accuracy requirements are also pre-
sr.nted in table I, as they are stated by different authors.
Table II summarized similar data concerning the pseudo-fission

Product. cross-section data.

3. REACTIVITY LOSS RESULTS

The model and the description of the burn-up problem have been
specified in ref. |1| and |2|,

One of the requirement for the participants was to supply the
reactivity loss breakdown into the components :

reactivity variation due to core' heavy isotope concentra-p) :
tion variation, *

p : reacitivity loss due to fission product build-up,
2p3: reactivity gain due to heavy isotope build-up in the

blankets.
,

Obviously, the total reactivity loss p is given by :
,

p=p +p2+P3g

The results of the benchmark calculations are given in table
III.

To analyse these results, a simplified one group sensitivity
calculation was performed, based on perturbation theory at
first order.

3.1. Reactivity variation due to core heavy isotopes

The simplified sensitivity study was based on the following
expression :

$ )$ = )[ p (1)l} 6Ng (vof -0=p) g
1 1

(only U-238, Pu-239 and Pu-2h1 were considered in the sum over
the isotope index i). To analyse the origin of the spread of
the results of table III, the following expression was used :

6p p( 6N ) p. 6(vo)I 6(o ). .

* + i
0 ,ip 6N. p i F a

,1 1 1 1 1 vo 1
f

!

| Thebhandbkare straightforward coefficients.
'

i . . . .

The 6(vo )1/vo and 6(o,)1/0 values can be obtained from thel 1

f f

: - .
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dato in tablo I. Tho 6(6N.)/6N. values can be related to data
uncertainties by means of* time * dependent perturbation expres-
sions |11| :

6(6Ng) 60
5)[ s..k (3)=

6N. . la o
1 J,k jk

.

where the build-up of isotope i is affected by the uncertainties
of cross-sections type k of isotope j.

The main sensitivity coefficients sijk relevant to the U-238,
Pu-239 and Pu-2h1 isotope density variations were calculated
and are given in table IV.i

Using expression (2), and the one group data spread of table I,
we were able to reproduce fairly well the standard deviation
obtained using the direct Kerr calculation results of table III :
i 0.h5 AK/K against the 1 0 5% AK/K value of table III.

It was possible to point out the relative contribution of the
different data uncertainties to the overall data uncertainty.
The results are given in table V.

For the benchmark data, the major role is played by U-238 cc
and Pu-240 c spread, followed by the of spread of Pu-2h1 ande
Pu-239. To check if the data of the benchmark where representa-
tive of a more general situation, we also used the required
data accuracies of table I. In this case, the standard devia-
tion on pg would have been similar by slightly higher (1 0 5%
AK/K), and the relative contribution of separate data would
have been different, as it is indicated in table V. The major
role is played by o of U-238 and, complementary, by Pu-239 ofc
and it seems that a very stringent requirement is actually
needed only for the or of Pu-241, but that a somewhat nore re-
laxed requirement (i 5 + 8%) is needed for the o of Pu-240 andc
Pu-2kl.

We have made a further test on the fuel burn-up reactivity ef-
in a large LMFBR of the SUPER-PHENIX type, with a fuelfeet p g

cycle of 480 days and using two different hypothesis on the
origin of the Plutonium (gas graphite or PWR reactors). Usingi

the two_ set of uncertainties. on data, one from benchmark data
! spread and the other from the most severe data accuracy requirements of
I table I, we obtained the results of table VI, which confirm the results of
| the benchmark _calculat_ ions and the conclusions drawn above.
i

|
' In summary, even stringent data requirements on heavy isotopes, !

cannot reduce the uncertainty of the component of the reactivity
loss due to heavy isotope concentration variations to less than )
N i 0 5 + 0 7% AK/K. To reduce this uncertainty, it would be :

essential a further reduction on the o of U-238 accuracy re- Ic
quirements, which seems at present difficult to be met. ;

|

|

.
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3.2. Ranctivity lomo due to FP build-up

One of the fairly surprising result of the benchmark calcula-
tions, is related to the relatively high spread of the results
for the FP component of the reactivity loss, p2-

|

Table II indicates a stmidard deviation, with respect to the
mean value, of the one group capture cross-section of the

16.2%. The individual values of the
p{seudo-fissionproductofic P of the pseudo FP are shown in table VIII. On the contrary,
the individual isotope crqss-section data are not being analy-
sed here.

Table III results indicate a spread on the mean value of p2s :

corresponding to a standard deviation of i 16%. Since in prin-
ciple the discrepancies of p2 should be attributed mainly to
the discrepancy in the oc of FP, this result seems consistent.

However, a closer look to the data shows that not only the dis-
crepancy on the one group c{P plays a role, buth there is evi-
dence for important spectral effects. For example, the discre-
pancy between the ANL and the CEA-2 solutions on p2 is + 12.7%,
and the discrepancy on OFP is + can be due to :
1) pseudo-fission produck cross 2h%. This effectsection-characteristics (spec-

'tral shape ofc{P, self-shielding, inelastic cross-sections)
and lov energy spectrum ; o'r ,

2) to effects on p2 due to the other cross-sections.

Sensitivity calculations based on generalized perturbation
theory indicate that, e.g. the effects on p2 due to U-238,
Pu-239, Oxygen, stainless-steel and Na cross-sections varia-
tions of 10% should be of the following order of magnitude (values
of 6p /P in Percentage) :

2 2

Effect due to 10% U-238 Pu-239 Oxygen Na SS',

variation of : -

o, - 3.h - 2.6 0 0 05

a + 1.0 + 0.1 + 2.2 + 1.0 + 1.2
s a t.

These effects are fairly small and should not contribute in a
significant way to explain the above mentioned effect. Fnrther
investigation would then be needed in this field, in particular
related : pp
1) to the spectral shape of the o used by the particpants ;c
2) possible effects due to FP inelastic cross-sections.
It is worth noting that, if the benchmark results are confirmed,
they would show some differences with the conclusions of
the BOLOGNA Meeting |10| and would cast same doubts on the pre-
sent ability to predict p vith an accuracy of i 10%.

2

i
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As a final remark, we think'useful to remind that at CEA, o
i 16% uncertainty on p2 is announced at present on design calcu-
lations, based on the combination of the following main uncer-
tainties (partially correlated) :

FP
o : 1 10%c

yield : i 8%

migration of gaseous FP : i 35

k. SODIUM-VOID RESULTS

Sodium-void reactivity coefficient evolution with burn-up is
presented in table VIII. The spread of the results at EOC is
very similar to that, already small, obtained for BOC data
(% 8%). In this way, the results of ref. |1| are confirmed, as
it is confirmed the result of some integral experiment analysis,
in which the E-C/C on the sodium-void effect was found indepen-
dent from, e.g. the Pu-240 content of the core |12|.

FPIt is also confirmed that the o uncertainty affects the Na
void effect in a>relatively sma$1 way (according to ref. |13|,
1 30% on FP would produce i 1.7% on the non-leakage component
of the Na void in a large LMFBR).

However, some remarks can ben made to explain some of the most
discrepant results.

The average percentage value of the increase of the Na void
effect is % + 22%. Some solutions (CEA, JAERI) eiibit a lower

value. This result could be correlated to a low c{P value. In
fact, this is the case only for the CEA solution. A further ex-
planation can be found in the hardening of spectrum at EOC which
makes the positive Na void component more positive. Actually,
the F8/F5 ratio shows the smaller increase, between BOC and E00,
in the case of the CEA and JAERI solutions. Furthermore, both
solutions were characterized by a less steep slope of the
adjoint function at high energies |1|, All these factors explain
the lower increase of the Na void effect between BOC and EOC.

|
,

5. OTHER INTEGRAL PARAMETERS

For this preliminary analysis, we should indicate that other
i integral parameters considered in the intercomparison, like
I reactions rate ratios, were not affected strongly by burn-up and
| no unforeseen supplementary uncertainties did show-up. As an .

l example, the internal breeding gain value, which was affected at
BOC by an absolute spread of approximately 1 0.03, has a similar
spread at E0C (or slightly less).

869

I
__ _ - _ - _ _ . . _. . _ _ _ _ _ _ _ _ _



._ - . . . - - _. -. - . - .-- _ - . - _ - - , -. - - _ _ _ _ _

6. ACTINIDE BUILD-UP

As a part of the benchmark exercise, a simplified burn-up calcu-,

lation was requested, concerning the higher transactinides. Some
i of the results are summarized in table IX, where the results ob-

tained for the build-up of Np-237, Pu-236, Pu-238, Pu-242, Am-241,
Am-243, Cm-242 and Cm-2kk, are compared.:

.
.

The dispersion of the data obtained is often of the order of ma-
guitude of some-target accuracy requirements |6,7|.

i
! However, the case of Pu-236 is' worth noting. The build-up of

| .this isotope is directly related to the 23TNp(n 2n) data.l

)
: On this data, a large spread of values is presently observed,
; and this is reflected in the large dispersion'obtained among
j the benchmark results (% i 180%).

For all the previously-mentioned isotopes, a sensitivity analy-i

sis was performed based on expressions of the type of (3), and
; some results are shown in table X.

Ag;gh}
(

This data is strongly dependent on:Pu-242 o A i 20% dispersion te.
on this data is observed among the benchmark participants, and

I this correlates well with the % i 225 standard deviation observed.

Cy gh?
' Ai 12% contribution to the observed standard deviation on the

isotope build-up (% i 26%) is due to Am-2h1 o observed disper-c
sion among participants. A complementary role is played by A6
of Pu-2h1 (sensitivity coefficient s = 0 98), and Aa of Cm-242

,

(sensitivity coefficient a = 0.39).'

.

Cg;@hh

of Pu-2k2 and o of Am-243 are the mostThe uncertainties on oc c
j important contributors. If the observed spread of the benchmark

an approxi-data (incomplete in the case of Am-243 o40%c) is used,observed deviation.ismate 2k% contribution of the total %1

of Am-2k3 would be needed infound. More complete ' data on oc
.

this case.
!

Pu;g}@
;

In absence of detailed data on (n,2n) and A data, the observed
I standard deviation (% i 16%) is obtained if one uses the sup-
| plied data dispersion for o of Np-237 ( 9%), for o of Am-2h1

|
(i 13%), and estimated uncertainties of i 30% on thec(n,2n) va-c

: lues of U-238 and Pu-239 and 10% on Aa of Cm-2k2. A more pre-

| cise insight on the Pu-238 build-up will be obtained when more
(n,2n) and A data vill be available.i detailed informations on

!
!

;

i -,_
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7. CONCLUSIONS

At the present stage, only partial conclusions can be drawn. In
particular, the fission product data spread and their effects on
the reactivity loss during the cycle should be further investiga-
ted, and the rules used to prepare the lumped fission product
capture cross section clarified. Moreover, it will be useful to
identify the possible role of the fission product inelastic scat-
tering data on the reactivity. As far as the reactivity loss due
to the heavy isotope density variations, it seems that the pre-
sent data accuracies (often inside the target specified by the
various laboratories) are such that a not negligible uncertainty
chould be associated to this data, of the order of at least
1 0 5% AK/K.

Finally, for what concers the higher actinide data and the impact
of their uncertainties, no definite suggestion can be made on the
need of higher accuracy. The problem of Np-237 (n,2n) cross-
cection, leading to the production of Pu-236, is more related to
the reaction branching ratio, which is presently being assessed
by the different laboratories. However, comparison with experimen-
tal data (from irradiated full experiments in particular) should
confirm that the type of spread observed in the benchmark, is
also representative of the observed calculation / experiment dis-
crepancies.

-o0o-
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Achieved accuracy (present Spread of Benchmark one group
Isotope Required accuracy (10) uncertainty), (often quoted data (la), (From references |1|

at 1a) |8|and|9|)
3%(a,e). 85-(e) 2.1%u-238

o h%(e) 5%(e) 37%f

e 1 a - - 1 e e - 2We) 8.MNP-237 o 50%(b) 10%(e) - 10%(c) 3 5%f

20%(b) 50%(c) 25.6%Pu-238 o 7%(b) - 4%(d) 20%(c) 9 0%f

3H a,e) 10H e) 2. MPu-239 o 2%(e) - 4%(e) h5(e) 1.2%f

e >3%(a) - 3%(d) - h%(e) 20%(e) - 3%(b) 13%Pu-2h0
o >2%(a) - 3%(d) - 10%(e) 10%(e) - 5%(b) 3.2%3 f

m
*

e >3%(a) - 5%(d) - 7%(e) 20%(e) - 20%(c) - h%(b) 10 3%
-

P -2h1
>2%(a) - 2%(d) - 5%(e) 8%(e) - 5%(c) - 2%(b) 2.2%o

f

e 10%(a) - 15%(e) 50%(e) - 10%(c); 21%P*-242
10%(a) - 5*10%(d) - 30%(e) 30%(e) - 5%(c) 6.1%o

f

(a) J. Rowlands, Harwell 1978, Ref.
(b)P. Hammer,Harwell1978,Ref.|5||3|
(c) B. Patrick and H. Sowerby, NEANDC (17hA), Ref. |6|
(d) P. Hammer, Knoxville 1979, Ref.
(e) L. Usachev, Harwell 1978, Ref. |7||h|
(f) J. Hirota and H. Mitami, Annals of Nucl. En. 1, h39, 1980, Ref. |9|
(g) H. KGsters, Knoxville 1979, Ref. |8|

TABLE I
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!

.

SpreadofBenchmarkonegroup]Achieyed accuracy (present
data (lo),(Fromreferences|1

Isotope Required accuracy (1o) uncertainty), (often quoted

at lo) |8|and|9|)
|

| #c 10%(a) - 5%(d) - 15%(e) - 8*10%(dt15%(e) - 20%(c) 13.3%

o 10%(a) - 3%(d) - 15%(e) 15%(e) - 10%(c) 18.8%^"_
| f
l

'e 10%(a) - 10%(b) - 20%(e) - 10%(c) 50%(e) - 25%(c) 13 3%(f,g)
Am-2h3 10%(a) - 30%(b) - 50%(e) 50%(e) - 10%(c) 7 9%(f,g)o

f

10%(a) - 50%(b) - 50%(e) 50%(e) - 50%(c) 10.3%(f)eCm-2h2
o 10%(a) - 25%(b) - 50%(e) 50%(e) - 50%(c) h7%(f)
f

10%(a) 50%(c) 23 7%(f,g)
cm-2hh

o 10%(a) 20%(c) 6.6%(f,g)
f

cn Basis for requirements :

Y' (a) Control-rod requirement : 5% ( 0 5% + 1% in Kerr for irradiatedIfuel). Decay heat : 2 + 5%
(b) 5% on decay heat ; inherent source 20% ; internal breeding gain 0.02
(c) Production of : Pu-236, Am-2hl, Am-2h3, Cm-2h2, Cm-24h : 100%(2a). Production of Pu-238 : 20%. a decay heat : 15%
(d) Reactivity loss per cycle : A0 5% AK/K (including FP effects). (Uncertainty in core critical mass for higher

transactinides : 10.2% AK/K and i0.01% in internal breeding gain)
(e) Build-up requirements for : Pu-236 30% (From various fast reactor fuel cycle particularities)

(target accuracy) Pu-238 20%
Pu-240 5%
Pu-241 4%
Pu-242 10%

Am-241 5%
Am-243 20%
Cm-2h2 20%
Cm-2hh 40%

TABLE I (followed)



Pseudo FP Required accuracy Spread of Benchmark one-
Ref. |1| group data (la)one group

#
+10% ( 5% for future cores) 16.5 %c

TABLE II

|__________|__________|__________|__________|
| 1 1 1 1

ORGANIZ. I 6 KEFF (1) l 6 KEFF(2) 1 6KEFF(3) 1 6KEFF(4) i
I i 1 | |

_. _______|__________|__________|__________|__________|
1 1 I I I

ANL l -0.01003 1 0.00565 | -0.01940 1 0.00484 |
| | | | |

AUSTRAL. 1 -0.00541 1 0.00569 | -0.01692 1 0.00690 |
I I l- | |

CEA-2 | -0.01275 1 0.00595 l -0.01722 1 -0.00056 i
l I l l |

ENEA I -0.00678 1 0.00547 1 -0.01611 1 0.00666 1
1 I l i I

EIR-1 1 -0.00735 1 0.00535 1 -0.01269 1 0.00065 I
I I I I I

JAERI I -0.01474 1 0.00561 1 -0.01870 1 -0.00074 1
1 1 l l' I

KFK-1 1 -0.01582 1 0.00562 1 -0.02207 1 -0.00172 I
I i i | |

KFK-2 1 -0.01940 1 0.00487 I -0.02181 1 -0.00239 |
| | | | |

KFK-3 1 0.0 1 0.0 1 0.0 1 0.0 |
| | | | |

UKAEA I -0.01727 1 0.00575 | -0.02124 1 -0.00113 1
1 l | | |

NEAN 1 -0.01217 1 0.00555 | -0.01868 1 0.00139 1
1 I I I I

ST. DEV. 1 0.00501 1 0.00031 1 0.00295 1 0.00370 1
1 I i 1 1

__________|__________|__________|__________|__________I
6KEFF(1) global reactivity loss per cycle;

' 6KEFF(2) reactivity gain due to Pu build-up in blankets
6KEFF(3) reactivity loss due to FP build-up
6KEFF(h) reactivity variation due to the core heavy isotope burn-up

TABLE III

|
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Sensitivity to
Build-up

# o (U-238) o (Pu-239) o (Pu-239) o (Pu-2kO) o (Pu-241) o (Pu-2hl)
c c f c c f-

U-238 - 0.86 - - - - -

Pu-239 6.65 - 1.48 - 4.43 - - -

Pu-2h1 - - - 0 52 - 0.18 - 0 99

ng to e gam on WSensitivity coefficients cijk,a r

TABLE IV

~ Hypothesis data U-238 Pu-239 Pu-240 Pu-241
uncertainties

(Table I) o # # #
c c f c c f

From benchmark data .k2 .03 .08 3h .02 .11
spread

From data accuracy
72 .03 .16 .01 .01 .07,

requirements

TABLE V

RELATIVE CONTRIBUTION TO STANDARD DEVIATION

ON p
3

D:) Contribution for cross-section i defined as :

Afg=Af/A and St. dev. 5 A =f

1

A= 0.h% AK/K for benchmark data and 0 5% AK/K when the most severe
j data accuracy requirements of Table I are used.

!
,

l

|

|
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l
1

Hypothesis of U-238 Pu-239 Pu-2hD Pu-241 jType of
data uncertain-fuel ties (Table I) o o o o o oe c f c c f ,

|

Gas-Graph. From benchmark .45 .06 .16 .17 0 0

origin Accuracy' Req. .66 .05 .28 0 0 0

'
PWR From betchmark .41 .10 .09 .29 .02 .09
origin Accuracy Req. .67 .10 .17 .01 0 .05, ,

'

i

TABLE VI

RELATIVE CONTRIBUTION TO STANDARD DEVIATION

ON pj(:)
(") see footnote to Table V.

Standarddeviations(dehendingonhypothesisofdatauncertainties)on 3:
i .28% AK/K .43% AK/Kj y

" N .36% AK/K \ 73% AK/K
'

i d
ORG. d T 7" *

m

f . E - $

Pseudo // <

FP a 547 375 .hk . 43 398 561 577 579 574 52 500 .0806e

'
i

TABLE VII

PSEUDO-FISSION PRODUCT o (barns / fission)
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,

!

! !
I SCDIUrt VOID l
| | /

ORGANIZ. 1 -- ------1------- --1----------1
I I I EOC-DOC I
I BOC I EOC 1 |-------

.

| I l | DOC I

__________i__________i__________i__________|
| | | |

AHL l 0 92278 1 0.02877 1 0.26295 |
1 1 I I

AUSTRAL. 1 0.02305 1 0.02842 1 0.23297 |
|

' ~

l I l
'

CEA-2 1 0.02255 1 0.02600 | 0.15299 |
| I

~

l I
'

ENEA l 0.02331 1 0.02943 1 0.26255 1
~

'I l i I

EIR-1 1 0.02428 1 0.03045 1 0.25412 I
l

' ~

I
.

I l,

JAERI I 0.02710 l~ 0.03254 1 0.20074 |
|

~

l | I i
KFK-1 1 0.02321 I 0.02851 1 0.22835 |

|
~

l | I

KFK-2 1 0.02025 1 0.02495 1 0.23210 |
I

~

l l i
s

KFK-3 1 0.0 1 0.0 1 0.0 'l j
i I | |

t

| UKAEA 1 0.02058 l 0.02514.| 0.22157 I
y

| 1 il i I

MEAN | 0.02301'l 0.02825 1 0.22759 |'

| 1
~

,'l | I

ST. DEV. 1 0.00201'I 0.00252 1 0.03455 I
|

' '

I .I
__________|__________'l

|
.

1__________|__________|(
[ .

s

TABLE VIII
1

! INNER CORE SODIUM' VOID WORTF

(AK/K) ; ,

<

.

*
,,

5
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Buhd- Sensitivity to :
up of .

#
(n.2n) c
U-238 Np-237

Np-237
0 97 - 0.11

.

(n,2n) (n,2n) f a
U-238 Np-237 Pu-236 Pu-236

_

0 98 1.00 - 0.12 - 0.07

# A l(n,2n) c (n,2n) s 'e a
U-238 Np-237 Pu-239 Pu-2k1 Am-2k1 Cm-242

Pu-238
0 38 0.36 0.31 0 30 0.28 0.21

f
* *f ' *c c

Pu-2h1 Pu-2k1 Pu-242
Pu-2k2

0.23 - 0.05 - 0.10
, ,

A"e "r s 'e
Pu-240 Pu-2h1 Am-241

Am-2h1
0.10 - .20 0 97 - 0.17

c c C

Pu-2h1 Pu-242 Am-2h3
Am-243

0.14 0 9h - 0.13

A
s "r "c A "fa

Pu-241 Pu-241 Am-241 Cm-2k2 Cm-2k2
Cm-242

0 98 - 0.15 0.87 - 0.39 - 0.09

C C

Pu-2k2 Am-243
Cm-2kh

0 96 0 92
, _

Main sensitivity coefficients sg g according to equation (3)

TABLE X

|

!

.

879



|

l

|
|

IMPROVEMENT OF LINEAR REACTIVITY METHODS AND
APPLICATION TO LONG RANCE FUEL MANAGEMENT

|

R. A. Woehlke and B. L. Quan

Yankee Atomic Electric Company
1671 Worcester Road

Framingham, Massachusetts 01701

1

ABSTRACT

The original development of the linear reactivity theory assumes flat
burnup, batc'h by batch. The validity of this assumption is explored using
multicyc'e burnup data generated with a detailed 3-D SIMULATE model. The
results show that the linear reactivity method can be improved by
correcting for batchwise power sharing.

The application of linear reactivity to long range fuel management is
demonstrated in several examples. Correcting for batchwiee power sharing
improves the accuracy of the analysis. However, with regard to the
sensitivity of fuel cost to changes in various parameters, the corrected
and uncorrected linear reactivity theories give remarkably similar results.
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INTRODUCTION

The linear reactivity method has been used previously to develop
fuel management recommengationsII e 2 * 3} . The derivation of the linear
reactivity relationshipI } assumes that each batch of fuel receives the
same burnup split (p,ower share) during each cycle of residence in the

This assumption is approximately true in most cases. The authorscore.
suspect that this is due to licensing constraints: An individual batch
cannot be peaked high above reactor average. To do so would violate
operating limits. Strictly speaking,however, the batch peaking (power
share) does affect the cycle length and, therefore , the linear reactivity
relationship.

The effect of batch power peaking on the linear reactivity
relationship was studied by using a detailed 3-D SIMULATE model with
two-group cross sections derived f rom CASMO[5]. Using BWR/3 fuel types,
multiple cycles of full, half , third and quarter core reloads were depleted
until equilibrium was achieved. The results of this study show that the
linear reactivity relationship (core average burnup versus enrichment) is
sensitive to the batch pnwer sharing. This sensitivity may be reduced by

Thismodifying the linear reactivity equations with a batch peaking term.
modification has the effect of collapsing the linear reactivity
relationship into a narrower band valid for a large spectrum of batch
peaking and batch sizes. Correcting for batch peaking in this simple way
improves the accuracy of linear reactivity methods by about 5% without
requiring a lot of cumbersome detail.

To assess the impact of this improvement, several applications of
linear reactivity were analyzed. A computer code OPTDIS was developed to
generate fuel cycle economics based on either the corrected or uncorrected
linear reactivity relationship. The sensitivity of the fuel cycle costs to
all the major economic and operational parameters was studied.

i

In absolute terms, the peaking-corrected equation gives more
accurate economic results. However, the fuel cost sensitivities generated
from both the corrected and uncorrected linear reactivity equation are
remarkably similar. Thus, previous studies which employed uncorrected
linear reactivity theory remain generally valid.

IMPROVEMENT OF LINEAR REACTIVITY THEORY

A previous paper [2] generated a plant specific linear reactivity
relationship from actual plant data. In retrospect , this method has two
soft spots: First, statistically the equation generated was not well
supported; only four cycles of data were available at the time. Second,
the data came from transition cycles of changing fuel design, enrichment
and batch size. It does not necessarily follow that the results were
applicable to equilibrium cycles.

!
|

|

|
,
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A second method of developing the linear reactivity relationship is
to use detailed calculations. This overcomes the two major drawbacks of
the previous method:

1) Any number of cycles of various enrichments may be generated.

2) The depletion may be repeated until equilibrium is reached.

The only question remaining is: How well does the detailed calculation
compare with reality? In this study, a detailed 3-D SIMULATE model was
used with two-group cross sections derived from CASMO. This specific model
has been benchmarked [5] satisfactorily against eight cycles of Vermont
Yankee and two cycles of Quad Cities operating data. It also compares
closely with the Quad Cities gamma scans.

This study used four typical 8x8 BWR/3 fuel types of different I

enrichments and gadolinium loadings. Taking each fuel type individually;
full, half, third and quarter core reloads were depleted to the end of full
power life using the Haling option of SIMULATE. The process was repeated i

until equilibrium. Equilibrium was assumed to be reached when the cycle !
exposure varied by less than 50 MWD /MTU between successive reloads. Table '

1 illustrates the resulting equilibrium burnups for each fuel type. Notice
the small effect in core average burnup due to the variation in gadolinium
content between the 2.74 w/o low Cd fuel (L) and the 2.74 w/o high Cd (H)
fuel. This effect is small compared to the effect of batch peaking.

{

i

Cenerally, smaller reloads (large n) have higher initial batch peaking; and !core average burnup increases with initial batch peaking. I

Least-square fitting the core average burnup from Table I gives the
band of linear reactivity relationships enclosed by the two solid lines in
Figure 1. The broadening due to batch peaking implies that detailed
knowledge about the intended reload must precede any use of linear
reactivity. This is not necessarily true: 'Ihe cycle exposure and
discharge exposure are not as sensitive to batch peaking as the core

;
average exposure suggests. One may modify the linear reactivity equations '

by a batch power peaking correction ters, C. For example:

"Batch Discharge Exposure , B CB B* =
d M 3 df

Equilibrium Cycle Exposure, B CB B= =
y df

where B3 is the core average burnup, and n is the number of reload
batches per core. B,ff is called the " effective core average burnup".
The correction factor, C, may be derived algebraically by weighting the
batch power shares.i

|

The dashed line in Figure 1 illustrates the improvement caused by
using Beff. The large uncertainty in the linear reactivity relationship,

'

has now been collapsed into a narrower region good for various values of n
and initial batch peaking from 1.0 to 1.3. Beyond 1.3, the core would

j prohbly have difficulty getting licensed.

i
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Table 1: Equilibrium burnups for typical BWR/3 fuel types and core loadings
generated with SIMULATE.

Core Description EOFPL Exposure (GWD/MTU) Batch Relative Power Peaking

Initial C B,ggC By BdReload Fuel B

Size Enrich. Cycle Core Disch. Peak Factor (GWD/NTU)

Full: 2.190 9.414 9 414 9.414 1.0 1.0 9.414
n=1 2.740 (L) 15.198 15 198 15.198 1.0 1.0 15 198
Batch 2.740 (H) 15.023 15.023 15.023 1.0 1.0 15.023

2.893 17.270 17.270 17.270 1.0 1.0 17.270

Half: 2.190 6.309 9.610 12.525 1.060 .981 9.429
n=2 2.740 (L) 10.419 16.083 20.817 1.089 .971 15.621
Batches 2.740 (H) 10.277 15 849 20.518 1.088 .972 15.402

2.893 11.755 18.215 23.521 1.098 .968 17.637

Third: 2.190 4.901 9.976 14.033 1.163 .950 9.476
n=2.875* 2.740 (L) 8.282 17.203 23.785 1.208 .932 16.038
Batches 2.893 9.293 19.407 26.720 1.222 .928 18.006

Quarter: 2.740 (L) 6.454 17.520 25.818 1.288 .921 16.136
n=4 2.893 7.193 19.613 28.783 1.306 .917 17.986
Batches

* Core studied was not exactly divisible by 3.
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APPLICATION TO LONG-RANCE FUEL MANAGEMENT

Linear reactivity methods are useful in long-range fuel management
since they ignore fuel design and core loading details. This is at once a
weakness and a strength. Linear reactivity would not be suitable for
generating burnup data for safety and licensing. Its strength lies in
detecting dif ferences or trends between one operational strategy and some
perturbed alternative. In this application it works cheaply and well.

A computer code, OPTDIS, was developed to study the fuel cycle*

economics of long-ters (equilibrium) fuel management schemes. In the
following studies, OPTDIS uses the corrected linear reactivity equation to
generate any necessary burnup data. It has the capability of varying the
economic parameters , number of batches , cycle length , discharge burnup ,
refueling period , etc. The output consists of direct and indirect nuclear
fuel costs, plant and system energy costs (including replacement energy),
outage costs and resource requirements.

A typical study using OPTDIS is the comparison of a standard
12-month cycle with various alternatives. This study uses the unit cost
data shown in Table 2. These are typical economic parameters for a plant
reaching equilibrium in the mid-1980's. The replacement energy costs are
typical of a system loader dominated by oil.

1

Table 2: Typical economic parameters for a 500 MWe BWR in the mid-1980's.

Economic Parameter Unit Price

U03 8 ($/lb) 50

Conversion ($/lbU) 4

Enrichment ($/SWU) 160

Fabrication ($/KgU) 220

Disposal ($/Kg HM) 280

Scheduled Replacement Energy Cost ($/MWhe) 60

Unscheduled Replacement Energy Cost ($/MWhe) 90

Incore Carrying Charge (%/yr) 15

AFUDC Interest Rate (%/yr) 15
l

Cost of Refueling ($ Millions / Refueling) 10
'

Capital Expenses ($ Millions / Year) 60
,

884.
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The standard base case is an equilibrium 12-month cycle , 4-batch
| core of approximately 2.85 w/o enrichment. A 92% capacity factor while

operating and a 7-week refueling outage are assumed. The alternatives to
be considered are extending the cycle length to 18 months, and/or , changing
the number of batches.

The results are shown in Figur ;. For the 12-month cycle,
decreasing the batch size relative to the base case causes the discharge

; burnup to increase. This better utilization of the fuel causes the total
plant energy cost (total nuclear + operation and maintenance + refueling +
capital cost) to decrease. The significant decrease in the 18-month cycle
cases is mainly due to fewer refueling outages. At $10 million per
refueling , not including replacement energy, the savings is substantial.
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Figure 2: Total plant energy cost as a function of discharge burnup for
various cycle lengths and batch sizes.
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Studies of the preceding type use linear reactivity to define the
gross dif ferences between alternatives. This is only the first step. The
feasibility of loading this type of cycle must be determined with detailed ,

3-D calculations. |

Another use of OPTDIS which is well suited to linear reactivity
theory, is exploring the sensitivity of fuel costs to changes in various
parameters. _By definition, the perturbation from the base case is very
small in a sensitivity study; the core characteristics are similar. Again,
using the same base case: It is observed in Table 3 that the U 038
price has more impact on the fuel cost than the price of SWU. However, the
operational capacity factor overshadows all other parameters in importance.

Table 3: Sensitivity of nuclear fuel cycle cost , plant and total system
energy cost to various parameters.

i

Fractional Change in Cost Per
Fractional Change in Input Parameter

Case A Case B Case C* Case D Case E*

Total Nuclear Fuel Cycle Cost
($/yr)(l) 403 .352 .138 .348 +.865.

Total Plant Energy Cost ($/yr)(2) 157 .136 .054 .135 +.336.

Total System Energy Cost ($/yr)(3) 149 .132 .222 .129 -2.427.

I
(1) Includes Direct Nuclear, AFUDC and Incore Carrying Charges.

I(2) Defined here as Total Nuclear Fuel Cycle Cost + 0&M Cost + Refueling
Cost + Capital Cost in $/yr.

,

(3) Defined here as Total Nuclear Fuel Cycle Cost + Refueling Cost +
Replacement Energy Cost in $/yr.

Base Case: 4-batch, 12-month cycle described previously in text.

Price.Case A: Change U 038

Case B: Change SWU Price.

Case C: Change Refueling Time Period.

Case D: Change AFUDC and Incore Interest Rates.

Case E: Change Capacity Factor.
,

!

* Maintaining constant discharge burnup and cycle length as base case.

1
;
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DISCUSSION AND CONCLUSIONS

This study shows that the linear reactivity relationship (core
average burnup versus enrichment) is , in fact , a broad band of equations
sensitive to batch peaking. This sensitivity can be significantly reduced
by defining an effective core average burnup. The resulting corrected
lineat reactivity ' relationship is much more narrow. Its use does not

require detailed core and fuel design data.

The method of applying linear reactivity theory to economic analysis
is important. Linear reactivity is best applied to situations where a
familiar base case is compared to some perturbed alternative. In this way,
there is an implied similarity between the fuel designs and reloading
characteristics. This is typically the case due to licensing constraints.
This is always the case in sensitivity studies, for which, linear
reactivity methods are well suited.

Regarding past work based on the uncorrected linear reactivity
relationship: The correction is not large enough to change the outcome of
past studies. This is due to the fact that the corrected and uncorrected
linear reactivity relationships have similar slopes. In any sensitivity or

perturbation application the differences are a function of the slope. For
example, linear reactivity might typically be applied to determine the cost
benefits of a proposed new fuel design. How much increased fuel
fabrication cost could be absorbed if the new fuel design increases
discharge exposure limits from 28,000 to 32,000 MWD /MTU7 This problem was
tackled using OPTP~' with both the corrected and uncorrected linear
reactivity relationships. The results are presented in Table 4.

Table 4: Savings in total nuclear fuel costs achievable by increasing
discharge burnup exposure limits. The three cases were
generated by OPTDIS using three different linear reactivity
relationships.

Batch Burnup Total Nuclosr Fuel Design Change
Case Description GWD/MTU Cost (M$/ Year) Savings (M4/ Year)

I Flat Batch 28.0 41.645 2.096
Paaking = 1.0 32.0 39.549

|

II Initial Batch 28.0 40.461 2.192
Peaking = 1.3, 32.0 38.269,

| Beff Correction
|

| III Initial Batch 28.0 38.897 2.314 1

| Peaking - 1.3, 32.0 36.583 |
| No Correction
|

|

l
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Assuming that batch peaking is flat (Case I) underestimates the
savings by about $100,000. Not correcting for batch peaking (Case III)
overestimates the savings by about $120,000. Accounting for batch peaking
by correcting core average burnup By to yield Beff (Case II) improves
linear reactivity accuracy by about 5%. However , these small changes are
not significant compared to the overall savings of two million dollars per
year. The final decision would be the same regardless of the linear
reactivity equation used.
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EFFECTS OF TRANSITION TO LUMPED BURNABLE POISON EIGHTEEN-MONTH REL0AD

CYCLES ON THE AGREEMENT OF MEASURED AND PREDICTED CORE PHYSICS PARAMETERS

J. J. Woods, A. R. Long, D. D. Shelburne, G. E. Hanson
Nuclear Power Generation Division

Babcock & Wilcox

In recent years, the majority of B&W's customers have converted to the more
ec.onomical 18-month fuel cycle. The 18-month cycles reduce the number of re-
fuelings and offer greater capacity factors resulting in lower system operating
costs. The 18-month fuel cycle, however, requires an increased fuel loading
necessitating the placement of some fresh assemblies in the core interior and
the use of lumped burnable poisons (LBP). To further improve the economics
of 18-month cycles, B&W has provided its customers with the advanced low leak-
age in-out-in fuel management strategy that we pioneered in the late 1960's.
With this strategy, all the fresh assemblies are loaded in the core's interior
and contain LBP clusters. Surrounding the fresh assemblies are twice-burned
assemblies, while the once-burned assemblies are loaded on the core periphery,
giving a low radial leakage.

This strategy places additional demands on the core physics models. In
particular, the worth of the LBP must be precisely modeled. In addition, the

flux gradients and spectral interaction between fresh and twice-burned fuel,
within the fresh assemblies and the core periphery, must be correctly predicted
by two-group difftsion theory models to provide the same highly accurate cal-
culations that characterize our non-LBP cycle desigt.s.

This paper demonstrates that the standard physics models B&W used on its
first nine 18-month, LBP fuel cycle designs accurately predicted the neutronic

| characteristics of the cores.

The comparison of calculated physics parameters to data measured during
startup testing has been used to verify core operation, to verify design input
to safety analysis, and to improve core physics analysis techniques. This is
especially true when considering low leakage fuel management, longer cycle
length, and the additional variable of added LBP. All of the factors impact

.

hot zero power physics parameters and the hot full power radial power distribution.
| Comparisons in this paper include: all rods out critical boron, differential

~

I boron worth, control rod worth, temperature coefficients and full power radial
power distributions.

Figure 1 presents a comparison of measured and predicted hot zero power
I all rods out critical boron concentrations (AR0CBC's). Critical boron concen-
| trations were calculated with a two-dimensional homogenized assembly PDQ model.

Nuclide concentrations were obtained from two-dimensional pin by pin assembly!

I calculations. The solid line in Figure 1 represents ideal agreement between
the measured and predicted AR0CBC's. The agreement for both LBP and non-LBP
cores is very good. The average difference between measured and predicted
AR0CBC's is only 3 ppmb for non-LBP cores and -8 ppmb for LBP cores. All
non-LBP predictions are within 31 ppmb of the measurements. This is much less
than the acceptance criterion on critical boron concentrations of 1% ap (delta
reactivity), or about 100 ppmb. The standard deviation of the non-LBP data is
117 ppmb, which is close to the estimated measurement uncertainty of 15 ppmb.
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Predictions for LBP reloads were within 44 ppmb with a standard deviation of
126 ppmb. The 'somewhat greater spread in the data for the LBP reloads reflects
the added complexity of modeling the interfaces between LBP and non-LBP regions
in the homogenized model.

Comparison of measured and predicted differential boron worths (DBW's*) ,

is illustrated in Figure 2. Measured. boron worth is determined from data
obtained during control rod worth measurements. Boron worth is calculated !

using the same homogenized assembly model used to predict AR0CBC. All measured i

*and predicted differential boron worths agree within the estimated measurement i

uncertainty of 10% and are well within the 15% acceptance criterion for the test.
The observed standard deviations of the data are less than the measurement
uncertainty. DBW's for LBP cores appear to be slightly underpredicted but the i

magnitude of this difference is insignificant. The excellent agreement between !

measured and predicted boron worths demonstrates the accuracy of the calculational
models for LBP as well as non-LBP shuffle schemes.

Measured and predicted total worths of control rod banks 5-7 at hot zero
power are compared in Figure 3. Control rod worths are predicted with the PDQ
pin by pin model to best represent the interface between rodded and non-rodded
regions within the fuel assembly. As seen in Figure 3, this model predicts rod
worth very accurately for both LBP and non-LBP cores. The average differences
of -0.119 and 0.051% ap for non-LBP and LBP reloads, respectively, correspond
to only 3.5% and 1.5% of the measured total worths. None of the differences
between the measured and predicted worths for LBP cores exceeded the estimated
measurement uncertainty of 7.1% of the non-LBP cores; all were within the 10%
acceptance criteria. The actual observed standard deviations for both LBP
and non-LBP cores were even less than the 7.1% measurement uncertainty.

The ctmparison of measured and predicted ejected rod worths (ERW's) is
shown in Figure 4. Ejected rod worth is calculated with the same 2-D PDQ
pin by pin model that is used to predict control rod worth. All measured worths
are within the B&W recommended acceptance criteria of .2% ap of the predictions.
In all but two cases the measured and predicted worths agreed to within .14% ap.
The observed standard deviations of the data are similar for the LBP and non-LBP
cores. The ERW's tend to be slightly overpredicted for LBP cores but no bias is
apparent for cores with no LBP.

Isothermal temperature coefficients are measured at hot zero power with
control rod Groups 5-7 fully withdrawn and with Groups 5-7cinserted. The
coefficients are predicted with the homogenized assembly PDQ model. Figure 5I

compared measured isothermal temperature coefficients to predictions. In all
cases, measured and predicted worths are well within the test acceptance
criterion ofi A% ap and in most cases are within 1.2% ap. The agreement between
measured and predicted coefficients is similar for LBP and non-LBP cores for
both rods-out and rods-in conditions. The predictions show a slight but insig-
nificant negative bias for both types of cores.

Power distribution comparisons are made during startup at 40, 75 and 100%
power. The calculation for the comparisons are made with the three-dimensional
nodal code FLAME. A comparison of an LBP rodded beginning of cycle (B0C) radial
power distribution is shown in Figure 6. Note the excellent agreement between

*DBW - change in reactivity / change in boron
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the measured and predicted relative power density in the peak assembly at core
grid location H. 11. The overall standard deviation of 2.4% for all radial
peaks also shows excellent agreement. Similar agreement has been noted for all
LBP reload cycles. Figure 7 is a comparison of a typical non-LBP reload radial
power distribution. This compariso'n is very similar to the LBP core with excellent
agreement not only in the peak location but also in the overall distribution.

Power distribution comparisons are also made between calculated and measured
values throughout the core lifetime. Figure 8 shows a typical end of cycle (E0C)
comparison for an LBP core. This comparison shows a decrease in the standard
deviation of the radial peaks with cycle lifetime. This is typical of most
cases. Table 1 summarizes the standard deviation from a sampling of several
plants. This data shows a slightly better agreement with LBP cores than with
non-LBP cores. This trend is attributed to the fact that the later LBP cycles

contain improved incore detectors compared to those present in the non-LBP
cycles.

Table 2 summarizes the agreement between the PDQ predictions and measured
physics parameters in progressing from non-LBP reloads to LBP reloads.

Data from B&W's continuing results engineering effort demonstrate that,
even with the use of LBP low leakage fuel management,B&W's two-group diffusion
theory codes and models accurately predict core performance. The correct treat-
ment of the flux gradients and spectral interaction between fresh and twice-burned
fuel,within the fresh assemblies and on the core periphery, has been confirmed.
The results also provide added confidence that these same models will be adequate
when applied to more advanced fuel cycle strategies such as axial blankets and
extended burnup.

|
!

l
|
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Table 1

Radial Power Distribution Comparisons

! Non - LBP Cycles LBP Cycles

; Plant A B C D E F G

{ B0C Radial RMS 2.62 4.04 4.33 3.04 2.66 3.23 1.86
.

; M0C Radial RMS 2.76 3.88 3.84 2.79 1.82 2.62 1.87

E0C Radial RMS 2.83 2.75 3.70 2.77 2.25 1.82----

4

! Overall Average RMS 3.42 2.42

i

4

|

|

l

1
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Table 2

Average Differences Between Predicted and Measured

Physics Parameters for LBP and Non-LBP Reloads

Non-LBP Reloads LBP Reloads

Average Standard Average Standard
Difference * Deviation Difference * Deviation

All rods out critical
boron, ppm 3 17 -8 26

Differential boron
worth, %Ap/100 ppm - .010 .030 .021 .021

Control Rod banks 5-7 total
worth, %Ap .119 .143 .051 .096

Ejected control rod
worth, %Ap .008 .093 .020 .099

Temperature coefficient,
X10-4ap F

All rods out .06 .16 .13 .08

Banks 5-7 in .06 .09 .03 .06

* Predicted-Measured
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Figure 1

Comparison of Predicted and Measured HZP AROCBC
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Figure 2

Comparison of Measured and Predicted HZP DBW
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Figure 3

COMPARISON OF PREDICTED, MEASURED HZP REG BANK WORTHS
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Figure 4

Comparison of Predicted and Measured HZP ERW
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Figure 5

Comparison of Predicted & Measured HZP TEMP COEFF>
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COMPARISONS OF CALCULATED AND MEASURED PARAMETERS

N R A Pu-FUELED LWHCR LATTICE

R. Chawla, K. GmGr, H. Hager, E. Hettergott* , J.M. Paratte

R. Seiler and D. Stahel
Swiss Federal Institute for Reactor Research

5303 Wuerenlingen
Switzerland

ABSTRACT

The lack of suitable integral experiments for Pu-fueled LWHCR lattices renders it
difficult to assess the adequacy of calculational methods and data being applied
to the physics design of such reactors. The current paper presents results for
the first of a series of Cores being investigated in the PROTEUS reactor at

Wuerenlingen to help fill the gap - a PuO2/UO2 fueled test lattica with an
effective Pu enrichment of 7 % and a fuel / moderator ratio of 2.0. The measure-
ments reported incAude core-centre reaction rate ratios involving the capture

241 u. Infinite-dilutionrate in 2380 and fission rates in 235u, 238u, 239 u and PP

reaction rates in the lattice were determined for the 10 (n,a) reaction and forB

232Th, 233U fission.~' Also measured were various radial and axial reaction rate
traverses across the test zone to provide material-buckling, and hence k,,

related data. Comparisons of the measured parameters have been made with calcu-
lations based on the use of several different lattice codes and their
associated cross-section libraries, viz. WIMS-D, EPRI-CPM and BOXER. For
several of the calculated parameters, a strong dependence has been observed on
the available data sets. These are discussed in the light of the experimental

results, as also the unusual spectrum characteristics of the test lattice.

1. INTRODUCTION
JA reactor concept which has been receiving increasing attention from the view-

point of improved uranium utilization is the homogeneous-design LWHCR (Light
Water High Converter Reactor)/1,6,/. The possibility suggested is that of-

providing a current-day type of PWR with a Pu-fueled, tight-pitch core, thereby
hardening the neutron spectrum and achieving a conversion ratio 30.9. Hardly
any experiments exist in the open literature, however, for assessing the calcu-
lational methods being applied to the thermal hydraulics and the reactor physics
of LWHCRs.

The latter aspect is particularly important in the context of the void coeffi-
cient of reactivity (keff) which must, in all circumstances, be designed to be
negative. Depending on the methods and data used for the physics analysis,
conflicting calculational results can be obtained which may differ, not only in
the magnitude of the coefficient, .but also the sign. This may be explained by
the fact that the k, void coefficient, in a given case, is made up of several,
partially cancelling contributions from individual reaction rates, all of which
must be adequately predicted at each voidage step /7/.

1

A programme of measurements has been initiated at the PROTEUS zero-energy reactor
facility at Wuerenlingen, with the broad aim of helping to fill the current gap
in benchmark experiments for the reactor physics of LWHCRs /8,/. Measurements in !

* under contract from EPRI, Palo Alto, CA
1
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Coro 1, involving a reference test lettics with full-din:ity H 0, have been2
completed. Subsequent Cores will simulate H 0-voidage in this lattice. The2
current paper discusses the experimental results obtained in Core 1 for central
reaction rate ratios, as well as radial and axial reaction rate traverses across

the test zone. Comparisons have been made with calculations based on the use of
several alternative lattice codes and data sets.
2. EXPERIMEffrAL CONFIGURATION AND TYPES OF MEASUREMENTS

The PROTEUS facility essent.ially consists of a central test region driven
critical by annular thermal driver zones /9_/. Figs. I and 2 give horizontal and
vertical sectional views of the PROTEUS reactor as used for the current experi-
monts. As indicated, the D20- and graphite-moderated driver zones are separated
from the test-lattice by an annular buffer zone consisting of natural-uranium
metal rods. The net influence of the outer reactor regions on the neutron
spectrum at the centre of the test zone is minimal, the principal reaction rate
ratios being affected by typically <2 %.

In selecting the lattice arrangement for the test lattice, a practical constraint
was the required utilization of existing fuel materials, viz. 6.70 mm-diameter

rods of 15 % Puo2/UO2 and depleted UO2, canned in steel tubes of outer diameter
8.22 mm. The Puo2/UO2 rods, which had been welded to specifications for a future
fast-reactor experiment, had small quantities of steel washers distributed along
their length. A subsidiary assessment confirmed, however, that the effects of the
additional steel were small and that these could be adequately taken into account
in the measurements as well as the calculations.
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FIGURE 2: VERTICAL SECTIONAL VIEW OF TIIE PROTEUS REAC'IVR
thus needed to make the

central test zone upto a diameter of 0.43 m. Nuclide number densities used in the

cell calculations for the 2-rod test lattice (PROTEUS-LWHCR Core 1) are given in
Table 1.

Reaction rate measure-
15%Pu0 h0: Dept.UOt

monts were carried out+ Steel

[ Steel + Air +At in the test latticeH2O

8.22 _ using, for the main

67 _ part, foil-ac tivation

techniques that haves

Y D been described else-
where (e.g. /9/) in

':b / the context of earlier

experimental programmes

% on PRCCEUS. Each type
- of core-centre reaction

[ rate ratio measurement
9

.

was, wherever possible,
carried out using more'

'

- than one experimental

[ technique. Thus, for
/ P 1 example, the important

ratio of 238U captureg
| to 239Pu fission in

the lattice wasgg
- determined by both

FIGURE 3: SCHEMATIC LAYOUT OF THE TEST LA'PTICE (dimensions in mm)
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TABLE 1: NUCLIDE DENSITIES (x1030 m-3) FOR MATERIALS IN THE PROTEUS-LWHCR CORE 1
TEST LATTICE

Material '1 (Fuel'l, 25 % PuO /UO2 '+ Steel) :2

235 * 38 239 240
0 . 7.781-5 U . 1.839- 2 Pu. 2.580-3 Pu. 5.699-4

241 242 241
Pu. 5.675-5 Pu..l.256-5 Am. 3.833-5 0 . 4.346-2

H . 2.005-4 A1. 3.683-4 Fe. 2.600-3 Cr. 6.843-4

Ni. 3.301-4 Mn. 5.376-5 Si. 3.286-5 Mo. 8.123-6

Material 2 (Fuel 2, Depl. 002):

238
U . 9.851-5 U . 2.328-2 O . 4.677-2 A1. 3.827-4

Material 3 (Clad, Steel + Air + Al) :

A1. 6.080-3 Fe. 3.125-2 Cr. 8.536-3 Ni. 5.ll8-3

Mn..l.001-3 Mo. 7.354-4 Si. 8.124-4 N ..l.323-5

Material 4 (Moderator, H2O at 32 C) :

H . 6.652-2 0 . 3.326-2

to be read as 7.781x10- g
.

Iabsolute and thermal-comparison methods. Use was also made of fission track
recorders (SFIRs) to provide some check on the foil /chanber measurements of .j

235U fissionfission rate ratios. The core-centre reaction rates determined were
241 u fission f239 u fission (F ) and238U capture and fission (C8, F8) , PP 9(F5),

*'(F ) , which together account for %70 % cf neutron absorptions in the test1 10 (n,a)lattice. Also monitored aa' spectral indices for the lattice were the B

233 ' fission (F ).,reaction (B ) , 232Th fission (F ) and 0 32

The experimental accuracy for the measured reaction rate ratios was, in most
cases, about + 2 %. This error is slightly greater than daat. achieved in earlier
fast-reactor experiments in PROTEUS and resulted from several factors. These
were, principally, the much larger foil / pellet heterogeneity effects in the
intermediate neutron-energy spectrum of the LWHCR lattice, the need to correct
for the presence of steel washers in the Pu02/UO2 fuel, and the fact that
measurements had to be conducted for two different fuel-rod types.

In order to obtain material-buckling, and hence k , related data for the testg

lattice, axial and radial reaction rate traverses were measured across the
central zone. This was done for the principal reaction rates (F , C8, Fg, F ) and5 9
also for the Rh(n,n') reaction, a fast-neutron detector with a lower threshold
than Fg.

3. CALCULATIONAL METHODS AND DATA

Several different cell codes with their associated data libraries have been
applied to the analysis of the Core 1 measurements. These include the U.K. code
WIMS-D1 /10/, the U.S. code EPRI-CPM /11/ with largely ENDF/B-3 based data, and
the Swiss code BOKER /12/ which uses a library derived from ENDF/B-4 for all

238 . Ech of these codes could be used to model the experiment-nuclides except U

al 2-rod lattice, although with different approximations. Thus, for example,
the BOXER and EPRI-CPM routes used a combination of chequer-board and parallel-
row square-cell arrangements to simulate the actual hexagonal geometry. The

:
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WIMS-D calculation, while able to model the experimental latt' ice arrangement
somewhat better through appropriate collision probabilities, suffered from other
limitations such as that each individual cell-type was considered in isolation
at the level of resonance-group cross-sectien preparation.
Table 2 provides a useful criterion for assessing the sensitivity of calculated
parameters to the multicell modeling. This is a ecmparison made, using each code
separately, of results obtained for the 2-rod lattice with those of an

" equivalent" single-rod lattice, i.e. one with the same cell dimensions as
indicated in Fig. 3 but with a fuel region consisting of a homogeneous mixture
of the actual fuel materials (Table 1) . Also indicated are results based on a
set of Monte Carlo calculations carried out using the SAM-CF code /13/. It is
seen that the 2-rod heterogeneity effects calculated by the various methods are
quite similar. Further, except for F /F9 (a not very important ratio from the5
neutron balance viewpoint) , the magnitude of the effects is generally <5 % for
the various integral parameters. The 2-rod nature of the PROTEUS-LWHCR test
lattice should not, therefore, seriously detract from its usefulness as a bench-
mark experiment for homogeneous-design LWHCRs'/14/.

TABLE 2: COMPARISON OF' 2-ROD / SINGLE-ROD CALCULATIONS *

Me thod WIMS-D EPRI-CPM BOKER Monte Carlo

k. 1.004 1.008 1.004 1.001
F /F9 1.211 1.159 1.173 1.1835

C /F9 1.034 1.032 1.033 1.0328
Fg/F9 1.006 1.024 1.001 1.001
F /F 1.053 1.043 1.038 1.0311 9
*
results for the 2-rod lattice, relative to values obtained from

single-rod (homogenised fuel) calculations

Comparisons of calculational and experimental results, in any given case, reflect
shortcomings in both the theoretical model as well as the data library used. In
the WIMS-D calculations it was possible to apply different data options for a
few of the' nuclides. Thus, although most of the results currently being reported
employed the "latr st" data available on the standard WIMS library tape /l_5_/, ae

Oseful " feel" for the sensitivity of calculated parameters could be obtained by
s using certain " older" options. Table 3 shows, separately, the effects of

235changing the U resuaance tMaulations, the 238U resonance data, the 238U fast-
group cross-sections and finally, the 239Pu fast data. It is clear that the i

sensitivity of calculated parameters to the available WIMS data options is much
higher for the type of neutron spectra being investigated in the current

|
experiments than generally encountered in thermal reactor lattices /16/. The !

calculated percentage of epithermal events (>4 eV) in the Core 1 test lattice :
was as high as 62 % for F , 95 % for C8 and 48 % for F .

,5 9

A basic point of interest was confirmed through other subsidiary calculations,
viz. that the relative effects of alternative data options of the type indicated
above for the 2-rod test lattice were very similar to corresponding effects in
single-rod (homogenised fuel) calculations. This provided further justification
for the benchmark nature of the experimental lattice.

,

!

906.
.



TABLE 3: SENSITIVITY OF WIMS-D CALCULATED CORE 1 PARAMETERS TO ALTERNATIVE DATA
OPTIONS * ,

235 238 238 239
Changed Data U Reson. U Reson. U Fast Pu Fast

Changed El.No. 235.2 2238.2 238.4 1239.1

k, 0.996 0.975 0.994 1.011

F /F 0.922 1.000 1.001 0.993
5 9

C * * * *

8 9
F /F 1.000 1.030 0.947 0.992
8 g

F /F 1.000 0.998 1.002 0.994
1 9

* results quoted relative to values obtained with " latest" available options,
viz. El. Nos. 235.4, 2238.4 and 3239.1 for 235 , 238U and 239p.2, respec tively.U

In order to calculate the finite effects of the outer reactor zones (Section 2)
on reaction rate ratios at the centre of the test lattice, a 1-D whole-reactor

model for PROTEUS was set up using the SN-lD code, a modified version of ANISN
/17,/. This model was also used for the interpretation of measured radial reaction
rate traverses across the test zone (Section 4.2) . 28-group cross-section sets
for the buffer, driver. a.nd reflector zones were available from earlier PROTEUS
studies /9,/. Data for the test lattice, as well as for the new interface zones,
were generated in the same 28-group structure by appropriate condensation of
cross-sections derived from WIMS-D.

4. RESULTS AND DISCUSSION

4.1 Central Reaction Rate Ratios
--- --

Table 4 shows comparisons of experimental (E) and calculated (C) core-centre
values of F /F , C /F , F8/F9 and F /F9 in PROTEUS-LWHCR Core 1. Each reaction5 9 8 9 1
rate has been considered per atom for the test lattice, i.e. represents a mean

value weighted with the appropriate nuclide densities in the two rod types.
235 -weighted average 235U fission rate for theThus, for example, F /F9 is the U5

239Pu fission rate in the pug /UO2 rod alonetwo rod-types, relative to the 2
(Table 1) . The C-values for each reaction rate ratio have been corrected for the
effects of neutron spectrum perturbation by the outer reactor zones, using the
1-D whole-reactor model mentioned in Section 3. The corrections, i.e. departures

from fundamental-mode (keff=1) values for the test lattice, were negligible
(50.2 %) for all measured reaction rate ratics except F /F9 and F /F , for both8 2 9
of which a correction of -2 % was applied.

From the viewpoint of the neutron balance, as also of course the conversion
is the most important single parameter in Table 4. The EPRI-CPM cal-ratio, C /F98

culation is seen to underpredict this reaction rate ratio by N7 %, while the
BOXER result appears too high by N4 % . Agreement between the measured and WIMS-
calculated values, on the other hand, is excellent. This, however, could be

! fortuitous considering the sensitivity indicated in Table 3 to the WIMS 238g
resonance tabulations and the fact that the more recently recommended data /16_/
are not available on the standard library tape ~/15/. Evidence confirming the un-

i usually high resonance component of C8 in the lattice is provided by Fig. 4 which
shows the results of fine structure measurements across the fuel diameter. (The

i
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results for tha two different rod types are seen to be identical within the
experimental errors).

TABLE 4: COMPARISONS OF EXPERIMENTAL (E) AND CALCULATED (C) RATIOS FOR REACTION
RATES OCCURRING IN THE TEST LATTICE

Ratio Experimental C/E
Value WIMS-D EPRI-CPM BOXER

F /F 0.'988 +2% 1.096 0.984 1.0115 9C /F 0.0691 I2% 1.002 0.926 1.036
F /F 0.00987 + 2 % 0.974 1.019 1.113
F /F 1.92 [4% 1.012 0. m 0. m9

i

Fast fissions in the lattice
(F /F ) appear to be adequately.. . 8 9

i IS % PuO/UO predicted by both EPRI-CPM andg s

--f- ospi.vo - - WIMS-D, but are Nll% too high.

5o

f
. with BOXER. This suggests that

the adjustment to 238U fission
2 cross-sections carried out in

'' '

E
, the otherwise ENDF/B-4 based
'

BOXER library (Section 3) may be
in error.

04
** " ** 85' Agreement between measured and

Fuel Medius (num) Calculated values for F /F , a5 9
reaction rate ratio somewhat more
sensitive than the others to the

FIGURE 4: FINE STRUCTURE MEASUREMENTS FOR 2-rod nature of the test lattice
C IN CORE 1 (Table 2) , is quite satisfactory8

with EPRI-CPM and BOXER. WIMS-D, '

on the other hand, overestimates this ratio by nearly 10 %. Use of the " older"
235U resonance tabulations in WIMS, however, would largely remove this over-
prediction (Table 3) .

Finally, F /F9 is seen to be well predicted by WIMS-D, while EPRI-CPM and BOXER1
results appear too low by 5 % and 11 %, respectively. The larger experimental
error on this ratio should, however, be borne in mind. It resulted from the non-

241 u activation foils for the fission rate measurements, theavailability of P

quoted experimental result being based on SSTR measurements alone (Section 2) .
~

Three other reaction rate ratios were measured in the centre of Core 1, viz.
F /F , F /#9 and B /F . The numerator terms, in each case, represent average2 9 3 u 9
infinite-dilution reaction rates for the two rod types, the corresponding
nuclides not occurring in the test lattice. F , as before, denotes the 2399 Pu
fission rate per atom in the PuO /UO2 rod. While F2/F9 and F3/F9 could be2
measured directly in the fuel rods through the combined use of activation foils
and fission chambers '/9/, there was no technique available for monitoring the

~

10 (n,a) reaction rate in a rod. Recourse was taken to a calculational adjustmentB

of Bu/F9 measurements made using a specially constructed double-chamber. A

908.
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thermal-comparison technique was applied (Fig. 5) , and although an accuracy of
better than + 2 % could be achieved for the chamber result itself, the net

accuracy for B /F9 in the lattice as defined above was 1 5 %.a
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Table 5 gives comparisons of measured and calculated values for the three

reaction rate ratios. It is seen that F /F9.is strongly underpredicted by both2
WIMS-D and' BOXER. This is qualitatively consistent with results from fast-reactor

232Th fission cross-sections in current useexperiments which suggest that the
are too small. F /F9 is calculated %10 % too high with WIMS, but appears somewhat3
too low in BOXER. Finally, for Ba/F , agreement with measurement is within the9
experimental error for WIMS-D, while BOXER seems to underpredict the ratio by
%11 %.

TABLE 5: COMPARISONS FOR REACTION RATE RATIOS MEASURED AS SPECTRAL INDICES IN
CORE 1

Ratio Experimental C/E
Value WIMS-D BOXER

F /F 0.002M i 2 % 0.M0 0.924
2 g

F 0 12% 1.0% 0.%2
3 9B /F 5.M i5% l.026 0. M

g

2
4.2_ Reaction Rate Traverses, B an Q ,

,

| The reaction rates represented by the experimental results in Table 4 account
for N70 % of total absorptions in the test lattice. In order to provide some
check on the non-measurable reaction rates (principally, capture in the Pu

isotopes and in st. eel), an estimation of material buckling - and hence k,, - was

attempted via measurements of various radial and axial reaction rate traverses

:
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across ? ! e test zone.

It was found that, in the axial direction, the different reaction rate profiles
could be all fitted to the same cosine function as long as points within about

50 mm of grid plates and core / blanket boundaries were not considered. After
applying a slight correction for the presence of intervenin grid plates, the

2axial-buckling value, a , was determined to be (7.210.4) -

m

Along the radial direction, however, it was found that the measured reaction
rate traverses fell into two separate categories. These were (i) Fg and Rh(n,n'),
with a sensitivity to fast (MeV) neutrons only, and (ii) F,C8 and Fg, each ofS
which was sensitive to neutrons of median energy in the range 5-80 eV. For

2reaction rates of a given category radial-buckling values (S ), deduced from
Bessel-function fits across the central 0.25 m-diameter portion of the test

zone, were the same within experimental errors. Between the two categories,
the difference in average B -values was as high as %13 m-2. Clearly,2however,

the equilibrium neutron spectrum at the centre of the test zone did not exte' dn
significantly in the radial direction, as it did in the axial. The situation was

somewhat analogous to buckling measurements in fast-reactor criticals where
spectrum-perturbation effects of blanket zones have to be taken into account

/}l8].
The 1-D whole-reactor model (Section 3) , with an input axial buckling for the

test zone equal to the measured value (7.2 m-2) , was used for calculating the
various reaction rate traverses. Radial buckling values, deduced from Bessel _
function fits, displayed characteristics very similar to those for the
experimental traverses. The theoretical radial buckling given by 8 =Bj-a2 (where2

B is the material buckling from the cell calculation for the test lattice and
a is the measured axial buckling fed as input to the calculation) was found to
be N3 m-2 less than the value for the Category (i) reaction rates and %11 m-2
greater than for that for Category (ii) . Several numerical checks were made with

the calculational model to confirm that simulating changes in the theoretical
82 for the test zone (e.g. using cross-section data derived from an alternative

2cell calculation) resulted in the 6 -value for each reaction rate type being
modified by a similar amount. Table 6 compares experimental and calculational
results for the radial reaction rate traverses and indicates how a " measured"
value of S2 (=B -a ) was estimated.2 2

m

TABLE 6: ESTIMATTON OF RADIAL BUCKLING FROM REACTION RATE TRAVERSES

Calen. Exp t. E-C

B F8,Rh (m-2) 2.3 3.7 11.5 1.4
2

8 F5,C8,F9 (m ) -11.6 -9.011.5 2.6

2 2 * *

S =B -a2 (m-2) - 0. 7 1.3 12 2.0

* estimated from the mean (E-C) values for the two reaction
rate categories
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2Combining the experimental values for a2 and 8 , the material buckling for the
Core 1 test lattice was deduced to be (8.5+2) m-2. This is compared in Table 7
with B values calculated by WIMS-D, EPRI-bM and BOXER. Also shown are the2

corresponding results for k, (defined as productions / absorptions in the
fundamental-mode spectrum) . The Bd -based experimental value for k, is shown as
having an uncertainty of + 1 %, with the theoretical migration area of 5.310-3

2
_

m assumed to contribute negligibly to the error.

TABLE 7: COMPARISONS OF EXPERIMENTAL AND CALCULATED VALUES OF B AND k"m

i Expt. WIMS-D EPRI-CPM BOXER

B (m ) 8.5+2 6.5 10.9 5.8
-

k, 1.04 5_+1% 1.035 1.058 1.031

It is seen that WIMS-D and BOXER appear to be somewhat low on k ,, while EPRI-CPM
is too high. Comparing Tables 4 and 7, the k, trend for WIMS-D, together with
the rather satisfactory C/E-values for the principal reaction rate ratios, pro-

239Pu, 240Pu,vides some indication that the non-measurable capture rates (in

e tc . ) may be overpredicted . For BOXER, as well as for EPRI-CPM, certain compen-
sating effects due to individual reaction rates may be discerned.

5. SUMMARISED CONCLUSIONS

The currently reported measurements in PROTEUS-LWHCR Core 1 have been shown to
provide stringent tests to the adequacy of calculational methods and data that
may be applied to the physics design of LWBCRs. With the unusually high per-
centage of events at epithermal energies, the sensitivity of calculated para-
meters to alternative data options was much greater than generally encountered
in thermal reactor lattices.

On the basis of the various types of comparisons made with experiment, each of
the methods applied to the lattice calculations was found to have certain
weaknesses. Thus, for example, EPRI-CPM underpredicted the important ratio
C /F by N7 % , while BOyER, overestimated fast fissions in the lattice by N11 %.8 9WIMS-D results, though apparently satisfactory for the principal reaction rate
ratios, did indicate possible inadequacies in the calculated spectrum with F /F95

and F /Fg both overpredicted by N10 %. As regards k,, WIMS-D and BOXER results
3

were indicated as being somewhat low, while the EPRI-CPM value was too high.
|

|
Subsequent Cores in the current PROTEUS-LWHCR programme of experiments will
simulate H 0-voidage in the Core 1 test lattice. Comparisons of calculated and2,

| measured parameters for these other Cores, together with the currently reported
l results, should provide useful evidence for the adequacy of calculated reactivity

variations with voidage for homogeneous-design LWHCRs.
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ABSTRACT

Gamma rays and neutrons deposit energy at locations and
times different from those of the reactions giving rise tothem. Methods are under development for carrying out the
numerous routine calculations that are required for BWR bypass
heating, gamma TIP response, and gamma redistribution factors
in LOCA and in normal operation. The KENO-IV multigroup Monte
Carlo program, in modified form, is used for transport. Coupled
neutron and gamma ray cross section sets are employed withappropriate prompt and delayed gamma sources. When delayedgamma sources are required they are synthesized from the
operating history using sums of exponential expressions. These
are prepared from activation data and from delayed fission
gamma data from CINDER fitted at LASL. The Monte Carlo results
for TIP response and redistribution are processed first as
Green's functions, ie, effects produced in various regions due
to unit source in a fuel' pin. These Green's functions then are
combined with power shapes calculated by normal core analysismethods.

I. INTRODUCTION

Gammas and neutrons can deposit energy at places and times
that are different from those of the reactions which give rise
to them. The assumption that the energy deposition occurs at
the location of the parent reaction is overly concervative in
some applications and is inappropriate in other cases. Methods
are under development for carrying out the numerous routine
calculations that are required for BWR bypass heating, gamma
TIP responses, and gamma redistribution factors in LOCA and in
normal operation.

!

Gamma-ray cross sections and transport are wellunderstood, and powerful calculational tools are available. In ;particular, continuous energy Monte Carlo codes which track
)neutrons, gammas, and electrons together have been used(1,2)
jfor these applications and tested satisfactorily (1) against

!
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!

appropriate measurements (3). There are, however, a great many
routine calculations.of these effects required for core physics
analysis for each cycle -for each reactor. The objective of the
present work is to develop and validate methodology for routine

,

utility calculations of these effects. Approximations'

i necessarily are employed and these are considered.
.

Briefly, the methodology utilizes the KENO-IV(4) i

~

'multigroup Monte Carlo program which many utilities maintain
and use for criticality analyses of spent and fresh fuel. This
is used with coupled neutron-gamma multigroup cross section*

sets. These were usually developed for shielding applications
and their use for in-core analysis must be demonstrated.
Electron transport is ignored except when this is implicit in
gamma flux-to-effect conversions. Delayed gamma production is

i determined taking into account the reactor operating history.
i Both prompt and delayed gamma production can take into account

the current power shape as determined from normal core analysis
methodology. Gamma transport Green's functions are determined
for beginning-of-exposure compositions. This is justifiec ,

'

i because the gamma transport cross sections do not change
greatly with depletion. Gamma transport is appreciably affected'

in BWR's by coolant void fraction and by presence or absence ofi

i control rods, so these effects are included as distinct reactor
conditions. Preliminary accounts of the work have been
presented (5,6).

i
II. BWR BYPASS HEATING

!
| BWR bypass heating is important in the analysis of : the

flow split between active and bypass channels, in the
,

determination of core response to rapid reactivity transients,'

and in the calculation of MCPR thermal limits. The direct
j bypass heating is not large, one or two Mev per fission, and is
; largely from neutron interactions but with a significant gamma
i component. Knockon protons from neutron interactions deposit

essentially all of their energy in the bypass, and knockons
from the channel walls contribute negligibly to bypass heating.<

Thus neutron kerma in the bypass represents the neutron-induced
heating there. The electrons from gamma interactions in the
bypass can deposit appreciable energy in the channel walls,

.

however, and electrons from the channel can emerge into the
bypass. We justify later the exclusion of electron transport in'

{
this application.

Neutron and gamma transport was calculated by KENO-IV
using the the CASK (7) coupled 22 neutron group / 18 gamma group

,

| cross section set. This cross section set accounts for gamma
j production from neutron captures and inelastic scattering as
| well as for the prompt and equilibrium delayed gammas from
: fission. The Vermont' Yankee fuel bundles were adequately

|' represented by the KENO-IV geometry routine (8). Axial

i
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variations were not modeled, and zero current boundary
conditions were used at the bundle periphery.Beginning-of-exposure conditions with 0%, 40%, and 70% voidwere used in the bundle. The bypass regions were taken to be
unvoided. In order to properly account for the neutron source
distribution within a bundle, the neutron cross sections were
adjusted -to account for resonance self-shield.ng based on
shielded CLOSEUP cross sections which were prepared by ORNL for
Yankee using the SCALE code package (9).

Neutron and gamma fluxes were calculated on aregion-by-region basis after the neutron source distribution
settled into a converged fission distribution. Because there is,

no neutron production by gammas in the coupled cross section
sets the convergence on the fission distribution is the same as
if gammas were not being tracked. The pin-by-pin power shapes
were appreciably worse than in our previous Monte Carlo work (8)
based on CASMO cross sections, presumably reflecting
inadequacies in the CASK neutron cross sections. Energy
depositions in the bypass regions were obtained by saving the
KENO-generated fluxes and multiplying them in a postprocessor
code by neutron and gamma kermas.

Figure 1 shows a typical distribution of gamma energy
depositions in the bypass regions of a typical BWR bundle at
40% void, as well as in individual fuel pins. Table 1 shows the
variation of neutron and gamma energy deposition in the bypass
for various reactor conditions. About 50000 neutron histories
were used in each calculation. For these computations the
statistical uncertainties were about 2% to 3% in the narrow
bypass region and about 1% to 2% in the wide bypass regions.
For energy deposition in individual fuel pins the uncertainty

about 2% to 3% for off-diagonal fuel pins, and about 3% towas
4% for fuel along the diagonal. This degree of accuracy appears
to be adequate for the application. These results are in
general agreement with those of other workers (10,11).

This methodology, and the related one described in the
next section, involve a number of approximations which are made
in the interest of calculation efficiency. Some of these are -

taken up here and some are considered in the next section. The
,

use of multigroup cross sections for gamma ray transport is
adequate in view of the slowly-varying nature of gamma cross
sections. Gamma cross sections can vary rapidly at K , L, and
other edges, but these occur at low gamma energies where the
gamma mean-free-path is short. Gamma cross sections are well
understood, but neutron cross sections are not. Thus a
multigroup set of gamma ray cross sections coupled to a
multigroup neutron cross section set validated for in-core
analysis would appear to be useful and feasible. The limitation
of KENO-IV to P-O and P-1 scattering patterns is under
investigation. The approximate representation of BWR bundle

916.
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features by the KENO-IV geometry has only a negligible effect j
on the results.

The neglect of axial variation is justified in certain
circumstances. When the gamma source is simply buckled in the
axial direction (eg, varying as cosBz) then the gamma energy
deposition can be shown to be also, and with the same buckling
B. This occurs when the gamma source-to-effect kernel is a

,

displacement kernel depending only on the displacement between j
t the source and effect locations. The axial gamma source shape ,

does not usually have this simple shape in a BWR, and in l

addition the gamma kernel is not precisely a displacement
j

kernel because of the slowly increasing amount of void axially. ;

Integrations of axial power shapes with approximate gamma
kernels indicates that axial smearing effects are not large,
presumably because in addition to the shape invariance for
simple buckling the range of the gamma kernel is usually small
compared with the axial scale of variation.

Finally we consider the neglect of electron transport. The
average energy of electrons from fission product beta decays is
about O.4 Mev. The average equilibrium fission product gamma

i
ray energy is about 0.9 Mev, and Compton scattering of such
gammas produces electrons with about 0.4 Mev average energy.
Electrons from photoelectric interactions are somewhat softer
and electrons from pair production may be somewhat harder than
O.4 Mev. The range of 0.4 Mev electrons is about 0.12 grams per
square centimeter or about 0.011 cm in uranium dioxide, 0.018
cm in Zircaloy, about 0.16 cm in hot liquid water, and about
0.55 cm in 70% voided coolant. Thus fission product electrons

i and gamma-induced electrons which are born in fuel will deposit
I essentially all of their energy in fuel. A small fraction of
l the energy of the electrons emitted in clad and structure is
; deposited in coolant, while a larger fraction of the energy of
'

the electrons produced in coolant is deposited in adjacent clad
or structure.

For simple representations of the electron range-energy
dependence, it is possible to compute analytically the energy
escape fraction for electrons born uniformly and isotropically

| in a body. When the thickness (T) of the body is at least twice
! the electron range (R), and if a linear range-energy

approximation is used, then the escape fraction is proportional
to R/T. The electron range is approximately proportional to
A/Zd, where for the body material A is the atomic weight, Z is
the atomic number, and d is the density. Thus the energy escape
fraction is proportional to A/ZTd. But the electron energy
producticn rate by Compton scattering of gammas in the body is
proportional to ZTd/A. Consider a repeating array of channel
walls and bypass regions. The rate of electron energy
production in channel wall times the energy escape fraction for
the wall equals the rate of electron energy production in the

i 917
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bypass region times the energy escape fraction for the bypass. ;

Thus these balance, and the electron transport need not be
tracked. The narrow-narrow and wide-wide bypass regions are
about 1 cm and 2 cm thick, respectively, so noting the electron
ranges cited earlier it can be seen that a water-filled bypass
is more than twice the eletron range, but a voided bypass is
not. For bodies thinner than the electron range the energy
escape fraction is more complicated so that the conditions of
the energy transport balance are not satisfied. In this case it
may be necessary ;o track electrons as well as gammas. We
return to this matter when considering TIP response.

III. GAMMA TIP RESPONSE AND REDISTRIBUTION

The reactor operating state is inferred from, among other
data, the incore fixed and traversing detectors. Formerly these
were usually neutron detectors, with less than about 5% gamma
sensitivity, but there is increasing use of gamma
detectors--thermal (2), self powered (13), or voltage driven (14).
These have various minor neutron sensitivities, but their
signals do not depend so much on the precise location of the
detector as may be the case for thermal neutron detectors.
Gamma detectors offer advantages in accuracy and hence in
increased margins to thermal limits and reduced detector
asymmetry .:.3). Reconstruction of the reactor operating state
from the e mna detector signals requires knowledge of the gamma
energy production nearby, of gamma transport to the detector,
and of the gamma energy deposition as it is converted into
heat, differential current, or ionization. It may be noted that
gamma detectors respond promptly to the local gamma flux, in
contrast, eg, to rhodium and certain other self-powered neutron
detectors. However the local gamma flux component which has
originated from fission or activation product decay reflects
earlier operating states. About one-third of the gamma
production during power operation is from delayed fission and
activation products, and the resulting lag in gamma detection
of power changes can be appreciable for some hours (2).

Gamma radiation from one fuel pin can deposit energy in
other fuel pins and structure of an assembly or even in another
assembly. These " smearing" effects are not insignificant in
normal operation where about 11% of the energy release is in
the form of gammas, but they become major effects in a LOCA
where up to about half of the energy release is in the form of
gammas. Our calculation method deals with gamma redistribution
and TIP response together.

KENO-IV was first modified at Yankee to carry out
one-iteration fixed source problems. This required a number of
changes to the code, including a starter-by-starter error
estimator rather than the normal generation-by-generation error
estimator. Gammas were started in a selected fuel pin of the
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l 8x8 fuel assembly and the resulting region fluxes were
determined using track length estimators. Unit prompt and unit
delayed gamma sources were employed and their region-by-region
effects, referred to as Green's functions, were later combined
with pin-by-pin power distributions from CASMO calculations to

! determine the effects of prompt and delayed gammas together.
Energy deposition effects were computed from the gamma fluxes

,

and flux-to-kermas. TIP response was determined by multiplying
| gamma fluxes in the TIP region (from a track length estimator)

by the iron kerma and by a TIP response function supplied by
the manufacturer. The interelectrode region in the TIP is thin
compared with the electron range, and as was discussed in the
previous section it would be necessary to track electrons in
this region in order to determine the response. In the
calculation described in Ref. 2 the detector was modeled
explicitly and electrons were tracked as well as gammas to
determine the response.

The 27 neutron group /18 gamma group cross section library
CLOSEUP (8) was reformatted for the Yankee KENO-IV. Prompt gamma
ray spectra were determined from this library
reaction-by-reaction and combined according to the reaction
rates in the pins. Delayed gamma spectra and yields were
determined by LASL on the basis of CINDER calculations, first
in the form of time-dependent fine-energy group gamma yields
versus time after a fission pulse (PEPFYD(16)), then in the
form of sums of exponentials from FITPULS(17) calculations. The
sums of exponential calculations are applied at~ Yankee by the
code CLOBUG to produce delayed gamma yield spectra for given;

operating histories and cooling times. Starting gammas were
selected to be uniform in the fuel pin.

Figure 2 shows representative pin-to-TIP Green's functions
for a typical 8x8 Vermont Yankee fuel assembly at hot, 40% void
operating conditions near beginning of exposure. Between 80000
and 160000 histories were calculated for each starting fuel
pin, depending on location. Adjoint transport calculations,
starting the gammas with the TIP flux-to-response spectrum in
the TIP region, would have been more efficient for TIP 1

response, but were not used because the results of the forward
calculations also can be used for gamma redisribution analyses.
The pin-to-TIP Green's functions shown in Fig. 3 fall off,

rapidly from the pin adjacent to the TIP. Because zero-current'

boundary conditions are used it is advisable to employ multiple
assembly geometries (8) for calculating pin-to-effect Green's,

| functions for outside pins in an assembly. The source gamma
( spectra and the resulting pin-to-TIP Green's functions appear
! to be insensitive to depletion.

.

| The gamma transport medium used for these calculations is
l for beginning of exposure. The primary effect of depletion in

the reactor fuel is to convert actinides to neutron-rich

!
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fission products. These transmute by neutron emission and by
negatron emission. When the emitted neutrons are captured the
residual nuclei also may decay by negatron emission. In either
case nuclear neutrons are converted into protons and the betas
become atomic electrons to maintain charge balance. Thus the
electron density increases in the fuel with accompanying
changes in gamma transport' properties. The net change in
cell-average electron density is estimated to be of order 0.3%
cver the fuel exposure. Compton scattering cross sections vary
as electron density, photoelectric cross sections vary roughly
as the cube of the electron density, and pair production cross
sections vary as the square of the electron density. The 1
overall effect is to increase the gamma cross sections by O.3% |

to 0.9 % in various energy regions. The overall effect on TIP ;
'

response and gamma redistribution can be estimated by
recalculating the pin-to-TIP Green's functions for transport in
end-of-exposure material, but this has not been done because
changes would be difficult to distinguish from statistical
fluctuations.

Pin power distributions from a CASMO depletion for a 40% )
'

void fuel assembly were combined with the calculated pin-to-TIP
Green's functions to produce the relative gamma TIP detector
responses shown in Fig. 4. The TIP response for a four-bundle
fuel cell is then calculated from the local power-weighted
bundle TIP responses.

IV. CONCLUSIONS

The methodology described here utilizes available i

transport codes and cross section libraries. The j

characterization of gamma source spectra and yields is

improved, particularly for delayed gammas. Recent LASL work
indicates that delayed gamma data for cooling times below 1000
seconds can be improved (18), but the format of data

| presentation is maintained. The necessary Monte Carlo

I calculations are costly, but the insensitivity of the Green's
! functions to depletion suggests that relatively few

I calculations may be required. This methodology is being

| examined by comparison with Vermont Yankee results for

|
application to Vermont Yankee operation.

|
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STATISTICAL METHODS USED IN QUANTIFYING
THE ACCURACY OF EPRI-NODE-P AT OCONEE

L. H. Flores
Duke Power Company

Charlotte, NC

Abstract

In reload design applications, accuracy factors must be derived which can
benchmark design code predictions to in-core measurements. A statistical
methodology is presented wherein Observed Nuclear Reliability Factors (ONRF)1
were derived for the nodal simulator EPRI-N0DE-P2 Comparisons of calculated
and measured power distributions were performed for Cycles 1 through 5 of the
Oconee Unit 1 reactor. Based on these comparisons, ONRFs were derived for
assembly radial (2-D) and assembly peak (3-D) power predictions.

Procedural Outline

The derivation of ONRFs required a three step procedure:

1) Assemble in-core power measurements into a measurement (M)
data base.

2) Assemble EPRI-N0DE-P power predictions into a calculated (C)
data base.

3) Statistically combine C and M data to yield ONRFs.

The C and M data bases consisted of assembly radial (R) powers and assembly
peak (P) powers. ONRFs were then derived separately for R and P data.

Measurement Data Base

The Oconee reactor's in-core power is monitored by 52 strings of fixed
self powered neutron detectors. Each string contains seven equally spaced
rhodium emitters. These strings form a spiral pattern which can be collapsed
to effectively instrument each assembly in an octant.

Figure 1 displays the number of detector strings for each assembly folded into
an octant. All symmetrically located detectors were algebraically averaged to:

1) minimize power variations due to tilts, signal aberrations,
etc.

2) provide compatability with EPRI-NODE-P, which calculates eighth
core symmetric power distributions.

All power measurements were taken at approximately equilibrium Xenon
conditions and at full rated thermal power (2568 Mwt). Table 1 presents a

cycle by cycle description of measurement data.

924.
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Unit 1 operated in the rodded mode during cycles 1 through 3, and in a
nonrodded (only part-length rods inserted) mode for cycles 4 and 5. During
cycle 3, a large enough number of individual detectors were failed to
disqualify these power measurements from the final M data base. :

!

EPRI-N0DE-P Calculations
|

EPRI-N0DE-P is a nodal code which is similar to the FLARE 3 code. The Oconee |

calculations were performed in a " core-follow" type mode where the reactor's |
power and control rod positions were replicated. All power distribution

,

calculations were performed at equilibrium Xenon conditions since the core was'

cpproximately at equilibrium during the measurements.

Variable Definitions

The following equations define the variables which were used in the ONRF
derivation. The algebraic difference variable was defined:

-M (1)Dj=C9 g

thwhere: D is the i difference; 1 { i { N

th
C is the i calculated value (R or P)

th
M is the i measured value (R or P)

R is the assembly power relative the core average
assembly power.

P is the assembly maximum axial power relative to the core
average power

The mean of the difference is defined:

D=C-M (2)

where:
_C=(IC)+N (3)

N

9i=1

N

_M=(IM)+N (4)j
i=1

|
_D = ( I (C -M )) + N (5)

N

j
$ g

i=1

|
N = number of observations in sample

|
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From equation 2, it can be assumed that the variable D is random; and
furthermore that 0 is normally distributed.

Normality Test Results

The frequency distributions of the variable D were examined for sixteen
different groups. The ANSI D' Test 4 was used with a 5% level of significance
as the normality criterion. This test is a two-sided one, having critical
high and low values. A test statistic (D') is formulated, then the
distribution is judged normal if D' falls between the critical values.

As shown in Table 2, nine groups passed the test. The remaining seven were
judged nearly normal for two reasons:

1) All D' statistics were within 2% of the critical values.

2) An ocular examination of these distributions indicated that they
behaved more like normal distributions than others, e.g., uniform.

Figures 2 and 3 are examples of nearly normal and normal distributions as
determined by the D' Test.

ONRF Formulation

The following presents a statistical derivation of the Observed Nuclear
Reliability Factor by employing one-sided upper tolerance limit (OSUTL)
methodology. For a normal random variable X with mean X and standard
deviation S, the OSUTL of X is defined by:

OSUTL (X) = X + K x S (6)

where: N

X=(IX)+N (7)g
i=1

N

S = [( I (X -X)2) + (N-1)]b (8)
4i=1

In equation 6, K is the one-sided tolerance factor. Equation 6 is formulated
such that a predetermined proportion of the population (Pr) is below the OSUTL
with a confidence factor (a)5 K is a function of N, Pr, and a.

Following industry practice, Pr = 95% and a = 95%.

Similarly, the OSUTL for D is given:

OSUTL(D) = D + K x S(D) (9)

Since C is a deterministic variable, only an upper limit can be estimated by:

UL(C) = H + OSUTL(D) (10)

926.
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or:

'

UL(C) = N + 5 + K x S(D) (11)

or:

UL(C) = C + K x S(D) (12)

From equation 12, we see that the upper limit is a function of the variable C
and the standard deviation depends upon the difference distribution.

Since more concern is given to underprediction of powers rather than
overprediction, equation 11 is modified by changing the sign of D.

UL(C) = N - 5 + K x S(D) (13)

Another conservatism, mentioned earlier, was decreasing the number of
observations per reactor state point to 29. This increases the value of K,

for example:

K (.95, .95, 290) = 1.80 (14)

while K (.95, .95, 520) = 1.76 (15)

Finally, the ONRF is defined as:

ONRF = UL(C) + N (16)

The ONRF is used as a multiplicative (safety) factor with calculated powers
such that:

ONRF x C { M (17)

for 95% of the population with a confidence factor of 95%.

ONRF Calculation Procedure

ONRFs were calculated separately for R or P data. Corresponding C and M data
were paired into observations. Observations were deleted for which C or M
were not greater than or equal to 1.0. This was an engineering judgment that
only those powers greater than or equal to the core average were to be the
primary area of concern.

927
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Results

Tables 3 and 4 display difference statistics for R and P data, respectively.
Then using equation 16, the following ONRFs were derived:

Radial ONRF Peak ONRF

1. Rodded (1, 2) 1.03 1.10
2. Untodded (4, 5) 1.03 1.04
3. Combined 1.04 1.08

:

Presently, all three Oconee Units are operating in the unrodded mode. There-
fore, the unrodded ONRFs will be used for future analyses. As an additional
conservatism, these factors were increased such that ONRF(R) = 1.05 and
ORNF(P) = 1.075.

Verification

The 1.05 radial factor was tested by comparing the product of 1.05 x
calculated maximum radial to the measured maximum radial for all 46 state
points (cycles 1, 2, 4, 5). Similarly, the 1.075 peak factor was tested
versus the measured peaks.

The 1.05 radial factor satisfied equation 17 for all rodded and unrodded
cases. The 1.075 peak factor was satisfactory for 96% (26/27) of the rodded
cases and all unrodded cases.

Summary

Data bases of measured and calculated assembly relative powers were assembled
covering 5 cycles of Oconee-1 operation. Difference distributions from
measured and calculated data were verified as either normal or nearly normal.
Normal distribution theory was then employed to formulate an Observed Nuclear
Reliability Factor (0NRF). ONRFs were calculated and tested for
acceptability.

|

l

i
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Table 1

Oconee Unit 1 Operation History

Control Bank Number of

Cycle Mode EFPD Movement (EFPD) State Points

1 Rodded 310 92 (RI)2 17

196 (RI)

2 Rodded 292 53 (RI) 10

237 (RW)2

3 Rodded 304 100 (RI) 10

246 (RW)

4 Unrodded3 246
- 9

e 5 Unrodded3 304
- 10

Notes:

1. RI: Bank 7 Pattern Change
2. RW: Bank 7 Withdrawn
3. Bank 7 * 80 - 100% Withdrawn During Cycle

- - - - -
.-

.
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Table 2
Difference Distribution Normality Tests

For C,M > 1.0 - 5% Level of Significance

Assembly Radial Power

Cycle N D'(P = .025) D' D'(P = .975) Remarks

1 308 1504.2 1471.7 1540.0 nearly normal
2 147 492.7 495.0 509.8 normal
3 119 357.4 365.9 371.2 normal
4 144 477.4 483.1 494.1 normal
5 131 414.1 423.1 429.3 normal
1,2 455 2707.5 2660.1 2760.8 nearly normal
4,5 275 1267.5 1285.9 1300.0 normal

3 1,2,4,5 730 5516.5 5430.7 5602.0 nearly normal

?
Assembly Peak Power

Cycle N D'(P = .025) D' D'(P = .975) Remarks

1 377 2039.7 2034.4 2083.4 nearly normal
2 235 1000.2 998.8 1027.6 normal
3 211 850.3 819.1 874.9 nearly normal
4 199 777.8 789.5 801.0 normal
5 216 880.6 909.5 905.8 normal
1,2 612 4230.8 4172.6 4302.6 nearly normal
4,5 415 2357.5 2397.5 2405.8 normal
1,2,4,5 1027 9220.0 9061.1 9340.2 nearly normal
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Table 3
:
,

Difference Means and Standard Deviations

for Radials (C,M } 1.0)

|

Cycle N y SID1 ABS (0) S(ABS (0))

1 308 .018619 .038282 .032367 .027010

2 147 .013606 .050752 .039850 .034107
,

3 119 .004970 .053062 .043281 .030844

4 144 .000243 .029224 .022964 .017974

5 131 .008747 .031790 .026906 .018926

1,2 455 .016999 .042718 .035123 .029633
,.

4,5 275 .004040 .030748 .024842 .018505

1,2,4,5 730 .009074 .039949 .031250 .026466

i

|

|
:

1
>

1

|

|
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Table 4

Difference Means and Standard Deviations

for Peaks (C,M } 1.0)

*

Cycle N _5 S{D} ABS (D) S(ABS (0))

1 377 .004010 .077792 .061397 .047834

2 235 .022739 .061448 .049263 .043104

3 211 .014339 .085612 .062537 .060055
,

4 199 .018769 .053858 .044837 .035132

5 216 .012163 .048515 .041721 .027453
~

1,2 612 .006262 .073073 .056737 .046416i

'''1 .051191 .043215 .0313714,5 415 -
.

1,2,4,5 1027 .sd9926 .065246 .051273 .041524

|

!

'
,
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FIGURE 1
'

OCONEE FUEL ASSEMBLY MAP

,

NUMBER OF DETEbTOR STRINGS PER ASSEMBLY
IN ElGHTH-CORE GEOMETRY

H 1 1 1 1 1 1 1 1

-

K 1 2 8' 2 2 2 1

L 1 2 2 8* 2 1

M 1 2 2 1

N 1 1 1

I

O 1

* SYMMETRICALLY LOCATED STRING

933

- - - - - - - - - - - - - - - - - - - - - - - _ - - - - - - -

,



- _ _ _ _ _. _ _ . __ _

k

4

Figure 2
MUCLEAR RELIAS$LITY ANALYSIS STaeE TWO

AsenLysis or reanscALc-mass rowen otrrtatactsenei.o
Histoe=An or oerrEnemec onstaseursons rom olc4-s

WW = .02
FREOUENev SAR cMART

retourncy
|

3 esses
e eense
a eseee sesesse e seems scene
I essee seeen
g seese eense
3 esses essee
3 esses essee seeen seemsse e sense seese seene sense
e BM)FSiAI...een e...e oeses .....I seems seees seems seeen eseee

(N=415)I esene e ees e.ees seese enese
3 esese messe seese seeen seese

de e seees sense sense seeen essee seees
3 seeen seese essee seees esses asese
a ...ee seees seees seeen seees seees
3 eense seeen esses seeen seems messe
g eseee esses seees seems seees seesese e seems esses semes seems seems seeme

NO I ***** ***** ***** ***** ***** ***** *****
g ,3 e meses esses seese seems esses seeen esseeI seses seeen sesos seems meese essee esees sense,4r I asses seese seems seese esses meese seees seees seems

,

se e seems seese scene seese seems seese seeen seees seese |
3 esses esses seese seses esees seems essee seene seees
3 enese seeen seems seems enees seeen seems seeen eense
3 esees esees seene seees emese esees seese seems eseos esses ;

e sneen esese seese messe seese sese, eseos essen essee seneeto e seees seeme esses seems esses seems esses sense esses messeI seese seese essee seems seees seese esees esses esses essee seeeng essee seene sense seees seees seems seees seeen eseos seees seees
3 esees seese seems seems seees see e seene seese e.... seees sesee esses
e eseee seene seese seeen essee meeen emese sense seems seees essee seese meses seese....................................................................................................................seees.....

.e.le 0.le .O.14 0.52 .O.10 .O.Os .e.00 .O.04 +0.02 0.00 0.03 0.04 0.se e.e4 0.1e

OtFrP MIDPOINT

!

.



-- - - ..

seesese
esteeeGeseest eseemsse

o
e

!% eee
ON ee-

e4 *gm a *e o

> a e
esseset a eeenees, meese eseesse

e

87 emeseet
seemee-
emesee omeseose

e
e

sesseset
emesesop
e595S8 e aeneseses

e
e

secessessese
eeeeeeeeeeee
seesecesese esessesseemes

ea ee oesseseseeseeem seemmeseeneseeme esseeeeemmeeem esseeeeeeenesAG e

l=I
=

ae esseeeeeeeeeeeeemsse
seeeeeeeeeeeeeeeenseaessessessessesseeeeseeeeeeeeeeeeeesense

e
e

eeeeeeeeeeeeeeeeeeeeeeeT> seeeeeeeeeeeeeeeeeeeensee >seseeeeeeeeeeeeeeeeeeeo e

emessessessessessesseese Ee a -
=

e#5 semeseseoGeeeeeeeeeeeeeeeeeeeeeeseeW= esseeeeeeeeeeeenmoosesseeeeeemoeossee
- 6teeeeeeeeeeeeeeeeeeeeeeeeeeeeeesee e

EO e eseessessessessessessessessessessese ->

g me *
a- e

seeeeeeeeeeeeeeeeeeeeeeeeeeeeeeemsee
4 eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeesese . mQm eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeemsee
As eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeemesse 8 ;
w8 ..e...see..es.o.ne..eemsee..ees.se.e.e.sese-

i > eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee.
'I seeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeene- .

eseeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeesteses! = ee
I e e

egemessessesseessessessesseseeT

IgI
g seesessessemesesmesessesseemsseew seeeeeeeeeeeeeeeeeeeeeeeeeeeseseeeeeeeeeeeeeeeeeeeeeeeeeeeeesae

e

seeeeeeeeeeeeeeeeeeeeeeeeeeeeeeesameseBegesesseseeseeeeeeeeeeeeeeeeeeeeese
e> eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeene e

># eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeessesceee=
eE

t seeeeeeeeeeeeeeeeeee
I seeseeeeeeeeeeeeesee

eG emeeeeeeeeeeeeecee e

seeseeeeeeeeeeeeeesog
ee*
e

meesseesenemosog
esseeeeeeeeeeseeeseeeeeeeeeenseoseessesseseemsog

ee
e

e m e s s e n e s s e s e .Nemessenemones
emeesessessee .eeeeeeeeeeeese

ee
e

seemsg
S eesem
seese e
seenog

ee
e

seesee
seasse
emeee e

'

someog
ee

| e
i seememmemm-mememmememmemmmmememmemme-e-em-se

8 2 8 8 8 8 8 2g
, .

l .

1 E

1

9350

.-- . . . - __



References

1. Duke Power Company, "0conee Nuclear Station Reload Design Methodology,"
NFS-1001, April 1979.

2. B. M. Rothleder, J. R. Fisher, "EPRI-N0DE-P," EPRI-ARMP System
Documentation, Part II, Chapter 14, September 1977.

3. D. L. Delp, D. L. Fisher, J. M. Harriman, M. J. Stedwell, " FLARE A
Three-Dimensional Boiling Water Reactor Simulator," GEAP-4598, July
1964.

4. American National Standards Institute, Inc., " Assessment of the Assumption
of Normality (Employing Individual Observed Values)," ANSI N15.15-1974,
1974.

5. D. B. Owen, " Factors For One-Sided Tolerance Limits And For Variable
Sampling Plans," SCR-607, Sandia Corporation Monograph, March 1963.

!

.

;

!

936



_ _ _ _ _ _ _ _ _ _

!

EXPERIMENTAL QUALIFICATION OF THE CALCULATED SUBCRITICALITY
IN HIGH DENSITY FUEL STORAGE

A. SAMTAMARINA c.t af.
.

Commissariat 3 l'Energie Atomique - DGpartement des Reacteurs 3 Eau
CEN. CADARACHE - B.P. n*1 - 13115 - Saint Paul lez Durance - FRANCE

4

At various steps the fuel cycle of PWR reactors necessitates assembly storage,

either fresh or burned. Economic criteria lead to a minimization in the volume of
,

; the storage pools, brought about by reducing the fuel assembly lattice pitch ;
1 on the other hand safety criteria define that the storage must always be subcriti-

cal (k. <0.95).i

In this context, the CRISTO experiment has been conceived in order to qualify

the calculation schemes of these storage lattices anl to validate criticality cal-
culations in accidental configurations : this experiment provides the multiplication
factor of subcritical lattices for which a traditional critical experiment is not

feasible. Cosponsored by CEA and FRAMATOME, CRISTO was realized in the E0LE reac-
tor at Cadarache, CEA Center.

The first experiment, CRISTO I, using a wide pitch (water gap = 8 and 10 cm )and a
grey absorber (2 and 4 mm stainless steel) was performed in 1978 ; description of
the facility as well as some results has already been published /l/. The aim of
the CRISTO II experiment (1980-1981) presented here, is the study of high density
storages : water gap eH2O = 4,5 cm and 6,5 cm. The experiment allows the compa-

| rison of the antireactivity introduced by various kinds of neutron absorber plates
(stainless steel, borated steel, cadmium...) . Moreover the experiment provides the
km curve (and consequently the saturation point) as a function of the increase of

2the absorber efficiency (from 0 to 20 mg/cm of lob).I

THE CRISTO EXPERIMENT

The storage area is simulated by a section, containing four bundles of 14 x 14
UO2 pins, loaded in a square cavity (Figure 1). The fuel characteristics are similar

i
i to those of a 17 x 17 PRR with 3 % 235U - enriched UO2 rods. The cavity is surroun-

ded by a MTR driver core which enables the reactor criticality ; progressively larger
_

loading of enriched U-Al plates, allows us to investigate absorbers which are increa-.

stainless steel, borated steel plates doped at 2.5, 5; cingh strongin the test zone :
and 10 mg/cm2 in 10B, B4 , cadmium.C'

I This facility enables various kinds of measurements :
! - Radial and axial fission distributions in both test zone and driver core
| (Y-scanning and fission chamber measurements)
t

|
- Thermal flux measurements inside the water gap (Mn detectors)

- Spectral indices (depleted and enriched U detectors),

f These measurements allow us, on the one hand to validate the interpretation

|
core calculations and on the other hand to point out the causes of an eventual dis-
crepancy between experiment and calculation on the km of the concerned storage

l lattices,
l

937-
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This integral paramater L'E is defined from an equivalence with a regular
lattice (same UO2 rods, but the pitch lattice is 1.58 cm) which is loaded in the
whole cavity and poisoned with boric acid until the criticality of the reactor is
reached. The b reg of this " equivalent" regular lattice is inferred from radial
and axial buckling measurements.

This method which " weighs" the k"* through a regular lattice would be direc-
tly exploitable if the interaction effects between the Test Zone (T.Z.) and the

Driver Zone (D.Z.) remained the same in both kinds on core. In fact these effets
differ : variation of the spectral co6pling effects and of the relative weights
between T.Z. and D.Z., and modification of the leakage rate between the two kinds
of experimental core.

We have therefore been led to define a very accurate calculation scheme of
these cores : the interpretation calculations, thus performed, allow us to elimi- )
nate the parasitic effects which are linked to the presence of the driver core.

'

These calculated corrections only introduce an acceptable uncertainty which is
the same size as the uncertainty associated with the kg,*g measurement of the
regular lattice.

CORE CALCULATION SCHEME

This schene is exclusively based on the use of the transport theory :

- the first step of homogeneization of the fissile n'edia is carried out
through infinite lattice calculations with APOLLO (first probability
collision method)

- the second step in obtaining collapsed-groupa crossn ections (from 99 groups
to 6 groups) is realized from local spectra computed by APOLLO on the radial
geometry of the core

!

- the accurate core calculations (real XY geometry, R and RZ calculations)

are performed with the DOT 3.5 code in S4 quadrature. i

THE. INTERPRETATION PRINCIPLE

ato
Determination of the experimental L

The decomposition of.the keff reactor by neutron balance /2/ gives the follo-,

' wing :

) TZ( Akm ,st
keff - keff'*8 , A keff TZ g (1),p ,

reg keff rel , km X)keff

l

TZ Prod
relative production in the Test Zone. Iwhere : P =

Prod + Prod |

AX 1

symbolizes the difference in.contributi.ons, of the various interaction i-

X effects TZ/DZ, between the two types of experimental cores.

938.
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AX is correctly computed by core calculations, theSupposing that 7
formula (1) becomes :

I Akeff _[AkeffI TZ A km _
Ak.I,p

keff keff rel k=
g / meas L i calc .i k=, meas L i calc.,

in other terms:

k,to,y;eg} [Ak= I I Is A keff _ A keff TZ
, , p g)

meas keff , calc , rel

k
geg km[ calc ; keff ,

i meas

-AX
The analysis of the various interaction effects contributing to the y term

and the estimation of the associated calculation inaccuracies, enable us to obtain
the imprecision introduced intpothe Akeff calculated value, and thereby the

associated uncertainty of the k g experimental value.s

Interpretation calculations

Core with storage lattice Core with Regular lattice

* k DOT RZAxial Effets DOT RZ 4
keff

study : i JRZ

- Adjusment of the radial pattern

- Calculation
f the 3D/2D .Akeff) y DOT RDOT R q

corrections keff
in a cyclindrical pattern ( jR

st #
keff -keff *E > DOT XYStudy of Radial DOT XY =

keff"8 / XYInteraction i i XY ;

Effects

'Akeff IThese consecutive calculations provide the term, necessary to
'keff ule

the (2) formula, as follows :

_fakeffI A kef fI
I A keffA kef f ,

"" ""/ XY k "") RZ 1 / R*

( 4 calc i,

' ,

3D/2D correction
The core calculations, performed in the regular lattice configuration, also

provide the spatial corrections to be applied to the measured bucklings : the
elimination of the perturbations brought about by the driver zone (entering current,

I
difference in height between the Test and Driver Zones) put these measurements
back onto the fundamental mode ; these corrected measurements can then be adjusted
by the eigen functions of Laplace's operator and therefore supply the associated

939-
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geometrical bucklings of each axis. The k.#"E is deduced with a 200 pcm uncertain-
ty (which is one standard deviation), Moreover this precision allows these meesu-
rements to become references f<r the qualification studies of cell or assembly PVR
codes.

QUALIFICATION OF CRITICALITY CALCULATIONS
OF, INFINITE LATTICE STORAGE

The k., experimental values obtained' in the most compact configurations,4.5 cm-

interassembly watergap, are shown figure 2,

The corresponding interpretation values are devided from the APOLLO-DOT scheme
that we set up for the calculation of these lattices. The experiment / calculation
discrepancy remains less than 400' pcm. Alone, the grey absorber (2 iro stain-
less steel plate) is not accurately calculated : the 1000 pcm overestimation of
km by calculation is corroborated through another experiment without any absorber.
71He observed experiment / calculation discrepancy originates from a calculated under-
estimation of the strong thermal flux increase in the watergap : this is clearly
pointed out through the interpretation of the thermal flux radial measurements in
the cavity (Figure 3).

Our studies show that the numerical errors, link'ed to the DOT discretization
of the Boltzmann equation variables, can only improve the results by about 100 pcm.
In fact the error is likely to be linked to the UO cell homogeneization at the

2fuel assembly /watergap boundary ; this assumption is now being checked.
.
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ASSESSMENT OF THE COBRA-TF SUBCHANNEL CODE

J. M. Kelly, R. J. Kohrt, M. J. Thurgood
Battelle

Pacific Northwest Laboratory
Richland, Washington

ABSTRACT

The COBRA-TF computer program is being developed to predict the coupled
thermal-hydraulic / rod deformation response of a LWR core to both design basis
accidents and anticipated transients. COBRA-TF provides a two-fluid, three-
field (liquid, entrained-liquid, vapor-gas mixture), three-dimensional
representation of two-phase flow. This requires the solution of a nine
equation model (4 mass, 2 energy, and 3 momentum) and the specification of
numerous constitutive relations for closure of the system. To qualify these
models, an extensive assessment effort is planned. Data comparisons with the
FRIGG forced flow boiling tests, General Electric 9-rod mixing tests, and the
Bennett post-CHF heat transfer tests are presented. The ability to predict
axial void profiles in subcooled and bulk boiling, dryout and dispersed flow
heat transfer in tubes, and single-phase turbulent mixing was demonstrated.
Although the capability to compute lateral void drift exists, the current two-
phase mixing model needs improvement.

INTRODUCTION

The COBRA-TT LCoolant Boiling in Rod Arrays-Two Fluid) computer program is
being developed at the Pacific Northwest Laboratory by the U.S.-N.R.C to

-

provide a best-estimate LWR hot bundle analysis capability. In particular,
this program has two main objectives:

develop a hot bundle / hot channel code to predict coupled thermal-o
hydraulic / rod deformation behavior, and

| incorporate and assess flow blockage heat transfer models for the reflood*

phase of a LOCA (loss of coolant accident).

The code development program designed to meet these objectives is discussed
below, followed by a brief code description and a sampling of code assessment
results.

i Figure 1 illustrates the hot bundle analysis concept. First, a simulation of'

the primary system response to a designated transient would be pep
one of tgbest-estige two-fluid system codes (e.g., COBRA / TRAC \{grmed with1,
TRAC-PF1 , RELAP-5 ). From this calculation, which employs a somewhat,

coarse noding of the core region, the transient boundary conditions (upper and|

( lower plenums) would be defined. Using these boundary conditions several hot
i bundle transients employing a much finer mesh in the core region, may be run
i varying such parameters as local peaking factors. Local subchannel fluid

conditions and rod temperatur will be calculated by COBRA-TF and fuel rod
An active link will permit the feedback ofanalysis performed by FRAP-T6 .
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the current fuel rod state (material properties, gap conductance and clad
ballooning) from FRAP-T6 to the rod temperature and hydrodynamic solution
algorithms of COBRA-TF, and vice-versa. This procedure will provide a hot
bundle analysis capability for coupled thermal-hydraulic / rod deformation
calculations.

Concurrent with this effort, a joint project with the /LECHT-SEASET program (5)
has been initiated. This cooperative effort between Westinghouse and Battelle
will produce a version of COBRA-TF capable of addressing Appendix K concerns
about reflood heat transfer with flow blockages. As outlined in Figure 2,;

this program has three distinct phases:

assess the ability of COBRA-TF to predict reflood heat transfer in ane
unblocked rod bundle (FLECHT-SEASET 21 rod-unblocked),

incorporate flow blockage models and assess reflood heat transfer ine
blocked bundles (FLECHT-SEASET 21 rod-blocked), and

perform quantitative assessment of flow blockage heat transfer capabilitye

(with a fixed version of 00isRA-TF) for the FLECHT-SEASET 163 rod bundle
(blockage islands with bypass).

To accomplish these objectives, the following tasks are in progress:

Radiation model development - thermal radiation to fluid and structure,e

Turbulence model development - single phase mixing and void drifte
formulation,

COBRA /FRAP linkage,e

Conduction mode! enhancement - addition of azimuthal conduction and sleevee
blockage model,

Flow blockage heat transfer models, ande

e Developmental assessment.

Developmental assessment, an invaluable asset to a code development program,
has as its objectives the qualification of the individual models/ correlations
present in the code and an assessment of their combined performance. An
extensive assessment effort is planned as part of the COBRA-TF development.

,

Some preliminary results of this effort are presented below, following a'

description of the code.

CODE DESCRIPTION

i

COBRA-TF provides a two-fluid, three-field representation of the two-phase'

| flow. Each field is treated in either a three-dimensional cartesian
| coordinate system or a subchannel formulation. The three fields are comprised

of a continuous vapor-noncondensible gas mixture, continuous liquid and

945-
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entrained liquid droplet field. The inclusion of the droplet field is
essential to mechanistic modeling of two-phase phenomena having both a liquid
film on surfaces within the flow field and liquid drops dispersed in the vapor
phase. Countercurrent flow limiting, top and bottom reficod, and film dryout
CHF are examples of such phenomena.

;

This treatment results in a set of nine equations. Four mass conservation
1

equations are required for the vapor, continuous liquid, entrained liquid and
.noncondensible gas mixture. In vector form they are respectively: ;

,

,

hap + v (a p D ) = r " ' + v DTyy yyy

haogg+7- (a o D ) = -r " ' - S" ' + v . gTggg g

h a,pg+7 (a,p D, ) = - r , ' + S" 'g

h ag g + v . (a p D ) = rg + v . Dggy

Rate of + Rate of mass Rate of mass + Rate of mass + Rate of mass
=

change gain by gain by gain by efflux dueof mass convection interfacial entrainment to void
transfer or drift
chemical reaction

Two energy conservation equations., the liquid and entrained liquid are assumed
to interact at a rate sufficient to nearly maintain equilibrium, are specified
for,the vapor-gas mixture and the con:51ned liquid fields:

h (a p h h D ) = r"' h +gjy+QQ-V- (a g)y yg yg) + v . (a pyy yg g

h(ag + a,)p hDg g + v . (a p hggt1)+Y*h ("e t g ,) = - r"'hf+qjg+Q{'P

(a q ,},-V*
g

Time rate of Change + Convection Energy Transport + Interfacial=

Due to Phase Heat
Change Transfer

+ Wall Heat - Turbulent
Flux Heat Flux

!
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Three momentum equations are solved in COBRA-TF, allowing the liquid and
entrained liquid fields to flow with different velocities relative to the
vapor phase. They are:

y i "l g"' + (r" i)ih (a p yg ,0 ) = - a AP + a f ygg-0Dy yg y) + V - (ap gy yy
tv ev

| + v . (a I, )

h (a p D ) + 7 (a p D D ) = - o AP + a p g - y +i; (r"'D) - (S"'D)ggg gggg g gg

T+V- (a T )gg

+ i 'g' ' -(r"'D)+(S"'D)h(a'te)+V* ("e"t e e) ' - VP + aggge e

Pressure + Gravity + WallRate of + Rate of =

change of momentum gradient force shear
momentum change by

convection

+ Inter. facial + Interfacial + Interfacial + Momentum
drag drag momentum exchange
between between exchange due to
vapor and vapor and entrainment
continuous drops
liquid

+ Momentum
exchange due
to turbulence

In addition, a gas mixture transport equation (for each noncondensible gas
present) and a droplet interfacial area concentration transport equation are
solved. To complete this set of equations, numerous constitutive relations
(e.g., flow regime selection, interfacial friction, subcooled boiling, wall
heat flux, etc.) are necessary. To qualify these relations, their interaction
with each other and with the conservation equations, a developmental
assessment effort has begun.

DEVELOPMENTAL ASSESSMENT

Presented below are COBRA-TF data comparisons with the FRIGG forced flow
boiling tests, GE-9 rod mixing tests, and Bennett post-CHF heat transfer.
These tests represent only a small portion of the proposed assessment test
matrix (not yet finalized), but should illustrate some of the code's
capabilities.

947-
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FRIGG Boiling Test

Simulation of the FRIGG(6) forced flow boiling tests was done to assess the
ability of COBRA-TF to predict axial void fraction distribution. Axial void
distribution is most directly affected by the flow regime selection logic,
interfacial friction, and subcooled boiling model. One test, with near
saturated inlet conditions (#313018), was simulated to isolate the effects of
subcooled boiling from interfacial friction.

The test section consisted of a uniformly heated 36-rod cluster with a 4.4 m
heated length and a 13.8 mm outside diameter. For these tests, a constant
inlet flow and temperature were specified. A gamma ray attentuation device
measured both regional and bundle average void fractions at seven axial
locations.

A one-dimensional model of the FRIGG test section was employed in this
simulation. Twelve axial nodes (ax = 0.367 m) represented the heated length
with fixed mass flow and enthalpy at the inlet and pressure (50 bar) at the
outlet. Comparisons are made with the measured profiles of bundle average
void fraction. Table 1 presents a summary of the test conditions.

Three tests were simulated (#313016, 313018, and 313020) and the data
comparisons are presented in Figures 3 through 5. In test #313018, Figure 3,
the inlet conditions approached saturation so that subcooled boiling was
relatively unimportant. Thus the agreement between calculated and measured
void distribution indicates proper calculation of the flow r me (from
single-phase liquid to annular) and interfacial drag forces. ?

,

Both tests #313016 and 313020, Figures 4 and 5, had significant regions of
subcooled boiling, 2.9 and 2.1 m respectively. In this region, the vapor
generation rate is determined by the interaction of nucleate boiling at the
wall and condensation in the subcooled liquid core. Consequently, the
resultant void fraction is as much a function of the subcooled boiling model
as the interfacial drag forcas. The good reement shown in Figures 4 and 5
indicate that the subcooled boiling model combined with the subcooled
interfacial heat transfer, flow regime map and interfacial shear models
accurately predict the void fraction in a boiling channel. More simulations
and other test sections need to be analyzed to quantify the code's error band,
but these tests were predicted with a maxin:um error less than 5%.

General Electric Nine-Rod Tests

Simulation of the GE-9 rod tests (8) were performed to assess the single-phase
and two-phase turbulent mixing models. Single-phase turbulent mixing is
calculate {9ysing the traditional intersubchannel mixing coefficientapproach. 1 Where for the ith subchannel:

W{=8 sjj E43

V.qf=[NK Wj) (hd - h ) . Axj'

k=1
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i and,

NK - number of gaps connected to subchannel 1.

A similar term appears in the axial momentum equations, but'no terms appear in
the mass equations since W' represents a fluctuating crossflow with no net
mass transfer.

The two-phase mixing model adds the effect of lateral " void drift", which!

I contains a mass transport term, to the tuating cr low. A simple
formulation, based on the work of Laheyi and Kelly is employed.

(f)jj " Wh/(s ) . (<p j ) - <pj>))g

and,

T(G )jj ,( )jj [[(,,y)j _ (,, )j) _ [[,,y)j _ (,, )j) 3

Where, the equilibrium void distribution is approximated by,

(G - G ) (aj+aj)j 3

((apy)$ - (ap)3)EQ
=

Gg
Terms accounting for the momentum and energy transfer associated with the this
mass transfer are added to the conservation equations.

The test section consisted of a nine rod bundle (3x3) with a uniform heated
length of 6 ft and development length of 4 ft. A rod diameter of 0.570 in,|

and a pitch to diameter ratio of 1.295 were employed. Rod position was
maintained by 1/8 in. diameter steel pins located every 12 in. in the axial
direction (the last set 10 in. upstream of the measurement station). Both
subchannel mass fluxes and qualities were isokinetically sampled at the exit
plane.

i Figure 6 shows the 1/4 symmetry section (one corner, two-edge, and one central
subchannel) model employed. Ten axial levels (ax = 12 in.), constant flow and
enthalpy at the inlet and pressure at the outlet (1000 psia) were used. the
spacer pins were modeled as loss coefficients calculated by the method of

| reference 12 and adjusted to yield the correct total single-phase pressure
! drop.
i

For these preliminary data comparison, a constant value of the mixing
parameter, 6=0.01, was selected. The test conditions are listed in Table 2,
single-phase results in Table 3, and two-phase results in Table 4.

Overall, a good comparison with the measured mass fluxes for the single-phaset

| tests (see Table 3) was achieved with a constant value of the mixing
| parameter (6=0.01). However, it appears that this good agreement is due more

i

l
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to a careful specification of the loss coefficients for the spacer pins than a
correct modeling of the turbulent mixing. The importance of the diversion
crossflow due to the loss cofficients was illustrated in a debug run where no

losses were input for the pins. For this case, the mixing coefficient was
I

increased by an order of magnitude before a reasonable data comparison was
seen. |

The results of the two-phase mixing tests (see Table 4) indicate an
improvement over the calculations without mixing. Also, the trend for vapor
to " drift" from the low mass flux corner subchannel to the higher mass flux
regions is shown. However, for the higher void fraction cases (tests 2G2 and |
2E3) the mixing is severly underpredicted and the central subchannel vapor i

flowrate is decreased. These deficiencies illustrate the need to enhance the
mixing coefficient as a function of void fraction and develop more
sophisticated equilibrium void distribution models.

Bennett Post-CHF Tests

COBRA-TF simulations of the Bennett tests (13) were done to assess the code's
ability to predict the dryout point and heat transfer to dispersed flow beyond
the dryout point. The dryout point. is defined as the axial location where the ,

; liquid is totally evaporated / entrained (see Figure 7), and a rapid increase in '

rod surface temperature occurs.'

Film dryout is mechanistically predicted by COBRA-TF through the solution of
the conservation equations for the continuous liquid film. The constitutive
relations for entrainment and de-entrainment in annular flow are given in -

reference (1). Dispersed flow heat transfer is calculated as a two-step
procedure, where the heat is first transferred to superheated vapor and the i

interfacial heat transfer between the vapor and drops controls the vapor ,

superheat. Although the local vapor temperatures were not measured in these I
tests and each individual model (convective heat transfer coefficient,
interfacial heat transfer) cannot be assessed, the combined performance can be
evaluated by comparisons with the wall surface temperature.

The test section consisted of a 0.497 in. I.D. , 0.625 in. 0.D. , Nimonic alloy
tube with a heated length of 19 ft. The outlet pressure was 1000 psia and the
inlet flow and enthalpy and applied power were held constant at preselected
values until a steady-state temperature profile was reached. COBRA-TF
employed a one-channel model with axial mesh spacing of 12 in. for these
tests.

A total of 37 different Bennett tests were simulated. Table 5 presents the
test conditions and the results of the dryout tests for nine different mass
fl uxes. The error in the iction of the dryout point is compared to that
calculated using the Biasi CHF correlation, which was developed for high
pressure film dryout - CHF in tubes. While the average error for the two
techniques is similar, the mechanistic treatment of COBRA-TF results in a
reduced maximum error.

950.



r

!

!

|

The entrainment rate,is important in determining dryout of a liquid film.
COBRA-TF uses separate models for entrainment and de-entrainment that result

! in a net entrainment rate. Figure 8 shows the effect of entrainment on film
i dryout in test no. 5373. The entrained liquid fraction increases rapidly at

6 to 8 ft from the bottom of the heated length indica D 9 a large positive
| entrainment rate. The entrainment rate decreases gradually as the entrained
i liquid becomes a large fraction of the total liquid mass from 8 to 12 ft.
: From 13 ft to the dryout point at 16 ft continuous liquid has become a small
; fraction of the total liquid mass flow. The de-entrainment rate is larger
i than the entrainment rate and liquid droplets are deposited on the liquid
' film. Net de-entrainment near the dryout point of the annular film is typical

of all the Bennett tests simulated.,

The COBRA-TF calculation of CHF is compared with Biasi correlation and the
Bennett test measurements as a function of equilibrium quality at the dryout
point in Figures 9 through 12. In each figure, measured data, COBRA-TF

,

; calculations, and a continuous line representing the Biasi correlation are
i plotted for a series of tests at a single mass flux. If a trend can.be

established, the Biasi correlation is superior at high mass flux, low quality
dryout and the COBRA-TF mechanistic model better for low mass flux, high
quality dryout.

I Axial wall temperature profiles for three of the tests listed in Table 5 are
shown in Figures 13 through 15. Each figure shows the COBRA-TF calculation a

,

solid line and the temperatures recorded by the thermocouples as open
circles. The tests (#5359, 5313, and 5379) are presented in order of
decreasing vapor superheat. Test #5359, a low mass flux test, exhibits the
presence of considerable vapor superheat by the wall temperature increasing
with axial distance after the dryout point. Tests with little or no superheat

i (#5313 and 5379) exhibit a decreasing temperature profile in the dispersed
j flow region as the vapor generation enhances the steam convective heat

transfer coefficient.

Generally, COBRA-TF tends to underpredict the wall temperature, especially for
' low to moderate mass fluxes. This behavior is probably due to an
i overprediction in the interfacial heat transfer due to the entrained drops

entering the interfacial area concentration transport equation with the
j incorrect drop size. Overall, however, the predictions are quite good.

| SUMMARY

The COBRA-TF computer program is being developed at the Pacific Northwest
Laboratory to provide a best estimate hot bundle analysis capability.
Developmental assessment has already begun, concurrent with the code

i development efforts. Significant capability in predicting basic two-phase
! flow and heat transfer phenomena has been demonstrated. However, a thorough

assessment will be conducted to fully assess the models in the code.

Specific areas for improvement, noted in this paper, are the two-phase mixing
model and interfacial heat transfer in dispersed flow film boiling.

951-
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NOMENCLATURE
l

li - subcooled average mass flux c - eddy diffusivity

N - mass flux due to lateral void drift p - density

D - gravitational acceleration r"' - vapor generation rate

h - enthalpy f, - wall shear stress j

1 - effective mixing length i - interfacial shear stress
.

'

P - pressure

Q"' - wall heat transfer / volume

- interfacial heat transferqj
Tq - turbulent heat flux

S"' - volumetric entrainment rate

s - gap width

T
T - momentum exchange due to turbulence

t - time

D - vector velocity

W' - fluctuating crossflow

Ax - axial mesh spacing

- phasic volume fractiona

6 - nondimensional mixing parameter4

Subscripts

1 - suchannel i 1 - liquid

e - entrained liquid v - vapor

g - noncondensible gas

,
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TABLE 1. FRIGG: Forced Convection Boiling Test Conditions

susCOOUNG POWER MASS FLUX EXIT
TEST l'C) (kW/ft) (kg/m8.s) QUAUTY

313016 19.3 5.63 1208 4.4%

31302o 22.4 S.54 1159 9.6%

313018 3.7 8.50 1124 15.6%

TABLE 2. Summary of GE-9 Rod Test Conditions

G/1g6Test Power Subcooling Exit
No. (lb/ft -hr) (kw) (Btu /lb) juality

1C 0.990 0 504.6 -

10 1.510 0 504.6 -

1E 1.970 0 504.6 -

2E1 1.080 1064 142.9 0.035
2E3 1.060 1064 29.1 0.215
2G2 1.080 1596 189.8 0.090

TABLE 3. GE-9 Rod Single-Phase Data Comparisons

Test 1C G O Gcorner edge center

Data .701 .939 1.150
COBRA-TF(nomixing) .682 .932 1.144
COBRA-TF (B=0.01) .748 .941 1.120

Test ID G G Ocorner edae center

Data 1.095 1.441 1.690
COBRA-TF (no mixing) 1.046 1.427 1.737
COBRA-TF (B=0.01) 1.159 1.441 1.690

Test IE G G 0corner edge center

Data 1.620 1.910 2.190
COBRA-TF (no mixing) 1.377 1.864 2.258
COBRA-TF (6-0.01) 1.523 1.884 2.197
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TABLE 4. GE-9 Rod Two-Phase Data Comparisons

Test 2E1 Corner Edge Center
G X G X G X

Data .950 .004 1.102 .026 1.162 .051
COBRA-TF (no mixing) .616 .118 1.108 .028 1.169 .041
COBRA-TF (6=0.01) .814 .005 1.083 .034 1.146 .042

,

Test 2E3 Corner Edge Center
G X G X G X

Data .965 .160 1.081 .185 1.126 .249
COBRA-TF (no mixing) .616 .301 1.072 .191 1.157 .223
COBRA-TF (6=0.01) .722 .239 1.003 .323 1.245 .201

Test 2G2 Corner Edge Center
G X G X G X,

Data 1.000 .020 1.111 .068 1.130 .110
COBRA-TF (no mixing) .516 .231 1.154 .064 1.126 .100
COBRA-TF (6=0.01) .841 .110 1.094 .078 1.116 .096

TABLE 5. Summary of Bennett Test Conditions and Results of Dryout Point
Calculations

DRYOUT
ERROR ( AZ)M ASS FLUX HEAT FLUX LOCATION

.

TEST (ML8/HR-FT8) (MBTU/HR.FT8) (IN) SIASI COBR A.TF

5359 0.29 0.173 140 -20 -8

5336 0.49 0.260 140 -44 8

5273 0.75 0.292 140 -8 +26

5250 1.00 0.290 164 +4 +16

5294 1.44 0.348 164 +4 +16

5313 1.87 0.381 170 +10 +10

5310 1.88 0.358 185 +19 +7

5379 2.80 0.542 140 -8 +16

5397 3.82 0.584 164 -24 +4

AVG ERROR = 15.7 12.3
MAX ERROR = 44 26

|

I
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INDEPENDENT ASSESSMENT OF THE TRAC-PD2 CODE

F. 0DAR

U. S. Nuclear Regulatory Commission '

ABSTRACT '

An independent assessment of the TRAC-PD2 code has been completed. The
assessment was performed in three ways. The first was a quantitative
assessment where the uncertainties in calculating selected key parameters
were determined. The second was an assessment through separate effects
and basic tests where the capabilities of the code to predict basic two
phase flow phenomena were addressed. The third was a qualitative
assessment where overall predictive capability of the code was assessed.
The assessment work indicates that TRAC-PD2 code can predict peak clad
temperatures in a large break LOCA within accuracy limits of 16DK
(2 standard deviations).

INTRODUCTION

The TRAC-PD2 code, Reference 1, is an advanced best estimate thermal
hydraulics system code developed at Los Alamos National Laboratory
primarily for calculations of large break LOCA's in pressurized water
reactors (PWR's). The assessment effort has been undertaken at three
different National Laboratories - Brookhaven (BNL), Los Alamos (LANL),
and Idaho National Engineering Laboratories (INEL), and concentrated on
the capability of the code to predict large break LOCA's.

The TRAC-PD2 code has the following important capabilities:

1. Multi-dimensional Modeling

A full three dimensional (r,0,z) flow is medeled in the reactor vessel.
However, flow within loop components is treated one dimensionally.
Capability for three dimensional calculations permits the code to
calculate the 3-D penetration of the liquid through the downcomer during
the emergency core coelant injection. This capability was assessed
using Battelle Columbus and Renesselaer Polytechnic Institute (RPI) tests.

2. Nonhomogeneous, Nonequilibrium Modeling

The code contains a six-equation two-fluid thermal hydraulics model for
the vessel component and a five-equation drift-flux model for the loop
components. This formulation permits nonhomogeneous and nonequilibrium
modeling. The interactions between the phases are simulated using a
flow-regime dependent constitutive equation package. The assessment of
some of the constitutive relationships will be discussed in this paper.

960.
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3. Comprehensive Heat Transfer Modeling

The code contains a two-dimensional (r-z) treatment of fuel rod heat
conduction with moving fine-mesh rezoning to calculate reflood quench
fronts. Assessment of this capability was performed using data from
several reflood tests.

QUANTITATIVE ASSESSMENT OF TRAC-PD2 FOR A LARGE BREAK LOCA

Tests from LOFT, Semiscale, LOBI, PKL, FLECHT SEASET and CCTF were used
for quantitative assessment. Fifteen different integral system tests
were considered. Tests simulated blowdown, reflood as well as full LOCA
scenarios. Table I presents the test matrix identifying the test, type
of test and the laboratory performing the calculation.

To perform the quantitative assessment a set of key variables is first
selected. Next, experimental values are compared with these calculated
variables and attempts are made to make statements on the accuracy (or
uncertainty) of the predictions. Clearly the selected key variables
cannot provide a complete understanding of the predictive capability of
the code and, therefore, the quantitative assessment is supported by an
assessment through basic and separate effects tests as well as a
qualitative assessment. The following key variables are considered in
this paper:

1. Global Peak Clad Temperature, TCL

2. Time for Global Peak Clad Temperature, tCL

3. Time for CHF at the hot spot, tCHF

4. Time for quench at the hot spot, tg

5. Time for accumulator injection, tACC

Most of these parameters have been identified and discussed in Reference 2.
The cladding of the fuel rod is the first barrier against the fission
product release and.the clad temperature limit of 2200 F is one of the
parameters used in licensing. The other key variables are used to
determine the best estimate nature (or quality) of the code predictions.
Time for Global Peak Clad temperature is important to determine if the
same phenomenon in the code and the test is responsible for the occurrence
of peak clad temperature. If experiments indicate that the peak clad
temperatures occurred during the blowdown, does the code also indicate
the same? If the code indicates that the peak temperature occurs during
the reflood, clearly the prediction is inadequate. On the other hand, if
the code predicts the correct peak clad temperature but the time for its

~ 961.
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LARGE InEAK LOCA TESTS USED l

TO ASSESS TRAC-PD2 !

TEST TYPE OF CALCULATIONS |
TEST PERFORE D BY j

L2-2 BWDN, REFLOOD, 25 MW, LANL

L2-3 (PIA > BWDN,REFLOOD,36MW, LANL

S-02-8,M001 B O , NO ECC LANL

S-06-3,M001 BWDN, REFLOOD
LANL

S-04-5, MODI BWDN, REFLOOD,1.60 fW, IEL
,

5-04-6,M001 BWDN, REFLOOD, FOUR UNP0ERED INEL

RODS,1,44,NW,

5-28-1,M001 BG, REFLOOD,1.60 MW , 60 S.G. IELr
TUBES RUPTURE

S-07-4 (MOD 3) REFLOOD INEL

FLECHT SEASE1 REFLOOD LANL

31504

FLECHT 4831 REFLOOD LANL

PKL K9 REFLOOD
LANL

LOBI Al-04 (PIA) BWDN, NO ECC
LANL

CCTF #14 REFLOOD
LANL

CCTF #39 REFLOCD
LANL

PKL K5 REFLOOD
INEL

TABLE _Il

C(NARISON OF PEAK CLAD TEfrERATURES (K)

TEST CALCULATED EASURED DIFFERENCE

] (Ict)c (T ), (T )g - (T ),
.

eg et eg

l
S-02-8 1128 1130 -2

S-06-3 987 1070 -83

L 2-2 793 789 +4

L 2-3 (PIA) 950 890 +60

S-04-6 850 920 -70

5-04-5 950 980 -30

S-28-1 945 950 -5

S-07-4 785 820 -35 l

|FLECHT-SEA 31504 1375 18.23 -48

FLEChi 4831 1204 1243 -39
l PKL K9 954 947 -71

PKL K5 982 9?S +7
i

LOBI Al-04 (PIA) 383 417 +34

i CTF Cl-5, #14 1080 1039 +41
)

CCir C1-20, #39 1215 1225 -10 I

N X = -16.7K
~

STANDARD DEVIATION, s a 38r 2:=75K + BOK

962+ !1 '
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occurrence is at great variance with the test data, one must then question
the accuracy of predictions of core inlet flow rate, amount of entrainment,
steam cooling, film boiling heat transfer, water fallback (top-down
quench) from upper plenum, etc.

Time for Critical Heat Flux (CHF) depends on the blowdown and flow
reversal in the core. After the occurrence of CHF, the primary parameters
affecting the peak clad temperatures will also include the uncertainties
in the fuel gap conductance, fuel conductivity and stored energy. These
fuel parameters combined with that describing thermal and hydraulic
phenomenon such as flow reversal will determine the peak value of clad
temperature and its timing.

Time for quench at the hot spot is important to understand the accuracy
of the reflood process. Time for accumulator injection permits us to
pass a judgment on the accuracy of the pressure predictions. It is also
important in replenishing the lost inventory from the system.

As stated, the TRAC-PD2 code has a 3-D vessel analysis capability.
However, even in a 3-D nodalization, a node in the core represents a

~

volume with many fuel rods and the code calculates the average parameters
in that node. The use of too-fine nodalization in system calculations
is prohibitive because of the cost of computations. One procedure is to
use a subchannel code to calculate the temperature in the hot rod. The
calculations presented in this paper do not contain the subchannel
analysis and the peak clad temperatures refer to an average peak clad
temperature in 6 node. In order to have a consistent comparison, the
measurements refer to an average peak clad temperature judged from
experimental data which may have several thermocouples for the corresponding
volume and location, The average temperature, which is the accepted
measured value, involves some judgment in data reduction. For example,
it does not contain readings from thermocouples which have failed or
which are affected by boundcries not modeled in the code. An example of
the latter condition is a node containing unpowered rods. In the averaging
process, the thermocouple readings in the proximity of unpowered rods are
not taken into account.

Tables II through VI present comparisons of the measured and calculated
key variables. Figures 1 and 2 are the scatter plots illustrating
differences of calculated and measured peak clad temperatures and timing
for the rod quench. The following conclusions are reached froia these
comparisons:

i

! TRAC-PD2 predicts:

1. Slightly lower (about 16K) peak clad temperatures. The
uncertainty of calculations (2 standard deviations) is
+ 80K.

!
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1

2. Time for peak clad temperatures that occur during blowdown
is predicted accurately. This is not the case for tests
dealing with reflood.

3. Time for the hot spot quench with uncertainty of + 125s. '

_

4. Accurately the time for CHF.

5. Accurately the onset of accumulator injection.

Figures 1 and 2 show the differences between predictions and measurements
for different test facilities in different scales. There is no clearly
supportable trend for uncertainties as the scale varies. A slight upward
trend in Figure 1 is due to the two points at large test facilities.
More calculations using large test facilities are needed to ascertain if
this trend exists. If the trend exists, the predictions in a full scale
Pressurized Water Racetor (PWR) will be slightly conservative, i.e., a
slightly higher peak clad temperature will be predicted than would 1

actually occur. It is planned to perform a few more assessment calculations
using large test facilities. It is expected that additions of these
runs will not change the uncertainties in Tables II through VI.

ASSES.c. MENT OF TRAC-PD2 FOR A LARGE BREAK LOCA THROUGH SEPARATE EFFECTS

AND BASIC TESTS

This assessment is needed to expl'ain the reasons for some of the differences
in key variables calculated above and also to understand the basic
capability of the code to predict the physical phenomena occurring
during a large break LOCA. The following phenomena and associated tests
are considered in this assessment:

1. Critical Flow - Marviken Tests

2. Emergency Core Cooling (ECC) Bypass and Penetration -
Battelle-Columt,us Laboratory (BCL) Bypass Tests

3. Counter-Current Flow Limitation (CCFL) and Entrainmant -
University of Houstcn Tests

4. Reflood - Flecht Seaset Tests

5. Multi-D Calculational Capability - RPI Tests

961+.
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TAELE 111

COMPARISONS OF MEASURED AND CALCULATED TIMES FOR

FOR PEAK CLAD TEMERATURES, reg (s)

TEST CALCULATED MEASURED DIFFERENCE

(ret)c (reg)n (r yc - (reg)nc

S-02-8 48 48 0

S-06-3 71 71 0

L 2-2 5.5 5.5 0

L 2-3 (P1A) 39 6 33

S-04-6 7 8 -1

5-04-5 8 10 -2

S-07-4 7 11 -4

S-28-1 8.5 10 -1.5

FKL K9 32 33 -10

PKL K5 100 100 0

FLECHTSLA,31504 79 105 -25

FLECHT 4831 40 33 7

LCBI Al-04 2 2 0

CCTF Cl-4 #14 130 140 -10

LCTF Cl-4 #39 80 110 -30

TABLE IV

CO*PARISLN OF MEASURED AO LALCULATED TIMES

FOR CUENCH T H01 SPOT. ic (s)

TEST CALCULATEL MEASURED CIFFERENCE

tr )c (i ), (i )c - (r ),c c c e

S-06-3 148 176 -28

L 2-2 52 40 +12

S-04-5 115 190 -75

S-04-5 155 290 -135

S-07-4 60 92 -32

FLECHT SEASET 365 305 +60

31504

FLECHT 4831 340 2/5 +65

|

| PKL k9 290 265 +25

PKL K5 250 250 0

LCBI Al-04 4 5 -1

| CCTF (Cl-5) #14 480 330 +90

CCTF (Cl-5) #39 590 560 +30 ;

+11 |
X = .9s

PRACTICALLY NO BIAS

STAEARD CEVIATION: s * 62.7s

2s 125s j
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TABLE V

COMPARISON OF MEAS' ED AND CALCLtATEDJ

1115 FOR ChF AT THE HOT SPOT. T ,,( s)c

TEST CALCULATED NAS'#ED CIFFEkEEE

(r ,,)c a ,, ), (T ,,), - (7 ,,),e c c c

S-02-8 1.6 .5 1.1

5-06-3 3 3 0

L 2-2 1 1 0

L 2-3 (PIA) 0 1.5 -1.5

S-04-6 1 3 -2

5-04-5 1 3 -2

LCEI Al-04 1 1 0

S-28-1 1 2.5 -1.5

S-28-10 2 2.5 .5

-6.4

i = .7s
STAEAC DEVIATION: s = .99s

2s = 2s

TAK E VI

COMFAFISON OF MEASURED AND CALCb'ED Tl=IS

FOR ACCUMULATOR li)ECTION. T,cc (s)

TEST CALCLtATED MEASURED LIFFESEN;E

(TACC' ( ACC}M " ACC'C ' (I ACC M

S-04-5 G7E1) 3 3.5 - .5

(UNEC9EN) 15 16.5 - .5

5-04-6 (EF XE'4) 4 2 +2

(U'.F#E'.) 14 17 -3

5-28-10 (E; 7EN) 1 2 -1

(U'.EFCKEN) 13 16 -3

5-2E-1 (EA>EN) 3 1 +2

tL'.EE7EN) 13 17 -3

L 2-2 19 16.2 +2.8

S-06-3 15 19 -4

-8.2

X = .82s

STA'CAO DEV!ATI'A s = 2.4s
2s 5s
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s

Critical Flow .

Five different Marviken tests have been used to assess this capability.
The initial pressures and subcooling ranged from 4-5 MPa and 0-50K
respectively. The L/D ratio for the nozzle varied from 0.3 to 3.7 and

;

the nozzle diameters varied from 0.2 to 0.5m. Figures 3 and 4 present i

'a sample of comparisons performed at LANL. The following conclusions
can be reached:

1. Break flow rates are underpredicted by almost 25% for
subcooled conditions. Predictions for the saturated
blowdown are good. They are within the experimental
data uncertainty.

2. Pressures and temperatures are predicted within 100 kPa
(=1 atm) and 10K respectively except within the first 5s.
The predictions within the first 5s are worse because the
code does not model delayed nucleation.

3. There are many uncertainties in the initial state of the
tests. Temperature distribution was nonuniform. The
effects of these uncertainties on predictions are not
quantified.

ECC Bypass and Penetration

Four different steady state and two different transient Battelle-
Columbus tests have been used to assess the capability of the code to
perform multi-dimensional calculations to predict ECC bypass and
penetration. Figures 5 and 6 present comparison between code calculations
performed at BNL and test data for two steady state cases. The abscissa
is the dimensionless ECC water penetration flow rate and the ordinate is
the dimensionless steam flow rate. The following conclusions are reached
from this study:

1. The code predicted the penetration of ECC water accurately
for the case of very low subcooled ECC water. For tM case
of high subcooled ECC water, the code predicted excessive
penetration. The code calculates excessive condensation.

2. The results depend on nodalization. When a node boundary
crosses the hot leg, it effectively blocks some part of
the flow in the azimuthal direction. In the calculations
above, the nodalization was selected such that the flow was
only partially (50%) blocked. Further nodalization studies
are underway to provide guidance to users.

!
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Figure 7 presents comparison between code calculations and test data for
transient test 2930? where both steam flow rate and temperature of the
hot wall were rampcd down. The upper figure shows a comparison of how
the water level in the lower plenum changed during the tests and three
different code predictions using different nodalizations. Although
calculations without modeling of the hot legs give a good agreement with
data, they are clearly in error. The other two cases describe calculations
with no blockage and 98% blockage of azimuthal flow areas in nodes where
hot legs are located. The flow blockage represents the presence of a hot
leg. The lower figure illustrates the measured and calculated lower
plenum pressures for the same cases. The following conclusions are
reached from this study:

1. The code calculates excessively high lower plenum pressures
during the early part of the transient. The reason is that
TRAC-FD2 has a lumped parameter heat slab i.,odel where
excessively high wall temperatures and heat transfer to the
liquid are calculated. A later version of the code, TRAC-PFl.
contains distributed parameter heat slab model where temperature lcalculations should be more accurate. ;

12. The results are sensitive to nodalizations which provide
different amounts of blockage to the flow. Sensitivity
studies are underway to provide guidance to users.

CCFL and Entrainment

University of Houston flooding tests were used in order to assess the
!capability of TRAC-PD2 to predict CCFL and entrainment. Code calculations
|were performed at BNL. '

Figure 8 shows the comparison between the predictions and test data.
The following conclusions can be made:

1. TRAC-PD2 predicts the inception of entrainment and cocurrent
liquid film flow at lower air flow rate than the experiment
indicates.

2. TRAC-PD2 predicts excessive amount of entrainment compared to
data. Judging from the trends of data and calculations a new
entrainment model in the TRAC code may be needed. This may
involve two liquid fields, one for the liquid film and the
other for the droplets since they move at different velocities.
Improvement in the entrainment model would improve predictions 1
of clad temperatures along the rod ahead of the quench front '

and also rod quench time. Using the present model which
predicts excessive entrainment, would lead to prediction of.
cooler rod temperatures.

!

I
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Reflood

TRAC-PD2 code has a mechanistic model for treating the quench front
propagation. Fine nodalization is used in the quench vicinity to
calculate accurately the heat conduction in (r,z) cylindrical coordinates.
Capability of the code .to predict reflood has been tested using many
tests. These tests have been identified in Table I.

One of the important tests in the matrix is that from the FLECHT-SEASET
facility. This FLECHT-SEASET test is a forced reflood test and thus does

j not contain the type of uncertainties encountered in gravity reflood
tests such as performed at the PKL test facility. The flow rate into

j
the core is a measured input quantity and does not contain uncertainties
in calculation of the flow rate. Figures 9 through 11 compare predicted
and measured rod temperatures for FLECHT-SEASET Test # 31504 at different

,

|
elevations. The calculations have been performed by LANL.*

The predictions of rod temperatures as well as the quench times at low
elevations are very good. At high elevations, after the maximum temperature
occurs, cooldown of the rods is overpredicted which is consistent with
calculations of excessive entrainment.

i Multi-D Calculations

Multi-D. calculational capability is required to accurately calculate ECC
,

bypass and penetration and detailed thermal hydraulics phenomena in the
core. In order to directly assess how well the code can calculate
mul.ti-D hydraulic phenomenon, RPI tests were considered. The RPI tests
are conducted using a two-dimensional test section with air and water.|

Figures 12 and 13 compare the TRAC-PD2 predictions with the test data from
1

RPI at different elevations. Calculations have been performed by BNL.
Comparison illustrates that TRAC-PD2 predicted multi-D effects reasonably

,

well. At the bottom and top elevations predictions and measurements of
vapor fractions are in good agreement. At middle elevations the
agreement between the test data and predictions is poor. Dispersion of

,

vapor fraction in TRAC-PD2 predictions is too high. A turbulent mixing>

| model may improve predictions. Figure 14 shows TRAC-PD2 predictions of
gas and liquid velocities. It shows a similar circulation pattern as

! observed in experiments; phases go up in the middle and then come down
at the edges. Although qualitatively predictions are good, more tests:

are needed to ascertain the code capability of accounting for multi-D'

effects.
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For tests with high void fractions the code calculated severe
oscillations and a stable solution was not reached. It is necessary to
improve the numerics in this area.

!
QUALITATIVE ASSESSMENT FROM INTEGRAL TESTS

Figures 15 through 18 compare predicted and measured clad temperatures
for the LOFT test L2-2, Figure 16 shows the clad temperatures at the
hot spot in the center bundle (Bundle 5). The predicted initial dryout,
peak clad temperature and subsequent rewet are in agreement with the
test data. Many subsequent dryouts and rewets have the same trends and
the final quench is predicted reasonably well.

Figure 17 shows the clad temperatures above the hot spot. Here, the
prediction of peak clad temperature is below that measured. Although
the LOFT tests are integral tests, and there may be many other parameters
affecting peak clad temperatures, the calculations of lower temperature
is consistent with calculation of excessive entrainment. One of the two
thermocouples does not show any rise indicating that TRAC-PD2 nodalization
is too coarse. However, the cost of computations using fine nodalizations
would be prohibitive and not necessary for qualitative assessment.

Figure 15 shows the comparison of the clad temperatures at the bottom
elevation. TRAC-PD2 does not predict the peak value but follows the
trend. Again finer nodalization to predict 3-D effects may be necessary
(two out of four thermocouples show rise in temperature while the other
two do not).

IClad temperatures in peripheral assemblies were also well predicted.
Figure 18 is a sample comparison of clad temperatures signature and Ithermocouple traces.

It is clear that there are many multi-dimensional effects in the core.
However, the coarse nodalization (192 nodes in the vessel) does not
permit very detailed calculation for each bunale. The present nodalization
of LOFT is considered satisfactory to obtain a reasonable accuracy in
predicting overall 3-D phenomena and overall trends.
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I

CONCLUSION

An assessment of TRAC-PD2 for use in analyzing a large break LOCA is
,

complete. The accuracy of predictions of peak clad temperatures is '

about + 80K. Other uncertainties in prediction of other key variables
are presented in Tables III through VI. In general, the predictions are
good.

A few more runs from large test facilities will be added to the assessment
matrix to ascertain if there is a slight upward trend in the average
value of differences between the calculated and the predicted peak clad
temperatures as the facility scale increases. If there is a trend, the
predictions in a full scale PWR will be slightly conservative; i.e., a
slightly higher temperature will be predicted than the data would indicate.
It is expected that addition of these runs will not change the uncertainties
in Tables III through VI.

Assessments from basic and separate effects tests, as well as qualitative
assessment, provide an enhancement in our understanding of capabilities
of the code in simulating various phenomena. This understanding provides
a basis for further improvements in the code. Future versions of the code
will include some of these suggested improvements. This should reduce
the uncertainties found in the quan&itative assessment.

i
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REFLOOD CODE VERIFICATION
FOR SAFETY ANALYSIS

|
1

J..Chiou, L. E. Hochreiter, S. R. Rod, M. Y. Young |
i

Nuclear Technology Division |
Westinghouse Nuclear Energy Systems
P.O. Box 355, Pittsburgh, PA 15230

AB STRACT

The BART code is a Westinghouse PWR reflood safety analysis tool which can be
used to address emergency core cooling effectiveness during reflood. The
formulation used in BART utilized mechanistic models to describe the two phase
flow and heat transfer, axial conduction, clad rewetting, fuel clad swelling
and radiation heat transfer to drops and vapor in the flow. Since the models
are mechanistic, the Westinghouse approach has been to utilize separate
effects experiments, which can test particular aspects of the BART formulation
for verifying the different models in the code.

This paper will describe the BART code verification results with different
reflood heat transfer experiments, in particular the Battelle Northwest /USNRC
NRU clad ballooning and reflood experiments. These particular experiments
will test the BART codes capabilities of distinguishing the difference between
an electrical fuel rod simulator and a nuclear fuel rod, as well as the clad

swelling behavior of a ballooning fuel rod.
INTRODUCTION

Analytical models and computer codes must be sufficiently verified against !

experimental data or by independent calculational methods before they are |
Iapproved for reactor safety analysis. Different techniques exist for code

verification. One approach is to compare the entire calculation scheme to
prototypical data to show that the model gives a conservative prediction.
Another approach is to isolate particular models in the scheme and compare
only those models against experimental data. A third method is to perform
code-to-code verification with an existing verified code which has more mecha-
nistic models. The more sophisticated code in this case is considered the
" experiment".

The preferred method of code verification is to isolate models and compare
them individually with prototypical independent experiments or calculations in ,

which all boundary conditions are accurately known. Once the key models are |
compared separately in this manner, the comprehensive model should than be '

tested against data from an independent source in which all relevant processes
are acting concurrently. As safety analysis has become more refined, the main I

concern is no longer whether the model yields a conservative estimate of
reactor safety performance, but whether the model accurately predicts the true i

. reactor behavior.
I I

|

! For the past several years, Westinghouse has been developing a best estimate |

one-dimensional PWR reflood analysis computer code which is physically based;
the BART code (1) (2) (Best estimate Analysis of Reflood Transient). The BART i

1
I
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code has undergone substantial verification with electrically heated bundle

reflood tests as well as more recent NRU (3) (4) (5) nuclear bundle reflood
experiments. As reported in reference (2), BART used the low flooding rate
cosine FLECHT data (6) for preliminary model verification and used the FLECHT
skew power profile (7) and Semiscale data (8) for final validation.

The NRU experiment series offered an opportunity to extend the validation of
the BART reflood model because it was one of the few (if not the only) nuclear
powered reflood experiments with prototypical dimensions and accurate ther-
mal-hydraulic boundary conditions. This paper will discuss the development of
some particular BART models and how they were verified using NRU data.

BART MODEL DESCRIPTIONS

The development of BART took place in several steps. First, from an extensive
literature review, the phenomena which were generally felt to be of primary
importance duri'ng reflood were identified. Second, an attempt was made to
derive models for these phenomena from first principles. Simplifying assump-
tions and empirical correlation were used only when lack of data or a severe
hindrance to code efficiency required them. Third, each model was separately
checked with data and modified as necessary. Finally, the models were
assembled and the resulting reflood model was compared with additional data.

Additional underlying goals in this development were to minimize the number of
adjustable parameters, to make the necessary parameters basic physical quan-
tities rather than derived ones, and to require that they be varied in a con-
sistent manner among all component models. A final requirement, essential for
any computer code intended for reactor safety analysis, was that adjustable
parameters remain fixed when comparing predictions with different experiments.

The primary areas of development for BART are listed here and brief descrip-
tions of the relevant models follow:

1. Two ph ase flow behavior during reflood.
2. Quench front propagation along fuel rods.
3. Heat transfer in dispersed flow.
4. Clad swelling and rupture.

1) TWO-PHASE FLOW BEHAVIOR DURING REFLOOD

Physical models had to be capable of following in detail the mechanical and
thermal behavior of each phase in all the flow regimes expected during
reflood. The dispersed phase was given special attention, since it is the

| regime in which peak clad temperatures are reached. Accordingly, a drif t flux
formulation was used for flow regimes near and at the quench front, and a
two-fluid formulation was employed for the dispersed regime. The basic

! equation set used was:
|

a) a volume flux equation:

+a in p +j In o " ~

v y v y
(1)
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b) a mixture continuity equation:
ao

+h(G)=0 (2)
at

c) a vapor energy equation:

aH 3H ~ H -H (3)'-
-

v vsatv iii ies

,v ,atv+3 ,q . q boil j,
v az HLv -- -

.

(4) |d) an equation of state:
v (H,P)#v" 8

where: j = volumetric flux
jv = vapor volumetric flux

= liquid density
= vapor density, pdf vapor generationpy
= volumetric ratel'

ps = mixture density
G = mixture mass flux

The relative velocity, u , is determined from drif t flux correlations or, inr
the case of dispersed flow, is calculated from a local vapor-droplet force
balance.

-

Simplifying assumptions were:

1) One dimensional equations
2) Fluid properties are independent of small variations in pressure

!

2) QUENCH FRONT PROPAGATION

An accounting of the effect of heater rod or fuel rod properties on quench
front propagation, and a mechanistic description of the rod to fluid heat
transfer at and near the quench front were two main goals in this area. The
model of quench front heat release establishes an array of isotherms which
migrate along the rod as the quench front propagates as shown in Figure 1.
The isotherm model accounts for both radial temperature gradients within the
rod and the severe axial gradient about the quench front. The isotherm tem-
peratures are input values and can be chosen to provide any desired degree of
detail at the quench front.

_
. _ _ _ _

The model considers radial conduction in the rod and axial conduction along
the rod, which is of the same magnitude as boiling heat transfer to the
liquid. The axial conduction leads to additional preheating of the liquid
before it reaches the actual quench front. A nominal heat flux profile is
shown in Figure 1.

A boiling curve based on the assumption of hydrodynamically controlled heat
flux at the quench front was used to locate appropriate heat transfer regimes
and the accompanying heat transfer coefficients. The regimes near the quench
front include single phase forced convection, nucleate boiling, transition

984.
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boiling and film boiling. Closely spaced isotheres allow very fine detail in
! locating boiling zones in the region immediately around the quench front,

which is typically very narrow, while sacrificing little in computer running
time.

3) HEAT TRANSFER IN DISPERSED FLOW

There are four possible mechanisms for heat transfer from the rod surface to
|

the fluid in dispersed flow:
i

l a) Forced convection to vapor

|
b) Radiation to fluid
c) Radiation to other rods
d) Droplet contact

A careful analysis was made of the forced convection and radiation components
of the heat transfer in the FLECHT Cosine and Skewed tests (6) (7). From tha t
analysis, the following conclusions were drawn:i

a) Radiation accounted for roughly twenty percent of the total heat flux
|

from the heater rods at upper elevations. The three components of
I radiation were found to be of the same order of magnitude.

I

l b) The remaining heat flux, attributed to forced convection from the rod
! surface to the vapor, was significantly higher than could be accounted

for by standard correlations such as Dittus - Boelter.

It was concluded in the FLECHT analysis that the physical. mechanism providing
,

I the most consistent explanation for the excess heat transfer was the level of
turbulence within the vapor. Given the same local Reynolds number, turbulent
diffusion of heat was more effective during two phase flow in the FLECHT,

i

bundle than would be the case in single phase flow in a tube.
I
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In addition to force convection, radiation from the rod to the fluid is calcu-
lated using the Sun and Gonzalez model (9). Rod-to-rod radiation is presently
ignored, although it is recognized that this component may become important at
upper elevations of the rod bundle.'

f

Drop contact heat transfer was ignored in the FLECHT analysis because the
droplet contact yielded large amounts of saturated vapor, overwhelming the

3

mechanism of heat transfer from rod to vapor. The high vapor temperatures
measured in the FLECHT experiments are inconsistent with the droplet contact
model.

J

4) CLAD SWELLING AND RUPTURE
,

In the dispersed droplet regime with highly superheated steam the fuel rod
cladding has the maximum potential for swelling and rupture. The BART clad
swelling model, calculates local clad diametral strain and possible burst in
each timestep of the main BART program. The swelling calculations consider
fuel rod gap and core channel pressures, thermal expansion of the fuel and
clad, elastic and plastic strain of the clad, interference of adjacent rods at
lange strain and the effects of support grids at certain locations along the
rods.

The swelling model provides updated values of several parameters related to
fuel rod, core subchannel, fluid flow and heat transfer properties. These
updated parameters include rod gap pressure; gap heat transfer coefficient;
clad inner and outer diameters; subchannel flow area, heated perimeter and
hydraulic diameter; and "whole core" flow area, heated perimeter and hydraulic
diameter., The "whole core" takes into account all rods, subchannels and flow
bypass paths in the system under consideration. Details of the BART swell
model will be considered next.

The initial (cold fill) gap pressure is an input parameter. The model
re-initializes gap pressure to correspond to the rod temperature profile at
the start of the transient. For the reinitialization and at each timestep
during the transient a new value of gap pressure P ap, is calculated from ang
adaptation of the ideal gas law.

Thermal expansion of the fuel and clad and clad elastic strain are calculated
with standard, theoretically based formulas for these ef fects. In the cases
of plastic deformation and burst, however, three empirical models are
employed. These models were first developed for the LOCTA Loss-of-Coolant
Transient Analysis code (10) and are adapted for RART essentially unchanged.

a) Clad Swelling Prior to Burst

Hardy (11) perf ormed a series of tests in which rods with constant
internal pressure were ramped to a series of temperatures at various
constant ramp rates. The pressures reported by Hardy were converted to

,

hoop stresses by the formula:

hoop (across clad) / 2 CLAD THICKNESS (5)# ~

and the strain at a given temperature and ramp rate were correlated as
functions of the derived hoop stress.
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b) Clad Burst

The clad is assumed to burst if clad temperature exceeds a criterion

" burs t temperature". Burst temperature is calculated as a function solely
of gap pressure (i.e. hoop stress) based on correlation of the Westing-
house single rod burst test data (12). A best estimate correlation for
this data was constructed to be independent of all temporal effects (e.g.
rate of temperature rise).

c) Local Hoop Strain Af ter Burst

The localized diametral swelling which occurs rapidly at the time of burst
is computed from a correlation of single rod burst test data of Westing-
house (12) and of others.

BART VERIFICATION STUDIES USING THE NRU EXPERI)ENTS
I

| The NRU test program is a U.S. NRC fuel behavior research program which is
technically directed by Battelle Northwest Laboratories at the Atomic energy'

of Canada Limited test f acility at Chalk River. The NRU reactor is utilized
at Chalk river as a fission source for a 12-foot long (3.66 M) 32 rod bundle

| which is constructed of typical production grade UO2 fuel and cladding. The

) NRU test loop serves as a pressure boundary between the reactor and the test
bundle. However, the two are coupled by the neutron flux field in the
reactor. A cross-section of the test bundle is shown in Figure 2 along with a
list of the NRU test rod array dimensions. The test bundle can consist of up
to 32 fuel rods (a 6x6 with the corner rods missing). The rod bundle is
enclosed in a split, thin wall test section shroud which can be easily disas-

f sembled under water for access to the test bundie.

The test bundle instrumentation consisted of shroud wall thermocouples, steam

probes which were hung from the grids, thermocouples brazed onto the outside
of the fuel rods (at lower elevations) and thermocouples which were placed in
grooves in the pellets or welded to the inside of the clad. Self-powered
neutron detectors (SPND) measured the axial power shape as well as the flux

f tilt across the bundle when the test bundle was preconditioned at NRU opera-

| ting conditions.
)
!

The NRU test bundle would be preconditioned at typical NRU reactor operating
conditions to crack the fuel pellets such that the fuel was more representa-
tive of an operating LWR. Af ter preconditioning, the piping was changed such
that steam flow could be forced through the test bundle. The steam flow was
high enough such that representative decay heats could be established in the
test bundle. The heat losses from the test bundle were estimated to be
approximately six percent from the steady state steam flow tests. This was

| also confirmed by hand calculations using the measured shroud wall tempera-
' tures.

Selected adiabatic heat-up tests were also performed to verify the axial power
shape and power level. Reflood tests were conducted with programmed or preset
flooding rates as well as computer controlled flooding rate tests which were
conducted in the second thermal-hydraulic test series.
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Cladding Haterial Specification Zircaloy-4=

0.963 cm (0.379 in.) |Cladding Outside Diameter (OD) =

Cladding Inside Diameter (ID) 0.841 cm (0.331 in. ) |=

Pitch (rod to rod) 1.275 cm (0.502 in.)=

Fuel Pellet Diameter 0.826 cm (0.325 in. )=

0.953 cm(0.375 in.)Fuel Pellet Length'* =

365.76 cm (144 in.)Active Fueled Length =

423.1 cm (170.125 in. )Total Shroud Length =
;

3.2 MPa (465 psia)Helium Pressurization i=
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FIGURE 2. CROSS SECTION OF NRU TEST ASSEMBLY

l

The BART code modelled different NRU tests to allow examination of the code
prediction for thermal-hydraulic behavior as well as for materials behavior
(i.e. fuel rod swelling). The first NRU test to be modelled was the thermal

|
' hydraulic test with unpressurized fuel rods, a test which was nearly the same

as a previously conducted FLECHT-SEASET (2) electrically heated reflood
experiment. The objective of this anaylsis was to determine if the BART axial
conduction quench model could ef fectively distinguish between a boron-nitride
filled heater rod simulator and a PWR nuclear fuel rod. The quench front for
the NRU test, the comparable FLECHT-SEASET test and the calculated BART code
results for each are shown in Figure 3. As the figure indicates, the BART
quench f ront model, which accounts for axial conduction in the clad and pel-
let, gives good results when compared to the two sets of data.

A more through examination of the NRU test results as compared to the BART
code predictions indicated that the measured heat transfer and rod temperature
at the upper elevations were significantly better than the BART predictions
(see Figure 4). Several reasons for the BART over prediction of the NRU rod
temperatures at the higher elevations were identified, but they did not result
from a deficiency of the basic BART model, but rather from the small size of {

'

the test bundle used in the NRU experiments.
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Examinations of the tests results indicated that the thin wall unheated shroud
quenched early in the transient. The resulting wetted surf ace area provided
an additional heat sink at the upper elevations of the test bundles. Addi-
tional heat transfer by radiation to the quenched and convective heat transfer
from the liquid film on the shroud to the superheated vapor resulted in
improved upper elevation fuel rod heat transfer.

In addition to the quenched housing, the NRU experiment also had excess flow
area relative to a typical PWR fuel assembly. The increased flow area would
result in the smaller enthalpy rise for the experiment than for the BART pre-
diction. A portion of the excess flow area was blocked by instrument lines,
so that a 10 percent excess flow area was accounted for in BART.

The increased radiation to the wettea shroud was calculated using a
cross-string rod-to-rod radiation model which grouped the rods into different
zones (13) . The resulting radiation heat transfer effect, which wa:., small

~for the center rod in the'NRU bnundle, was added to the total rodYeat trans-~

fer coefficient when the rod temperature history was calculated. The total
heat flux to the shroud was used to define and effective radiation heat trans-
fer coefficient as:

9hodto/(T
brod to

-Tshroud) (6)"
shroud yshroud.

Where Tshroud = Tsat when the shroud quenched.

The quenched shroud also would act as a vapor desuperheater and saturated
steam source for the upper elevations of the bundle. The test data indicated
that once the shroud quenched, it would stay quenched for the duration of the
test. Therefore, the liquid film on the shroud was replenished either from
the falling film coming from liquid separation in the NRU upper plenum, or
from droplet deposition from the entrained reflood water. The heat transfer
from the liquid film to the superheated steam by vapor convection was calcu-
lated as:

9" cony = hc (T -Tsat) (7)y

Where the hc is the convective heat transfer coefficient used in the BART
code logic. Values for heat transfer coefficients for falling liquid films
were obtained f rom the NORC00L(14) and were found to be nearly the same as
the BART calculated values of he (typically ~20 BTU /hr - f t2 _ *F based
on Tvapor) . Both the radiation to the quench shroud and the convective heat
transfer to the shroud would increase the degree of vapor generation as:

(8)

9... boil - (hrod-to- + b ) * (T -Tsat) Awall
_

c y
shroud

" flow *a E
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The resulting mass increase of saturated vapor per unit volume would then
,

become:

$vap shroud " Noilshroud =

h shroud (9)
f9

BART assumes that the the saturated steam generated at the shroud liquid film
interf ace mixes perf ectly with the existing superheated vapor equally in each

,cubchannel. The resulting addition of saturated steam would improve the heat
transfer at elevations above the shroud quench front location.

It was found that applying the locally calculated BART convective heat trans-
fer coefficient value was not sufficient to make the resulting upper elevation
rod temperature agree with the data. A multiplier of four (4) had to be
applied to the BART calculated value of he to obtain proper agreement.
Increasing the value of he beyond the BART value was felt to be justified by
the following two reasons.

The up-draf t steam velocities were sufficiently high to generate waves on the
liquid film such that the effective liquid surface area was larger (Vy
values were typically 25 - 40 f t/sec.). Increasing the liquid / vapor surface
crea has the same effect as increasing the vapor-film heat transfer coeffi-
cient, h . The wave generation effect has been observed in countercurrente
ennular flows.

In addition to the wettable shroud, the grids which are used to space the fuel
rods can also quench (wet) also act as a vapor desuperheater. A hand calcula-

| tion of single grid indicates that the wetted surf ace area is 114.4 square
inches. If this area is converted to an equivalent shroud length, one wet
grid has the same surf ace area as 10.2 inches of the shroud. The axial grid
epacing is approximately 20 inches. If we consider the grids to wet or quench
at the same times as the shroed, it would have the same effect as increasing
the local heat transfer between the vapor and liquid film (h ) by a factore
of approximately 1.5. Note that this is a rough approximation.

In addition to modeling more exactly the true geometry of the test, BART input
conditions included the measured axial flux shape, flooding rate, inlet tem-
perature, pressure, initial temperature of rods and housing, and the total

i power from steam cooling tests. Heat losses from the housing for the steam
| cooling tests were also accounted for to obtain the proper power. Examples of

i the BART calculations using the housing-radiation and convection models
(accounting for the excess flow area) are shown in Figures 5 to 8. The BART
rod quench front calculation agrees well with the rod quench front data. Good,

agreement is also obtained for the elevations shown, though clad temperature
is still somewhat high at later time.

| The second test to be modelled was a stepped flooding rate test which was
, designed to hold the fuel rod temperatures at a constant temperature in the
' ballooning window of ~850*C. In order to do this, a atepped (decreasing)

flooding rate was used to retard the rod quench front to place only one axial
cegment of the rod in this temperature range for as long a time as was pos-
cible. A special series of thermal-hydraulic experiments, without ballooning,
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were conducted to determine the proper reflood range. The as-measured axial
power shape and flooding rate transient were used in the BART calculations.

|The resulting BART quench front is given in Figure 9, and the calculated fuel '

rod temperatures are shown in Figures 10 to 12. For this particular test, the !
low flooding rate.s,talled the quench front. The thermal hydraulic conditions '

in the heat bundle went from a forced reflooding condition to a boil-of f con-
dition in which no liquid entrainment occured. In this case, the rod height
above the quench front would be cooled only by the steam flow generated below
the quench front. For the constant power NRU tests, the steam flow was not
sufficient to cool the upper elevations of the rods, resulting in higher rod

i

temperatures at these locations.
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The third type of NRU test used to validate a BART model was the materials
test in which the inner 11 NRU fuel rods were pressurized and allowed to swell
and burst during the heatup period of reflood. The BART swelling subroutine
was used to model the pressurized rods in BART for this particular NRU mate-
rials test (MI-1) . The first swelling calculation did not account for the
mechanical constraint of the grids which would prevent significant strain at-
grid planes. Without the physical grid restraint the resulting strain distri-
bution predicted by the swell program is shown as the dashed line in Fig-
ure 13. However, if the mechanical restraining of the grid is accounted for
in the swelling model, a significant improvement in the calculated rod strain
profile results, shown as the dotted line in Figure 13. It is apparent that
physical processes such as grid support (and possible localized heat transfer
enhancement due to grids) must be modelled to obtain accurate strain profiles.
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00NCLUS10N

The analytical models developed f or the BART reflood code have been verified
~

cgainst several independent sets of electrically heated reflood experiments.
The nuclear powered NRU reflood experiments offered a unique opportunity to
verify the BART quench model and clad swelling models. However, the NRU tes t
f acility is a small scale representation of a PWR fuel assembly and nontypi-
calities exist between the NRU testing and a PWR. With a mechanistic model
cuch as BART, or other codes, the nontypicalities of a small scale experiment
can be modelled and accounted for when making comparisons to code predic-
tions. Models which are more empirical do not have this additional flexi-
bility and hence become more dif ficult to validate.

This paper outlines the first element of model verification; the separate
validation of the component models. The final verification will be accom-
plished by comparing the assembled comprehensive code to experiments which
effectively exercise all subsidiary models in the code concurrently.

,
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PROPAGATION OF REWETTING FRONT DURING BOTTOM REFLOOD
-- AN ANALYSIS
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ABSTRACT

A transient, two-dimensional model of the bottom reflood rewetting problem
in a annular geometry is presented along with its analytical solution. Mul ti-
regia taat transfer is considered, and no a priori assumption (constant or not)
is mau in regard to the rewetting velocity. A finite length cylindrical
geometry is treated. A mode of variation of the rewetting temperature with
coolant inlet velocity is proposed. The method of finite integral transform
is used in the solution. Predictions of rewetting velocity are compared with
a few experimental data for Zircalloy-2 available in literature.

INTRODUCTION

Understanding of the physical mechanisms instrumental in the rewetting
of hot, dry surfaces (defined as, when the liquid coolant reestablishes
contact with the surface locally) via bottom reflood and their correct
mathematical representation have been the subject of several studies, both
experimental and theoretical, in recent years. The subject is of considerable
importance in our ability to correctly predict the temperature behavior of
lightwater nuclear reactor fuel rods during the core reflood phase following
a loss-of-coolant accident.

The fuel rod clad rewetting problem is basically a transient, two-
dimensional (axial, radial) heat conduction problem coupled to the thermal-
hydraulics of the coolant. Theoretical studies reported in literature include
the early one-dimensional simplified model solutions of Semeria and Martinet
[1] and Yamanouchi [2], followed by several improved one-dimensional model
solutions, eg. of Sun, et al . [3] and Chambrd and Elias [4], and a few two-
dimensional model solutions, eg., of Duffey and Porthouse [5], Yeh [6], and
Bonakdar and McAssey [7]. Detailed numerical studies incorporating models
of both clad heat conduction and coolant thermal-hydraulics include works by
Arrieta and Yadigaroglu [8], and Spencer and Young [9]. In the aforementioned
analytical solutions ([1-6]), the simplifying assumptions of constant rewetting
front velocity and invariance of the rod (clad) temperature distribution in a
coordinate system moving with the rewetting front have typically been made.'
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Treatment of the rewetting temperature has varied from a priori specification
of a fixed value (eg. the critical heat flux temperature) to equating it to
the calculated temperature value at the ' sputtering region' front. With the
exception of a few numerical studies (eg. [8]), the treatment of precursory
cooling downstream of the rewetting front has not been adequate.

In this paper, we present a transient, two-dimensional multi-heat transfer
region model of the clad bottom-reflood rewetting problem and its analytical
solution with the following improved features:

(i) no a priori assumption is made ir. regard to the rewetting velocity;

(ii) a finite length cylindrical clad geometry is considered, and the
transient temperature distribution throughout the clad calculated in a fixed
(laboratory) frame of reference;

(iii) a mode of variation of the rewetting temperature with the coolant
inlet velocity magnitude is proposed;

(iv) the relative importance (depending on the coolant inlet velocity)
of the inverted annular film boiling (IAFB) region in the precursory cooling
of the clad is considered;

(v) the method of finite integral transform (cosine transform in the
axial direction, Hankel transform in the radial direction) is used in the
solution.

Four heat transfer (clad to coolant) regions based on a generalized
boiling curve are considered:

I. forced convective heat transfer to single phase liquid;

II. nucleate boiling (for simplification, the transition boiling region
shas been included in this region );

III. inverted annular film boiling; and

IV. forced convective heat transfer to steam with entrained droplets.

Other than establishment, on the basis of inlet water mass flux and local
subcooling, of these heat transfer regions and the corresponding heat transfer
coefficients, detailed fluid-mechanic calculations have not been performed in
this work. Bulk fluid (liquid and two-phase mixture) temperature variation
along the flow channel have been calculated from heat balance considerations.

5 This simplification can be removed at the expense of increased computation.
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MODEL AND ANALYSIS

Figure 1 shows the ' unit cell' configuration analyzed. The finite length
cylindrical shell represents the clad, with the fuel replaced in the present
work by an imposed heat flux (of any specified axial shape and time dependence)
at the clad inner surface. Volumetric heat generation (of any specified axial-
and time-dependence) in the clad is permitted. The axial ends of the clad are

q[(z.t)= Imposed Heat Flux

h di

zc7 7-- ---

' -*. .

* * '' * *
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. , .
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@ ! s
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Figure 1. The ' unit cell' configuration analyzed

considered insulated. The coolant flows upward in the surrounding annulus.
Azimuthal symmetry and constant clad material properties are assumed. In
addition to the clad inner surface heat flux and the clad volumetric heat
generation rate, the following inputs are provided:

coolant inlet mass flow rate and temperature,
system pressure (assumed uniform), and
initial clad temperature distribution.
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The governing heat conduction equation for the clad, in a non-dimensional
form, is:

2 2O 2 D
g(R,Z,t)"30 h ~1 3 30 h

(r -r )2
E R (R g)- +3g+ F q (R,Z,t) (1)2

g g aZ sat

in the region t 2. 0 , ]r

<R$sR1Rg,
(OsZsl )

|

The boundary conditions are,

Axial

h=0 (2)at Z = 0, Rg1RsR ;g

h=0 (3)at Z = L, R9sR1R ;g,

Radial

30 gj' (z,t)[r -r$]g
at R = R , O s Z s l ; g=- kT I4)j

sat

at R = R , Z _j(t) x Z s Z (t) ; h+Bi0=0 (Sa,b,c,d) !g 3 3 3

I

where j = I, II, III, IV (Fig. 1). 1

(also, for region I, Z _) = 0;1

for region IV, Zgy = L)

The initial condition is:

0(R,Z,0) = O (R,Z) (6)g

First, a finite Fourier cos'ae transform with respect to Z is applied to ~
Eq. (1). This is to be performed heat transfer region by heat transfer
region. Let us consider the heat trans"er region j bounded axially at a
time instant tm by Zj_j(tm) and Z (t ). The transformed non-dimensional1 m
temperatum in this region is defined as:

YWe note that this is a quasi-static analysis in the sense that the physical
situation is frozen at t = tm while we calculate for the condition at a 4

later time (t = tgj ) . '
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Za(t )
- Z-Z (t ) -m-

,

dZ (7)e (R,n,t ) = 0(R,Z,t ) cos nn
~ )(t ) - Z _) t ) ~Z3 m m m j m

Z}_j(t)m

The inversion theorem is:

F(R,n=0.t)
j

0 (R,Z,t ) " [Z (t ) - Z _j t,)]3 m j m j

- Z-Z (t ) ~

=

_ 3(t ,) - Z _) t ,) _+ [Z (t ,) - Z _j(t ,)] n 1 Z* * j
3 j

Let the temperature values and slopes at the region 'j ' axial boundaries be:

0 (R,Z _j(t ),t ) = cjj(R) (9a)
3 j m m

30
2j(R) (9b)=c

Z _j(t )j m

and

0)(R,Z (t ),t ) = djj(R) (10a)
I

j m m

30

=d2j(R) (10b)
Z (t,)j.

The finite Fourier cosine transformed form of Eq. (1), at time tm and in heat
transfer region j, with boundary values substituted from Eqs. (9) and (10),
is:

2
aF D gg

h d(R,n,t) = h(R g) + (-1)" d2j(R)-c2j(R)
(r-r))2at

g

I + V" (R,n,t) (11)- Z(t,)EZ _j(t ,) Jj3

Next, a finite Hankel transform [10] with respect to the radial coordinate R
is performed on Eq. (11). We define the double-transformed non-dimensional
temperature in region j at time t as:

i m
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o

U(A3,g,n,t)" j(R,n,t,) B (A),g )R dR (12)Rj m g
R

$

where
B (A3,g ) = J (AR

z 3,g $)Y (AR 3,g ) - Y (AR 3,g $)J (Aj ,L ) (12a)R Rg jg 0
(

A being the radial eigenvalues.3,7

The inversion theorem is [11]:

b(A
T (R,n,t ) " gfz $g,n,t,) B (A),g ) (13)

=
j

Rj m g3,g

where Nj,g, the normalization factor =

3,g$)]2[Bij+Aj,g]2 - [-Aj , J) ( A3, R ) + Bi J (A[-J (A R j,t g)]R2 j g 30
[ 3,gj(A),gg)+Bi}J(Aj,4A ,g[-A d R N

0
1;13a)

'

The double'-transformed form of Eq. (1), at time t, and in heat transfer,

region J, is:

d$
-

D '2

3 (Aj,4,n,t) = Aj ,E * [Z ( t ) - Z ,7 ( t )e
2 nn ~

dt [3(r-r$)2 dm 3 mg
_

2D
h '

,[[_j)n g]+ -c
;

n(r -r$) A3,gg

2
D

(Aj,4,n,t) (14)kTsat,

1

'

where

'iU= (14a)d sat

He re , cgj , and d are the finite Hankel transforms of c and d2j,4 2j 2j'respective y

:

'
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Equation (14), a first-order inhomogeneous ordinary differential equation
in time, can be easily solved for G ( A),g,n,t +1)j m

2 2 -'

20 i[j # (_j)n ~ _ ~2j,4
D

h h ~'"
#

L"(I -r$ )2 , A
2j, kT

j,4 sat
o ~

~ (Aj,g,n,t +1) *B
j m 22 -

,2DA '

h j,e # nn

,Z (t ) - Z _j(t ). __ r -r )2(g j 3 m j m

_
~

~DAh j ,L, 2
, 2-

.(t,,)-t,))
- '

nn
I - eXP -

_7
+*

,Z (t ) - Z _j(t ,),
_3 m j

c .D A 2 <2--

,Z (t ) - Z _j(t ) ( t +1 -t)+ 5 (Aj,tn,t)exp -

r -r
' +j m m m

3 m j m.j

(15)

The actual temperature distribution Oj()R,Z,tm+1)).can now be obtained bydouble-inverse transform using Eqs. (8 and (13 Information on convergence
of the series is given in the section on computational results.

Note that the clad temperature field is solved separately for each heat
transfer region. Thus, since four heat transfer regions are being accounted
for, four regional temperature fields will be calculated. We need to match
temperatures and temperature gradients (heat fluxes) at the interfaces between
the successive heat transfer regions at time t = tm+1 so that a global temper-
ature distribution can be constructed from the piecewise continuous (axially)

where finite discontinuity in the temperature distribution exists (the dis 1)distribution obtained originally. Now, at each axial location (eg. at Z = Z

continuity can be different at different radial locations), the value can be
taken to be equal to the average of the upstream limit and the downstream limit
values. For example, at Z = Z , the value would bey

f[0(R,Z{,tgj)+0(R,Zf,tgj )] (16)

We note again that the temperature gradients must also be matched.

With this in mind, a straight line interpolation between temperature values
at two points, one slightly upstream and one slightly downstream of the inter-
face, was performed at each clad radial location of interest for each regional
interface with the exception of the IAFB-Nucleate Boiling one.t At the

tSince rewetting occurs here, a sharp temperature variation can be expected.
,
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IAFB-Nucleate Boiling interface, a more accurate interpolation using a
polynomial fit [12] spanning five local points (two upstream and two down-
stream points, plus an interface value based on Eq. (16)) is used.

.

VARIOUS CORRELATIONS AND INPUT PARAMETERS

Correlations for Temperatures at Heat Transfer Regional Interfaces

Referring to Fig.1, two transitional temperatures, viz., the clad
surface temperature for onset of nucleate boiling (TONB) and the clad sur-
face temperature for rewetting (Trewet) are required for our model. A
correlation proposed by Sato and Matsumura [13] has been used for T

ONB'

The dependence of Trewet on the coolant inlet mass flow rate is strong.

A detailed review of all reported experimental studies [14] at very low
indicate that

1$ wet approaches the critical heat flux temperature (TCHFJ
T

et mass fluxes (velocity less than 15 cm/s), whereas it approaches the
minimum film boiling temperature (TMFB) at high inlet mass fluxes (velocity
higher than 35 cm/s). We propose the following expression for Trewet as a
function of the coolant inlet velocity, uin

T _ CHF MFB MFB - TCHFT
,

tanh [f(uin)] (17)re d
>

where f(uin) is an appropriate function of coolant inlet velocity. Equation
(17) must permit asymptotic approach to TC at very low uj and to TM

.72 cm/s (18 in"hes/s) to bB athigh uin. Designating the value of uin = ea
high coolant inlet velocity, f(uin) can be found to be of the form

4u
-(22 -4.00), where uin is in cm/s. (17a)

Although this approach is somewhat arbitrary, it does yield a realistic
dependence of Trewet on the inlet coolant velocity (Fig. 2). We now
need to provide proper correlations for TCHF and TMFB. The TCHF correlation
adopted is [14]:

T = - 1.1446 p2 + 22.751 p + 112.1 + 3.9 (18)CHF

where p is pressure in bar, and TCHF is in C. The data used in developing
this correlation pertains to stainless steel clad material and a pressure
range of 1-8 bars,
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Figure 2. Proposed variation of rewetting temperature
with coolant inlet velocity

The TMFB correlation adopted is [14]:

sat + (10 + fn q')(8.49 + 2.8 in p)u .029
0

T =T
MFB

- (0.00309 Tpeak+0.452) (19)

where q' = linear heat generation rate (kW/m),

p = pressure (bar),

u = coolant velocity (m/s),

and Tpeak = peak cladding temperature (*C).

This correlation was obtained [14] by a least squares fit of data from FLECHT
tests [15,16]. The applicability of this correlation extends over the follow-
ing range of conditions:
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pressure: 1.38 - 4.14 bars

peak temperature: 350 - 1200 C

water velocity: 0.007 - 0.033 m/s

linear heat generation rate: 0.5 - 40 kW/m

Correlations for Heat Transfer Coefficients '

For the single phase liquid region, tne Dittus-Boelter correlation and
the Collier correlation [17] were used for Reynolds no. > 2000, and $_2000,
respectively.

For the nucleate boiling region, a modified version of the Chen correla-
tion as suggested by Collier [17] was used for both subcooled and saturated
nucleate boiling regions.

For the IAFB region, rather than using the Bromley correlation for film
boiling (which is known to underpredict the heat transfer coefficient con-
siderably in some situations, eg. at high subcooling), a numerically averaged
value from the experimental data reported by Chan and Yadigaroglu [18] was
used. For example, at ui = 16.5 cm/s and ATsub = 26 C,filAFB was calculated
tobeapproximately261Wym2eg,

For forced convection to steam with entrained liquid droplets, a correla-
tion proposed by Heineman [19,20] was used.

Precursory Cooling Region

The influence of the precursory cooling mgion on rewetting is an
important consideration. In our model, this region may be dominated by the
IAFB region. The length of the IAFB region determines the extent of this
dominance. Now, the IAFB region length is essentially determined by the
height of the liquid (or, liquid plus entrained vapor) column associated
with this region (Fig.1). A simple linear proportionality relation between
this column height and the coolant inlet velocity has been adopted in the
present works, with an upper bound of 1 meter on the column length (Fig. 3).i

The remainder of the precursory cooling region is comprised of steam
flow with entrained water droplets (Fig.1).

E This can very well be a nonlinear relation (eg. a quadratic, if based on
velocity head considerations). Experimental studies are needed here.

9The upper bound of 1 meter is based on visual observations reported from
U.C. Berkeley reflood experiments.
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COMPUTATIONAL RESULTS

In order to evaluate the rewetting model and the analysis technique, an
annular clad-flow channel configuration similar to that used in an experimental
study by Piggot and Duffey [21] has been analyzed for various combinations of
inlet coolant flow velocity and clad inner surface heat flux. Table 1 gives
the pertinent channel dimensions and the clad physical properties.

Table 1

Physical praperties of clad material,
and unit cell dimensions

Clad material Zircalloy32
density 6500 kg/m
specific heat 350 J/kg C
thermal conductivity 21 W/m C

Inner radius of clad (r ) 4.72 mmg

Outer radius of clad (r ) 5.35 mm
Clad length (L') 0.5 m

Outer radius of unit cell (rannulus) 13.0 mm
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|It should be noted that our clad repmsentation does not exactly match the
test piece used by Piggot and Duffey [21], since a heating element embedded in
a filler material was used as the heat source in the experiments whereas we
specify an imposed heat flux at the clad inner surface.

The following describes the physical situation of our test problem
ariefly. The clad is at a specified initial temperature, with a specified'

neat flux imposed at the inner surface. The annular flow channel is filledwith saturated steam at I atm. The initial clad temperature distribution is
well above the rewetting temperature throughout. Subcooled water at a
specified inlet mass flow rate is provided at the channel bottom. The water
attempts to enter the channel in the IAFB mode. Two factors are important atthis stage:

the ascension rate of the IAFB column which controls the rate of
coolant. entry, and the appropriate maximum height of this column (Fig. 3).
Recall that clad rewetting (quenching) occurs at the IAFB/ Nucleate Boiling
region interface. We impose a criterion now that the IAFB column is to reach
its maximum height at the same time instant at which the lower end of the clad
rewets .t This necessitates a trial-and-error solution for the ascension rate.

Once rewetting has occurred at the channel bottom, the nucleate boilingregion has begun to be established. Eventually, this region will be bound bythe Trewet location at its upper end and the TONB location at its lower end.

Prior to presenting the computational results, a comment regarding the
convergence of the series in Eqs. (8) and (13) is necessary. Generally, one
term (involving the first eigenvalue/eigenfunction) was sufficient for Eq.
(13), the inverse radial transform. For the . inverse axial transform, Eq. (8),
convergence'was usually obtained with thirty three terms.

Figure 4 shows the calculated clad outer surface axial temperature profile
at a time thirty seconds after the coolant first enters the channel for the
following case:

Initial clad temperature = 700 C
Clad volumetric heat generation rate = 04

Heat flux at clad inner surface = 4 kW/m2
Pressure = 1 atm
Coolant inlet velocity = 10.16 cm/s
Coolant inlet temperature = 15 C

The four heat transfer regions are also pointed out in this figure.
!

Figure 5 shows the clad outer surface axial temperature profile at
' various times for essentially the same situation as in the previous case

(Fig. 4) except that the coolant inlet velocity has been increased to
17.78 cm/s. One can readily see that rapid cooling occurs upon the arrival
of the rewetting front.

|
!

i
0therwise, there would be a pause in coolant entry, which probably is
unrealistic.
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Figure 6 shows a plot of the rewetting front velocity vs. channel axial
position for the following two cases:

Initial clad temperature = 700 C
Clad volumet,ric heat generation rate = 0

4 kW/m2 (same case as Fig. 4)
Heat flux at clad inner surface = f ((1)ii) 0 kW/m
Pressure = 1 atm
Coolant inlet velocity = 10.16 cm/s
Coolant inlet temperature = 15*C
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Figure 6. Rewetting front velocity along the channel

The rewetting front velocity is seen go be approximately constant, except for adip at approximately 20 cm for 4 kW/m case. This reflects the fact that the
IAFB column ascension rate value used during the last iteration of the trial-
and-error solution mentioned earlier in the text is still slightly high causing
the coolant inflow to pause for a short time. A few additional iterations on

theIAFBcolumnascengionratewillremovethisdip. As can be seen, no dipappears in the 0 kW/m case. The dotted line shown in Fig. 6 is the value of
the rewetting front velocity corresponding to this coolant inlet velocity
extrapolated from the data of Piggot and Duffey [21]. Our predictions appear
to be somewhat conservative. The trend of decreasing rewetting front velocity
with increase in surface heat flux is correct.
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Figure 7 shows the calculated rewetting front velocity for the following
three cases:

Initial clad temperature = 700 C
Clad volumetric heat generation rate = 0

2
i i) 0 kW/m

Heat flux at clad inner surface = j ((iii) 60 kW/mii) 4 kW/m2
L( 2

Pressure = 1 atm
Coolant inlet velocity = 17.78 cm/s,

Coolant inlet temperature = 15*C
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Figure 7. Rewetting front velocity along the channel

As expected, the rewetting front is unable to enter the channel for case (iii).
Once again, the dotted line is the rewetting front velocity value for this
coolant inlet velocity extrapolated from the data of Piggot and Duffey [21].

Figure 8 shows the calculated rewetting front velocity for three differ-
ent coolant inlet velocitics: (i) 10.16 cm/s, (ii) 17.78 cm/s and (iii)
30.48 cm/s with:

Initial clad temperature = 700 C
Clad volumetric heat generation rate = 0

2Heat flux at clad inner surface = 4 kW/m
Pressure = 1 atm
Coolant inlet temperature = 15 C
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Figure 8. Rewetting front velocity at various
coolant inlet velocities

The trend of incrnasing rewetting front velocity with increasing coolant inlet
velocity is as expected.

DISCUSSION

In summary, an improved method for analysis of rewetting front propagation
along a hot, dry cylindrical shell (clad) of finite length in an annular flow
channel, with imposed inner surface heat flux and volumetric heat generation
rate, has been developed and tested successfully. Computational results
obtained support the contention of several experimenters that the rewetting
front velocity is approximately constant along the channel. Results obtained
demonstrate correct trends with variation of parameters such as surface heat
flux and coolant inlet velocity.

To help in the development of physically realistic models such as the one
proposed here, additional experimental studies of several phenomena are needed.
Experiments aimed at providing better understanding of the inverted annular
film boiling region over a wide range of coolant inlet mass flux are necessary.
Experimental measurements of actual rewetting temperature as a function of
coolant inlet mass flux should also be carried out.
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NOMENCLATURE

h (r -r )3 g jBi Biot no. for region j,
j k

hydraulic diameter of flow channel, b (rannulus ~ #o)D 2
h

h heat transfer coefficient

k therm 31 conductivity of clad material
.

L' clad length

L non-dimensional clad length, b '/DL
h

gj' heat flux at clad inner surface

q '" volumetric heat generation rate

R non-dimensionalradialcoordinate,b "

(r -ryg
clad inner radius, non-dimensional inner radiusrj , R$,

r,R clad outer radius, non-dimensional outer radiusg g

r uter radius of unit cellannulus

t' time

t non-dimensional time, e t'a
D; h

T temperature

Z non-dimensional axial ~ coordinate, b *---
D

h
a thermal diffusivity of clad material

T(r,z,t') - T (z)
non-dimensional temperature, 3 f

e =
Tsat

Subscripts

f refers to coolant

j refers to heat transfer region
th4 refers to 4 radial eigenvalue
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TRAC ANALYSIS OF THE EFFECT OF INCREASED ECC SUBC00 LING,
ON THE REFLOOD TRANSIENT IN THE SLAB CORE TEST FACILITY

Suzanne T. Smith
Energy Division

Los Alamos National Laboratory
Los Alamos, New Mexico

ABSTRACT

A blind posttest calculation of Slab Core Test Facility
(SCTF) Run 510, the high-subcooling test, was completed with
TRAC-PD2/ MOD 1 using initial conditions provided by the Japan
Atomic Energy Research Institute (JAERI), but without
knowledge of the actual test results. There is good
comparison between the calculation and the data for rod
temperatures, turnaround times, core differential pressures,
and mass inventories, and reasonable comparison for absolute
pressures, upper plenum pool formation, and fluid
temperatures and mass accumulation in the steam-water
separator. Comparison of this calculation with the
calculation of the base case test (Run 507) shows that the
qualitative behavior during reflood is calculated correctly
for both cases. In addition, from this comparison the
following conclusions can be drawn: for the high-subcooling
case, the peak rod temperature was lower, calculated quench
times were earlier, there was more entrainment and liquid
carryover from the core to the upper plenum, and the liquid
mass accumulation in both the core and the upper plenum was
greater.

Work performed under the auspices of the United States
Nuclear Regulatory Commission.
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1. INTRODUCTj0NThe TRAC computer code was used to analyze two Slab Core Test Facility
(SCTF) subcooling effects tests performed in 1981, at the Japan Atomic Energy
Research Institute (JAERI) in Tokai, Japan. These calculations were performed
knowing actual initial and boundary conditions but with no foreknowledge of the
results.

In general, this calculation was in good agreement with the test data with
regard to overall trends as well as to specific items of comparison. When this
calculation is compared with the calculation of the base case test (Run 507),
several conclusions can be drawn: in the high-subcooling test, the peak rod
temperature was lower, the calculated quench times were earlier, there was more
liquid entrainment and carryover from the core, and the liquid accumulation in
both the core and the upper plenum was greater. The calculational model is
reasonably accurate, and the TRAC code has pr oduced good results.

A. The 20/3D Program
The SCTF is part of the 2D/3D Program, a multinational program to assess

best-estimate thermal-hydraulic computer codes such as TRAC, and to obtain data
and develop improved correlations for the analysis of loss-of-coolant accidents
(LOCAs) in pressurized water reactors (PWRs) during the end-of-blowdown, refill,
and reflood phases by means of experiments in large test facilities in Japan and
Ge rmany. The United States, with funding from the U. S. Nuclear Regulatory
Commission, is providing analytical support for these test facilities.

B. The Test Facility
The SCTF is composed of the pressure vessel, primary coolant system, and

emergency core cooling (ECC) system. The pressure vessel contains the slab
core, downcomer, upper and lower plena, core baffle region, and upper head. The
facility is full-scale in the axial direction and half-scale in width. The slab
core consists of eight bundles of electrically-heated rods in a 16 x 16 matrix.
These eight bundles are arranged in a row numbered from the innermost bundle (1)
representing the core center to the outermost bundle (8) on the downcomer side.
There are blockage sleeves near the core midplane in Bundles 3 and 4 to simulate
fuel rod ballooning; these represent 56 % coplanar blockages.

The prima ry coolant system comprises an intact loop, a broken loop with
controllable valves simulating the breaks, a steam-water separator, and two
containment tanks.

ECC water can be injected into the intact cold leg or directly into the
plena. For the tests discussed in this report, the accumulator (ACC) and
l ow-p ressu re coolant injection (LPCI) system a re connected to the pressure
vessel at the bottom of the lower plenum on the downcomer side. For these
tests, tne ACC and LPCI systems were operational, but the cold-leg and
upper-plenum ECC systems were not; the ACC a r.J LPCI systems provided forced
injection directly into the lower plenum. Figure 1 shows a sketch of the SCTF.

C. Test Description
The forced-flooding tests discussed herein are Runs 507 ,3 and 510.4 These2

were discussed in detail in two unpublished informal reports by the author:
" TRAC Analysis of the SCTF Base Case Test, Run 507" (Los Alamos 2D/3D Program
Technical Note LA-2D/3D-TN-81-23, October,1981), and " TRAC Analysis of the SCTF
High-Subcooling Test, Run 510" (Los Alamos 2D/3D Program Technical Note
L A-2D/3D-TN-81-24, December 1981) . Run 507, the base case test, was tne first
of the main test series for this new facility; Run 510 was considered the
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Fig. 1. Pictorial representation of the SCTF.

high-subcooling test. For all these tests, the downcomer was blocked at the
bottom, allowing flow only in the core and bypass regions. The initial system
pressures were 2.0 bars. The initial vapor and structure temperatures were the
saturation temperature at the given system pressure. An initial temperature
profile was specified for the rods. The initial power for these tests was about

7 MW. The axial distribution of the power was a chopped cosine, with the radial
ratios of bundle power specified as:

Bundles 1 and 2 0.940
Bundles 3 and 4 1.0
Bundles 5 and 6 0.953
Bund;es 7 and 8 0.863 .

Initially, the lower plenum was half full; this water was at saturation for
Run 507, but was subcooled by about 25 K for Run 510.

Operation of these tests began by heating the rods electrically until a
specified maximum cladding temperature (926 K) was reached (t = 0 s). After a
2 s delay, a 20 kg/s ACC flow was initiated and held constant until 17 s, when a
10 kg/s LPCI flow was actuated and held constant for the remainder of the test.
For Run 507, the ACC water was subcooled by about 30 K and the LPCI water was
about at saturation; for Run 510, the ACC water was subcooled by about 50 K and
the LPCI water was subcooled by about 35 K. At 6 s, the power began to decrease
according to the American Nuclear Society standard decay curve.
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D. The Computational Model
The TRAC computational model developed at Los Alamos, reported in an

informal report by the author, " Revision of the TRAC Calculational Model for the
Slab Core Test Facility" (Los Alamos 2D/3D Program Technical Note
L A-2D/3D-TN-81-17, October, 1981), used a two-dimensional VESSEL component for
the pressure vessel (154 cells) and a three-dimensional VESSEL component for the
steam-water separator (8 cells). One-dimensional components compri sing 51
computational cells were used for the rest of the primary system. There was a
total of 213 computational cells in the TRAC model. Figure 2 shows schematic
diagrams of the pressure vessel and primary system.

E. TRAC Code Description

Theanalysistoolysedforthese calculations is the Transient ReactorCode (TRAC), which has been developed at Los Alamos to provide anA_nalysis
advanced best-estimate predictive capability for the analysis of postulated
accidents in light water reactors. TRAC provides this analysis capability for
light water reactors and for a wide variety of thermal-hydraulic experimental
facilities. It features a three-dimensional treatment of the pressure vessel
and associated internals;. two-phase nonequilibrium hydrodynamics models;
flow-regime-dependent constitutive equation treatment; reflood tracking
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capability for botn bottom flood and falling film quench fronts; and consistent
treatment of entire accident sequences, including the generation of consistent
initial conditions.

TRAC-PD2/M001 (version 26.2 with updates) was the code version used for
these calculations.

II. RESULTS OF THE CALCUL ATION
This section is subuivided into two parts. First, the calculated results

and the experimental data for the base case (Run 507) and the high-subcooling
case (Run 510) will be compared and discussed; and, second, a comparison of the
calculations of the two tests will be discussed.

A. Comparison of the Test Data with the Calculated Results
The calculated core differential pressures agreed reasonably well with the

data, as shown in Fig. 3. For these tests, the calculation underpredicted the
differential pressure in the bottom half of the core, but agreed f ai rly well
with the data for the top half of the core. The calculation and the data were
in closer agreement for the differential pressures for the full height of the
core, particularly later in the transient, although there was a tendency toward
underprediction in the earlier portion of the transient. The data for the core
lower half may be a bit too high; the differential pressure measurement
indicates that the water level is nearly 2 m, and the distance between the two
AP cells is about 1.97 m. This would indicate that there is no boiling taking

place at all in the lower regions of the core after quench in the experiment, an
unlikely event. Because of this, the calculated water level of about 1.8 m in
the lower half of the core does not seem unreasonable at all.

Comparison of the experimental and calculated rod temperatures is given for
several thermocouple elevations in Bundle 4 in Fig. 4 This rod is in the
high-powered assembly, having a power of about 930 kW. The quench times and
temperatures at corresponding thermocouple locations in all the bundles are
almost identical for both the experiments and the calculations at lower core
elevations where the cooling 'results from the direct contact of the flooding
water with the rods. In the upper core regions where cooling comes about from
steam flow with liquid droplet entrainment and from liquid fallback into the
core from the upper plenum, the calculations consistently lead the data in
quench times. The maximum temperatures reached at the lower core elevations
agree within a few degrees for both the calculations and the data, but at higher
core elevations the spread increases to about 50 K. Neither the calculations
nor these forced-flood experiments seemed to be affected in quench times and
temperatures by the 56% blockages at the midplane in Bundles 3 and 4

The code slightly underpredicts the hot leg mass flow rate but predicts
fairly accurately the two cold leg mass flow rates. This indicates that the
correct amount of liquid is not calculated for the entrainment and the carryover
from the vessel through the hot leg, but that the steam generation and its flow
out of the cold legs is correct. The agreement between the calculation and the
experiment in most other parameters was good for both tests.

B. Comparison of This Calculation with the Base Case C.alculation
For most of the figures in this section, the base case is .shown with a

solid line, and the high-subcooling case is shown with a dashed line; the curves
are identified on the plot in cases where this is not true.
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A comparison of the containment pressure for these two tests is shown in
Fig. 5; Fig. 6 compares their ECC mass flow rates. Later reference will be made
to the lower containment pressure in Run 510 and to Run 510's higher ECC mass
flow. The ECC subcooling and average subcooling in the lower plenum are
compared for these two runs in Figs. 7 and 8, respectively.

One noticeable difference between the calculations of Run 510 and Run 507,
illustrated in Fig. 9, is that the rods quench earlier in the high-subcooling
case than in the base case, particularly above midplar,e. In the higher regions,
the time difference can be as large as 35 - 40 s in both the experiment and the
calculation, whereas in the lower regions the difference is smaller, more on the
order of 5 - 10 s. This is an effect directly attributable to the high
subcooling, in part because the liquid mass in the core is consistently higher
throughout the transient for Run 510, and in part because this case has a
consistently larger total core outlet liquid mass flow, implying a higher rate
of entrainment that results in greater precooling.

The total core inlet liquid mass flow, compared in Fig.10, the core liquid
mass, compared in Fig.11, and pressure vessel liquid mass, compared in Fig.
12, are greater for Run 510; this is a result of the slightly higher ECC mass
flow rate for this test.

The water level in the core was about the same in the two calculations;
however, in the experiment the ultimate water level in the base case was less
than in the high-subcooling case, as pointed out in the previous section. The
calculational result probably comes about from the way in which TRAC
approximates the bubbles resulting from the boiling when the code is calculating
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Fig. 12. Comparison of pressure vessel liquid mass for Runs 507 and 510.

collapsed water levels, and the experimental result probably arises from the
initial bias of the instruments.

The higher subcooling resulted in subcooled water in the bottom two levels
of the core, whereas in the base case the lower plenua liquid remained
subcooled, but as soon as this liquid passed into the core, it heated up to
saturation. The higher subcooling resulted in more entrai nment and more
effluent from the core, as shown in Fig.13; hence, more liquid passed through-
the hot leg into the separator, as illustrated by the carryover fraction and the
separator liquid mass shown in Figs.14 and 15, respectively. This is in part
also attributable to the slightly highersystegpressureinRun510,asthe
system pressure effects study demonstrated earlier

Another look at Fig.14 also shows the greater amount of liquid fallback
into the core from the upper plenum in Run 510 The calculation of Run 507
shows a small amount of liquid entering the core at just past 300 s; the
calculation of Run 510, however, shows nearly 100 kg of liquid draining back
into the core starting at about 325 s.

III. CONCLUSIONS
The comparison between the calculated results and the data from SCTF

Run 510 is very good, particularly for rod temperatures, turnaround times, core
differential pressures, mass inventories, and fluid temperatures.

Comparison of this calculation with the base case test (Run 507) shows that
the qualitative behavior during reflood is calculated correctly for both cases.
The high subcooling had its greatest effect upon quench times when compared with
the base case. There was a slight difference in the core differential pressures
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when comparing the two runs; the high-subcooling case had more water in the
bottom half of the core than did the base case. Also, there was more liquid
fallback into the core in the high-subcooling case. Most other parameters
behaved in roughly the same way in both Run 510 and Run 507.

In addition, from the comparison of the high-subcooling test with the
base-case test, the following conclusions can be drawn: for the high-subcooling
case, the peak rod temperature was lower, calculated quench times were earlier,
there was more entrainment from and liquid carryover from the core to the upper
plenum, and the liquid mass accumulation in both the core and the upper plenum
was greater. These are directly attributable to the higher subcooling
throughout the system.

From the comparison of the calculation of Run 510 with the experimental
data, one concludes that the calculational model and TRAC-PD2/M001 can predict
well the system responses arising from parametric variations in subcooling
conditions.

|
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POSTTEST TRAC-PD2/ MOD 1 PREDICTIONS FOR FLECHT SEASET TEST 31504*
.

Clay P. Booker
Safety Code Development

Energy Division
Los Alamos National Laboratory

Los Alamos, NM 87545

ABSTRACT

The Transient Reactor Analysis Code (TRAC) being developed at the Los Alamos
National Laboratory under the sponsorship of the Reactor Safety Research
Division of the US Nuclear Regulatory Commission is an advanced, best-estimate
systems code to analyze light-water-reactor accidents. TRAC-PD2/ MOD 1 is a
publicly released version of TRAC that is used primarily to analyze large-break
loss-of-coolant accidents in pressurized-water reactors (PWRs). TRAC-PD2 can
calculate, among other things, reflood phenomena.

In this paper we compare TRAC posttest predictions with test 31504 reflood data
from the Full-length Emergency Core Heat Transfer (FLECHT) System Effects ano
Separate Effects Tests (SEASET) facility. A false top-down quench is predicted

the top of the core and the subcooling is underpredicted at the bottom ofnear
the core. However, the overall TRAC predictions are good, especially near the
center of the core.

INTRODUCTION

In this report we assess the capability of the Transient Reactor Analysis Code,'

TRAC |1|, to make accurate posttest predictions for the Full-Length Emergency
Core Heat Transfer (FLECHT) System Effects and Separate Effects Tests (SEASET)
run 31504. This experiment was an unblocked bundle, low-flooding rate, forced
reflood test. We include a description of the TRAC model for the FLECHT SEASET
facility, pertinent TRAC predictions, comparisons between the TRAC predictions
and the test data, and a concise analysis of our results.

TEST DESCRIPTION

The FLECHT SEASET facility was designed to provide heat-transfer and simulated
primary-system performance data for a typical pressurized-water reactor (PWR)
during reflood. The facility basically consists of a low-mass test vessel, a
water supply, associated piping, a rod bundle, and instrumentation |2|. The
rod bundle includes electrically heated rods with a 3.66-m heated section. The

rods, identical in size, are arranged such that they duplicate the lattice of a
Westinghouse 17 x 17 nuclear fuel assembly.

* Work performed under the auspices of the US Nuclear Regulatory Commission.

I
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In test 31504, the bundle was unblocked and consisted of 161 rods, 2 of which
were unpowered. It was a forced reflood test with a nominal 2.46-cm/s reflood
rate. The initial and boundary conditions are described more completely in the
next section.

TRAC MODEL,

Some important TRAC features are two-phase nonequilibrium hydrodynamics,
flow-regime-dependent constitutive equations, a two-fluid hydrodynamics model
of the VESSEL component, a reflood tracking capability for both bottom reflood
and falling quench fronts, and a multidimensional model of the VESSEL.

TRAC-PD2/M001 (version 27.0), a publicly released PWR version, corrects several
coding errors but does not add any model changes to a previously released
version, TRAC-PD2(version 26.0).

Figure 1 shows the TRAC model for the FLECHT SEASET facility. The FILL and
BREAK components simulate the test bounda ry conditions. The two PIPE
components represent some of the major system piping. The two-dimensional
option for the VESSEL component models the low-mass test vessel; because there
is no radial power gradient and the bundle length-to-diameter ratio is large,
se assume that one-dimensional flow is appropriate. The VESSEL has 18 levels
and levels 3-17 are heated. Lumped-parameter heat slabs in levels 3-17
simulate the heat capacity of the low-mass housing. The TRAC code references
elevations within the VESSEL with respect to the VESSEL bottom, as shown in the
right half of Fig.1; however, the available experimental data reference
elevations with respect to the location where heating begins, as shown in the
left half of Fig. 1. For convenience, we have referenced these TRAC
predictions and analyses from the elevation where heating begins.

Figures 2.-4 show some of the initial conditions for test 31504. In each of
these figures, unconnected triangular symbols represent the experimental data;
the solid curve represents the least-squares fit of the TRAC calculations to
the e.xperimental data. The TRAC data points (circular symbols) in Fig. 2
represeni, the initial heat-slab temperatures at the VESSEL cell centers. The
TRAC clad temperatures in Fig. 3 are specified at the cell edges. The initial
TRAC vapor temperatures in Fig. 4 are specified at the cell centers. Figure 5
shows the injection velocity for the FILL component; the FILL supplies water at
a constant 326.5 K. The TRAC power decay curve closely corresponds with that
of the data. The BREAK component maintains a constant 0.27745-MPa
backpressure.

RESULTS

Figures 6-12 show average-rod temperature as a function of time at selected
elevations above the location where heating begins both for the T 'AC
predictions and for the FLECHT SEASET data. To the right of the plot is a
rectangular legend box that contains pertinent plot information. The
information in the upper portion of the box indica.tes that a solid curve
represents the TRAC prediction (TRAC-PD2 designates version TRAC-PD2/ MOD 1)
whereas a curve constructed of circles or triangles represents the
FLECHT SEASET data. An instrument designation identifies the FLECHT SEASET
data; for example, the instrument designation 9G-0.305 in Fig. 6 specifies that
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9G is a horizontal location in the rod bundle and that 0.305 is the axial
elevation of the instrument in meters above the bottota of the heated length.

,

Data error bars are contained within the symbol. The radial location within
'

the rod, just inside the clad, is the same both for the TRAC prediction and for
the FLECHT SEASET data. In Fig. 6, a dotted curve with triangular symbols
represents the water saturation temperature for the corresponding TRAC cell.
The information at the bottom of the legend box gives the axial elevation above
the bottom of the heated length for the TRAC prediction.

Figure 13 shows elevation vs . quench time both for the TRAC average-rod
prediction (solid curve with circular symbols) and the FLECHT SEASET data
(triangular symbols). The FLECHT SEASET quench times |2 | were calculated by
the Westinghouse Quench Program staff. The TRAC predictions for quench time

the rod temperature curves and we assume that the quench occursare based on
when the slope of the TRAC curve approaches vertical.

For most of the calculation, TRAC does a good job of predicting the clad
temperature of the rods. For the lower half of the heated zone, the TRAC

predictions for quench time, quench temperature, turnaround time, and peak
temperature are typically within experimental scatter; Figure 13 clearly shows
this for quench time. In the next one-quarter of the heated zone, TRAC begins
to predict an early quench (Fig. 13). Also, the calculated turnaround time is
early and the calculated peak temperature starts to deviate below the data. In

the top one-quarter of the heated zone, TRAC predicts a top-down quench that
the data do not indicate; Figure 13 most clearly shows this trend. Moreover,
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the TRACin the upper one-quarter, the peak-temperature prediction is low and
turnaround time is early. Apparently, the top-down cooling and the low

in thepeak-temperature prediction are caused by an overpredicted entrainment
TRAC-PD2/ MODI code. Increasing the TRAC value for the droplet Weber number
from 4 to 16, resulting in a very large drop size, does not reduce the problem

though the increasing Weber number should tend to decreasesignificantly even
entrainment. Another code change that appears to affect entrainment more is
the correction of the TRAC-PD2/ MOD 1 interfacial shear calculation |3, 4|.
Figures 14 and 15 show the effect of this correction; these figures have an
additional curve for the corrected TRAC-PD2/ MODI, represented by a dotted line
with triangular symbols and labeled CORRECTED TRAC-PD2. Clearly, these changes

insufficient to correct the top-down quench behavior or the underpredictedare The FLECHT SEASETpeak clad temperatures in the upper part of the heated zone.
rod bundle contains eight grid spacers |2|,whichwillservetode-entrain
liquid and reduce droplet size; howaver, TRAC does not model the grid spacers.

AsAn unexplained phenomenon occurs in the bottom 0.610 m of the heated zone.
Fig. 6 shows, the saturation temperature in the data immediately drops well,

'

below the experimental saturation temperature when quench occurs--about 50 K
lower at 0.305 m. On the other hand, the TRAC prediction drops to saturation
when quench occurs and then slowly drops below. Increasing the TRAC

heat-transfer coefficient by 30% increases the TRAC predicted subcooling but
the temperature still does not fall as fast nor as far as that in the data.
This difference remains unexplained, boiling but this possibility was not'

explored.
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To the author's knowledge, only one other TRAC predict $1on for tdse 31504 has
been made--by L. Neymotin at Brookhaven NationaI -thboratory |3\l His model
dif fers significantly from the Los Alamos TRAC moded. / is heat slabs areH mere
than twice as hot initially and have about four'r'fres more surface arep per
unit mass. Further, the wpper half of his vessel con.ponent is more j finelp
noded; the . lower'' half is\ more coarsely noded. Based on the three plots in
Ref. 3, his TRAC predictions for the bottom half of the core are only
marginally closer to the data and his TRAC predictions for the upper half of
the core are nr> better than those presented in this paper. t, ,

+

CONCLUSIONS |1 *
s

Overall, TRAC has predicted well the behavior of /FLECHT SEASET run'31504.!! '

TRAC's major shortcomings are its tendencaes to predict an unrealistic top-down
quench at the top of the teated zone beerdise of excessive entrainment and tr.

predict excessive cooling in gend51 above tthe core midplane.- The,

discrepancies between the calculated cla6fing temperature and the data in the )
bottom section of the core af ter quench require a more detailed analysis before '

a satisf actory explanation can be given; such an analysis was beyond the scope
.jof this! task.;
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! ABSTRACT

. .
.

'

j s The Transient Reactor Analysis Code (TRAC) being
1, ) : developed at Los Alamos National Laboratory provides a

,! best-estimate prediction of the response of light water
' ;% reactors or test facilities to postulated accident

sequences. One of the features of the code is the
ability to analyze the vessel and its heated core in
three dimensions. The code is being used to analyze the
resultsJof tests in a large-scale reflood test facility
buil t in Japan, known as the Cylindrical Core Test
Fa;ility (CCTF). Two test runs have been analyzed that
are useful. for verification of the three-dimensional
ana. lysis capability of the TRAC code. One test begani

with 'an initial temperature skew across the heated
i core. " The second test had a large radial power skewO'

,

between* t'ne' central and peripheral assemblies. The good i

'agreemend betweer. the calculation and the experiment for
both of .these ~ experiments demonstrates the three-
dimensional analysis capability of the TRAC code.

'
,

}o' + ~

I; BACKGROUND AND OBJECTIVE'

f
T i

, . The realistic analysis of the response of a pressurized water reactor
(PWR) to a postulated accident is most important in assuring the public

. sa fety . Most current reactor designs have been based upon the predictions of
, '\ accident analysis codes that were developed to provide a " conservative" or

most limiting prediction of fluid conditions or rod temperatures. In this
sj manner it was thought that the public safety would be assured, but in many

cases it is not clear what assumptions are required to produce a
_,

Monservative" result. Also the accident analysis codes used for licensing of
PWR's consider only the axial behavior within the vessel (one-dimensional
analysis). By modeling the most limiting portion (highest power) of the core,''

,
,

() ,
-

*

|, 3 * Work pe; formed under auspices of United States Nuclear Regulatory Commission.
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again, it was believed that the code predictions would be " conservative".
Another deficiency of most of the accident analysis codes is their inability<

to follow the accident through its entire course. The codes were specialized'

so that one code was used for blowdown; then a second code was used for
refill; and finally, a third code was used for reflood.

In order to overcome many of these shortcomings, the Los Alamos National
for a PWR
(TRAC).galyzingLaboratory is developing a best-estimate systems code

' The codeaccidents known as the Transient Reactor Analysis Code
has two-phase nonequilibrium hydrodynamics model s, flow-regime-dependenti

constitutive equation treatment, and reflood tracking capability for both
bottom flood and falling film quench fronts. The entire accident sequence can
be followed by the code, beginning with steady-state nonnal operating
conditions and then proceeding through the blowdown, refill, and reflood
phases of the accident. f. full three-dimensional flow calculation can be done
within the reactor vessel. This allows an accurate calculation of the complex
mul tidimensional flow patterns inside the reactor vessel that determine the
core behavior during the accident. Being a best-estimate code allows TRAC to4

; hel p identi fy . excessively conservative or non-conservative assumptions
currently mandated for reactor accident design.

3 The verification of the TRAC code has been accomplished by comparison of
code predictions to many different experiments investigating different aspects

| of the postulated accident sequence. Tpe most extensive model of a PWR is theCylindrical Core Test Facility (CCTF), 3 which was constructed by the Japan
3

Atomic Energy Research Institute (JAERI) as part of a tri-lateral agreementJ

among the United States (US), Germany (FRG), and Japan, named the 2D/',0
Project. The test facility is a 1/20 scale model of a 1000 MW PWR. It can

,
simulate the end of blowdown and the refill and reflood phases of a postulated
accident. The core of this test facility is large enough to investigate
mul tidimensional effects. This paper compares the TRAC-PD2/ MOD 1 predicted

' results to the experiment for two tests. The two tests selected were
| characterized by accentuated multidimensional core effects.

| II. DESCRIPTION OF CCTF FACILITY AND TRAC MODEL
P

The facility is a model of a four-loop PWR. The experimental core
consists of 1824 electrically heated rods contained in a vessel that models
the downcomer, lower plenum, and upper plenum. There are three intact loops
and a fourth loop with a cold-leg break. Each loop contains an active steam
generator and a pump simulator. The facility is full height and scaled in!

volume by the ratio of the number of heated rods (1824/39372), roughly a 1/20
factor.

The TRAC input model attempts to reproduce all the pertinent details of
the facility's geometry. The overall CCTF facility model is shown in Fig.1.
Only one of the intact loops is shown because all the intact loops are modeled
ident.ically. All the hot legs (connecting the upper plenum and the steam
generator) are identical. A steam generator for each loop is modeled with thei

| lower portion of the secondary having several short levels to allow modeling
of the stratification of the secondary-side water that has been observed in
the experimental data. The secondary sides of the steam generator are
i sol ated . The remai nder of the intact loop piping (connecting the steam
generator to the downcomer) is modeled, including the loop seal, pump

,

j simulator, and emergency core coolant (ECC) injection. The pump simulator has
an orifice to represent the resistance of an impeller. This orifice is
modeled in TRAC as additional friction. The ECC injection enters through the

i
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i

i secondary-side branch of a tee just after the pump simulator. In the TRAC
model ECC liquid is supplied to this pipe in the same manner as the
experimental facility, and is discussed further in the boundary conditions
section.'

The broken-loop model is identical to the intact-loop model from the
,

steam generator to one cell after the pump simulator. There is no ECC<

; injection in this loop and instead of connecting to the downcomer, the end of
the component is connected to a pressure boundary condition similar to that'

provided by the containment tank in the facility. The other portion of the
! broken loop is modeled by a pipe extending from the vessel to the same

boundary condition as the other end of the broken cold -leg. The initial ECCt

i water delivery in the experiment is to the lower pl etum. The boundary
' conditions at this location will be discussed in a later section.
: The overall vessel noding is shown in Fig. 2. The inner three rings

represent the core. The . inner radial ring (cells 1 through 4) corresponds to;

i the inner power zone. The remaining power zones each correspond to a single
'

TRAC call . The outer-most radial ring in the TRAC noding corresponds to the
downcomer and the barrel-baffle region. The flow area and volume fractions
have been input to account for the complete isolation of the barrel-baffle
region so that the downcomer flow area and volume are modeled properly.

The vessel is divided axially into sixteen levels. The downcomer extends
,

from the top of the first level to the top of the vessel. The lower plenum is
! contained in the bottom three levels. The elevation of the top of the first
' level was set equal to the beginning of the downcomer and the position of the

lower spacer plate. This also is the approximate elevation of the initial

4 water level at the beginning of an experiment. The top of the second level
corresponds to the position where the flow area changes as the heater rod

. diameters increase to their nominal dimensions. The lower core support plate
' (LCSP) elevation and the beginning of the heated core is at the top of the
| third level.

The heated core extends from elevation 2.1 m to 5.76 m. It is divided|

axially into seven segments. The volume fractions and flow areas at each of
the elevations are equal to those of the rod matrix. Extra ' friction was
included in each of the five central core elevations to model the spacer
grids, which are used to hold the rods in place.

The next level above the core (6.00 m) corresponds to the elevation
i between the end of the heater rods and the tie pl ate. There is an
' unobstructed flow area at this location followed by the flow area reduction of

the tie plate and upper core support plate (UCSP) at the next elevation (6.24
m). These two short levels model the upper internals more accurately,

,

: allowing the code to predict upper plenum de-entrainment and location
dependent fall-back that have been observed in the experiment.

The remaining vessel levels were chosen in order to maintain the proper
| elevation of the loop connections. The top of the fourteenth level
; corresponds to the bottom of the loop pipes, which allows proper modeling of
! the downcomer height. The loops are connected at the fifteenth level, with
. the col d leg connection into the outer downcomer ring and the hot leg
I connection into the upper plenum at the third radial ring. One loop is
. connected to each azimuthal section. Because there is a composite of
! different upper plenum hardware in each of the upper plenum cells, averaged

flow areas and volume fractions are used. The lower plenum injection
connection is at the outer ring of the first level.i-
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All stored energy associated with the pressure vessel walls, core barrel
assembly, upper and lower plenum internals, and non-heated rods in the core
region has been modeled. These vessel heat sources were modeled with an
optional slab heat transfer model, which allows distributed temperature nodes
in the walls for improved heat transfer predictions over the standard
lumped-parameter model in TRAC-PD2. The initial wall temperatures were input
with a flat profile and no variation in the radial direction.

As discussed previously, the heated core model contains seven axial
hydrodynamic levels; on each level there are twelve nodes, which divide the
core in the same manner as the CCTF heating zones. The chopped-cosine axial
power profile of the heater rod is modeled with a peak to average value of
1.49. The radial power profile of the test with the initial temperature skew
was 1.15 in the inner ring, 1.08 in the intennediate ring, and 0.89 in the
outer ring. The second test was more radially skewed, with 1.30 for the
innner ring,1.09 for the intermediate ring and 0.84 for the outer ring. All
the rods are modeled with identical material properties and six radial nodes.

III. INITIAL AND B0UNDARY CONDITIONS

The TRAC calculation was performed in a manner very similar to the actual
execution of the test. Starting from an initial condition, there was a
constant power heatup period. When some of the rod locations attained a
predetennined temperature, ECC injection was initiated into the lower plenum
from an accumulator and continued until shortly after water began to penetrate
the core. A power decay was initiated at the beginning of core recovery
(B0CREC). The ECC injection was switched from the lower plenum to the cold
legs, and then switched from accumulator injection to a low-pressure coolant
injection (LPCI) equivalent flow rate shortly after B0CREC. This lower ECC
injection flow continued until all the rods were quenched. The skewed
temperature test had an initial core temperature distribution which was skewed
up to 350 K along a core diagonal, hot rods in the lower half to cold rods in
the upper half in Fig. 2. This distribution was obtained by selectively
pulsing the power to the various heater regions prior to the start of the test.

IV. COMPARIS0N OF EXPERIMENTAL RESULTS AND TRAC CALCULATIONS

The comparison is divided into two parts, one for each of the two tests.
The experimental data is shown as a dashed line on each of the figures and the
TRAC results as a solid line.

A. Radical Power Skew Test (C1-19 Run 38)

The TRAC calculated results show that as the ECC begins flowing at 92 s,
the lower plenum fills and then the downcomer fills rapidly during the period
of accumulator flow and remains full (Fig. 3) during the test. The core
liquid mass (Fig. 4) shows oscillations (+100 kg) as the water first begins to
enter the core. These oscillations persfst until 180 s, when the bottom two
levels of the core fill and remain full of liquid. These oscillations are
also evident in the downcomer mass (Fig. 3), thus indicating core-to-downcomer
manometer oscillations. After these oscillations end at 180 s the core
continues to fill gradually.
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The mass in the downcomer and core during the experiment can be
approximated by converting the signals from the level transducers into mass
equivalents, assuming that the liquid is saturated. The experimental values
are shown as dashed lines on Figs. 3 and 4. There is good agreement between i

the experiment and the calculation in the downcomer, except for the
oscillations just after the initial filling. The cere liquid mass plot shows
that the experiment had oscillations for about 15 s during the initial core

.

filling, but these damped out and the core continued to fill until 300 s. i

The calculated and measured absolute pressures at the top of the vessel
are compared in Fig. 5. The deficiency of core water in the calculation until 1

300 s resul ted in the underprediction of the pressure during this period,
indicating that the core cooling and liquid vaporization were underpredicted
in the calculation.

In this paper, two rods were chosen to present the five elevations of
measured heater rod temperatures: an average rod in the central high power
heating zone (Fig. 6) and an average rod in the peripheral low power heating
zone (Fig. 7). During the period of rod heatup and lower plenum filling, the
calculated rod temperatures show good agreement with the data at all
elevations. This confinns that the material properties and the input core
power were correct. The oscillatory period following the first arrival of
water into the core is noticeable in the calculated temperatures at the core
midplane and above. In most cases there is a slight delay in heatup, with the
upper elevations of the lower-powered peripheral-zone rods showing a short
cooling period. The bottom thermocouple elevation quenched simultaneously at
all core locations immediately after water first entered the core. Close
inspection of the data shows that, at the next thermocouple elevation, the
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CCTF C1-19 (RUN 38)
AVERAGE ROD IN HIGH POWER CENTRAL ZONE
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peripheral rods quenched first and the inner rods quenched last. The
calculated results agree very closely with the data in the inner two regions,

i

but the calculated quench occured slightly early in the peripheral heating |
Zone. '

The data and the calculation indicate that the temperature turnaround
itime is the same for all rods at each elevation, but the calculation shows a |

slightly later turnaround of the midplane temperature. This is caused by the
reduced vessel mass during this period, as discussed previously. Comparisons
of the turnaround temperatures show reasonable agreement between the
experiment and the calculation, except in the peripheral heating zone where
the rod temperatures did not recover from the the excessive cooling during the
oscillation period. The quench temperatures and times also show good
agreement between the calculation and the experiment, except for the top
elevation. The generally good agreement between measured and calculated
quench times is shown in Fig. 8, which compares the quench envelopes of
several bundles. The calculation accurately predicts the multidimensional
radial behavior of the quenching. It can be seen that at the core midplane
the average rods in the outer bundles are calculated to quench 74 s earlier
than average rods in the central bundles. The experimental data shows that
the maximum difference in quench times at the midplane locations is 100 s.

The response of the loop may be judged by considering the pump orifice as
a flow meter. The calculated differential pressure across the pump simulator
(Figs. 9 and 10) is in good agreement with the measured experimental value,
indicating that the calculated loop flows are correct. The oscillatory period
from 120 to 180 s is evident, as is the deficient cooling period at 200 s.
The calculation reproduces the measured two-and-one-half times larger flow in
the broken loop, compared to the intact loops.
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CCTF C1-19(RUN 38)
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B. Temperature Skew Test (Cl-20 Run 39)

The TRAC calculation for this test 4 was completed without any prior
knowledge of the test resul ts. The lower plenum and the downcomer fill
rapidly during accumula tor flow into the lower plenum. The downcomer
continues to fill during accumulator flow into the cold legs. The calculation
fills the downcomer more rapidly than the experiment (Fig.11). There was not
any liquid accumulation calculated in the cold legs, but in the experiment i

there was evidence of water in the pump simulator until 70 s. The calculated
downcomer mass shows ani oscillation period between 30 s and 80 s. With the
exception of filling the downcomer somewhat early, there is good agreement
between the experiment and the calculation. The core liquid mass (Fig. 12)
also shows good agreement between the experiment and the calculation.

The measured and calculated temperature responses of the rods in two
opposite core segments along the temperature skew direction are shown in Figs.
13 and 14. Inspection of the figures shows that, prior to water entering the
core, the rods heatup at a similar rate, maintaining the initial temperature
skew. There is a discrepancy between the measured and calculated initial
temperature because the calculated temperature represents the average of
several rods in the modeling segment. In the lower portion of the rod (0.38 m
and 1.01 m) there is an earlier quench of the cold side of the core, but the
temperature response of the midplane and above elevations is similar on both
the hot and cold sides of the core. The hotter rod temperatures do not
increase after core flooding begins, whereas the cooler rods continue to heat
up. The peak clad temperatures are only 100 K different (whereas the initial
temperatures were 350 K different). The quench times are identical for both
sides of the core at the midplane and above (Fig. 15). The calculation
reproduced these results accurately, except for a short period just as the
core floode.d when the calculation had oscillations of fluid between the core ,

and the downcomer. These oscillations caused excessive cooling, which is |

especially noticeable on the cooler upper portions of the rods. Quench times
are predicted well. The calculated pressures and loop flows were accurately
predicted by the TRAC calculation and the comparisons are similar to those
shown previously (Figs. 5, 9, and 10).

V. CONCLUSIONS

The TRAC calculation of the CCTF Skewed Radial Power Test (Run 38) agrees
very well with the experimental data. The data and the calculation indicate
that the bottom of all the rods quenched simultaneously across the core, that
the remaining elevations quenched in the outer low power regions first, and
then quenching proceeded toward the high power center region. At the core
midplane, the difference in quench times was over 100 s. This behavior was
expected because of the large radial power gradient (1.3/0.84) between the

,

inner and outer core regions. 1

The TRAC calculation of the CCTF Skewed Temperature Profile Test (Run 39)
al so agrees very well with the experimental data. The data and the
calculation indicate that there is more rapid quenching of the bottom of the
rods on the cold side of the core than on the hot side. At the midplane and
higher elevations there is very little difference in response between the rods
on the hot and cold sides of the core. There was some delay in the turnaround
time of the rods on the cold side, equalizing the peak clad temperatures. The
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CCTF TEST C1-2O(RUN 39)
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CCTF C1-20 (RUN 39)
AVERAGE ROD IN HOT SIDE OF INTERMEDI ATE HEATING ZONE
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. explanation for this behavior is that the water level is the same on both
sides of the core. In,the lower part of the core the water level determines
quenching. In the upper part of the core the quenching is determined by steam
flow and entrainment. On the hotter side of the core the steam flow is
increased because of the greater heat input due to the higher initial rod
temperature.

The three-dimensional analysis capability of the thermal-hydraulic models
of the TRAC code has been further verified by the good agreement between the
data and code prediction.

CCTF 1-20 (RUN 39)
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SIMULATION OF SMALL-BREAK LOCA TESTS WITH NOTRUMP

1

Naugab Lee
Nuclear Technology Division

Westinghouse Electric Corporation
,

P. O. Box 355 l

Pittsburgh, PA 15230

ABSTRACT

Westinghouse has developed a small-brea's LOCA analysis model using the
NOTRIMP code. This is a general pupse, one-dimensional code for
themal-hydraulic analyses. The core model of the code was utilized to
simulate the small-brcak LOCA tests conducted at Oak Ridge National
Laboratory (ORNL).

.

The simulation showed that the core model was properly working in cal-
culating the mixture and collapsed liquid level during uncovering tests
in the test bundle. These two parameters are important in the analysis
of small-break LOCA consequences. The reflooding behavior at high
pressures was also adequately simulated, including the expected initial
decrease of mixture level at the start of reflooding due mainly to the
sudden increase of system pressure.

This favorable comparison of the simulation results with the test data !

indicates that the core model of the NOTRUMP code provides a good model !
: for the themal-hydraulic behavior in the core during small-break LOCA |

transients. )

INTRODUCTION

It is very important to know the mixture level in a pressurized water
.

reactor (PWR) core during a small-break, loss-of-coolant accident (LOCA)
to properly assess the fuel integrity. The void fraction below the
mixture level is also important because it affects the reflooding f.,w
rate during the accident and the flow rate is mainly controlled by the
hydrostatic head difference between the downcomer and core zone. There- ,

fore, any themal-hydraulic code for analyzing reactor transients during |
a small-break LOCA must be able to calculate the mixture level and void
fraction in the core adequately. t |

>

Westinghouse developed the NOTRlMP code (1) to analyze small-break LOCA
transients of PWR's. NOTRUMP is a general one-dimensional network
code. The fluid and metal volume of a problem are modeled by control
volume (nodes) which are interconnected by links of fluid flow and heat
transfer. Flow links connect two fluid nodes and heat links connect

i

I
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fluid nodes and metal nodes. Then integral foms of the conservation
equation in the nodes and links control the transients. Flow slip in
two-phase flow is handled by using drif t flux models or bubble rise
model s. The code has a flexible noding capability to analyze compli-
cated themal-hydraulic transients. " Boundary nodes" and " critical
links" of the code provide a flexible way of imposing boundary con-
ditions. In addition to the general themal-hydraulic calculations,
this code has an improved flow regime calculation for two-phase flows
and it can handle a horizontal countercurrent flow. This feature is
very useful in hot leg flow calcula'tions during a reflux mode operation.

The purpose of this paper is to present the results of verification
efforts of the NOTRUMP core model for application to small break LOCA
transients. The test data of the saall-break LOCA tests conducted at
ORNL (2,3) were used.

NOTRUMP CORE MODEL

The core model of NOTRlNP is basically comprised of two parts:

1. A heat transfer model from fuel rods to fluid, including fuel
model (core node).

2. A fluid flow model using fluid nodes and flow links.

The fuel rod model detemines the radial temperature profile in a fuel
rod and the heat flux at the rod surface- using the inputs of themal
properties of fuel and cladding, rod geometries, and heat generation
rate. The heat generation in the cladding due to metal-water reaction

| is also calculated with no limitation of steam availability. The
| effects of fuel gap pressure and expansion of fuel and cladding are also

accounted for.

Heat transfer coefficients from rod to coolant are calculated from a set
of correlitions based on the rod temperature and coolant flow conditions
of flow rate, fluid temperature, flow quality, and flow regina. A steam
cooling correlation with radiation effect is used to calculate heat flux

from the rod to the steam space above the mixture level.

The fluid flow part of the model is handled by using NOTRUMP fluid nodes
and flow links with a bubble rise model to account for the steam sep-

; aration from the mixture. The fluid nodes, which represent the fluid
volumes in the core, are connected to the core nodes so that the rod
heat flux is introduced into the fluid nodes.

| One feature of NOTRUMP is its capability of stacking vertically con-
nected fluid nodes. This capability allows the tracking of a single
mixture level in the set of fluid nodes instead of tracking the mixture
level in each of the connected fluid nodes. This eliminates the unreal-
istic " sandwich" problem of vapor and two-phase mixture in vertically
connected fluid nodes.
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ORNL SMALL-BREAK TRANSIENT TESTS
|

A series of small-break transient tests has been conducted at the
Themal Hydraulic Test Facilities (THTF) of ORNL. These tests includedthe bundle steady-state uncovering test (2), and the reflood test (3).

iThe uncovering test was conducted in two series. The first series of '

the uncover tests and the reflood tests were used for verification workdue to the availability of the official test data to the public at the
time of this work. I

The details of the test facility and procedure are presented in ref-
erences (2) and (3). A brief explanation of the tests is provided here
to help readers understand the simulation of the tests by NOTRIDIP pre-
sented in this paper. The THTF is a high-pressure, themal-hydraulic
loop designed for use in transient heat transfer studies. The test
bundle characteristics are shown in Table 1. The electrically heated
rods used in the test bundle had stainless steel cladding and were
filled with boron nitride and Inconel heating elements.

TABLE 1

Bundle Characteristics

Rod Array 8 x 8 on a square lattice
Rod Array Pitch 0. 501 i n.
Rod Diameter 0.374 in.
Heated Length of Rod 12 f t
Axial Power Profile flat
Radial Power Distribution unifom
Number of Heated Rods 60
Number of Unheated Rods 4

Both cladding and fluid temperatures were measured. The cladding tem-
perature measurements were used to detemine the mixture level in the
test bundle and an overall differential pressure cell was used to
measure the collapsed liquid level.

The uncovering test was started by boiling off water from the bundle
which was originally filled with water. The inlet flow rates and power
level were set so that a steady-state condition was reached during which
a part of the test bundle was uncovered. Measurements were made at this
steady-state condition. The high-pressure reflood test starts from the
steady-state, partially uncovered bundle by opening the inlet flooding
valve. Then the test section flow rate, system pressure, and inlet
fluid temperature go through transients according to the THTF loop
response.
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SIMULATION

The core model of NOTRUMP is modeled for nuclear fuel rods. Therefore,
a simple and straightforward modification was made to handle the
electrically heated rods.

The ORNL tests were simulated by representing the heated section of the
test bundle one-dimensionally with 12 one-foot-long core nodes and fluid
nodes. Therefore, radial variation in the bundle was not considered.
The bottom node of the heated section was connected to a boundary node
by a critical flow link to impose the inlet flow rate boundary con-
dition. The top node of the heated section was connected to one
additional fluid node which worked as an upper plenum of the test bundle
and this upper plenum was connected to a boundary node which is used to
control the system pressure. This scheme is shown in Figure 1.
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Figure 1. Schematic of Simulation

Four tests were selected for this simulation effort to cover a wide
range of operational conditions of system pressure, flow rates, heat
generation, and subcooling of inlet fluid. The boundary conditions for,

! the uncovering tests are constants and can be obtained directly from the
operating conditions as shown in Table 2. During these tests heat was
lost to the environment and housing wall bundles during operation;
therefore, these heat losses must be accounted for in the power gen-
eration rate. Anklam (4) estimated the heat losses as shown in Table
2. As will be shown in the discussion section, the calculated heat
losses are good estimates.
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TABLE 2

Operating Conditions of the Uncovering Tests

Pressure Mass Flux Inlet Temp. Power Heat Loss |
2Test (psia) (1b/ft -sec) (OF) (kw/ft) (%)

.

l
3.02.10C 419 3.0 381 0.36 5.1 |
3.02.10E 617 3.6 408 0.41 1.2 :

3.02.10F 1018 2.1 464 0.27 22 l
3.02.10H 387 3.4 375 0.42 6.1 '

The high pressure reflood tests are transient processes and the reflood
rate, inlet fluid temperature, and pressure are the results of the over-
all loop response in addition to the test bundle response. The purpose
of this study is to calculate the bundle response only. Therefore, the
transients of flooding rates, inlet fluid temperature, and system pres-
sure were taken as boundary conditions of the test. These conditions
are presented in Table 3.

The initial conditions for the uncovering simulation was a water-filled 1
'system which was slowly boiled off to uncover the heater bundle just as

the test was conducted. The reflood test was started from the partially
uncovered test bundle by imposing the boundary conditions shown in
Table 3.

RESULTS AND DISCUSSION

|
It was mentioned that the test bundle lost heat to the environment and
the estimated heat losses shown in Table 1 were used in the simula-
tions. Therefore, it is important to see whether those estimated heat !

loss factors are reasonable. These check calculations were made using a
simple one-dimensional heat and mass balance over the bundle.

Figure 2 shows a schematic relation of the fluid flows during an uncov-
ering test. The mass and energy balance over the mixture zone can be
written as:

. .

=0 (1)Min - Mout

rm. . .

q dz (2)M h -M h =
;gg gg in in

The combination of Equations (1) and (2) gives

2
r. ,

"in (h g in) = q dz (3)-h
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| TABLE 3

Boundary Conditions of Reflood Tests

Test 3.0z. luc (power u.Je tw/rt)
Time 0.0 5.0 6.0 7.5 10.0 11.5 13.0 16.0 18.0
(sec)
Flow Rate 1.7 1.7 11.0 25.0 24 22 21 14.0 11.0
(gpm)
Pressure 415 415 418 425 440 465 495 705 74 5
(psia)
Coolant 375 375 125 225 330 350 370 370 370
Inlet
Temp.
(OF)

Test 3.02.10E (power 0.41 kw/ft )
Tine '0.0 7.5 8.5 10 12.5 15 18 20.5
(sec)
Flow Rate 2.05 2.05 18 25 22 20 13 10
(gpm)
Pressure 620 620 622 63 5 66 5 735 935 995
(psia)
Coolant 400 400 180 310 375 395 400 400
Inlet
Temp.
(OF)

| Test 3.02.10F (power 0.27 kw/ft )
l

Time 0 4 5 7 42 52 70 90
l (sec)

Flow Rate 1.16 1.16 2.85 2.78 2.72 2.72 2.72 2.72
(gpm)
Pressure 1018 1018 1018 1023 1023 1027 1027 1017
(psia)
Coolant 466 466 466 46 8 475 475 473 472. _ _
Inlet
Temp.
(OF)

| Test 3.02.10H (power 0.42 kw/ft )
i Time 0 6.0 7.0 15.0 22.0 30 47.0
l (sec)
; Flow Rate 1.75 1.75 4.0 5.5 5.3 5.2 5.1
! (gpm)
1 Pressure 346 346 34 7 358 377 417 515

(psia)
Coolant 368 368 220 250 319 360 368
Inlet
Temp.
(OF)
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Figure 2. Schematic Relation in Test Bundle During Uncovery Test

Since the axial power distribution is flat in the test and all generated
heat is transferred to fluid below the mixture level (Zm), Eq. (3) can
be rewritten as

in (hng - hin I
Z, = (4)

,

9gen

The parameters, k and hin in are known for the test and the enthalpy
of the exiting steam can be taken as the enthalpy of the saturated steam
as shown by Lee et al. (5). The heat input is calculated from the
nominal operating power and the heat loss factors shown in Table 2.
Equation (4) was used to calculate the mixture level shown in Table 4.
The calculated mixture levels are slightly higher than those of the test
data (see Table 5) which is expected due to neglection of the axial heat
conduction at the mixture and steam interface. If this heat conduction
at the interface is considered, it is believed the heat loss factors are
reasonably good.

The reported data of mixture and collapsed liquid level of the uncov-
ering tests were presented as the distance from the saturation level
(Zsat) in the bundle where the subcooled inlet liquid is heated to the
saturation temperature. The saturation level was calculated using a
similar mass and energy balance as above.

The result is expressed as

i EIh )se - hin 3fn 1Z,, = ( 5)
,

9gen
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The calculated saturation levels are also presented in Table 4.
4

TABLE 4

Calculated Saturation and Mixture Level
by Equations (4) and (5)

Saturation Level Mixture Level
Test (ft) (ft )

'

C 0.65 9.27
E 1.02 8.81
F 0.79 8.81
H 0.65 8.67

.

Table 5 presents the simulation results of the uncovering test compared
with the test data. As discussed, the mixture level and collapsed
liquid level are the most important parameters of these tests. It can
be observed that the simulation results are in good agreement with the
test data within the estimated uncertainties.

The simulation results of the reflooding tests are presented in
Figures 3 through 6. These figures show the calculated mixture level
and collapsed liquid level transients. The collapsed liquid level data
bands are also presented in the figures. Again the simulation results
are in good agreement with the data. Also it is noted that the slopes>

of simulated collapsed liquid level transients are in good agreement
with the data which indicates good simulation of the rate of water
accumulation in the bundle.

TABLE 5

Results of Uncovering Test Simulation

Collapsed Liquid
Mixture Level (ft) Level (ft)

Test Simulation Data Simulation Data

C 8.55 8.63+0.49 3.96 4.30+0.33
E 7.98 8.01T0.49 3.54 4.360.36
F 7.68 7.5F0. 49 4.96 5.8170.36
H 7.86 7.2FO.49 3.42 3.41T0.33

One interesting phenomenon observed from the result of the simulations
j is the decrease of mixture level during the initial period of fast tran-

sient operations of reflood tests. This decrease is expected due to the
pressure rise and the introduction of cold water into the test bundle.
The NOTRUMP capability of predicting this behavior shows that the code
is capable of calculating complicated thermal-hydraulic behavior. Note
that the quench front in the bundle does not follow the mixture level
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|

immediately during this initial period due to the time require'd to heat;

up the uncovered cladding. This fact can be observed in Figure 7.
There is a time lag between the mixture level and the quench front from
6 to about 14 seconds for this case.

..c

|
"

! :"
- J .H.1 V'.."

!, _
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a ,qI

E
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3, _ I .c m .
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,

.. ...co .,

;

_ Figure 7.
,

Comparison Between Quench Front and Mixture Level for Reflood Test H

CONCLUSIONS

It is demonstrated that the NOTRUMP core model can calculate thennal
hydraulic behaviors observed in the small-break LOCA transient tests.

| Also, the code was able to predict the initial mixture level decrease at
|

the start of the reflood tests. This effect is expected due to the
I sharp increase in pressure and the introduction of highly subcooled

water into the heater bundle.

Therefore, it is believed the the NOTRUMP core model is able to handle
very well the flow transients in the core which follow a small break
LOCA of a PWR.

NOMENCLATURES

h = enthalpy of bundle inlet fluidm

(h ) sat = enthalpy of saturate liquidi
= enthalpy of steam leaving the mixture in the bundle'

hout

Mn = inlet flow ratei
h = outlet flow rateout

q = heat input rate to the fluid in bundle
|
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kgen = heat generation rate in the heater rods

Z = mixture levelm

Zsat = saturation level

Z = elevation
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CROSS SECTION NEEDS: DETERMINATION AND STATUS *

C. R. Weisbin, D. Gilai,** G. deSaussure, and R. T. Santoro
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

ABSTRACT

lThis paper summarizes the highlights and conclusions of a recent review by
the authors entitled " Meeting Cross Section Requirements for Nuclear Energy
Design." The purpose of that paper was to provide a status report of some
perceived current requirements in cross-section data for nuclear energy
programs.

INTRODUCTION

It is generally accepted that the uncertainties in the prediction of reactor
properties will result in excessive design margins and, as a result, costs.
There are, however, only a few good published studies that demonstrate the
consequences of uncertainties in nuclear data. Significant complexity is
introduced in such studies when factors such as feedback of operating data,

design flexibility in accommodating errors, calibration of prototypic experi-
ments, methods and modeling uncertainties, etc., are included in a systematic
way. The work of Greebler et al.,2 for fast reactors was completed ten years

! ago and an update of this work is very much needed. The investigations of
Becker and Harris 3 for thermal reactors show there are potentially substantial'

impacts of nuclear data uncertainties on the light water fuel cycle. Critical

review of such important conclusions by vendor and utility organizations would
be most useful. Some work has also been carried out to assess the impacts of
cross-section uncertainties on fusion reactor design,4,5 but this work is
still in its early stages.

The cross section data, and the uncertainties in these data, have changed dra-
matically since the early 1970's and the necessary updating must be completed
and made available. High accuracy measurements often require several years of
planning, data collecting, and analyses. Also, the needs of nuclear energy
programs change and as data requirements are met, new problems identify dif-
ferent and new data needs. An attempt is made here to update the nuclear data
requirements and to summarize the state of the data as of 1981 for the current
generation of reactors.

DESIGN PARAMETERS AND TARGET ACCURACIES: A CRUCIAL BUT SOMEWHAT
AMBIGUOUS FORCE

Target accuracies and achievable accuracies for light water reactor parameters
are proprietary so that published figures must be regarded as mere guidelines.
Furthermore, as pointed out by Crowther et al. ,6 "the accuracy target is a
moving one. The standards for predictive accuracy have progressively become
tighter as reactor performance has been improved and constraints have been
sharpened." For fast reactors, figures from different sources are not always

*Research supported by the U.S. Department of Energy under Contract
W-7405-eng-26 with the Union Carbide Corporation.

** Ben-Gurion University of the Negev, P.O. Box 653, Beer-Sheva, ISRAEL
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consistent illustrating that tarthe compromise between design co$et actYracie$ cost, reflect $ubjectivethersa$emSnfiniud
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ferent standards by which to estimate achieved accuracies. For instance . >

adjusted' data may meet some requirdments.but some would. prefer the predict' ion
7of safety ' parameters to be based only on differential da,ta with integral.-

measurements playing a confirmatory role. ,'

'

i.
Target and achievable accuracies compiled from the literature are presented in.
Tables 2.2 through 2.10 of Ref. 1. These apply to thermal and fast reactors,.
shielding, fuel handling and fusion reactors. As an example, McFarlane8
tabulates uncertainties and design targets' fbr demonstration sized IMFBR's in

. the Federal Republic of Germany as well as in the United States. The status
of uncertainties _ in.1972 as well as the :present status for SNR-300 and CRBR is
described. Table 1 is reproduced below. indicating .that current IMFBR designs
appear close to meeting their targets. However, the stargets were set in the
early 1970's and based on the capabilities at thatitime. A revision of target
accuracies is probably desirable. 3 4

,

Table 1. Uncertainties in Demonstration Reactor Design Parameters
,

n ', (i

* \

' ; Uncertainty,a g

Status' Targete , /g _,

_

FRG USA SNR-300db '

CRBR
b USAcParameter (1972) (1972)C (1978) (1980) FRG

k,gg 1.1 1.6 0.4 0.7 0.9 0. 6 ' |

peak / average power 2.7 12 2.5 ~4.7f 2.-3 3

Control rod worth 6 15 4-10 5- M 3 >;', a

Doppler coefficient 6-12 15 - 108 6-12 10 ,

Sodium void reactivity 12-18 ~50 15 20 9 17

al o level, where o is the standard deviation of a normal distribution.
bFederal Republic of Germany, see Ref. 9.
cSee Ref. 10.
dSee Ref. 11.
eAs of 1972 as defined in Refs. 9 and 10.
fIncludes many' engineering uncertainties; only about 2% comes from abil-
ity to calculate power distribution in the criticals. Also just for
peak power--may be correlated to average. !

'EMainly from SEFOR experiments.

In comparing goals and achieved accuracies across coentries one must be par-
ticularly careful, since arbitrary multiples of the uncertainties are chosen
in ceder to add what is thought to be a proper amount of conservatism.
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McFarlane8 notes that CRbR' typically uses 1 a for hlsign margins and 3 a for
safety margins, while the German program typically uses 1.7 a; correspu. ding

' J ,,to 90% probability. .

Another picture of an IMFBR Program is obtained from the paper of Hammer,12 /
where uncertainties on design parameters are compared to target accuracis /for;

commercial fast power plants. In this case,"thrget accuracies a:e consider-
ably more stringent than .t. hose stated in Table 1 for demonstration plants.
Target accuracies for shielding calculations are of ten related to specific
design issues and hence strongly dependent on 'a particular design. y Approx-
imations in methods and modeling rather than uncertainties in basic nuclear ]'data may dominate shielding analysis.13 In general, there is a adsire to ,

!reproduce prototypic shielding design experiments to within 10-20% while deep
penetration dose rates are desired to within factors of 2-3. ,/^

,

f f'
, ,

The nuclear data reguirements for the magnetic fusion enepgy program werey . . ! g ,l ;l at the' IAEA Advisory Group Meeting on Nuclear Data for [ j, ; fdelineated by Head
Fusion Technology in December 197L Detailed discussic'ns'on the specific data 1

.A ;I6-djsigi,15 ;[}jneedsandtargetaccuraciesforfedionreactogand.hybridreactorstudiesnuclear heating,20i
activation,17 radiation damage,18 shielding,1

-

]' were also presented at this meeting'. More recent reviews sasmarizing the ,

changes and modifications to these data requirements have been published by (j ^ ,

Haight,21 Browne and Lisowski,22, and Bhat and Abdou.23 Moreprecise data are .) ',

required for analyzing the nuclear, performance of the blanket and supercon- j

ducting magnets than the other components of the reactor and, reactor building. /

The tritium recovery and nuclear heating rates in - the blanket must be accura-

While the data accuracies for the shield can be less than frose for ;tne%rh
tely determined since these strongly impact the economics of the reacto

(

blanket, ' accurate prediction of the radiation leaking throg.gh the shield and (
incident on the cryogenic magnets (particularly in tokamak reactors) is > d

'#'

necessary for estimating nuclear responses.
',

| f' q4

APPROACH TOWARD DETERMINATION OF MEASURED AND EVALUATED DIFFERENTIAL;

! CROSS SECTION DATA ,

,
t

|,,-

Measurements of differential cross section data are closely interplited. The
interpretation, evaluation, and representation of experimental results is 'j
intimately interwoven with the development of nuclear models. These models -

base. Nuclear models are necessary for those cross sections which cadnot be '[are based on studies of systematic trends which necessitate an exte'nsive d: eta 3
,'

measured directly. In other cases, cross sections are best evaluated by com-:

bining the results of direct measurements with nuclear model calculations ( 'D
'

Measurementsandnucleartheoryideinterwovenalsoatamuchmorefundamental[ !level; indeed the results of mosO ' direct measurements are usually interpreted
fitted, and represented with some, parametrization based on nuclear models, -i .

such as the Wigner Eisenbud reaction theory,25 etc. Even at the level of data (l
reduction, continuous use is madd of nuclear theory to compute co'rrections'to ,[
the measurements (due to changes in efficiency of detectors, multiple scat- f i

'I '
| tering, angular distributions) and to , interpolate and extrapolate the data.

*' Similarly throughout the evaluation process the recults of nuclear theory are
used as tools to check the internal consistency of the data base. Tha une of

i these " tools" in evaluating data for the interaction of neutrons with light
elements has been described in a recent paper of L. Stewart.28 Because of<

the interrelationship of different types of differential cross section data,_
o

1

|'

*
$
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(e.g., the role of measurement standards) and of experimental data and nuclear
medels, it is of ten desirable to improve a broad data base rather than address

3 reasurements only to narrow specific requirements.
j,

e

Experimental uncertainties are dominated by systematic errors which are not.

nece'ssarily reduced by repeated measurements. He reduction of uncertainties '

( ? rejuires new experimental techniques or improved methods of data reduction, !
'

.

3 ) interpretation or evaluation. Indeed, since differential cross section I

~

~

measurements of high accuracy can take many years, there see those who suggest,

that specific reactor problems should be addressed through the use of
,

appropriate integral measurements while differential cross sections are devel- |

oped t'o treat unforeseen problems and those problems which cannot currently be '

satisfactorily addressed with integral measurements. This view is balanced by
thjsa who believe that nuclear data programs should support the needs of reac-
tot deaign and minimize the role of integral experiments to a confirmatory
mode. Both of these views man
of requests for nuclear data,2gfest themselves in the latest U.S. compilationwhich is now under review by the Cross Sectionf Evaluation Working Group. It seems obvious that a better definition of need.

. 7 '

}]\ would be facilitated by the existence of high quality uncertainty files forj nuclear data. Current information on uncertainties in the ENDF/B file is very
[ incomplete and often unreliable; improvement of the quantity and quality ofI

! this data should be a major goal of ENDF/3-VI.
?- ,

j INFERRED tlEEDS FROM ANALYSIS OF INTEGRAL EXPERIMENTS
L $
0

The adequacy ,of the Evaluated Nuclear Data File is tested, gr several appli-, cations, against results of benchmark integral experiments. These bench-j

marks currently test only a limited domain of important nuclear data (e.g.,
there is a need for fast reactor burnup benchmarks, high temperature experi-
ments, etc.)'and the quality of the experimental uncertainties of these bench-

!; marks is veryLuneven. The discrepancies between calculated and measured
integral quantities may point to data problems, but could also be due toj ;

methods ,or modeling approximations or to errors in the integral benchmark
|' meast.t ement. Only for the light water reactor TRX series was there any

attempt by CSEWG to formally estimate methods and data uncertainties separa-
rely. Mt'ch,more effort in this area is sorely needed in order to derive spe-
cific recommendations from the data testing process.
!

.

i - Important differences encountered in data testing still persist in several
'

areas. Needs art; cuggested in the areas of both differential and integral
measurements < For example:

4
) s. 1. In Fast Benchmarks:
a S

'

1 a. The 238 U capture to 239Pu (or 235 ) fission ratio is overpredicted inU
| T, large dilute assemblies (by ~3-6% relative to 25f and 4-8% relative to

/ 49 ). his discrepancy is most sensitive to the 238 (n,y) cross sec-ft Us

1, tion in the range 10-100 kev. This is a longstanding discrepancy.
'

k U evaluators have stated emphatically that the dif-A The ENDF/B V 2384

%' ferential Seasurutents do not support the adjustment required to
.f removethejb9ervedoverprediction.

,i !

I' b. The central fissile worth is overpredicted (calculation / experiment
values are in the range of 1.1-1.2 for 239 u and 235U worths) in the' '

P

softer spectrum INFER assemblies. The interpretation of this discre-
pancy is not clear.

~,
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i c. The 238U to 235U fission ratios in small fast assemblies is not pre-
dicted correctly (underprediction in JEZEBEL by 8-10%, overprediction

4

in GODIVA by 2-4%). The discrepancy is usually interpreted as pointing
to an inadequate evaluation of the neutron-induced neutron emission
spectra in fissile materials.

2. In Thermal Benchmarks:

256 in the TRX assemblies hardly changed in going froma. Although
ENDF/B-IV to ENDF/B-V, and the comparison with integral experiments

235U fission reso-remains good, it should be noted that the ENDF/B-V
nance integral is 282 b (above 0.5 eV), while the best integral

j results is 275 i 5b. Taking into account that stated uncertainties of
j the integral measurements may be maaller than those of differential

235U fission and capture
i capture measurements, a re-evaluation of

appears worthwhile.
.

For Pu-H O assemblies, calculated k gg using ENDF/B-V averages 1.011.b. 2 e
The overall picture is unchanged from Version IV. The large scatter

of k,f f (2.7%) shows no convincing trends and is attributed to uncer-
tainties of plutonium content. This scatter makes it difficult to
draw any detailed conclusions about data inadequacies. In any case,

sensitivities are sufficiently maall that it is hard to explain the

high k gf on the basis of obvious data deficiencies. Thus, despite a
e

.

good deal of work and the analysis of more benchmarks, the picture is
1 about the same as it was at the time of the ENDF/B-IV data report.
j There remains a need for several highly accurate benchmark critical

experiments to be performed. In addition, careful studies should be

made to identify the source of the high k,gg values.

3. Shielding Benchmarks

Data testing suggests inadequate (8-20% dif ference) total cross sec-a.
tions of C, Ni, Cr, in the 1-10 MeV region and poor agreement for cap-
ture gamma-ray production data for C1 and Cr below 6 and 4.5 MeV;

respectively.

b. Additional benchmark candidates exist, including measurements in con-
crete and air. Only recently has a major series of fusion shielding
integral experiments bee.n documented as CSEWG benchmarks, and efforts
are currently under way to test the performance of ENDF/B-V relative
to these measurements.

t

Pulsed sphere studies indicate that problems (15-30% discrepancies)| c.
remain in the analysis of spectra from 14-MeV neutron-induced reac-'

tions in Mg, Ca, Ti, V, Cr, Ni, Cu, Nb, and W. Calculated fast-
,

|
neutron gamma-ray production for S, K, and Cu should be substantially

|
increased if experimental results of benchmarks SB3 are valid.

d. Many materials available from ENDF/B-V have no photon-production data.
197Au,llB Zr Cd , 152Eu 154Eu, the Gd isotopes,3He,Among them are

233 a, 233U, 234U, 236 , 23YNp, and 230 u. These represent areas inP U, P

which data are needed.j
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4. Fission-Product and Actinide Benchmarks
)
!

The data for which the calculation / experiment ratio deviates signifi-a.

cantly from unity (relative to crudely estimated uncertainties) is for
neutron capture in 108pg,109Ag, 134Xe, 137Cs, 142Ce, 146g , 148g ,
150Nd, 152Se, 144Nd, 145Nd , 149Su, 151 ge 154Eu, 242Pu, 241c Am, and 243 ,A

b. Ia general, experimental gamma decay energies at short cooling times
(<100 sec) are low at low energies (<0.8 MeV) and high at high energies
(>1.6 MeV) in comparison to calculated energies.

In general, experimental beta decay energies are high at all coolingc.

times for low energies (<1.4 MeV) and low for high energies (>1.8 Mev).

5. Dosimetry Benchmarks

Discrepancies are defined here to exist when the calculation / experimenta.
ratio deviates from unity by more than 10%. The reactions include
Al(n p), Mn(n 2n), 47
126 (n,2n), 25223(n,y), 6.p), 48t1(n, tot ae), lo (n(, tot ne),58pe(n,y) end

Ti(n Ti(n.p), 58Ni n.2n), 63 u(n.a)C
I s

237Np(n,f).

b. There is not CSEWG experimental dosimetry data for 23Na , (n , y) ,
65Cu(n 2n), or 60Ni(n.p). High energy threshold reactions [i.e.,
58 Ni(n,2n)] should be dropped or a suitable spectrum adopted. Other
reactions (e.g. , 93Nb(n n'), 103Rh(n.n'), 199Hg(n.n')] are in demand
and should be considered for future libraries. Uncertainties should
be developed which quantitatively characterize the spectrum of all
fields used in CSEWG dosimetry testing.

6. Fusion Applications

a. Total cross section and photon-production data with accuracies between
110-15% in the energy range below a few MeV to ~50 MeV are required
to meet shielding needs for both test facilities and reactors. Data
for radiation damage and dosimetry studies are required with accura-
cies of i10-40% over this same energy region (see 2.b). The
7Li(n,n',a)t cross section must also be reevaluated to resolve
problems of tritium breeding.

SUMMARY RECOMMENDATIONS

Many needs were identified in the section on Inferred Needs from Analysis of
Integral Experiments, and these are by no means exhaustive. As noted pre-
viously, benchmarks test only a limited domain of important data and perceived
discrepancies cannot always point clearly to the specific data in need of
improvement. From the material in the previous section, other review papers,
and the data request lists, we highlight a few proposed measurements and/or
evaluations for particular consideration.

These include:

1. The 235 U fission cross section (a standard) requested to 1% accuracy up to
at least 14 MeV (an energy where absolute measurements have been performed '

with neutrons from the D-T reaction).

1074

._ - -_ . . - . - _ - . _ _ . -. _ - - - -



I

252Cf requested to 0.25% accuracy. (The recent2. The value of v (S.F.) for
measurement of R. R. Spencer, when finalized, might satisfy this request.)

3. The cross sections of the fertile and fissile nuclei in the resonance
region (below 20 kev).

4. The cross sections of the fissile and fertile nuclei below 1 eV.

5. The spectra of secondary neutrons emitted from scattering and fission in
235U, 238U, and 239 u.P

7Li(n.n' ,a)t reaction.6. Reevaluation of the

In addition there is a consensus of measurers, evaluators, and designers that
data covariance files need to be improved. We also perceive a need for a more
extensive documentation of the process by which design requirements and
results of data testing lead to specific requests for measurements and eval-,

uation. Some of these measurements / evaluations are already being addressed.
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Abstract

Introduction

The International Atomic Energy Agency (IAEA) has begun a project for
the intercomparison.,of neutron cross section processing codes in order to
verify their ability to- reproduce numerical results. In this report this
reproducibility aspect is referred to as the * processing accuracy" ' of a
code. This paper will discuss: the scope of this ' project, the most
prominent areas and sources of disagreement between processing codes and
the current status of this project toward improving the reliability of
the output from processing codes.

The cross section processing code is merely a link between evaluated
data on the one hand and transport or adjustment codes on the other
hand. This fact has been used in order. to simplify the verification
task; specifically, the IAEA project attempts to assure that for a given
input of evaluated data and physical assumptions, the output of the cross
section processor is accurate. This p roject does not address the
" evaluation accuracy" of the evaluated data (which are used as input to
the processor), nor the "model accuracy" of the transport or adjustment
code (which uses the output of the processor).

i The objectives of this project are: (1.) to test the accuracy of
processing codes, (2.) to understand and eliminate the sources of
discrepancies, (3.) to arrive at the point where we have a number of
cross section processing codes which can be used as " black boxes",

; without worry, to accurately process cross section data, for use in a
; variety of applications. As will be pointed out below, at the present

| time, we are f ar f rom the point of achieving these objectives.

Background

In 1981 a report was published (1) on a comparison (performed in
,
' 1980) between the 620 group (SAND-II structure (2)) group averaged cross

sections derived f rom the ENDF/B-V Dosimetry Library (3) at Brookhaven
and those derived at ECN Petten, Netherlands. Of the twenty-five
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matorials in ths ENDF/B-V Dosicotry Library largo difforcucas. wara found
in fourteen reactions. In individual reactions, in specific groups,
differences were found of up to a factor of twenty (not twenty per-cent,
a factor of twenty). Fig. 1 illustrates the ratio of the 620 group
237Np fiasion cross sections calculated at Brookhaven to those
calculated at Petten (1). Unfortunately this study (1) could not address
the question of which of these two sets of data is correct.

In order to determine which of these two sets is correct the IAEA
obtained additional multigroup data sets from a number of laboratories in
the United States and Europe. Comparison of data sets generated at eight
different laboratories showed general agreement and confirmed that the
cross sections generated at Brookhaven were incorrect. In none of these
eight sets were differences seen that were anywhere near those found in
the Brookhaven/Petten comparison. However, in no casa did any two of the r

data sets agree for all reactions in all groups to within 6%. This was a 6

1 very surprising result, since generally these data sets were purported to
be accurate to within a small fraction of one per-cent.

] Problem Areas
i
; The results of this comparison indicate large differences in the

cross sections generated by various codes, primarily in the resolved and
unresolved resonance regions. These differences will affect both the
self-shielding and Doppler broadening properties of the cross sections.
Similerly, recently Perez (4) has shown an inconsistency in the methods
normally used to calculate group averaged cross sections 'in the
unresolved resonance region. By calculating self shielded cross sections
in the resolved resonance region first directly from the resolved data
and then by treating the data as unresolved and using the equivalent<

average level widths and spacings Perez found. differences in excess of

( 30%. In addition, Perkins (5) has recently ~ investigated the numerical
i stability of the methods used to generate group-to group transfer

matrices and has found that if extreme care is not used severe round-off
problems can occur.

,

,

A more subtle problem area is the effect of these inconsistencies on
the many relatively new applications that we are seeing which use the
uncertainties quoted for the evaluated data in order either to assign
confidence limits to calculational results or to improve our knowledge of
spectra or cross sections (6) (e.g. unfolding procedures (7)). The
results of these calculations can be very sensitive to the uncertainties

j assigned to the cross sections used. If the cross section processor
; introduces an error which is large compared to the error assigned to the
; evaluated data (as occurred in the comparison described herein) the
'

results obtained using the processed cross sections and only the
l uncertainties assigned to the evaluated data, without folding in the

errors introduced by the cross section processor, are of questionable
validity.

Step bv Step Verification
|

Attempting to eliminate this multitude of sins from processing codes
in one fell ss ap is too ambitious an undertaking and one that would be '
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almost bound to fail. Therefore the IAEA has decided to begin a
step-by-step verification project in an attempt to address first the most
glaring areas of disagreement, using the simplest possible test cases.
Then more subtle areas of disagreement will be addressed, using
progressively more complex test cases.

Following the step-by-step philosophy the area of largest
disagreement that we see is in the calculation of cross sections in the
resolved and unresolved regions. The simplest way to investigate this
problem would be to compare the energy dependent point cross section
values generated by a variety of processing codes. However, this
information is not available from all processing codes. The next best,
simple comparison is constant (flat-weighted), cold, unshielded cross
sections using a fine group structure.

Results to Date

The experience gained in comparing 620 group cross sections generated
from the ENDF/B-V Dosimetry library has led to recognizing the problems
with several existing processing codes. These codes have now either been
improved or abandoned. A direct result of these comparisons was the
distribution by Brookhaven of a new version of the ENDF/B-V Dosimetry

SAND-II structure. Fig. 2 illustrates thelibrary in the 620 group,237Np fission cross sections from the newratio of the 620 group
version of the ENDF/B-V Dosimetry library as distributed by Brookhaven,
to those calculated at Petten (7). Comparison of figs. 1 and 2 easily
illustrates the imp *rovements that have been achieved. These results
indicate that we now have data which may be used as a standard for
benchmark comparisons.

'First Round

For the first round of comparisons the IAEA is asking all _ those*

interested in participating in this exercise to use the same evaluated
data: ENDF/B-V Dosimetry Library (mod. 1), to calculate flat weighted,
O Kelvin, unshielded cross sections using the SAND-II 620 group
structure. Those who use energy-dependent cross sections (e.g.
continuous energy Monte Carlo calculations) will be asked to send
energy-dependent cross sections and the IAEA will convert them to
multigroup form for comparison. Anyone who uses cross sections is
encouraged to participate in this study.

Comparison will be simplified if the cross sections are sent in the
ENDF/B format (each reaction as a section of file 3 using the histogram
interpolation law) (3). However, any well documented, computer readable
format is acceptable for this comparison.

The results of the comparison will be reported back to the

participants. If there are any dif ferences participants will be asked to
investigate and eliminate the sources of these differences and to then
re submit their results. At the end of each round of tests the IAEA vill
publish the list of participants who have obtained agreement with the
benchmark standard.
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| Subsequent rounds of testing will introduce the complications of:
spectrum weighting, Doppler broadening and self shielding. However,
these complications will be introduced in a step-by-step manner so that
when we see differences we can isolate the cause of the difference, which
will simplify the task of remedying the problem.

Conclusions

The IAEA has begun a project which is intended to use a step-by step
approach to verifying the accuracy of cross section processing codes.
Anyone who is presently using a cross section processing code is
encouraged to participate in this project. To date this project has been
successful in detecting and correcting problems with several cross
section processing codes and in particular has directly led to
improvements in the ENDF/B-V Dosimetry Library as distributed in 620
groups (3).
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U SELF-INDICATION RATIO MEASUnmNT IN 'IllE RESONANCE REGION

J. T. Yang
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Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

INTRODUCTION

An accarate representation of the U cross-section structures in the
resonanceregionisrequiredtocomputetheresonancegolf-shieldedeffeg- ;

tive cross sections used in the calculation of thermal and fast-reactor
performance parameters.

3Severalauthorshavedemonstratedgeusefulnessofself-indication'4 and

averagegansmissionmeasurementsByoun et al.gvestigste the resonance structure
to i

of the U cross sections. at RPI have analyzed self-
indication ratio and average-transmission measurements at several tempera-
tares to obtain stochastic parameters above 1 kev A similar analysis on
thick transmission data was done by Vankov et al.3 )

|
7

byYankovetal.gatthestochasticparametersproposedbyByounetal.4Sowerby noted t and
are not in good agreement with each other nor with data

evaluated from other sources.

7 8Sowerby and others have recommended that evaluations should be made con-
sistent not only with high-resolution transmission, capture and scattering
data but also with average transmission and self-indication measurements
for several sample thicknesses. Such comparisons test not only the indivi-
deal resonance parameters but also several model assumptions used in the
representation, such as the cross-section formalism, the representation of

the contribatjon of trancated levels, and small levels not observed in
transmission

This paper ges measured self-indication ratios with calculations based
on ENDF/B-V in the resolved energy range from 100 eV to 4 kev. In

that energy range the ENDF/B-V g aluation is chiefly based on high resola-
tion transmission measurements. The immediate purpose of the comparison
presented is B21 to generate a new set of improved resonance parameters but
to provide an additional test of the adequacy of the ENDF/B-V representa-
tion for the calculation of resonance self-shielding.

1084



_ _ . _ _ ___

EXPERIMENT

The Oak Ridge Electron Linear Accelerator (ORELA)12 was utilized as the
pulsed son g of neutrons for the time-of-flight' measurements. A 0.0031
atos/ barn U disk was placed on a 40-m flight path from the neutron
source. Neutron capture events in this sample were detected by observing
thecapgregasunarayswithfourC66 Iquid scintillators surrounding the
sample

238Five high parity 0 transmission samples (0.0038, 0.0124, 0.0341, 0.0528,
and 0.1146 atom / barn) were sequenced in and out of the neutron beam by a
computer controlled sample changer located 20 m from the neutron source.
Theincidentneutron-beamintensgywasmonitoredbyafast-neutroncounter
located near the neutron source

The measured self-indication ratio averaged over the energy interval AE was
taken to be:

M "o 1(C,g - B,g) (1)
(SIR)AE = - }i(C,g - B,g)m,

~

where the sammations are taken over the t1me-of-flight channels, 1,
included in the energy interval AE. The first subscripts, s and o, refer
to measurements with the self-indication sample in and out of the beam,
respectively. Where a represents the number of monitor counts proportional
to the incident neutron beams, C, and B represent the capture detectorgcounts and the estimated backgroEnd in channel 1 The backgrounds were
determined from the count rate between resonances at low energy where the
resonances are well resolved, and from the count-rate under black reso-
nances obtained from a set of auxiliary measurements with filters of Na,
A1, and V.

The computed self-indication ratio was obtained as

i i *XP (-n,oti (1 - e ms AEg g
* ti

(SIR >AE
=

h e ,a - e-no'>pms,AE,
acc

ti
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where again the summations are taken over the time-of-flight channels
included in the energy interval AE. The thickness (aton/ barn) of the
self-shielding and capture samples, is represented by n and a , respec-
tively. The Doppler-broadened capture and total cross ,ection,s correspond-s

ing to the energy of channel 1, is represented by a and a An energy-
dependent multiple-scattering correction, as , was estimatekg.by the Monted

Carlo technique. The cross sections in Eq. k2)wereobtainedfromENDF/B-
V.O.geiniontneutronspectrumd in Eq (2) was taken proportional to

inaccordancewithseveralmeksuremen.E
theLinacneutronspectrumintheresonanceregionts of tg energy dependence of

Theself-indicationratiomeasuremengswereaveragedoverthesame0.1lethargy groups used by Byoun et al. The statistical errors vers from 2
to.4% above 1 kev and 10 to 15% near 100 eV. The systematic errors con-
sidered were (1) the uncertainty in the self-indication sample thicknesses,
(2) the uncertainty in the monitor normalizations (the ratio a /s in Eq.
(1), (3) the uncertainty in the multiple scattering correction ($)the
approximation in replacing integrations with suas over channels in Eq. (2),
and (5) the uncertainty in the background level. By far the most importent
uncertainty, particularly for thick self-indication samples, is the uncer-
tainty in the background level. For the .052 atos/ barn self-indication
sample, for instance, a 1% uncertainty in background level results in an 8%
uncertainty in the self-indication ratio above 1 kev.

RESULTS M CONCLUSIONS

Examples of the results are given in Figs. I and 2 whigh show comparisonsof the present measurements, the data of Byoun et al., and the calculation
based on ENDF/B-V for four energy groups. The errors shown in the present
data include the statistical and systematic errors combined by root-mean
squares. The systematic uncertainties on the RPI data were not available
at the present time. Within the rather large systematic errors, the
present results are consistent with the calculations based on ENDF/B-V and
with the RPI measurements. Unfortunately the small signal- to-background
ratio for strongly self-shielded conditions results in rather large uncer-
tainties and, hence, does not represent a very stringent test on the ade-
quacy of ENDF/B-V for strongly self-shielded situations.
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ABSTRACT

244 6 248
The fission cross sections of Cm, Cm and Cm have been measured from
0.1 to 80,000 eV using the Rensselaer Polytechnic Institute LINAC as a pulsed

Results were normalized to thegggtronsourceandtheRINSspectrometer.U ENDF/B-V broad-bin-averaged fission cross section. Fission widths were
determined for the resolved low-energy resonances.

INTRODUCTION

The even isotopes of curium have large spontaneous fission decay rates,
requiring a large neutron intensity to measure the fission cross section in
the presence of a strong spontaneous fission background. The Rensselaer
Intense Neutron Spectrometer (RINS) coupled to the Rensselaer Polytechnic
InstituteGaerttnerLaboratoryelectronLINAC|1|,producesaveryintense

andneutronfluxofbroadresolutioninthe0.1to80,000eVenergyrange4E
this system has been used to measure the fission cross sections of Cm,

246 m and 248 Resultsofearliermeasurementshavebeenreported|2,3|C Cm
246 m and 248 The fission cross sections reported in this paper wereC Cm.for

+ Research supported by U.S. Department of Energy
* Now at Westinghouse Electric Corporation, Pittsburgh, PA
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obtained from a simultaneous measurement of all three isetopes of curium and
235 , and these results were normalized to the broad-bin-averaged ENDF/B-VU

235Ufissioncrosssection|4|.
EXPERIMENTAL METHOD

The RINS system is described in de' tail in reference 1, and only a few
features pertinent to this experiment will be presented here. Following the
methoddevelopedforRINSbyBicknelletal.|5|,themeasurementwasmade
with a gaseous fission ionizat!on chamber located inside the lead spectrom-
eter. Hemisphericalelectrodes|6|andfastelectronicsdesignedandcon-
structed at Oak Ridge National Laboratory were used for this measurement. A
photograph of the inside of the five-sample chamber is shown in Fig. 1. Five
pairs of hemispherical electrodes are mounted inside of a common gas-filled
aluminum envelope (not shown in this figure). Each fissile sample was
deposited on a =4-mm-diameter spot on the inner electrode of each pair, and
all five pairs of electrodes were operated at a bias of 500 V. The chamber
was filled with 3 atm (absolute) of pure methane.

The cylindrical chamber was surrounded by machined lead pieces to approximate
a square cross section of slightly less than 10 cm on a side, and the lead-
plus-chamber assembly was placed inside a 10-cm-square port inside the 75-ton
lead assembly. The LINAC was operated at a repetition rate of 100 pps with
=0.7 kW of power on the photo-neutron target. The measurements consisted of
sequences of one-hour runs recorded on magnetic tape. A total of 16 hours of
fission data and 24 hours of background (machine off) data were taken in the
following sequence: two hours of fissio'n data, 16 hours of background, 14
hours of fission data, 8 hours of background.

Forthemeasurementsreportedinthispaper,andinthedirectionfr33gp-to-244bottominFig.1,2gesamplesinsidethischamberwere248cm, Cm, U+
252Cf, 246Cm and Cf. The 235U + 252Cf sample had a small admixture of
252Cf added to highly-enriched 235 ; this enabled the fission detection effi-U
ciency for this sample to be measured from the 252Cf spontaneous fission. The
252Cf sample (on the bottom) was used to monitor electronic effects which
might occur from the intense gamma flash caused by the electrons striking the
photoneutron target. The masses and isotopic compositions of the curium
samples are listed in Table 1; both number of atoms and mass fractions are
tabulated. The 235U + 252Cf sample was composed of 37.5+2.5 pg of 99.7 a/o
235U and 2.2 x 10-12 g og 252Cf. A 2.0 x 10-9 g deposit of 252Cf was con-

-

tained in the (lower) 252Cf sample.

The fission detection efficiency was 0.93+0.02 0.97+0.02 0.98+0.02 and
255U + 252Cf samples.24 24FCm, I44Cm and

~

0.96+0.02 respectively, for the cm,
These efficiencies were determined by measuring the spontaneous fission count-
ing rate vs. integral discriminator setting and extrapolating the plateau in
the observed pulse-height distribution to zero discriminator setting. The
quoted errors are mainly due to the uncertainty in the extrapolation. Since

252the 235U + 252Cf sample only has spontaneous fission from the Cf, it was
252assumed that the 235U efficiency is the same as the Cf efficiency.
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DATA REDUCTION

The fission cross section for sample "x" in the slowing-down-time channel "i"
is given by:

*
(C-B) g

(1)Ux,1 " F N n AEg

where F is the flux normalization factor which is the same for all five
samples inside the fission chamber; (C-B)x i is the net fission counts for
sample x in channel 1, corrected for dead time losses and spontaneous fission
background; N is the number of x atoms in the sample; $1 is the un-normalizedx
neutron flux per unit energy at channel i and AEt is the neutron energy span

ThevalugPE-0775cmgonfluxisthesamereportedpreviouslyof channel 1. of the neut
's-1,y-1 above 20 eV and $ = 8.0 x 103|1|,i.e.

P E-0.638,m$ = 1.2 x 10c -2,-1,y-1 from 1 to 20 eV, where P is the electron beam power on
the target (in W) and E is the neutron energy (in eV). Below 1 eV this flux
relation is not accurate but it was utilized in this paper.

S
The normalization factor F is determined from the RINS U fission data and
the broad-bin-averaged fission cross section determined by Bhat |4|fromthe
ENDF/B-V evaluated data. There are 14 energy groups in the Bhat data between
1 and 50 kev, and F was determined for each of these groups as:

"E (C-B) Ud
'

', 1 J j -E (2)y
8 UU U a AE

g g

Ywhere a is the Bhat fission cross section in group g, AE is the energy span
of the group and the sum over j of the measured data corresponds to the energy
region of group g. The final value of F is the arithmetic average of 14 F 'sg
obtained from Eq. (2).

RESULTS

The fission cross sections for the samples enriched in the three Cm isotopes
are listed in Table 2 and plotted in Fig. 2. No corrections have been applied
as yet for the non-principal isotopes in each sample. The error in Table 2
(between the parentheses) include the uncertainties in the number of atoms,
the efficiency, the normalization factor and the counting statistical error.
We observe fully or partially resolved resonances below N100 eV. At higher

energies the RINS resolution can no longer resolve individual resonances so
that any structure must be interpreted in terms of a local strength or cluster
of resonances. The results are described for each isotope as follows:
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cm

For this sample the ratio of the neutron-induced fission to the spontaneous
fission counting rate.(the ' signal-to-background' ratio) was about 5:1 in j

the 6 to 50 eV region and R10:1 in the higher energy region. Compared to the '

244other samples, the Cm sample had the smallest spontaneous fission (SF)
background (N20 SF/s), and thus had the largest signal-to-background ratio.

The data in this energy range of 10~4 to 80 kev were obtained with 840 slow-
ing-down-time channels. Consistent with the RINS resolution, the time data
were grouped into macrochannels (preserving the relevant structure) result-
ing in a total of 155 energy bins (Table 2 and Fig. 2).

Parameters for the resolved resonances at 7.67, 16.2, 22.8 and 35 eV were
calculated by integrating the experimental area under the resonance peak and
using the relation:

- { o, r - E ag ,, AE, (3)Ag g

,

f is the area (fn units of b-eV) under the og vs E curve, cg is thewhere A
experimental fission cross section in macrochannel m, AE,is the ene,,rgy span
of the time macrochannel, a is the peak cross section (in b) given by:o

62.6 x 10 g7

"o " E P '

*
I

where E is the resonance energy (in eV), and P , T and Tg are respectivelyo n
the neutron width, the total width and the fission width. Since it is assumed
that only a-wave neutrons are responsible for the interaction with the even
target nucleus, the statistical weight factor g is equal to 1.

The errors reported in Table 2 for the fission areas Ag are mainly due to the
counting statistical error and the uncertainty in determining the background
fission cross section. The area of the resonances at 16.2, 22.8 and 35 eV
were determined as follows: we integrated the areas under the low-energy
half of the 16.2-eV and under the upper-energy half of the 35-eV resonances;
from these half areas and from the total area under the 3 resonances we
obtained the area for each resonance as listed in Table 3.

The rg values for the 35.0- and 22.8-eV resonances, viz. 2.9+0.6 and 311 meV,
canbecomparedwiththoseearlierreportedbyMooreandKeyworth|7|,
2.510.07 and3.710.3 mcV, respectively. The present data are the first to be
reported for the 16.2- and 7.67-eV resonances since earlier fission experi-
ments|7|didnotextendbelow%20ev.
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246
Cm

For this sample, the signal-to-background ratio was approximately 2:1 in the
4-to 15.3-eV region and 10:1 in the 200-to 1000-eV region. As discussed for
the 244Cm data, the same procedure of grouping was utilized (with different
time macrochannels) reducing the data from 840 to 183 energy bins (see Table
2 and Fig. 2).

The resonance appearing at 1.2 eV (Fig. 2) was not reported in earlier studies
of 246Cm. Based on our measurements of the other even isotopes present in the246Cm sam les (see Table 1), this resonance could not be assigned to either244 48Cm; fromtheresultsofBrowne|10|'weseethattheCm or 245 m does notC
have resonances at the observed energy. A possible candidate would be the
247Cm for which there are no data in this energy region. Therefore, we
tentativelyassignedthe1.2-eVresonancetothe 246 m, although the possibilityC
that it may be 27Cm must be considered. An estimate of its rf value wasobtained from average values of in and r for 246Cm.y

For Cm, resonance parameters have been reported from neutron transmission
measurementsbyBelanovaetal.|8|and-Benjaminetal.|9|. We have k

determined the fission width P for the 4.3 , 15.3- and 158.5-eV resonancesg
based on both sets of parameters, as shown in columns 5 and 8 of Table 3.
Our rf results for the 4.3- and 15.3-eV resonances are in agreement with the
resultswereportedpreviously|3|. The resonances at 84.4 and 91.8 eV are
not resolved in this measurement (see Fig. 2), but they have a combined
fission area of A =14.5+2.5 b-eV, which compares well with the value off
15.1_+0.6b-eVreportedbyMooreandKeyworth|7|. For th,e 158.5-eV resonance,
our result of Ag=12_+4 b-eV and P =1.0+0.5 meV agrees within the quited errorsf
with the A =8.2_+0.8 b-eV and P =0.73+0.11 meV reported in reference 7.f f

248

This sample had the largest SF background (%355 SF/s). The signal-to-back-
ground ratio was 1.5:1 in the 7- to 80 eV energy range and %8:1 at 100 eV.
The grouping into time macrochannels was the same for 244Cm, resulting in
155 energy bins (see Table 2 and Fig. 2).

The only resonance clearly resolved in Fig. 2 is at 7.3 eV. The resonances
at 26.8 and 35 eV appear as a broad peak and the large peak near 80 eV has

) many unresolved resonances contributing to the high-energy side. The fission
} area under the combined 26.8- and 35-eV resonances is 7.5+0.5 b-ev. Moore'

andKeyworth|7|reportedanareaof5.1+0.5b-eVforthe26.8eVresonance;-

from this value and from our total area we calculate Ag=2.4_+0.6 b-eV for 35-eV
resonance. Thus we obtain a rg value for the 35-eV resonance. ,The Af value !

for the 75.6-eV resonance was calculated by doubling the low-energy half-area
of the resonance. Moore and Keyworth obtained 162.0_+10.0 b-eV which is in
good agreement with our value of 160+20 b-eV. The results for the 7.3-eV
resonance is in agreement with our earlier measurement [2[. '
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INTERPRETATION OF GRESS STRUCTURE IN THE FISSION CROSS SECTION

The RINS spectrometer cannot resolve individual grium resonances above %200 -eV. In Fig. 2 we observe several peaks in the 2 cm and 246Cm curves between
%200eVandseveralkeV,andwesuspectthatthesg4greprobablyunresolved
clusters of strongly fissioning resonances. For Ca we observe a broad
peak or plateau near 10 kev. In addition, the 244Cm and 246Cm fission cross
sectionsdecreasesmoglywithenergyandwithaboutthesameslopeabovea
few kev, whereas the Cm cross section decreases more slowly with energy
and is strongly affected by the peak near 10 kev.

244 2%
The Cm and Cm data in the 0.2-to-few-kev region are suggestive of<

intermediate structure. However, it is interesting to note that based on the
theoretical calculations of Howard and HBiler |11 the neutron binding energy
is higher than the outer barrier (which is %1MeV lower than the inner barrier)
and therefore, one does not expect to see strong intermediate structure effects
in the fission cross section. In the 248Cm fission cross section, the peak

' or plateau at 410 kev could also result from clusters of resonances unresolved
by the RINS resolution which may be the result of intermediate structure.

,

CONCLUSIONS

244 246 248We have measured the. fission cross sections of Cm, Cm, and Cm, in
the range of 10-4 to 80,000 eV. Those results are the first to be reported
below %20 eV. Fission areas and widths were obtained for the resolved low-
energy resonances.
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Table 1. Curium Sample Composition

No. of Atoms (in units of 1016)
'

245 246 247 248
SAMPLE MASS (pg) * Cm Cm g g g

244 5.211 16 .00111 1.279 .0014 .00342 .000098g

246 17.041 85 .1199 .00455 4.031 .00348 .003384g

248 31.1611.6 .000162 .00234 .233 .001169 7.330g

#
o

j $ Mass Fraction (%)

244
Cm .0861 99.53 .1094 .2682 7.69(-3)

246 2.86 .109 96.87 .084 .082g

248
Cm .00211 .0306 3.06 .0154 96.89

|
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Table 2. FISSION CROSS SECTION (ERROR)\
'

', (BARN)s' .

NEUTRON
ENERGY (eV) Cm'-244 Cm-246 Cm-248.,,

id,
.136E+00 1.107(0.273) 0.468(0.131) 0.086(0.193)
.215E+00 0.303(0.273) 0.512(0.219) 0.002(0.326)
/250E+00 0.392(0.393) 0.488(0.192) 0.038(0.286)
.295E+00 0.580(0.343) 0.116(0.163) -0.053(0.248)

,.353E+00 0.383(0.293) 0.165(0.141) 0.303(0.214) r,

.429E+00 0.635(0.250) 0.498(0.124) 0.329(0.181) 7. ,

.534E+00 0.105(0.203) 0.192(0.099) -0.028(0.148)

.682E+00 0.126(0.164) 0.419(0.085) 0.302(0.122)'

.sO8EtOO O.370(0.142) '
-

.868E+00 0.693(0.142)

.901E+00- 0.299(0.131)
. O.212(0.095)"

.935E+00- O.736(0.136) ,

.101E+01. 0.780(0.130) (

.110E+01 O.915(0.128)'

.119E+01 0.963(0.124)

.125E+01 0.166(0.098) 0.254(0.073)

.130E+01 0.790(0.110)

.143E+01 0.745(0.103)

.157E+01 0.481(0.087)

.174E+01 0.466(0.081)

.183E+01 0.306(0.072) 0.157(0.052)

.194E+01 0.423(0.073) 5

.217E+01 0.501(0.071) < ,

'.233E+01 0.433(0.120)
.240E+01 0.254(0.112)
.248E+01 0.562(0.119)

+ . .256E+01 0.415(0.111)
.264E+01 0.705(0.119)
.273E+01 0.649(0.114)
.282E+01 0.860(0.121)
.291E+01 0.731(0.113)
.296E+01 0.234(0.048) 0.098(0.034)
.301E+01 0.559(0.103)
.312E+01 0.786(0.110)
.323E+01 0.925(0.115) ,

.335E+01 1.192(0.126) ,

.347E+01 1.344(0.133)

.360E+01 1.803(0.157) !

.374E+01 2.150(0.177)

.389E+01 2.259(0.183),

.404E+C1 0.516(0.156) 2.388(0.190) 0.235 (0. lO7 )' e

.421E+01 0.605(0.154) 2.429(0.191) 0.227(0.103)

.438E+01 0.463(0.145) 2.528(0.196) 0.391(0.103)

.457E+01 0.278(0.135) 2.127(0.169) C.256(0.097)s

.477E+01 0.487(0.136) 1.940(0.156) -0.084(0.090),

.498E+01 0.534(0.134) 1.541(0.130) 0.JO2(0.091)

.521E+01 0.681(0.134) 1.333(0.116) 0.230(0.086)
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| FISSION CROSS SECTION (ERROR)'

#(BARN)- /i

l
''NEUTRON i

CM-246 d% Cm-248ENERGY (eV) Cm-244 -

( l
I .545E+01 - 0.876(0.137) 0.933(0.091) 0.416(0.088) -

. .

.571E+01 1.390(0.154) 0.942(0.090) 0.334(0.082),' *

.599E+01 2.074(0.182) 0.896(0.086) 0.438(0.082) e < f/,

! .629E+01 3.070(0.228) 0.685(0.073) 0.604(0.085) ; a *p~~-

.661E+01 4.287(0.289) 0.743(0.074) 0.793(0.092) A

.696E+01 4.714(O!309) 0.774(0.075) 0.664(0.083)
' ''

.733E+01 5.088(0.327) 0.644(0.066) 0.770(0.085) <,

.774E+01 4.902(0.315) 0.641(0.065) Of494(0.GTIF qf| .

'
' .818E+01 3.998(0.264) 0.548(0.058) 0.477(0.058) ,,

.866E+01 2.945(0.205) 0.552(0.057) 0.333(0.6.60) i

.919E+01 2.098(0.159) 0.542(0.055) 0.180(0.054)

.976E+01 1.473(0.125) 0.399(0.046) 0.14?(0.650)'

.104E+02 0.961(0.098) i O 401(0.0,45) 0.097'(0.047)
i .111E+02 0.860(0.090) ' ,0.333(0.040) 0.106(Olbe5) I

.118E+02 0.845(0.087). 0.329(0.039) 0.070(0.042)

.127E+02 1.080(0.095), O 424(0.042) 0.183(0.042),

.136E+02 1.704(0.124). 0L519(0.047) 0.111(0.038)'

.147E+02 2.655(0.172)j O.595(0.050) 0.100(0.035)
1 .159E+02 3.180(0.199D O.507(0.044) 0. 011( O'go32 ).
'

.172E+02 3.199(0.198) 0.484(0.042) 0.125AO.032)

.187E+02 2.989(0.185) 0.365(0.034) 0.094(0.029)
; .204E+02 3.026(0.186) 0.342(0.032) 0.232(0.032)
{ .223E+02 2.975(0.182) 0.277(0.027) 0.425(0.040)3
! .245E+02 2.379(0.148) 0.295(0.027) 0.654(0.052)
; .271E+02 1.914(Oil 21) ,' 0.240(0.024) 0.658(0.052) )j .301E+02 2.342(0.143) - O.238(0.023) 0.482(0.040)-

,

.323E+02 2.751(0.196) 0.201(0.033) 0.375(0.048) .

.332E+02 2.554(0.185) 0.202(0.032) 0.321(0.045) j
'

.342E+02 2.714(0.193) 0.287(0.036) 0.356(0.046)

.352E+02 2.362(0.272) 0.233(0.033), J0.22O(0.042) ,

.362E+02 2.411(0.174) 0.187(0.030) 0.,165(0.038) '

.373E+02 1.731(0.136) 0.208(0.031) { 0.162(0.037)
; .385E+02 1.735(0.135) 0.254(0.033) p' O.19)(0.037) *
i .397E+02 1.462(0.119) 0.231(0.031) O.233(0.037)
: .409E+02 1.276(0.108) 0.202(0.029) 0.119(0,.034)

.422E+02 1.047(0.095) 0.158(0.027) 0.182(0.035) 4

.436E+02 1.038(0.094) 0.196(0.028) 0.195(CsO35) N, .
,

| .451E+02 0.959(0.089) 0.238(0.030) 0.127(02032) \
; .466E+02 0.811(0.080) 0.217(0.028) " O.177(0.033) *

.482E+02 0.796(0.078) 0.207(0.027)- 0.174(0.032)-

.499E+02 0.752(0.075) 0.197(0.026) 0.221(0.033) )

.517E+02 0.861(0.080) 0.151(0.'024.) 0.300(0.036)

.536E+02 0.695(0.070) 0.180(0.025) 0.488(0.045)

.555E+02 0.598(0.064) 0.238(0.026)'_ 0.817(0.065)a

.576E+02 0.631(0.065) 0.174(0.014) 1.255(0.094), .

.599E+02 0.671(0.066) 0.231(0.'016) 2.001(0.144)A.622E+02 0.623(0.063) 0.254(0.027) 2.952(0.209) ,%
.

.647E+02 0.609(0.061) 0.329(0.032) 3.973(0.279) * 'i

.- - t y
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FISSION CROSS SECTION (ERROR)V

'
(BARN)

NEUTRON / s
''

EUERGY(eV) Cm-244 Cm-246 Cm-248
I ^

.673%+9Rs 0.683(0.064) 0.349(0.033) 4.983(0.348)

.701E+02 0.671(0.,063) 0.435(0.038) 5.666(0.395)

.731E+02 0.844(0.071) 0.495(0.041) 6.171(0.430)

.763E+02 0.901(0.074) 0.634(0.050) 5.809(0.405)

.797E+02 1.017(0.079) 0.669(0.052) 5.131(0.358)

.833E+02 0.933(0.074) 0.728(0.056) 4.465(0.312)

.372E+02 0.959(0!Q75) 0.609(0.048) 3.432(0.240)

.913E+02 0.,953(0(074) 0.557(0.044) 2.710(0.191)

.958E+C2 0.987(3:075) 0.483(0.039) 2.179(0.154)
(f # .101E+03 0.817(b.065) 0.406(0.034) 1.680(0.120)-

.106E+03 0.687(0.'057.) 0.288(0.026) 1.305(0.094)

.111E+03 0.683(0.056) 0.286(0.025) 1.096(0.079)
'

47q .117E+03y O.651(0.054) 0.251(0.023) 0.893(0.066)i

p'if
,

.124E+03 0. 701(Qc OS6) 0.253(0.023) 0.808(0.060)

.131E+03 0.67350'.053) 0.293(0.025) 0.714(0.053)
6 * . 139E+03 0.63300.050) 0.330(0.027) 0.615(0.046)

.147E+03 Q.574(0.052) 0.349(0.028) 0.576(0.043)
/ 5156E+03 0.615|(0.048) 0.331(0.027) 0.511(0.039)<

* ,'

".'166E+03 0.67?(0.051): 0.315(0.026) 0.493(0.038)
.177E+03 0.794(0.057) 0.243(0.021) 0.468(0.036).

.190E+03 0.765(0.*054)! O.231(0.020) 0.507(0.038)

.203E+03 0.777(0,.055)t 0.219(0.019) 0.497(0.037)

.218E+03 0.792(O'.055) 0.230(0.019) .0.491(0.037)

.235E+C3 0.586(0.043) 0.219(0.018) 0.452(0.034)

.254E+03 0.523(0.039) 0.256(0.020) 0.419(0.031)

.275E+03 0.468(0.035) 0.275(0.021) 0.319(0.025)

.299E+03 0.468(0.035) 0.316(0.024) 0.298(0.023)

.326E+03 0.493(0.036) 0.333(0.025) 0.251(0.020)

.357E+03 0.567(0.039) 0.358(0.026), 0.216(0.017)5

.393E+03 0.582(0.039) 0.283(0.021) 0.185(0.015)
,

.434E+G3 0.559(0.038) 0.241(0.018) 0.174(0.014)

.482E+0L O.492(0.033) 0.174(0.014) 0.155(0.013)'

.539E+03' O.438(0.030) 0.154(0.012) 0.140(0.011)

.6065+03 0.422(0.029) 0.166(0.013) 0.124(0.010)4

J.665E+03 0.421(0.032) 0.184(0.015) 0.128(0.012)7 1
.709E+03 0,471(0.035) 0.197(0.016) 0.107(0.010)
.758E*C3 0.472(0.034) 0.201(0.016) 0.114(0.010)
.812E+03 0.495(0.035) 0.224(0.017) 0.104(0.010)
.872E+03 0.418(0.030) 0.213(0.017) 0.104(0.009)
.939E+03 0.375(0.028) 0.204(0.016) 0.099(0.009)
.101E+04 0.346(0.026) 0.170(0.013) 0.092(0.008)
.110E+04 0.280(0.022) 0.147(0.012) 0.088(0.008)
.119E+04 0.287(0.022) 0.137(0.011) 0.078(0.007)
.130E+04 0.239(0.019) 0.120(0.010) 0.075(0.007)
.143E+04 0.229(0.018) 0.106(0.009) 0.068(0.006)
.157E+04 0.240(0.018) 0.116(0.009) 0.065(0.006)
.173E+04 0.264(0.019) 0.102(0.008) 0.062(0.006)
.193E+04 0.232'(0.017) 0.095(0.008) 0.063(0.006),'ej-
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FISSION CROSS SECTION (ERROR)
(BARN)

NEUTRON
ENERGY (eV) Cm-244 Cm-246 Cm-248

.215E+04 0.197(0.015) 0.093(0.007) 0.065(0.006)

.242E+04 0.178(0.013) 0.089(0.007) 0.058(0.005)

.274E+04 0.166(0.012) 0.097(0.008) 0.061(0.005)

.314E+04 0.166(0.012) 0.093(0.007) 0.058(0.005)

.362E+04 0.155(0.011) 0.089(0.007) 0.052(0.004)

.422E+04 0.148(0.011) 0.082(0.006) 0.055(0.004)

.499E+04 0.131(0.008) 0.071(0.005) 0.059(0.004)

.557E+04 0.152(0.014) 0.069(0.007) 0.056(0.005)

.584E+04 0.131(0.013) 0.069(0.006) 0.058(0.006)

.612E+04 0.108(0.011) 0.068(0.006) 0.059(0.005)

.643E+04 0.117(0.012) 0.064(0.006) 0.055(0.005)

.676E+04 0.131(0.013) 0.067(0.006) 0.056(0.005)

.712E+04 0.142(0.013) 0.068(0.006) 0.061(0.005)

.750E+04 0.135(0.012) 0.058(0.005) 0.061(0.005)

.792E+04 0.103(0.010) 0.065(0.006) 0.059(0.005)

.837E+04 0.123(0.011) 0.056(0.005) 0.055(0.005)

.886E+04 0.105(0.010) 0.062(0.006) 0.055(0.005)

.940E+04 0.120(0.011) 0.056(0.005) 0.063(0.005)

.998E+04 .O.105(0.010) 0.056(0.005) 0.058(0.005)

.106E+05 0.110(0.010) 0.059(0.005) 0.055(0.005)

.113E+05 0.112(0.010) 0.051(0.005) 0.061(0.005)

.121E+05 0.110(0.010) 0.049(0.004) 0.054(0.005)

.130E+05 0.104(0.009) 0.053(0.005) 0.052(0.004)

.139E+05 0.085(0.008) 0.049(0.004) 0.050(0.004)

.150E+05 0.104(0.009) 0.044(0.004) 0.050(0.004)
; .162E+05 0.095(0.008) 0.046(0.004) 0.052(0.004)

.176E+05 0.105(0.009) 0.043(0.004) 0.055(0.004)'

.191E+05 0.083(0.007) 0.042(0.004) 0.051(0.004)

.208E+05 0.083(0.007) 0.045(0.004) 0.049(0.004)

.228E+05 0.077(0.007) 0.042(0.004) 0.052(0.004)

.251E+05 0.079(0.006) 0.039(0.003) 0.047(0.004)

.277E+05 0.074(0.006) 0.039(0.003) 0.045(0.003)

.308E+05 0.069(0.006) 0.037(0.003) 0.042(0.003)

.344E+05 0.067(0.005) 0.039(0.003) 0.043(0.003)

.387E+05 0.063(0.005) 0.036(0.003) 0.039(0.003)
| .438E+05 0.064(0.005) 0.033(0.003) 0.037(0.003)

.501E+05 0.054(0.004) 0.032(0.003) 0.037(0.003)'

.577E+05 0.053(0.004) 0.030(0.002) 0.033(0.002)
| .673E+05 0.043(0.003) 0.030(0.002) 0.032(0.002),

.795E+05 0.041(0.003) 0.029(0.002) 0.028(0.002)
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Table 3. Curium Resonance Parameters

9elanova et al. RPI Benjamin et al. RPI

244g

E,(eV) A (b-eV) T,(meV) T(meV) T (meV) T,(meV) T (meV) T (meV)g g g

7.67 14.91 8 10.41 4 4413 .T !.01
16.2 1913 1.91 3 3715 1.41 4

22.8 1214 .841 1 36110 311
35.0 4314 4.51 3 3515 2.91 6

@
@ ~

O 246
N Cm

* ** **
1.2 .41 1 .43 31 .01

4.3 4.11 5 .341 01 2712 .341 05 .311 02 3116 .441 1
'

15.3 1.61 3 .521 01 2 8_+ 3 .321 07 .551 12 31 .351 11

158.5 1214 26.518.8 31 1.01 5

248

7.25 2.21 3 1.91 04 3613 .071 01 1.781 05 23.3 1.0 .061 01

26.8

35.0 2.41 6* 9.512.0 38+5 .081 03 11.721 47 30.212.7 .071 02

75.6 160120 96.8314.36 26 3.91 5
*
Tentatively Assigned to CD

**
Average Values for 15.3- and 158.5-eV resonances

*DeducedfromMoore&Keyworth|7|
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Figure 1. Photograph of the inside of the five-sample fission chamber
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24I 243
FAST INTEGRAL CROSS SECTIONS FOR Am AND Am*

R. A. Anderl, N. C. Schroeder, Y. D. Harker
EG&G Idaho Inc.

Idaho National Engineering Laboratory
Idaho Falls, Idaho 83415

ABSTRACT

This paper reports on integral capture and fission cross-section experiments
for 241Am and 243Am in the fast neutron field of the Coupled Fast Reactivity
Measurements Facility (CFRMF). The integral cross sections were derived

241from measurements of the Am(n,f), 241Am(n,y) 2429Am, 243Am(n,f) and
243Am(n,y ) 244 gam integral reaction rates using gamma-spectrometric and
isotope-dilution alpha-spectrometric (IDAS) techniques. Integral cross
sections in barns obtained from this work are as follows: 0.450 + 6.2% for

Am(n,f),1.2213.5% for 241Am{n y) 2429Am, 0.35316.1% for 74 3Am(n,f)
241

243 g
and 0.0976 + 4.8% for Am(n,y ) 9Am. Conventional integral-testing
analyses, based on ratios of calculated-to-measured spectrum-averaged cross
sections, and least-squares-adjustment analyses were made to assess the

,

: consistency of these integral data with the corresponding cross sections
on ENDF/B-V. The results of these studies are also reported here.

1. INTRODUCTION

In recent years, considerable attention has focused on the adequacy of the
neutron cross-section data for higher mass actinides including 241Am,

l243Am, 242Cm and 244Cm . Because these nuclides are produced in substantial
quantities in high-burnup fast reactor cores, they impact fuel cycle

, optimization and waste management for fast reactors. The americium isotopes
| have sizable neutron capture cross sections in fast reactor spectra and, as

such, are poisons. They also have significant cross sections for fission
above 2 MeV neutron energy and they therefore contribute to the neutron
source term for the reactor. The curium isotopes, which are produced via
neutron capture in the americium isotopes followed by B decay, both under-
go spontaneous fission and, therefore, they impact reactor shutdown and
startup operations. From a fuel-handling and waste-management perspective,
all four nuclides are relatively long2 lived, they are intense alpha and2gamma emitters and, in the case of Cm and 244Cm, they are intense
neutron sources.

An accurate prediction of the buildup and burnup of these nuclides depends
explicitly on accurate specifications of the respective neutron cross

241Am and 243Am. The ENDF/B-V evaluation of the| sections, especially for
capture and fission cross sections for these nuclides relied heavily oni

| theoretical calculations, especially in the intermediate and fast neutron
2energy regions for the capture cross sections . At the time of this eval-

2uation , there was a very limited integral data base to test the evaluated
cross sections in the intermediate and fast neutron energy regions. The
present paper is concerned with improving the fast reactor integral data
base for these nuclides.

* Work supported by the US Department of Energy under DOE contract No.
DE-AC07-761001570.
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The primary purpose of this paper is two fold: (1)toreportmeasurements24of the integral capture and fission cross sections for Am and 243Am in
the fast neutron field of the Coupled Fast Reactivity Measurements Facility
(CFRMF)3 and (2) to assess the consistency of these integral data with the
evaluated cross sectipns on ENDF/B-V. The results reported here update the !

preliminary values reported earlier". Pertinent experimental details are I
addressed in Section 2. This includes a description of the CFRMF irradiation lexperiments and the determination of integral capture and fission reaction '

rates by means of gamma-spectrometric and isotope-dilution alpha-spectrometric |
(IDAS) techniques. Section 3 presents detailed results concerning the
application of the measured integral data in both integral-test and least-
squares-adjustment analyses for the ENDF/B-V cross sections. We conclude
this paper in Section 4 with an assessment of the principal results of
the cross-section data-testing analyses and we point out those areas for
future work. Complete documentation of the measurement phase of this work
is found in Reference 5.

2. EXPERIMENTAL DETAILS AND RESULTS

2.1 Irradiation Experiments

The irradiation facility for these experiments was the CFRMF '6 which is3

located at the Idaho National Engineering Laboratory (INEL). The CFRMF
is a zoned-core critical asspbly with a fast neutron spectrum zone in23the center of an enriched 0, water moderated thermal driver. Approx-
imately 95% of the neutrons in the central spectrum are between 4 kev and
4 MeV and the median and mean neutron energies are 370 kev and 1760 kev,
respectively. The central neutron spectrum is a Cross-Section Evaluation
Working Group (CSEWG) benchmark field for testing dosimetry, fission-product
and actinide cross sections for ENDF/B-V. An update of the RMF central |

neutron spectrum characterization has been reported recently

Source material for these experiments was obtained as americium oxide powder
from Oak Ridge National Laboratory from lot number BP75-380 for 241Am and

243 241lot number Am-1-91 for Am. The Am sample material was isotopicgily
enriched to 100% in 241Am and had no measurable Cm impurity. The " gam242

241243Am with 0.01% Am andmaterial was isotopically enriched to 99.99%
244< 1 ppm Cm. Samples with masses ranging from 0.25 mg to 1.25 mg were

sealed in thin walled quartz ampoules for irradiation in the CFRMF.

241 243Five ampoules containing Am and two ampoules containing Am were irrad-
iated at different times at the core midplane of the CFRMF. The reactor was
operated at a power level of 100 kW which produces a neutron flux level of
- 8.7 x 1011 2n/cm -s at the sample location. Power level monitoring for the
irradiations was done by means of the activation of gold monitors which I

accompanied each irradiation package.

2.2 Measurement Techniques

Post-irradiation measurements for the samples employed a combinationg mma-
spectrometric '8 and isotope-dilution alpha-spectrometric techniques8

The gamma sgectrometric approach was used for the measurements of the98 241 243197Au(n,Y) Au activation rate, the fission rates of Am and Am based

1106
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.

on prominent lines (328, 487, 537, 815 and 1596) in the B decay of 140Ba
and of 140La, and the 243Am(n,y) 244 gam capture rate based on the 744-kev
and 898-kev lines for 244 gam. Isotope-dilutionalgha-spectrometrywasused241 2 3for mass assaying the contents of each Am and Am ampoule and for the

241
measurement of the 242Cm contents in the irradiated Am samples.

Gamma measurements were made with three calibrated Ge(Li) spectrometers, each
with a large coaxial Ge(Li) detector. Standard gamma-ray counting techniques ,9e

were followed for the CFRMF activation experiments. Equation 1 was used for
the determination of the reaction rates RR from the gamma-ray data.

A 1.1.D. 1
RR = .6 .6bc N Y 6) .6263 4 5

*

The symbols in equation 1 are defined as follows: A is the measured peak area,
b is the gamma-ray branching ratio, c is the detector efficiency, N is the
number of atoms for the isotope of interest in the sample, Y is the fission
yield, D is the irradiation / decay / count time history factor, and the 6 are4

corrections for gamma-ray self-absorption (1), gamma-ray attenuation ih an
external absorber (2), random summing and live timer effects (3), neutron
resonance self-shielding (4) and coincidence summing (5).

Decay data used in the analysis of the gamma-spectrometric measurements were
140Ba, 140Lataken from the following sources: Reference 8, half lives for

and Au and emission probability for 198Au 411 line; Reference 12, emission198

probabilities for Ba and 140La gammas; Reference 13, half lives and emission140

gbabilitiesfor Np and 244 gam; and Reference 14, half lives for 241Am and239'

Am. A mass 140 cumulative fission yield of 5.5% with a 5% uncertainty was
l5used in all fission-rate determinations

10,11

The technique of isotope-dilution alpha-spectrometry is based on the following:

(1) mixing a mass aliquot, M, of a precalibrated spike solution (con-
centration N for isotope y) with a mass aliquot, R, of the solution

Ywith unknown concentration for isotope x;

(2) electroplating sources of the spike solution, the unspiked sample
solution and the spiked sample solution;

(3) using alpha spectrometer measurements to determine the relative atom
concentrations of the isotopes in the three solutions: R the x to

R , the y to x atom *Y,atio in
y atom ratio in the spike solution; u Y*the x to y atom ratio in the

r

the unspiked sample solution; and R,Y,
spiked sample solution;

(4) computing the concentration, N , of the isotope of interest in the un-
known solution using equation *2.

(II - R*Y) . .S
*Y Y (2)W =

*
u yx)R (1 - R Rxy .

1107

__ _ _ _ _ _ _



- _ _ _ . _ _

Isotope-dilution alpha-spectrometry was used to detennine the 241Am and
243Am masses in each. irradiated ampoule and to determine the 242 m content
in three of the irradiated 241 24

Am samples. Spike solutions of
Amang"Cm241 Am were used for the 241 24Am and

spike solution was used in the analysis for theAm mass ass g ,m content.respectively.
A

C The pro-
cedures for the determination of the 242Cm in the irradiated 241Am samples
required a chemical separation of the curium fraction from the americium
fraction prior to alpha spectrum measurements. The ion exchange methods of
Smith and Hoffman16 were used for this purpose. Generally the separation

241 242procedure reduced the amount of Am relative to Cm in the sources by
better than 1000.

Am(241) mand 2429Am was derived from the
The integral reaction rate,4o, for 242 ny

A 242results of the IDAS determination of the Cm atom concentrations
in each applicable irradiated sample by equation 3.

-1
N'(Ts) (1 -e- A' t ) e- A''s A' (1-e A )e- A's - (3)

t
4, _A . A|

,
_

f A- A ' A-A'N I
1

Ineg429Amanduation 3 the symbols are defined as follows:A and A' are decay constants
242for Cm, respectively; f is the 8" branching fraction for 242 gam; '

t is the irradiation time; T is 's the time from end of irradiation to start ofCm/Am chemical separation; N (T ) is the 242Cm atom concentration at time r ;
2 i+ 1Amatomconcentrition. The nuclear data required for theandNiisthe s

IDAS analyses were taken from Reference 14.

2.3 Measured Integral Reaction Rates

Twoirradiationexp41eriments were carried out to detennine the integral fissionreaction rate for Am. Gamma-ray spectra were measured for each encapsulated
specimen (-250 ug) for decay times ranging from one day to 17 days after the
end of the irradiation. A cadmium absorber with a thickness of- 0.5 mm was
placed between the 241Am source and the detector to reduce the intensity of
the 59.0-kev line and, therefore, dead time problans. Integralfissionre-action rates, corresponding to each prominent line in the 1OBa 140La
decay, were obtained for each irradiated sample by the radiometric method
described in Section 2.2. Average reaction-rate values for each irradiation
were obtained by combining the values corresponding to each gamma line. These

, average integral fission rates and the corresponding gold monitor capture
| rates are listed in Table 1 for each irradiation.

Three irradiation experiments were carried out to determine the
241 Am(n,Y) 244 gam capture rate based on measurements of Cm production242

241relative to Am sample content. Approximately one mg samples were used
in each experiment. After a decay period following each irradiation to allow

242for grow in of the Cm, each ampoule was opened and the contents were assayed
for their 241Am and 242Cm atom concentrations by using IDAS as outlined in
Section 2.2. Equation 3 was used to derive the " measured" integral reaction
rate from the IDAS results. Integral rates for each irradiation experiment
are listed in Table 1.
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Table 1. Summary of Measured Integral Reaction Rate (RR) Data, Derived Neutron Fluxes
241 243and Integral Cross Sections for Am and Am Irradiated in CFRMF at 100 kW

Measured or
aExperiment Type Derived Quantity Irradiation 1 Irradiation 2 Irradiation 3

241 RR 197Au(n,Y) 3.341 x 10-13(1.6,0.5)b 3.427 x 10-13(1.6,0.5)Am Fission ---

RR 241Am(n,f) 3.975 x 10-13(5.9,3.1,1.3) 4.011 x 10-13(5.9,3.1,1.2) ---

Neutron Flux 8.87 x 10" (3.1,2.7) 8.86 x 10lI(3.1,2.7) ---

1Fission Cross 0.448(6.7,3.5) 0.453(6.7,3.5) ---

Section

Cm Production RR I Au(n,Y) 3.470 x 10-13(1.6,0.5) 3.435 x 10-13(1.6,0.5) 3.471 x 10-13(1.6,0.5)242

RR 241Am(n,y)242 gam 1.078 x 10-12(2.7,2.1) 1.096 x 10-12(3.4,2.9) 1.098 x 10-12(2.4,1.6)

Neutron Flux 8.97 x 10" (3.1,2.7) 8.88 x 10lI(3.1,2.7) 8.98 x 10'(3.1,2.7) j

r Capture Cross 1.20(4.1,2.6) 1.23(4.6,3.3) 1.22(3.9,2.3)
$ Section
e

Am Fission RR- Au(n,y) 3.380 x 10-13(1.6,0.5) 3.363 x 10-I3(1.6,0.5) ---
|

243

and Capture RR 243Am(n,f) 3.08 x 10-13(5.6,2.5,1.3) 3.07 x 10-13(5.5,2.4,1.2) ---

8.25 x 10-I4(4.1,3.5) 8.75 x 10-I4(3.7,3.3)*Am(n,y)244gRR- Am ---

Neutron Flux 8.74 x 10"(3.1,2.7) 8.70 x 10"(3.1,2.7) ---

Fission Cross 0.352(6.4,3.0) 0.353(6.3,2.9) ---

Section
Capture Cross 0.0944(5.1,3.8) 0.101(4.8,3.7) ---

Section

Units of Integral Reactign Rate (RR),' neutron flux and integral cross section are reactions per second pera.
nucleus, neutrons per cm -sec and barns, respectively.

b. First value in parenthesis is total error estimate. Second and third values are reduced errors which do
not include uncertainty contributions which are fully correlated from irradiation to irradiation. See
text for details.



Two irradiations of approximately 1.25 mg samples of 243Am were made for the
purpose of measuring the integral fission and capture reaction rates. The |
integral fission rate is based on the gamma sgtromegric method for measuringBa 14 La. The capture rate tothe emission rates of the prominent lines in,

24410.1 h 9Am is also based on the same method for measuring the emgion
9 m.rates of the 744.1-kev and 898.2-kev gamma rays in the B decay of A

Measurements of the gamma intensities of the activation ard fission products
2 39 2 39were made relative to prominent gammas from Np. Because Np, the alpha ,

243 243Am 1decay daughter of Am, was in secular equilibrium with the parent
activity, this approach bypassed the need for a direct 243Am mass determination.
Consequently, only relative peak areas, efficiency factors branching ratios and
attenuation factors were required for the analyses. However, the analyses

23sNp43 agreed well with subsequent absolute analyses which used therelative to
IDAS determined Am masses.

Gamma-ray spectra for the 243Am fission experiment were measured on a single
Ge(Li) spectrometer system with a source-to-detector distance of 10 cm and
with an external absorber packet of - 0.5 mm Cd and -5 m Pb placed between
the sample and the detector. The absorbers were reguired to reduce the in-243 23tensity of the low energy photons from Am and Np relative to the fission-
product gammas. Corrections for gamma-ray attenuation through the absorber

152Eu and 15"Eu sources.' packet were determined by transmission experiments with
Average integral fission rates, obtained by combining the values corresponding

140Ba 140La decay, and the corresponding gold monitorto each gamma line in the
capture rates are listed in Table 1 for each irradiation.

Gama-ray spectra for the 243Am capture experiment were measured on two
different Ge(Li) spectrometers with source-to-detector distances of- 60 cm
and with no external absorbers. Integral capture rates, corresponding to
the two 244 gam lines, were obtained by the radiometric method described in
Section.2.2. Average capture rate values, obtained by combining the values for
each gamma line, are listed in Table 1 for each irradiation.

In Table 1, the values in parenthesis show a partial breakdown of the uncer-
tainty contributions for the measured integral data. All values are tabulated
as percent errors. The first value given is the total estimated error and
second and third values are reduced errors. That is, they do not include all
identified error contributions.. For the IS7Au(n,y) integral measurements,
the first error value is the quadrature sum of the following: statistical
error, and errors associated with each foil mass, the detector efficiency
and the branching ratio for the 411-kev line. The second error value rep-
resents the statistical component only.

241Three values are given for the errors in each measured Am fission rate.
The first value, the total error, is the quadrature sum of error contributions
from the following: fission yield (5%), detector efficiency (- 1.5%), sample
mass (- 2.4%) and the standard deviation resulting from averagir.g together
the integral rates computed for each 140Ba.140La gamma line. The fission
yield uncertainty was removed from the total error to give the second value
in parenthesis. The third value represents the standard deviation resulting
from the averaging process.

Two error values are given for the 241Am(n,y) 2429Am integral data. The_ total
estimated error, which is given first, includes the uncertainty in the 8
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| branching ratio for 242 gam and statistical and systematic errors associated
'

with the IDAS determination of the Cm and 241Am atom concentrations in242
i

each sample. The branching ratio uncertainty is not included in the second
error value.

Three error values are given for the Am fission rates. The computation243

of the total error included the following uncertainties: the uncertainty in
239the branching ratio for the 334-kev line in Np; a relative efficiency

factor uncertainty of 1%, a 1% uncertainty in the relative attenuation factor,
a 5% fission yield uncertainty and the standard deviation resulting from com-

140Ba 140La line.bining individual reaction rate determinations for each
The second error value represents the total error without the fission yield
uncertainty contribution. The third error value is the standard deviation
resulting from the averaging process.

3. CROSS-SECTION DATA TESTING

3.1 Integral Tests

Integral test analyses included the following: (1) determination of the neutron
flux for each irradiation, (2) derivation of spectrum-averaged cross sections
from the measured reaction-rate data, (3) computation of spectrum-averaged cross

sections for these reactions using multigroup) representations of the evaluatedcross sections and the CFRMF spectrum, and (4 comparison of the " measured"
and calculated spectrum-averaged cross section and a consistency assessment
of the integral test.

,

The neutron flux for each irradiation exper' ment was detennined by correlatingi
the reaction rates measured for the gold power level monitors at 100 kW oper-
ation with reaction rates for gold pger level monitors used in the Interlab-

l8 An independentoratory Reaction Rate Program (ILRR) for 6 kW operation
flux determination had been made for the 6 kW operation based on a flux trans-
fer using measured fission rates for 239Pu in the CFRMF and in the National
Bureau of Standards (NBS) 252Cf standard field '8 Neutron fluxes for the8

present americium irradiation experiments are given in Table 1. Two values
are given for the error in the neutron fluxes. The second value is the error
in the neutron flux for the reference 6 kW power level. The first error is
the quadrature sum of the reference level error and errors in using the gold
power level monitor data to scale the neutron flux to 100 kW operation.

Integral cross sections for each of the americium capture and fission reactions
were derived by dividing the measured integral reaction-rate values in Table 1
by the appropriate neutron fluxes. The results are given in Table 1. Two

error values are listed for each derived integral cross section. The first
241Am anderror is the total estimated error in the derived quantities. For

243 Am fission, the second error quoted does not include the 5% yield error
and the 2.7% error in the reference flux level. The second error given for
each 241Am(n,y) 242 gam cross-section value does not include the 1.7% uncer-
tainty in the 6 branching fraction for 242 gam and the 2.7% reference flux
level error. Errors which are not included in the second error for each
243Am capture integral cross section value, are a 1.4% uncertainty in the
branching ratio for the 277-kev line in 2 39Np, a 1.5% detector efficiency
error and the 2.7% reference flux uncertainty. The results from the different
irradiation experiments were combined to give the following integral cross

1111



sections in barns: 0.450 + 6.2% for 241Am(n,f),1.22 + 3.5% for241Am(n,y) 2429Am, 0.353 + 6.1% for 243
-

Am(n,f) and 0.0V76 + 4.8% for243Am(n,y) 2449Am. Total capture cross sections for 241Am and 243Am were
derived from the partial cross sections by utilizing isomer ratio information

19reported by Mann and Schenter Assuming ratios for ground state branching
relative to total neutron capture of 0.787 for 241Am(n,y) and 0.109 for243

AmgAm and,y), total integral capture cross sections in barns are 1.55 + 3.5%2for 0.895 + 4.8% for 243Am.

Integral cross sections were computed using 620-group representations of the
CFF.MF central spectrum and of the evaluated cross sections on ENDF/B-V. The
spectrumforresponds to that used for testing the dosimeter cross sections on
ENDF/B-V A comparison of these calculated integral cross sections to the.

" measured" integral cross sections gives the following C/M ratios:

241AmgAm(n
1.17 + 9% for ,f), 0.71 + 4% for 241Am(n,y),1.19 + 9% for 243Am(n,f)2and 0 65 + 5% for ,y). The uncertainty computed for each C/M ratio
is the quadrature sum of the error in the measured quantity and the error in
the calculated integral cross section due to spectrum uncertainties only. The
spectrum uncertainty contribution was obtained by using a flux spectrum co-
variance matr which was generated in a sensitivity and uncertainty analysis
for the CFRMF

3.2 Least-Squares-Adjustment Analysis

Least-squares-adjustment analyses were made with the FERRET code 22,23 The
adjustment analysis was made in a 53-group energy structure and it included
the following input data: (1) 23 dosimeter integral reaction rates , (2) six7

integral reaction rates for capture and fission in 242Pu, 242Am, 243Am, (3)
CFRMF spectrum'and associated covariance matrix, (4) cross sections processed
with CFRMF spectrum weighting from ENDF/B-V for all reactions, and (4) co-
variance matrices for all reactions. The measured integral data were assumed
to have zero correlation in the analyses. Covariance matrices for the dos-
imeter reactions were a mixture of matrices generated from the ENDF/B-V co-
variance files with the PUFF-2 code 24 and matrices generated by F. Schmittroth
to improve upon the ENDF/B-V prescriptions . Twenty-one dosimeter covariances
were from the Schmittroth library. Covariance matrices for the actinide re-
actions were generated in two ways: (1) PUFF-2 processing 2of the error filesin ENDF/B-V and (2) using a gaussian-type parametric form to describe the
short-range correlations between the group wise uncertainties as obtained
from ENDF/B-V and adding an additional normalization uncertainty in the un-
resolved and smooth energy ranges. The second approach to generating co-
variance matrices for the actinide reactions was emphasized in this study
becagg of the limitations of the error files on ENDF/B-V (no error files
for Am, missing error and correlation information for some energ1 regionsfor 241Am and 242Pu, block-type correlation specifications). The Am un-
certainty information on ENDF/B-V was used for 243Am, however, the normaliz-
ation component was doubled from 15% for 241Am to 30% for 243Am.

Preliminary results of thegast-squargs-analysis using the parametric co-24variance prescription for Am and Am are illustrated in Figures 1-4.
The upper part of each figure shows a direct comparison of the 53-group
cross sections over the neutron energy ranges in which the CFRMF spectrum
is sensitive. The bottom part of each figure shows the ratio of the
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adjusted-to-unadjusted cross sections for the analysis. The input cross-section
uncertainties are indicated by the upper and lower bounds. The adjusted uncer-
tainties are illustrated by vertical lines through the group mid-energy points.
These figures indicate the energy range and the magnitude of the adjustments
required to achieve consistency between the measured integral data and the
evaluated cross sections. It should be noted that within the constraints of
the input uncertainties and correlations, the cross-section adjustments were of
sufficient magnitude to reduce the discrepancies between the measured and cal-
culated integral cross sections to 1.7% or better.

5. CONCLUDING REMARKS

In this paper we have reported on integral capture and fission reaction-rate
measurements for 241 Am and 243Am irradiated in the fast neutron field of the
CFRMF. A comparison of spectrum-averaged cross sections derived from the
measured reaction rates to integral cross sections calculated with ENDF/B-V
cross-section data indicate significant discrepancies between the integral
measurements and the evaluated cross sections. Possible sources of the dis-
crepancies include the following: (1) the evaluated cross sections on ENDF/B-V,

140(2) the Ba cumulative fission yield used in the determination of the fission
rates, (3)244the neutron capture branching fractions to the ground states of242Am and Am, and (4) the spectrum characterization. We do not suspect the
spectrum characterization to be the source of the inconsistencies for several

3reasons: (1) an extensive measurement and calculational effort '6'7 to
characterize the spectrum has been made and (2) a least-squares-adjustment
analysis with dosimeter integral data only indicates a high degree of con-

7sistency between a broad range of dosimeter reactions and the spectrum . How-
ever, the fission yield and neutron-capture branching fraction data used are
based on calculation only. Experimental verification of these data are required.

The impact of these integral data on the evaluated cross sections was assessed
22by means of a least-squares-adjustment analysis with the FERRET code As

shown in Figures 1-4, the least-squares-adjustment analysis indicates that to
achieve consistency between the measured integral data and the evaluated cross
sections, the following cross-section adjustments are required: 241Am(n,f),
24]0% down (0.2 MeV to 17 MeV); 241Am(n,y), - 30% up (0.1 kev to 17 MeV);-

243Am(n,f), ~ 13% down (0.2 MeV to 17 MeV) and Am(n,y ), ~ 44% up (0.1 kev
to 17 MeV). The FERRET analysis points to the need for re-evaluating the
ENDF/B-V fast capture and fission cross sections for these nuclides and for
refining in a substantial way the associated covariance information on
ENDF/B.

|

|
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Figure 1. Comparison of adjusted and unadjusted cross sections for Am(n,f).
In the lower half of the figure, input cross-section uncertainties are indicated
by upper and lower bounds and adjusted uncertainties are indicated by vertical
lines through the group mid-energy points.
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ABSTRACT

Integral experiment data have been combined with the VITAMIN-E cross-
section library to creatu the adjusted library ORACLE-1. This adjusted
library has been applied to the sensitivity and uncertainty analysis of a
large LMFBR. Four responses namely, K gg, breeding ratio, peak power density-e
ratio, and sodium void reactivity, have been analyzed. A comparison of the
results for K gg, in particular, with previously reported results is presen-e
ted. The uncertainty in K gg due to nuclear data uncertainties is reducede
f rom 3% (unadjusted data) to 0.4% by use of the adjusted library.

I. INTRODUCTION

The joint work reported here is a continuation of a cooperative ef fort between
General Electric Company, Georgia Institute of Technology, and Oak Ridge
National Laboratory, with the main goal of investigating sensitivities and
uncertainties associated with calculated values of key performance parameters
in fast reactors. Earlier work was reported in Refs. I through 4. Related
effort has been concentrated on developing a least-squares adjusted cross sec-
tion and covariance library, ORACLE-1, for application to fast reactor design.

| A preliminary version of this library was described in Ref. 5. A final ver-
sion of this library, i.e. , ORACLE-I, has now been completed. This library is

basedontheapriori174-groupVJTAMIN-Ecrosssectionlibrary,6 a priori
covariances derived from ENDF/B-V and other sources, and twenty-seven bench-
mark integral experiments. This adjusted library consists of not only
adjusted cross sections in 174-group structure but also includes adjusted
cross section covariances in 26-group structure.

ORACLE-1 cross sections and covariances have been used in conjunction with the
VENTURE,8 DEPTH-CHARGE,9 and FORSS10 code systems to perform a sensitivity and
uncertainty analysis of key parameters for an R-Z model of a large heterogen-
cous fast reactor core. This model was also used in Ref. 4 to perform a sen-

sitivity and uncertaintg aaalysis of K gg, breeding ratio (with and withoute
the so-called "K-reset" mechanism), and power density ratio. The cross

*Research sponsored by Union Carbide Corporation under contract W-7405-eng-26
with the U.S. Department of Eenrgy.

t0ak Ridge National Laboratory, Oak Ridge, Tennessee 37830
* Singer Company, Link Simulation Systems Division, 11800 Tech Rd. Silver
Spring, MD 20904

**Ceorgia Institute of Technology, Atlanta, Georgia 30332
t tGeneral Electric Company, Sunnyvale, California 94086
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sections and covariances used in Ref. 4, though, were based on ENDF/B-IV data.
In the meanwhile, a new set of sensitivities for these parameters has been

| derived by using ENDF/B-V and ORACLE-I cross sections, and in particular,lI-lbconsiderable effort has been devoted to investigations of sensitivities
of extrema of functions, such as the peak power density. In addition, sodium-
void reactivity sensitivities have also been calculated and investigated.

Comprehensive reporting of all of the above mentioned results is beyond the
! scope of this paper. Instead, af ter briefly describing, in Sec. II, the
| design and typical configuration of the large UHFBR, we present in Sec. III
'

the major characteristics of the adjusted cross section library ORACLE-I.
Section IV discusses the basic model and methods used to determine sensi-
tivities and uncertainties. Section V presents selected sensitivity results
and standard deviations for Keff, and highlights the importance of the adjust-
ment procedure by presenting a comparative analysis of the new, ORACLE-I

based, resu{ts, and ENDF/B-IV-based results that have previously beenreported.2- Finally, Sec. VI summarizes and concludes this work.

II. REACTOR DESCRIPTION

The key design parameters for a large heterogeneous LMFBR of the 1000 MWe
class were specified as part of a DOE-sponsored project. The design objec-i

tives and criteria for this project emphasized the following:

1. High reliabilitf,
2. Near term design features (components that can be developed within

five years),

3. Sufficiently low sodium-void worth to preclude hypothetical core disrup-
tive accidents from consideration as design-basis accidents,

4. Breeding of fissile fuel at a rate equivalent to a compound system
doubling time of twenty years or less, and

5. Allowances for the future accomodation of advanced fuels.

On the basis of the above objectives, the reference design was chosen to be
a 2540 MWth, mixed plutonium uranium oxide, heterogeneous reactor with three
driver fuel zones and three inner blanket zones. The core layout for the
reference system is shown in Fig. 1, and the principal core design and per-
formance parameters are summarized in Table I. All design calculations dis-
cussed in this section were carried out in linked r-z and x-y triangular mesh I

14 and the fuel
'

geometry using the two-dimensional-diffusion theory code SN2D
management and burnup code FUMBLE,15 and cross sections based on ENDF/B-V data.

The fuel pin diameter for the IMFBR design was selected on the basis of
earlier sensitivity studies to give near-optimum breeding and economic perfor-
mance for the heterogeneous core. The core layout as shown in Fig. I was spe-
cified to minimize the peak radial power throughout the operating cycle based
upon a single fissile enrichment for the supplied fuel in all driver fuel
regions. The twelve burnup control rods in the outer driver fuel zone are
also utlized to shape the radial power profile during reactor operations.

Reactor shutdown is accomplished by each of two independent control systems.
The primary control system consists of 21 natural carbide rode, including 12
rods in the outer control ring for burnup reactivity adjustments. The secon-
dary control system consists of 9 enriched boron carbide rods which are
distributed in the inner and middle control rings.
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ASSEMBLY PITCH = $.93 in.

CRIVER FUEL 300

h INTERN AL BLANKET 115

h R AOI AL BLANKET204

OCo~raol 3o

h AAOI AL SHIELD 251

TOTAL 955

Fig. 1. Core layout for the reference design |
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TABLE I

General Design Parameters & Calculated

Performance Parameters for a
LMFBR Heterogeneous Core

Design Parameters

Core Height (cm) 101.6

Core Effective Outer Radius (cm) 166.8

Axial Blanket Thickness (cm) 35.6

Radial Blanket Thickness (cm) 34.2

Nur.ber of Assemblies

Driver Fuel 300

Inner Blanket 115

Radial Blanket 204

Control 30

Assembly Pitch (cm) 15.06

Pin Diameter (cm) - Driver Fuel / Blankets 0.6985/1.118

Clad Thickness (cm) - n iver Fuel / Blankets 0.03683/0.03556r

Smeared Fuel Density (%TD) - Driver Fuel / Blankets 86.5/93.3
Refueling Interval (Days) 365

Fuel and Internal Blanket Residence Time (Days) 730

Capacity Factor (%) 80

Performance Parameters

Total Power (MWth) 2540

Loaded Fissile Enrichment (% - Atoms of U-235 + Pu239 17.7
+ Pu241/ Total Atoms of Fuel)

Average Breeding Ratio 1.35

Doubling Time, CSDT (years) 17

Average Discharge Driver Burnup (MWD /MT) 58,600
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III. DESCRIPTION OF ORACLE-I

ORACLE-I is an adjusted cross-section and covariance library derived from the
6; VITAMIN-E 174-group cross-section library and based on covariance data from

ENDF/B-V and other evaluations. Data from the twenty-nine benchmark integral'

experiments reported in Ref. 5 were selected for incorporation into this ad-;

: justed library. Calculated-response correctors were applied as described in
Refs. 2 and 16.4

|

| The use of all twenty-nine integral experiments led to a statistically unac-

| ceptable value of 5.3 for chi-square per degree of freedom. This unacceptable
i result was found to be due to (1) several inconsistent correlations, (2) low
I values for the uncertainties of 239Pu inelastic and 235U inelastic cross sec-

28 /25g,i tions, and (3) one grossly discrepant integral experiment - ZPR-3/48 c
The inconsistent correlations were eliminated, the 235U and 239Pu inelastic
uncertainties were increased to more reasonable values,17 and the discrepant:

experiment was dropped along with one other benchmark. This latter benchmark,
49 /25f, did not have a discrepant value for C/E but the correlationsfJEZEBEL

with other benchmarks did not appear entirely consistent.

ORACLE-I is the result of the adjustment based on this revised data which led
to a chi-square of 1.15 per degree of freedom. The revised covariance data
upon which ORACLE-I is based is shown in Fig. 2. Recalculation of the

; integral experiments using the adjusted library agreed well with the predic-

j tions of the linear least-squares adjustment procedure indicating that nonli-
near effects were negligible. Using the same codes as for the initial calcu-

; lations with VITAMIN-E, the results calculated with adjusted library ORACLE-I

gave substantial overall improvement in the C/E ratios - even for JEZEBEL9 /25 , which was not included in the adjustment.f f
1 .

I IV. MODEL AND METHODS

| The reactor model used for sensitivity studies is characteristic of the middle

j of equilibrium cycle (MOEC) conditions. It is an R-Z model, as shown in Fig.
3, and the composition of its principal regions are given in Table II. This
model will henceforth be called the " basic model." Control is virtually all

withdrawn;onlytheoutercontrglbankisinsertedslightlytoachievecriti-
cality for the nuclear data set obtained by collapsing the ENDF/B-IV-based

18171 group cross section library VITAMIN-C to 32 groups using fluxes from ai

19
| 1-D, cylindrical XSDRN-FM transport calculation (S P ) of the reactor.41

The ORACLE-I adjusted cross-section library discussed in the foregoing Sec.
8 9 sensi-III, the diffusion theory-based VENTURE code, and the DEPTH-CHARGE

tivity code were used to determine group-dependent sensitivities4

j (01/I)/(30 /1 o1), where I denotes an integral parameter. Four integral parame-

ters were considered, namely K,gg, the breeding ratio (BR), the ratio of peak
1 power density to total power (PD), and the sodium-void reactivity. Note that

the power density ratio PD is directly related to the linear power in the,

reactor.

These integral parameters can be expressed mathematically as ratios of linearr

functionals of the flux densities. Therefore, as in previous sensitivity
studies,1-4 the sensitivities of K gg and BR are calculated by using the'

e

)
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Table II. Approximate Nuclide Densities, Principal Constituents
21of Reactor Model, Fig. 3 (10 atoms /cc)a

Nuclide CF IB AB AB RB Prim. Second. Prim. Second.

over CF over IB CTL Out CTL Out CTL IN CTL In

'

238 6.75 12.4 9.58 12.6 12.6
U

239 1.33 2.4-1 5.1-2 7.5-2 1.0-1 Nuclides for
Pu " "7
Pu240 4.4-1 7.8-3 4.1-4 7.2-4 2.0-3

B10:13.3 11.7
241 1.8-1 1-9-4 Bil: 2.3 2.0Pu

C: 7.2 6.4
242 5.4-2Pu

235 1.2-2 2.1-2 1.8-2 2.4-2 2.3-2
U

FP FAIRS 2.6-1 5.4-2 5.4-3 6.3-3 1.3-2

0 18.1 25.4 As CF As IB As IB

20.8 19.6 8.3 8.9" " "
Na

~

8.2 6.1
" " " 3.7 6.7 17.8 18.4

Fe 11.9 9.6
7.5-1 1.4 3.6 3.7" " " ,

Cr 2.4 2.0
" " " 8.7-1 1.6 4.2 4 . 3,

-

Ni 2.8 2.2

i

radial blanket, and control zones,CF, IB, AB, RB and CTL signify driver, internal blanket, axial blanket,' #

respectively.
s

'
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(customary) generalized adjoint functions r*. For sensitivity values involving
the criticality constraint, the so-called "K-reset" procedure has been per-
formed by altering the driver zone " plutonium enrichment," i.e., (total
Pu)/(total heivy metal). The power density ratio at a point f is defined as4

, p

.

[Ej(I)$j($p)\ l p,

PD(rp)
='a"2

I. 3 (1)| " =
.

{Ej($)$j(i)dr2

dreactor

Considering only fission energy and assuming localized energy deposit, the
quantities I j have the form:t

Ijh)-[k; t. . f,3(r) (2)P I
t ,

! 1 '

k'

where r p in the total energy release per fission in the k-th isotope. Thus,
the fixed source in the equation for r* for PD(f ) has the form:, p

1

Sj(f) - I j(E)/a1 - 2 j(i)/a2 > (3)t 2

+ +

where Egj is zero for r * r . The capability to generate the adjoint func-p
tions r for the source S* given in Eq. (3) has been implemented in VENTURE.8
The r* and $ files generated by VENTURE were then input into the DEPTH-CHARCE9
code to calculate the respective sensitivities.

,

1

L It is not necessary to use " generalized" adjoint calculations to determine
o sodium-void sensitivity coefficients SC(Na-void). Instead, these coefficients

' can be determined from the dif ference
\ . -

SC(Na-void) = 1 1 SCg +.l__ SC2 , (4)
R Kg K2

_ .

where R is the sodium-void reactivity, K1 and K2 denote Keff for the base-
case and voided-case, respectively, and Sci and SC2 are sensitivities
obtained from two " normal" perturbation theory calculations corresponding to
Kg and K , respectively.2

Performance parameter uncertainties arising from nuclear data uncertainties
are.obtained by using ,the expression

, .

'
31 31 (5) IVAR (I) COV (oi, oj)-

,

S 1.j 301 30j

where VAR (I) is the variance of integral parameter I, and BI/Bo and

COV(ot.oj)ly.
denote sensitivities and covariances of various cross sections,

respective To obtain a reliable estimate of the standard deviation

1
1
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. ..

.

. I



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ . ___ _ _ . _ . _ _ _ _ _ _ _ _

SD(I) = [ VAR (I))l/2, Eq. (5) should include all data that significantly impact
I. Note also that the covariance of two integral parameters It and 12 18

,

given by s

I ) Y 3I 1
1 2 COV (og, aj) , (6)COV (I , 2t (j301 Boj

while the correlation COR(I ,1 ) between 11 and 12 is expressed ast 2

COR(1,1 ) - COV(I ,1 )/[SD(Ig) SD(1 )l * (7)1 2 t 2 2

For the results reported in the next section, the sensitivities and
covariances COV(o g,o2) used in Eqs. (5) and (6) are based on the ORACLE-I
adjusted cross section library. Note that, for all reported sensitivities,
the partial reaction cross sections were taken to be the independent
variables, and the transport and total cross sections were treated as depen-
dent variables. Thus for the diffusion theory calculations, a perturbation in
a partial cross section had an associated perturbation in the transport cross
section. For consistency the same convention must be used for the covariance
data COV(og,oj) in Eq. (6).

V. DISCUSSION OF SELECTED RESULTS FOR K gge

Table III presents selected total (energy-integrated) relative sensitivities
of K gg to V, and to capture and fission cross sections. In addition to the

eresults based on ORACLE-I, this table also shows, for comparison, sensitivites
(f rom Ref. 4) for the same heterogeneous LMFBR but obtained by using ENDF/B-IV
data, and ENDFfB-IV based sensitivities (from Ref. 2) from the homogeneous

-

LCCEWG-LMFBR.2 These results indicate that the largest sensitivities are for
'

heavy metals, and the largest of them are for the same reactions and have rough-
'

ly the same values in all three cases. In particular, for the heterogeneous
LMFBR, the sensitivities based on ORACLE-1 are within about 15% of those based
on ENDF/B-IV unadjusted data. Note that, in all cases, the sensitivities

of Kefg to V sum to unity.

Standard deviations for K gf are obtained by using Eq. (5), and the resultinge
values are presented in Table IV. The value of 0.4% shown in this table has
been obtained by using ORACLE-I based nuclear data sensitivities and covarian-
ces. For the sake of comparison, Table IV also presents previously reported ,42

4 for thestandard deviations for K gg. Thus, the value of 3.2% was obtainede
same LDP-type reactor model, but by using unadjusted ENDF/B-IV data and sensi-
tivities for the reactions indicated in Fig. 4. The unrked difference between
this " unadjusted" value and the " adjusted" value of 0.4% is largely due to the
effect of including results of integral experiments. Note that contributions
due to thermal-hydraulic and other engineering design uncertainties have not
been included for the heterogeneous INFBR model.

2 standard deviations forAlso shown in Table IV are the previously reported

K gg for the homogeneous LCCEWG-LMFBR reactor.20 The value of 3.1% wase
obtained by using sensitivities and covariances, based on ENDF/B-IV data, for
the reactions indicated in Fig. 5; of course, methods and modeling biases,2
and integral experiment results were omitted in this case. When the respec-

tive biases and integral experiment results were included, the adjustment
reduced the standard deviation from 3.1% to 0.5%. Note that, although only

1129
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TABLE III

Selected Total Relative Sensitivities (x100) for K gge

Heterogeneous Keff Sensitivities Homogeneous
LMFBR Heterogeneous INFBR LCCEWG-LMFBR

Nuclide Reaction ORACLE-I ENDF/B-IVa ENDF/B-IVb
!
,

235U v 1. 0 0.9 1. 3

of 0.7 0. 7 0.9

|
Oc - 0.1 - 0.1 - 0.1

'

238U v 13.0 12.4 13.6
| of 7.8 7.7 8.3

o -22.0 -21.9 -23.3c

239Pu v 69.0 69.1 62.3
og 49.0 50.1 45.3

-22.0 -21.9 -23.3oc

240Pu v 5.2 5.1 5.4
of 3. 5 3. 5 3. 8

- 1.7 - 1.5 - 1. 8oc

241Pu v 12.0 12.0 16.3
of 8.5 8.8 12.O
o - 0.6 - 0. 6 - 0.8c

242Pu v 0.4 0.5 1. 2
of 0.3 0.3 0.8

- 0.2 - 0. 2 - 0.5oc

aSee also Ref. 4.
b ee also Ref. 2.S

TABLE IV

Standard Deviations for Keff

Heterogeneous IMFBR LCCEWG-LMFBRb
ORACLE-I ENDF/B-IVa Unadjusted Adjusted

0.4% 3.2% 3.1% 0.5%

aSee also Ref. 4.
bSee also Ref. 2, I
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Fig. 5. Covariance data for the LCCEWG-LMFBR reactor #
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28 /49 ,28 /49 ,thirteen benchmark integral experiments (i.e. , ZPR-6/7 K f ff fff
4 9 / 2$ , ,28 / 2 5 ) weref; ZPR-6/6A Kegg, 28 /25f, 28 /25 ; and ISNF f f f f28 /49 f c fc

2included in the adjus,tment procedute for the LCCEWG-LMFBR, the reduction in
the SD(Kegg) from 3.1% to 0.5% is quite close to the corresponding reduction
f rom 3.2% to 0.4% obtained for the heterogeneous LMFBR when using ORACLE-1.
This indicates that inclusion of these thirteen integral experiments results
in the adjustment procedure is responsible for the bulk of the resulting
reduction in the standard deviation of Keff for large fast reactors.

VI. SUMMARY AND CONCLUSIONS

In summary, the adjusted cross section and covariance library ORACLE-I has
been developed based on the VITAMIN-E 174-group cross section library and on
associated covariances. With a chi-square per degree of freedom of 1.15,
integral experiment data from twenty fast reactor benchmarks and seven stan-
dard neutron-field benchmarks were incorporated using a least-squares adjust-
ment procedure.

This adjusted library was applied to a sensitivity and uncertainty analysis of
a large heterogeneous LMFBR. Responses included in this analysis were Keff,
breeding ratio, peak power de:.sity, and the sodium-void reactivity. The calcu-
lation of sensitivities of peak power density, which is an extremum, required
special considerations which have been explored.

A comparison of the uncertainty results for Kefg with previous analyses shows
that the inclusion of the 27 benchmarks via the least-squares adjusted library
reduces the uncertainty in Keff to 0.4%. This again stresses the need for
inclusion of integral experiments in design calculations.
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ABSTRACT

Data from the ENDF/B-V processed multigroup cross-section libraries
VITAMIN-E and FORSS-V were used in the calculation of twelve CSEWG fast
reactor benchmarks. Results obtained include the eigenvalues, central

reaction rate ratios, and central reactivity worths. Conclusions and
recemmendations based on the trends in these results are given.
Finally, the ORNL results are compared with those obtained by other data
testers.

INTRODUCTION

The Cross Section Evaluation Working Group (CSEWG) is coordinating
the adequacy of ENDF/B-V cross sections for botha program to assess

fast- and thermal-reactor design applications.I A secondary goal is to
ovaluate cross-section processing codes, cross-section libraries, and
radiation-transport codes. Fast reactor data testing (FRDT) goals are
accomplished, in part, by comparison of calculated results with2-4
documented performance parameters of CSEWG fast reactor benchmarks
and with results obtained by other data testers. The purpose of this
paper is to describe the results of FRDT at the Oak Ridge National
Laboratory (ORNL).

Data from two ENDF/B-V processed multigroup cross-section
libraries, VITAMIN-E and FORSS-V, were used in the benchmark
calculations. VITAMIN-E is an evolving 174-neutron, 38-gamma group
library applicable to fusion reactor neutronics, fast reactor core and
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shieldanal{, sis, weapons analyses, and LWR shielding and dosimetryproblems .a. 6 FORSS-V is an undocumented ORNL 100-neutron-group
library for FRDT per se. Neutron data in the libraries were processed
with MINX.7 Resonance self-shielding calculations for the benchmarks
were made with BONAMI-2; 8,9 one-dimensional transport calculations were
made with either XSDRNPM 89 or ANISN.10 Bias factors accounting for$

modeling approximations were obtained from Refs. 2-4.

The benchmarks studied in the FRDT program are identified in
Table 1. The benchmark set includes five Pu-fueled and seven U-fueled
assemblies which have a wide variety of fuel and reflector compositions.
GODIVA and JEZEBEL are bare metal spheres; the others are reflected.
For the reflected assemblies, the fuel fertile to fissile ratio varies

from about 1:13 for FLATTOP-25 to 9:1 for BIG TEN. The reflectors
generally contain large amounts of. 238U with the exception of ZPR-3/56B
which has a Ni reflector.

The twelve benchmarks also cover a wide range in spectral hardness.
GODIVA and JEZEBEL have very hard spectra, ZPR-6/6A and ZPR-6/7 are soft
spectrum benchmarks, and BIG TEN is an intermediate case. The ZPR-6/7
and BIG TEN central neutron flux spectra are compared in Fig. 1. For
ZPR-6/7, shown as the solid line, the flux peaks at about 150 kev and
there is a relatively large low-energy component. The BIG TEN flux
peaks at ~400 key and the low-energy component is much smaller. The
hardest spectra benchmarks, e.g., GODIVA and JEZEBEL, have spectra which
peak at about 1 MeV and the low-energy component is essentially zero.
Clearly the various benchmarks are sensitive to cross sections in
different, energy ranges as a function of spectral hardness.

The materials needed for fast reactor data testing are shown in
Table 2. ENDF/B-V data were used except for gallium which was not
available in ENDF/B-V at the time the calculations were performed.
Gallium, which is needed for the JEZEBEL benchmark, was

library.1 processed
from

data in the Lawrence Livermore cross-section 12 Some mat-
erials, e.g., 242Pu and 241 Am, appear in the benchmarks with very small
concentrations. 10 B does not appear in any benchmark but is needed for
central reactivity worths.

ORNL CALCULATIONAL RESULTS. OBSERVATIONS. AND RECOMHENDATIONS

ORNL eigenvalue results f.or the benchmarks are given in Table
3. These results were obtained using the one-dimensional benchmark
models and correction factors given in the CSEWG specifications.2-4

" VITAMIN-E is sponsored by the Department of Energy (DOE) Division of
Reactor Research and Technology (DRRT) and Office of Fusion Energy (OFE),
the Defense Nuclear Agency (DNA), and the Electric Power Research
Institute (EPRI).
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JEZEBEL, GODIVA, FLATTOP-25, BIG TEN, ZPR-9/31, ZPR-6/6A, and ZPR-6/7
were calculated with VITAMIN-E cross sections; ZPR-3/6F, ZPR-3/12, ZPR-
3/11, ZPR-3/48, and ZPR-3/56B were calculated with FORSS-V data.

The benchmarks are ordered in Table 3 according to decreasing

The measured F28/F25 ratio,b. spectra,
four intermediatespectral hardness with three hard spectra,

given inand five soft spectra assemblies.
Column 2 of the table is an indication of spectral hardness. The
following observations and recommendations are derived from Table 3.

1. The average ORNL eigenvalue for the Pu-fueled benchmarks is
1.0051 and for the U-fueled benchmarks it is 1.0037; the
average for the 12 benchmarks is 1.0042. Thus, there is
essentially no bias between the Pu- and U-fueled benchmarks
when all 12 benchmarks are used as the reference set. When we
consider only the two pairs, JEZEBEL:GODIVA and ZPR-6/7:6/6A,
there is a bias of 0.8% between the Pu-fueled and U-fueled
benchmarks.

2. The ZPR-6/6A eigenvalue is quite low relative to the other
benchmarks; this may indicate a need to re-examine the
benchmark specifications and correction factors.

3 X-eff for FLATTOP-25 is 0.8% higher than the GODIVA value. The
core composition of these two benchmarks is essentially the
same; the differences are the core radius and the fact that
GODIVA is unreflected while FLATTOP-25 has a reflector. The
eigenvalue difference may indicate that the leakage from GODIVA
is overpredicted.

4. K-eff of ZPR-9/31 is 0.7% higher than k-eff of ZPR-6/7; this
difference may be due to spectral differences and should be
investigated. Recall that ZPR-6/7 has plutonium oxide fuel and
ZPR-9/31 is a carbide assembly.

The ORNL C/E (calculated / experimental) values for selected central
reaction-rate ratios are given in Table 4. The ZPR-9/31 ratios (with
the exception of C28/F49) are considered unreliable and have been
omitted. The following conclusions and recommendations are suggested
based on the results in Table 4:

1. The JEZEBEL F28/F25 C/E is ~8% low and the calculated leakage
spectrum is too soft relative to the measured spectrum. These
two results may justify a harder fission spectrum,

238 235b' Symbolically, the U fission to U fission reaction-rate ratio is
239Pu fission anddenoted herein as F28/F25. Likewise, F49 denotes

C28 denotes 238 capture.
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2. For GODIVA, FLATTOP-25, and the four intermediate spectra
benchmarks, the F28/F25 C/E values are well above unity; the
average is 1.06 for the six benchmarks. Since the F28/F25
ratio is very sensitive to the spectrum, the extent to which
this bias is due to spectral determining factors should be
investigated. The GODIVA, FLATTOP-25, and BIG TEN experimental
values have been carefully measured and the uncertainties in

the measured values (la) are about 1.1% for each of the three
benchmarks. The ZPR-3 series has bigger uncertainties, the
largest being for ZPR-3/12 which is 4.25. Since the six bench-
marks are all U-fueled, a softer 235U fission spectrum would
improve the agreement between calculation and experiment.
Changes to the . 235U and 238U inelastic scattering cross
sections could also help reduce this discrepancy.

3. With the exception of ZPR-3/48, the F28/F25 C/E's are less than
one for the soft spectra Pu-fueled benchmarks. The uncer-
tainty in the ZPR-3/48 measured value is 5% so that a C/E of
1.064 is acceptable.

4. The F49/F25 C/E values vary from about 4% low to 45 high with )
an average value of 0.998.

5. There is a trend for C28/F25 C/E to increase for the softer
spectra assemblies.

6. For ZPR-9/31 and ZPR-6/7 the central reaction-rate ratios are
measured relative to F49 This is the reason that C28/F49 is
given for only these two benchmarks. The C28/F49 C/E for
ZPR-6/7 is overpredicted by 5%.

Central reactivity worths have been obtained for ZPR-6/7, GODIVA,
and JEZEBEL. The results are given in Table 5 as C/E ratios. With
the exception of GODIVA JOB (C/E = 0.82) and JEZEBEL 238U (0.88), the
GODIVA and JEZEBEL C/E's are close to unity. For ZPR-6/7, the 239 uP
worth is overpredicted by 16% and the 235U worth by 11%.

COMPARISON OF LANL. ANL. AND ORNL RESULTS

The twelve benchmarks analyzed in this study have also been
calculated by R. Kidman at Los Alamos.13 A comparison of the ORNL
k-eff's with those obtained at LANL is given in Table 6; the percent
differences are also given. With the single exception of ZPR-3/6F, the
overall agreement is very good, generally within 0.25%. There is a
trend for the LANL values to be slightly higher for the hard spectra
benchmarks and slightly lower for the soft spectra benchmarks. We
consider the level of agreement to be quite acceptable and have not

j investigated these differences.

1
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Five of the benchmarks in Table 6 have been calculated by ' E. M.

Pennington at ANL;14 these results are given in Table 7, along with the

LANL and ORNL results (from Table 6). The ORNL and ANL values are in
good agreement for JEZEBEL, GODIVA and ZPR-9/31 but for ZPR-5/61 and
ZPR-6/7 the ANL values are about 0.5% lower than the ORNL values.

In the case of ZPR-6/7, a study was done to investigate possible ,

causes of the rather large ANL-ORNL k-eff difference. Earlier ORNL
studies by Marable, Lucius, and Weisbin had shownENDF/B-IV Fe(n,Y), 238 (n,genvalue

that the ei
U Y) , andwas very sensitive to the processed

u(n,f) cross sections.15,cCross sections for the three reactions23
were obtained in a 28-group structure from Pennington. Corresponding
data were prepared from the ORNL self-shielded ZPR-6/7 cross sections.
It was noted that there were large differences between the ANL and ORNL
cross sections for Fe(n, Y) in some groups. In particular, Group 20
(748-1234 ev), which contains the 1.15 kev Fe p-wave resonance, was
observed to be the most important group. This observation was based on
the magnitude of the sensitivity of ZPR-6/7 k-eff to the iron capture
cross-section in this . group (see Fig. 7, p. 20 of Ref.15) and the
cross-section difference, defined as (ANL-ORNL)/ORNL. The difference
was found to be 245. Groups 8-12 (41-498 kev) had differences of 14 to
30% but had lower sensitivity coefficients.

The SENTINEL cedt, written at ORNL, can be u.aed to predict the
change in a given response, e.g., k-eff, resulting from a given cross-
section change.16-17 The input to SENTINEL consists of the cross-
section differences and sensitivity coefficients. Using the ORNL-ANL
Fe(n,Y) cross-section differences and the Fe(n, Y) sensitivity coeffi-
cients in SENTINEL gave a predicted change in the ORNL-calculated ZPR-
6/7 k-eff of -0.245. (An ORNL recalculation of ZPR-6/7 using the ANL
Fe(n, Y) cross sections gave a change of -0.225 in k-eff which is n

23SENTINEL runs forexcellentagreementwiththeSENTINELresult.)(n, Y) and 2 h(n, Y) predicted an additional 0.08% decrease in k-eff
which, when added to the predicted 0.24% decrease for F e(n, Y) , results
in a decrease of 0 32% for the ORNL eigenvalue, giving a value of 0.9978.
(See Table 7.) Ignoring the effect of the denominator in determining
the cross-section percent difference, it can be argued that the
SENTINEL results predict a 0 32% increase in the ANL eigenvalue, which
results in a value of 0.9978. The ORNL vis-a-vis ANL cross-section
difference is assumed to be due to the self-shielding treatment. The
cause of the difference is being investigated.

" Sensitivity coefficients for CSEWG benchmarks are available in an
undocumented ORNL in-house library which resulted from the work
reported in Ref. 15
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Table 8 gives a comparison of ANL, LANL, and ORNL C/E values for
selected central reaction rate ratios. The values in Table 8 are in
good agreement with differences of 5 1.0%, the largest differences being
for the C28/F25 and C28/F49 ratios.

A comparison of the central reactivity worths calculated by ANL,
LANL, and ORNL for GODIVA, JEZEBEL, and ZPR-6/7 is given in Table 9.
The GODIVA worths are in good agreement with a spread of approximately
2%. For JEZEBEL the ORNL values are a few percent lower than the ANL
and LANL results. In the case of ZPR-6/7 there is a fairly large spread
in the 2380 and ISB worths with the ORNL worths about midway between
the ANL and LANL values.

CONCLUSIONS

Results of fast reactor benchmark testing of ENDF/B-V data by the
various laboratories is being documented by CSEWG.18 Generally, the
ORNL results are in good agreement with those of other data testers.
One of the highest priorities for future work is a review of the exist-
ing CSEWG benchmarks, with specific emphasis on the flux spectra.

|
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Table 1. CSEWG Benchmarks Studied in the ORNL Fast-Reactor Data Testing Program

Benchmark Characteristics

Pu-Fueled Benchmarks

JEZEBEL Bare metal sphere. --955 239 u.P

ZPR-3/48 gagbideAssembly,U:Puapproximately4:1,
U blanket.

ZPR-3/56B Mixed oxide fuel, Ni reflector.

ZPR-6/7 Plutonium oxide fuel, U:Pu approximately
6:1, 23eU blanket.

ZPR-9/31 Carbide assembly, U:Pu approximately 6:1,
uranium carbide blanket, stainless steel
reflector.

U-Fueled Benchmarks

GODIVA Bare metal sphere, r-935 235g.

FLATTOP-25 93% 235U sphere with a thick natural
uranium reflector.

ZPR-3/6F e,1:1 fertile to fissile, '23eU reflector.

ZPR-3/11 7:1 fertile to fissile uranium metal
with 2300 reflector.

ZPR-3/12 4:1 uranium-graphite, 2380 blanket.

ZPR-6/6A Uranium oxide fuel 5:1 fertile to
fissile, 238U blanket.

BIG TEN Uranium-metal core, averaging 10 wt %
235U, reflected by depleted-uranium
metal.

1141

. - _ _ ___



]
- - _ - - - - - - -

o
o
N

A ZPR-6/7 (ANL) 33
. . . . . . . .B. . .I. G. . . .T. . .E. .N. . . . .( E. .X. . .P. .)

-

! !.+
. . .

: :
o : :
g_ f..........: j
M : :..........

.m
o ! i
N i i
v3 :..........: ;

I : :
. .

CV o : :
o ni _ : :
o - : :

:2 !
Io i

-v
x
U2 i
Zo i
o e- ...........: ............

m i i
P i i
D i i

-

N :
z !

o :
+ ...........: r..........

.

P : ...........
>^ :
y

I
.........

A ...........,i"
|...........
,

go...... ..: |

e x ... .. ......... ........, 1
.

'i i i>>ii i i i i

: rid 1& iiii6 id id
. . . ...ii i i , , , , , ,

1

ENERGY (EV)

Fig. 1. CENTRAL NEUTRON FLUX SPECTRA



_ _ _ _ _ _ _ _ - _ _ _ _ - __ _

|

Table 2. Materials Needed for Fast Reactor Data Testing

Material MAT" Authors Lab*

B-10 1305 O. Hale, L. Stewart, P. Young LANL

C-12 1306 C. Pu, F. Perey ORNL

0-16 1276 P. Young, D. Foster, Jr., G. Hale LANL

Na-23 1311 D. Larson ORNL

Al-27 1313 P. Young, D. Foster, Jr. LANL

Si 1314 Larson, Perey, Drake, Young ORNL

Cr 1324 A. Prince, T. Burrows BNL

Mn-55 1325 S. Hughabghab BNL

Fe 1326 C. Fu, F. Perey ORNL

Ni 1328 M. Divadeenan BNL

Mo 1321 Howerton, Schmittnoth, Schenter LLL,HEDL

Ga b
U-234 1394 Divadeenan, Mann, Drake, Reich BNL,HEDL

U-235 1395 H. Bhat BNL

U-238 1398 E. Pennington, A. Smith, W. Poenitz ANL
Pu-238 1338 Mann, Schenter, Atter, Dunford HEDL,AI

Pu-239 1399 E. Kujawaski, L. Stewart GE,LANL

Pu-240 1380 L. Weston ORNL

Pu-241 1381 L. Weston, R. Wright, R. Howerton ORNL

Pu-242 1342 Mann, Benjamin, Madland, Howerton HEDL,SRL

An-241 1361 Mann, Schenter, Weston HEDL,0RNL

"ENDF/B-V evalutations unless otherwise noted.
bGa evaluation from ENDL library (Lawrence Livermore
National Laboratory).11,12
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Table 3. FRDT Eigenvalues Based on ENDF/B-V"''

Measured
Benchmark F28/F252b k-eff

Hard Spectrum:

JEZEBEL 0.2137 1.0043
GODIVA 0.1647 0.9967
FLATTOP-25 0.1488 1.0046

Intermediate
Spectrum:

ZPR-3/6F 0.078 1.0061
ZPR-3/12 0.047 1.0044
ZPR-3/11 0.038 1.0121
BIG TEN 0.0373 1.0102

Soft Spectrum:

ZPR-3/ 48 0.0321 1.0089
ZPR-3/56B 0.0308 1.0056
ZPR-9/31 0.02896 1.0066
ZPR-6/6A 0.02388 0.9915
ZPR-6/7 0.02261 1.0000

"Pu-fueled benchmarks include JEZEBEL, ZPR-3/48, ZPR-3/ 56B, ZPR-9/31,
and ZPR-6/7; the others are U-fueled (benchmarks are ordered accord-
ing to spectral hardness).

The measured 238U fission to 235U fission central reaction-rate ratio
is an indication of spectral hardness; the breakpoint between hard
and intermediate is 0.1, and between intermediate and sof t 0.035.

"0RNL results are from VITAMIN-E data with the exception of ZPR-3/6F,
ZPR-3/12, ZPR-3/11, ZPR-3/48, and ZPR-3/56B which are from FORSS-V.

1144
f

-



Table 4. ORNL C/E Values for Central Reaction Rate Ratios Based on ENDF/B-Va,b

F28/F25 F49/F25 C28/F25 C28/F49
Benchmark" C/E C/E C/E C/E

Hard Spectrum:

d
JEZEBEL 0.917 0.973 NC

GODIVA 1.039 0.996 NC
FLATTOP-25 1.039 1.002 NC

Intermediate
Spectrum:

ZPR-3/6F 1.035 1.038 0.930
ZPR-3/12 1 .0 93 1.013 0 .970
ZPR-3/11 1.089 1.003 0.954
BIG TEN l'.070 1.005 0.972

Soft Spectrum:

ZPR-3/ 48 1.064 NC 0.976
ZPR-3/ 56B 0.989 0.961 NC

8ZPR-9/ 31 1.036
ZPR-6/ 6A 0 .9 87 NC 1.031
ZPR-6/7 0.961 0.992 1.041 1.050

aResults are from VITAMIN-E data with the exception of ZPR-3/6F, ZPR-3/12,
ZPR-3/11, ZPR-3/48, and ZPR-3/56B which are from FORSS-V. Symbolically,
the 238U fission to 235U fission reaction-rate ratio is denoted herein as

238239Pu fission and C28 denotes U capture.F28/ F25. Likewise, F49 denotes

bThe uncertainties in the experimental values (la) range from 1 to 5%. The
C/E values must be interpreted relative to the uncertainty in the measured
value.

Pu-fueled benchmarks include JEZEBEL, ZPR-3/48, ZPR-3/56B, ZPR-9/31, and
ZPR-6/7; the others are U-fueled (benchmarks are ordered according to
spectral hardness).

NC means not calculated because experimental value was not available.

eThe ZPR-9/31 F49/F25 experimental value is presently not considered to be
reliable; the C/E values (other than C28/F49) should receive no considera-
tion and have been omitted.
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Table 5. ORNL Central Reactivity Worths (C/E) Based on ENDF/B-V

Materin1 JEZEBEL GODIVA ZPR-6/7
240Pu 0.95 1.04

239Pu 0 .96 0.99 1.16

235U 0.97 0.97 1.11

238U 0.88 0.99 1.00

10B 0.94 0.82 1.05

Mo 1.38

Na 1.24

Fe 1.25

Cr 1.60

Ni 1.22

|
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Table 6. Comparison of LANL and ORNL Values of k-eff

#
Benchmark LANL ORNL A%

Hard Spectrum:

JEZEBEL 1.0058 1.0043 0.15
GODIVA 0.9981 0.9967 0.14
FLATTOP-25 1.0067 1.0046 0.21

Intermediate
Spectrum:

ZPR-3/6F 1.0101 1.0061 0.40
ZPR-3/12 1.0061 1.0044 0.17
ZPR-3/11 1.0121 1.0121 0.0
BIG TEN 1.0101 1.0102 0.0

Soft Spectrum:

ZPR-3/ 48 1.0066 1.0089 -0.23
ZPR-3/56B 1.0051 1.0056 -0.05
ZPR-9/31 1.0083 1.0066 0.17
ZPR-6/6A 0.9897 0.9915 -0.18
ZPR-6/7 0.9977 1.0000 -0.23

LANL-ORNL
*A% 5 * *

ORNL
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Table 7. Comparison of ANL, LANL, and ORNL Values of k-eff

Benchmnrk ANL LANL ORNL

JEZEBEL 1.0042 1.0058 1.0043

GODIVA 0.9962 0.9981 0.9967

ZPR-9/ 31 1.0054 1.0083 1.0066

ZPR-6/ 6A 0.9862 0.9897 0.9915

ZPR-6/7 0.9946 0.9977 1.0000
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Table 8. C/E Values for Central Reaction
Rate Ratios Based on ENDF/B-V

.

Benchmark ANL NL ORNL

GODIVA
F28/F25 1.036 1.036 1.039
F49/F25 0 .9 96 0.994 0 .9 96

ZPR-6/6A
F28/F25 0.991 0.995 0.9 87
C28/F25 1.038 1.036 1.031

JEZEBEL
F28/F25 0.920 0.917 0.917
F49/F25 0.974 0.972 0.973

ZPR,-6/ 7

F28/F25 0.961 0.967 0.961
F49/F25 0.994 0.994 0.992
C28/F25 1.052 1.051 1.041
C28/F49 1.058 1.057 1.050
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Table 9. Central Reactivity Worths (C/E) Using ENDF/B-V

Benchmark ANL tamL ORNL

JEZEBEL '
240Fu 0.98 0.95
239Fu 0.99 0 .96
235U 1.00 1.02 0.97
23Bg o,92 0.94 0.88
10B 1.00 0.94

GODIYA
239 u 1.01 0.99F
235U 0.99 0.98 0 .97
238U 1.01 1.00 0.99
105 0 . 83 0 . 82

ZFR-6/7 '
239 u 1.17 1.17 1.16F
235U 1.13 1.12 1.11
23sU 0.95 1.04 1.00
10B 1.00 1.12 1.05

,

|

|
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