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B. PRECURSORS

B.1 Accident Sequence Precursor Program Event Analyses for
1992

This report documents 1992 operational events selected as accident sequence precursors.

Licensee Event Reports (LERs) describing operational events at commercial nuclear power plants were
reviewed for potential precursors if:

(1) the LER was identified as requiring review based on a computerized search of the Sequence Coding
and Search System data base maintained at Oak Ridge National Laboratory, or

(2) the LER was identified as requiring review by the NRC Office for Analysis and Evaluation of
Operational Data.

Details of the precursor review, analysis and documentation process are provided in Volume 17 of this

report (Precursors to Potential Severe Core Damage Accidents: 1992, A Status Report, NUREG/CR-
4674, Vols. 17 and 18).

B.2 Precursors Identified

Twenty-seven precursors were identifiad among the 1992 LERs reviewed at the Nuclear Operations
Analysis Center. These precursors constitute the total precursors for 1992, Events were identified as
precursors if they met one of the following precursor selection criteria, and the conditional core damage
probability estimated for the event was at least 10°:

(1) the event involved the total failure of a system required to mitigate effects of a core damage
initiator,

(2) the event involved the degradation of two or more systems required to mitigate effects of a core
damage initiator,

(3) the event involved a core damage initiator such as a loss of offsite power or small-break loss-of-
coolant accident, or

(4) the event involved a reactor trip or loss of feedwater with a degraded safety system.

The precursors identified are listed in Table B.1:

Appendix B: Precursors
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Table B.1. Index of Precursors

Core
Docket/ damage
LER No. Description Plant Name probability  Page
219/92-005 Loss of Offsite Power Due to Forest Fire Oyster Creek AE 8 B-6
247/92-007 Reactor Trip and Auxiliary Feedwater Pump Indian Point 2 36 x 10 B-11
Problems
250/92-501 & LOOP Due to Hurnicane Andrew Turkey Point 3 & 4 1.6 x 107 B-17
251/92-801
251/92-007 Main Feedwater Pump Trip with One Auxiliary Turkey Point 4 5.1 x 10 B-35
Fecdwater Prmp Out of Service
254/92-004 & 002  Reactor Trip With HPCI and One 87y Relief Quad Cities | 69 x 10°° B40
Valve Unavailable
261/92.013, 014, &  Safety Injection Pump Out of Service H. B. Robinson 2 15 x 107 B4
018
261/92-017, 013, & Loss of Offsite Power H. B. Robinson 2 3.1 B-57
018
269/92-004 & -005  Reactor Trip with One Emergency Feelwater Oconee | 40 x 10 B-65
Train Inoperable
269/92-008 Both Keowee Emergency Power Hydro !nits Oconee 1,2, &3 28 x 107 B-71
Unavailable
269/72-018 Both Keowee Emergency Power Hydro Units Oconee 1,2, & 3 32 x 10 B79
Potentially Unavailable
270/92-004, Loss of Offsite Power with Failed Emergency Oconee 2 21 x 10 B-88
269/92-011, 014, Power
016, 019, &
93.001
285/92-023 & 28 Reactor Trip with Fauity Pressurizer Safety Fort Calhoun 28 %19 B-105
Valve
286/92-011 Multiple EDGs Inoperable Indian Point 3 1.2 x 10°¢ B-113
301/92-003 Flugged Safety Injection Pump Suction Point Beach 2 9.9 x 10°*  B-118
302/92-001 & 002 1 ss of Offsite Power with Inoperable Vital Bus Crystal River 3 1.7 x 10 B-126
irvonter
327192-027 Loss of Ofste Power Sequoyah | & 2 1.8 % 10 B-137
328/92-010 Etsergency Diesel Generator and Residual Heat Sequoyah 2 1.9 x 10°* B-142
Removal Pump Inoperabie
344/92-020 Reactor Trip and Auxiliary Feedwater Pump Trojan 59 x 10" B-148
Falure To Start
374/92-012 Rexctor Trip with Degmded Reactor Core LaSalle 2 6.1 x 10 B-153
Isoiation Cooling

Appendix B: Precursors
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Table B.1. Index of Precursors

Core
Docket/ damage
LER No. Description Plant Name probability  Page
388/92.001 Reactor Trip with Emergency Diesel Generator Susquehanna 2 6.6x 107 B-160
and Vital Bus Unavailable
483/92.011 Loss of Main Control Board Annunciators Callaway 13 x 10 B-167

”~

B.3 Event Documentation

Analysis documentation and precursor calculation sheets (if applicable) for each precursor are attached.
The precursors are presented by event type and in docket/LER number order,

For each precursor, an event analysis sheet is included. This provides a description of the operational
event, event-related plant design information, the assumptions and approach used to model the event, and
analysis results. Two figures are normally included. The first figure compares the significance of the
event from a core damage standpoint with other potential events at the same plant. The other potential
events at the same plant are briefly described below:

PWR & BWR

Trip ¢ Trip with equipment operable.

LOOP ® Loss of offsite power, Includes plant-centered, grid-centered,
severe weather and extreme severe weather-reiated initiators.

360h EP ® 360 h without emergency power sources (normally on-site
emergency diesel generators).

PWR

LOFW + IMTR AFW © Transient with loss of main feedwater and one motor driven
AFW (or EFW pump failed (turbine driven pump substituted
if plant does not have any motor driven pumps).

360h w/o AFW ® 360 hours with all AFW (or EFW) pumps failed.

BWR

360 h w/o HPCI and RCIC ® 360 hours with HPCI and RCIC failed (not applicable for
Type A BWRs).

LOFW and HPCI ® Transient with loss of main feedwater and HPCI (loss of main
FW and loss of Isolation Condensor is run instead for Type A
BWRs).

The second figure highlights the dominant core damage sequence associated with the event. A conditional
core damage calculation is also provided.

LER NO: 219/92-005
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B.4 LER Number 219/92-005

Event Description:  Loss of Offsite Power Due to Forest Fire
Date of Event:  May 3, 1992
Plant:  Oyster Creek
B.4.1 Summary

Oyster Creek lost offsite power for 5 min when a forest fire near the plant caused the offsite transmission
lines to fault. The two emergency diesel generators (EDGs) operated as designed. Although offsite
powe. was restored in 5 min, the emergency buses were supplied from the EDGs for 17 h until reliability
of the offsite. power supply could be assured. The conditional core damage probability estimated for this
eventis 7.1 < 10°%, The relative significance of this event compared to other postulated events at Oyster
Creek is shown in Fig. B.1.

LER 119/92-005
1E-7 1B 1E-5 1E-4 1E3 1E2
| | 3¢ | , | J
[ v
TRIP
precursor cutoff === LOFWHIC === [OOP

Fig. B.1. Relative significance of LER 219/92-005 compared with other potential events at
Oyster Creek.

B.4.2 Event Description

On May 3, 1992, at 1310 hours, the control room at Oyster Creek was informed that a forest fire was
burning to the west of the plant near the 230-kV offsite distribution lines. At 1326 hours, a full reactor
scram occurred following the loss of the 230-kV lines. It is believed that the heavy smoke and heat from
the fire ionized the air near the lines and caused the line to fault. The 34.5-kV supply was also lost and
the result was a complete loss of offsite power (LOOP). The two EDGs started and loaded onto the two
emergency buses (1C and 1D). However, control rod drive (CRD) pump A failed to start during the
loading sequence because of high-resistance contacts in its time-delay relay. Offsite power was restored

LER NO: 219/92-005
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from the 34.5-kV system through the two startup transformers at 1331 hours, and the two nonemergency
buses were reenergized. The plant staff questioned the reliability of the offsite supply due to the
proximity of the fire to the station and the reduced number of offsite supply lines that were available.
In addition, difficulties were encountered in transferring the emergency buses to offsite power. As a
result, the emergency buses continued to be supplied from the two EDGs for another 17 h. By 0631
hours on May 4, 1992, the emergency buses were restored to their normal offsite supplies.

B.4.3 Additional Fvent-Related Information

Oyster Creek has three 230-kV supply lines and five 34.5-kV offsite lines. Two of the three 230-kV lines
share double-circuit transmission towers. Normal operation is with two or three of the 230-kV lines and
at least three of the 34.5-kV lines in service.

During startups and shutdowns, station power is supplied from the 34.5-kV system to the two startup
transformers. During normal operation station power is supplied from the main generator through an
auxiliary transformer and no loads are carried by the startup transformers. The two 4160-V emergency
buses (1C and 1D) are normally supplied by the auxiliary transformer via the two nonemergency buses
(1A and 1B). The EDGs asscciated with each emergency bus can supply power in case of a LOOP.

B.4.4 Modeling Assumptions

This event was modeled as a recoverable LOOP. To reflect the impact of the fire on the 230-kV lines
and the extended time on the EDGs, nonrecovery probanilities for short-term and long-term ac power
were developed by averaging the probabilities normally used for plant-centered and grid-related LOOPs.
(See ORNL/NRC/LTR-S,/11, Revised LOOP Recovery and PWR Seal LOCA Models, August 1989).
This calculation results in somewhat higher short-term and long-term nonrecovery probabilities when
compared to the plant-centered LOOP model and gives credit for the startup transformers as a source of
supply for the safeguards buses that was available but not utilized. The nominal LOOP includes the
effects of extreme severe weather and severe weather induced LOOPs in addition to the plant-centered
and grid-related LOOPs, with correspondingly higher nonrecovery probabilities, Therefore the core
damage probability for this event is less than that for the nominal case.

The failure of the CRD pump to siart during EDG loading was not addressed in the event model. This

pump would have been manually started if required (operator action to start and align the CRD system
is included in the branch model).

B.4.5 Analysis Results
The conditional probability ¢ f core damage estimated for this event is 7.1 x 10°, The dominant core

damage sequence, highlight: d on the following event tree in Fig. B.2, involves a LOOP with a postulated
failure of emergency power and failure to restore ac power prior to battery depletion,

LER NO: 219/92-005
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Fig. B.2. Dominant core damage sequences for LER 219/92-005.
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COMD | TIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 219/92-005%
Event Description: LOOP Due to Forest Fire
Event Date: 05/03/92
Plant: Oyster Craek
INITIATING EVENT
NON-RECOVERABLE INITIAYING EVENT PROBABILITIES
LOOF 3.96-01

SEQUENCE CONDITIONAL PROBABILITY SUMS

End State/Initiator Probabiiity
co
LooP 7.1-05
Total T.1E-05
ATWS
LOoP 1.26-05
Total 1.26-05

SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY ORDER)

Sequence End State  Prob N Rec**

64 LOOP emerg.power -rx.shutdown/ep EP.REC co 6.06-05 3.1E-01

62 LOOP emerg.power -rx.shutdown/ep -EP.REC srv.chall/loop.-scram CD 9.96-06 3.1E-0Y
srv.close

98 LOOP -emerg.power rx.shutdown ATWS 1.26-05 3.96-01

** non-recovery credit for edited case

SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)

Sequence End State Prob N Rec**

98 LOOP -amerg.power rx.shutdown ATWS 1.26-05 3.98-01

62 LOOP emerg.power -rx.shutdown/ep -EP.REC srv.chall/loop,-scram CD 9.9€-06 3.1E-01
srv,close

64 LOOP emerg.power -rx.shutdown/ep EP.REC co 6.0E-05 3.1E-01

** non-recovery credit for edited case

SEQUENCE MODEL: C:\asppra\mode | s\bwraseal .cmp
BRANCH MODEL: C:\asppra\mode!s\oyster. sl
PROBABILITY FILE: C:\asppra\models\bwr_csl1.pro

No Recovery Limit

Event ldentifier: 219/92-005
O SO T B A RIS 5 30 SRAHTA AT A N LAV Vb VY A I NG 530 A TR MK WA M P A TSN XS A A R SRS T A A7
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BRANCH FREQUENCIES/PROBABILITIES

Branch System Non-Recov Opr Fail
trans 2.66-04 1.0€+00
LOOP 1.0E-05 > 1.6€-05 3.66-01 » 3.96-
Branch Model: INITOR
Initiator Freq: 1.66-05
loca 3.36-06 5.06-01
rx.shutdown 3.0€-05 1.GE+00
rx. shutdown/ep 3.56-04 1.0€+00
pcs 1.7¢-01 1,0€+00
sryv.chall/trans, -scram 1.0€+00 1.0€+00
srv.chall/loop. ~scram 1.0E+00 1.0€+00
srv.close 1.26-02 1.0€+00
BMer Q. power 2.9€-03 8.06-01
EP.REC 1.66-01 » 6.8E-02 1.0€+00
Branch Model: 1.0f.1
Train 1 Cond Prob: 1.66-01 » 6.86-02
fw/pcs. trans 1.0€+00 1.08+00
fuci/fu.trans 2.9€-01 3.4E-00
iwci/loop 1.0E+00 1.0€+00
fwci/loca 1.0€-03 J.4E-01
isol.cond 1.06-03 1.08+00
crd 1.0€-02 1.0€+00 1.0€-02
srv.ads 3.7e-03 7.18-01 1.08-02
ipcs 3.06-04 3.46-01
sdc 2.1E-02 J.4E-01 1.06-03
ce/sde 1.0€-03 1.0E+00
firewater 1.0E+00 1.0€+00 2.06-03

*  branch model file
** forced

Event ldentifier: 219/92-005

LER NO: 219/92-008
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B.S LER Number 247/92-007

Event Description:  Reactor Trip and Auxiliary Feedwater Pump Problems
Date of Event:  April 13, 1992

Plant:  Indian Point 2
B.5.1 Summary

Indian Point 2 was operating at 100% power on April 13, 1992 when errors in returning a condenser
hotwell to service after maintenance resulted in misleading hotwell level indication. Consequently, plant
operators reduced hotwell level too far, resulting in insufficient suction supply to the condensate system
and the main feedwater (MFW) pumps. When the MFW pumps began to experience symptoms
associated with cavitation, operators recognized the problem and opened a condenser makeup valve in
a 12 inch supply line from the condensate storage tank (CST). MFW pump suction was restored, but
the plant tripped a short time later on high steam generator (SG) level. Both motor-driven auxiliary
feedwater pumps (MDAFWPs) received auto-start signals; one started and tripped repeatedly and the
other did not start. Investigation suggested that the auxiliary feedwater (AFW) pumps failed to
successfully auto-start because of low pressure in their suction supply, which was provided from the same
12 inch header supplying the hotwell. The conditional core damage probability estimated for this event
is 3.6 x 10°% The relative significance of this event compared to other potential events at Indian Point
2 is shown in Fig. B.3.

LER 24792007
1E.7 1E6 1B.5 1E4 1E-3 1E-2
L | -3¢ | " | J
] [ s
TRIP LOOP
precursor cutoff === LOFW+
1 MTR AFW
360 h AFW

Fig. B.3. Relative event significance of LER 247/92-007 compared with other potential events at
Indian Point 2,

LER NO: 247/92-007
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B.5.2 Event Description

Indian Point 2 was operating at 100% power when the MFW pumps began experiencing high vibration
levels, low suction pressures, and speed variations. As operators attempted to identify the cause, they
stepped reactor power down to 25% in an effort to maintain SG levels. It was then recognized that a low
hotwell level was causing insufficient condensate supply to the MFW pump suction header. Valve
LCV-1128 was opened to refill the hotwell via a 12 inch line from the CST and MFW pump performance
immediately began to improve. A short time later, high SG levels resulted in a reactor trip. MDAFWP
21 auto-started but immediately tripped. It subsequently restarted and tripped five additional times.
Similar cycling was noted with control logic circuitry for the MFW pump 21 as well. MDAFWP 23
should have started but did not. The turbine-driven auxiliary feedwater pump (TDAFWP) was not
demanded. A short time after the trip, LCV-1128 was closed and an attempt was made to manually start
the MDAFWPs. This attempt was successful.

B.5.3 Additional Event-Related Information

Prior to the event, condenser hotwell 22B outlet valve CS-1-3 was isolated during tagout of the circulating
water side of that condenser. Later, the tagout was lifted but CS-1-3 remained closed. This resulted in
a false high level indication, and operators reduced hotwell makeup to compensate. Low hotwell level
resulted, causing the condensate and feedwater system perturbations described. Operators opened
LCV-1128 to quickly make up water to the condenser. This allowed the MFW system to promptly
recover SG level; level in one SG increased sufficiently to result in a high SG level turbine and reactor
trip. The normal suction supply for all AFW pumps at Indian Point is from the same line which was
used to supply the hotwell. It is believed that the high flow rate to the condenser which existed during
this event resulted in a low pressure in the AFW supply piping. In turn, it is thought that this caused
AFW pump suction pressure switches to prevent successful auto-start of the pumps. It is unclear why
cycling of the main feed pump control logic circuitry was observed.

B.5.4 Modeling Assumptions

Seventy-four seconds after the reactor trip, operators isolated the condensate makeup to the hotwell and
apparently restored the AFW system to operability. Had they failed to do so, or delayed in doing so,
it is possible that repeated start attempts could have resulted in damage to the AFW pumps. At Indian
Point 2 a high SG level turbine trip and reactor trip result in a trip of the MFW pumps as well. It was
reported that one MFW pump experienced control logic failures after the unit trip. The other feed pump
was assumed to have tripped but recoverable. This event was modcled as a reactor trip with a
recoverable loss of MFW and reduced availability of AFW, MDAFWP 21 started and tripped six times
in approximately one minute. Multiple starts of a large electric motor within a short period of time may
cause its circuit breaker to trip. Motor winding damage is also possible. While it is not known whether
MDAFWP 21 experienced any motor winding damage during the event, the motor clearly operated in
& manner inconsistent with good practices and it is possible that the manufacturer’s recommended duty
cycle was exceeded. Therefore, it is considered inappropriate to credit MDAFWP 21 as being fully
available at its usual level of reliability during the balance of the event. In addition, operation of the
TDAFWP at Indian Point requires manual intervention to align pump output to a steam generator.

LER NO: 247/92-007
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It is believed that MDAFWP 23 did not auto-start during the event because of the low pressure
experienced at its suction. Further, it is also believed that this condition would have cleared without
operator intervention before the steam generator inventory was depleted. As there is no reason to
question the pump’s ability to perform its required function, MDAFWP 23 is credited as being fully
available during the event. The AFW system model for this event consists therefore of one MDAFWP
and one TDAFWP recoverable (or available with manual intervention) and one MDAFWP fully available,

Because cues existed to indicate the need to isolate LCV-1128, and because manual alignment of the
TDAFWP was a proceduralized action, AFW recovery was assigned to ASP recovery class "R4"
(Reference Vol. 17, Section A.1.3 of this report). This recovery class is appropriate when "the failure
appeared recoverable in the required period from the control room and was considered routine or
procedurally based.” The nonrecovery likelihood for this class is 0.04.

In event of complete AFW failure, it may be possible at Indian Point to rapidly depressurize the plant
secondary side to 400 psig and supply the steam generators with the condensate pumps. While limited
information is available concerning the thermal hydraulics, reactor physics, human factors, and other
issues related to this approach, an effort has been made to credit this strategy. As time to implement this
strategy could be limited and operator burden could be significant, the nonrecovery for this event is
assigned from class "R3", "The failure appeared recoverable in the required period from the control
room, but recovery was not routine or involved substantial operator burden.” Component failures are
assumed to be negligible in comparison with the operator nonrecovery probability. The nonrecovery
probability for this class, 0.12, was incorporated by adjusting the AFW nonrecovery probability.

B.5.5 Analysis Results

The conditional probability of core damage estimated for this event is 3.6 x 10*. The two dominant
core damage sequences, highlighted on the following event tree in Fig. B.4, are associated with failures
of MFW, AFW, and feed-and-bleed cooling. This event has been analyzed based on the information
available in the referenced LER.

LER NO: 247/92-007
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Fig. B.4. Dominant core damage sequences for LER 247/92-007
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CONDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 247/92-007
Event Description: Reactor trip and suxiliary feedwater pump problems
Event Date: April 13, 1992
Plant: Indian Point 2
INITIATING EVENY
NON-RECOVERABLE INITIATING EVENT PROBABILITIES
TRANS 1.0€+00

SEQUENCE CONDITIONAL PROBABILITY SUMS

End State/Initiator Probability
{w )
TRANS 3.66-08
Total 3.6E-06
ATWS
TRANS 3.4E-05
Total J.4E-05

SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY ORDER)

Sequence Ercl State Prob N Rec**
1S trens -rt AFW MFW -hpi(f/b) -hpr/-hpi porv.open co 1.76-06 1.6E-03
17  trans ~rt AFW MNFW hpi(f/b) o 1.7€-06 1.4€-03
16  trans -rt AFW MFW -hpi(f/b) hpr/-hpi o 1.9€-07 1.6E-03
18 trens rt ATWS 3. 4E-05 1.2E-0

** non-recovery credit for edited case

SEQUEMCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)

Sequence End State Prob N Rec**
15 trang -rt AFW MFW -hpi(f/b) -hpr/-hpi pory,open cD 1.7E-06 1.6€-03
16  trans -rt AFW MFW ~hpiif7b) hpr/-hpi co 1.9€-07 1.66-0%
17  trans -rt AFW NFW hpi(f/b) oo 1.7€-06 1.4E-03
18 trams rt ATNS 3.4E-05 1.26-01

** non-recovery credit for edited case

SEQUENCE MODEL: c:\asp\mode!s\purbseal .cmp
BRANCH MODEL: c:\asp\models\indpoint.sl!
PROBABILITY FILE: c:\asp\models\pwr_bsi1.pro

No Recovery Limit

Event ldentifier: 247/92-007
]
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BRANCH FREQUENCIES/PROBABILIVIES

Branch tvstem Non-Recov Opr Fail
trane b, 6E-04 1.0€+00
Loop 5.16-05 1.76-04
loce 2.6E-06 4.3E-01
re 2.8E-04 1.26-01
rt/loop 0.0€+00 1.06+00
Mg . power 5.68-04 8.06-01
AW 3.86-06 > 1,06-01 2.66-01 > 4, 86-03"
Branch Model: 1.0 3+ser
Train 1 Cond Prob: 2.06-02 » 1.0E+00
Train 2 Cond Prob: 1.0€-01
Train 3 Cond Prob: 5.06-02 » 1.0€+00
Serial Component Prob: 2.86-04
ofn/emerg . power 5.06-02 3.46-01
MEW 2.06-01 » 1.06+00 3.66-01
Branch Model: 1.0F.1
Train 1 Cond Prob: 2.06-01 > 1.0E+00
porv.or.srv.chall 4.08-02 1.0E+00
pory.or.srv, reseat 2.06-02 1.1€-02
POrY.Or . 8Py, reseat/emerg. power 2.06-02 1.0€+00
seal.loce 2.1E-01 1.0€+00
ep.rec(sl) 6.06-01 1.0€+00
op. rec 5.6€-02 1.0E+00
hpi 3.06-04 B.4E-01
hpi(f/b) 3.06-04 B.4E-01 1.06-02
hpr/-hpi 1.5€-04 1.0€+00 1.06-03
porv. open 1.06-02 1.06+00 4.08-04
* branch model file
** forced
Wotes:

1.  8G depressurizstion credited by adjusting the AFW non-rec probability. Ses the modeling
sssumpt fons section for a description of this modification.

Event l|dentifier: 247/92-007
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B.6 Identifier Number: 250/92-S01 and 251/92-S01

Event Description Loss of Office Power Due to Hurricane Andrew
Date of Event August 24, 1992
Plant Turkey Point Units 3 and 4
B.6.1 Summary

On August 24, 1992, Hurricane Andrew, a Category 4 hurricune, struck the Turkey Point Electrical
Generating Station with sustained winds of 145 mph. The storm caused a loss of offsite power (LOOP)
which required the use of the emergency diesel generators (EDGs) for 6.5 d. Prior to the arrival of the
storm, both units were shut down. The class I structures of the plant sustained essentially no damage
Damage to other equipment, including the offsite power supplies, offsite communications, on-site
electrical distribution systems, fire protection system, and miscellaneous plant structures, complicated the
recovery from the event. The conditional core damage associated with this event is 1.6 x 107 per unit
This event was of long duration and occurred while both units were shut duwn. The analysis of core
damage risk from shutdown-related events has only recently begun in the nuclear industry. Issues that
are important in estimating risk during shutdown, primarily human error and equipment repair over the
long term, are not well understood. Because of this, core damage probability estimates developed for
shutdown-related events, including this event, are not directly comparable to estimates developed for at
power events. Therefore, the relative significance of this event has not been compared to other postulated
events using a relative significance graph

B.6.2 Event Description
On Friday, August 21, 1993, site personnel began preparing for the potential arrival of Hurricane
Andrew at Turkey Point. Preparations were guided by an Emergency Plan Implementing Procedure
(EPIP). Most of the preparations consisted of removing equipment from outside areas, securing of
equipment, and preparing for the storm surge. On Saturday, August 22, the operators completed
simulator scenarios likely to occur during the hurricane. These included loss of instrument air, loss of
residual heat removal (RHR), and loss of all ac power

On Sunday, August 23, the National Hurricane Center issued a hurricane warning for the Turkey Point
area. The utility declared an Unusual Event and began preparations for a Category § hurricane. At 1800
hours on August 23, a shutdown of Unit 3 began. The Unit 4 shutdown was started 2 h later at 2000
hours. The objective of the shutdowns was to place the units in Mode 4 (on RHR) prior to the onset of
Hurricane winds. The units were placed in the shutdown (Mode 4) rather than cold shutdown (Mode §)
to retain the availability of the turbine driven auxiliary feedwater (AFW) pumps as an immediate backup
for RHR cooling

Operators were prepositioned in the EDG control centers for Units 3 and 4. Each of these are located

in class I structures and are not accessible from other class I structures without going outside. As a
result, personnel may not have been able to respond to abnormal EDG conditions during the storm unless

Identifier NO: 250/92-S61 and 251/92-S01
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they were prepositioned. By midnight, preparations were complete and all on-site personnel were located
in class I structures.

The leading edge of the storm hit the Turkey Point site at about 0200 hours on Monday, August 24,
Winds steadily increased from about 20 mph to 145 mph. At 0440 hours offsite power was lost to Unit
3. At 0522 hours, offsite power was lost to Unit 4, The EDGs automatically started and loaded for both
units. Throughout the event, the plant remained in a stable condition. The plant vital areas were secure
and were never jeopardized by the storm.

During the time period that offsite power was lost, the EDGs ran continuously to supply plant safety-
related loads. An EDG tripped on two instances during this period. The "A" EDG for Unit 4 tripped
during troubleshooting efforts to isolate a ground on the dc control power supply. The procedure was
intended to be used when the bus was supplied by offsite power. The EDG was restarted after a few
minutes and the procedure was revised. The "A" EDG for Unit 3 tripped 3.5 d after the storm.
Troubleshooting to locate the cause of the trip was unsuccessful. The EDG was restarted 2.5 h later.
No further problems were encountered.

By 0700 hours, th: storm had passed and assessment of the damage began. During the storm offsite
power had been los.. Restoration of offsite power took 4.5 d. The startup transformers for Units 3 and
4 were energized 6.5 d after the storm and the EDGs were shutdown. A second offsite line became
available about one day later.

Two fossil plants, Units 1 and 2, are located adjacent to the two nuclear units (Units 3 and 4). Each
fossil unit has a 400 foot reinforced concrete chimney. The chimneys were designed to withstand 150-
mph winds. During the storm, the unit | stack sustained significant, visible damage. The Unit 2 stack,
the closest to the nuclear units, suffered minor cracking but without any significant structural damage.
The Unit | stack was subsequently demolished.

B.6.3 Additional Event-Related Information

The impact of Hurricane Andrew at Turkey Point is described in detail in a report jointly sponsored by
the Institute of Nuclear Power Operations (INPO) and the Nuclear Regulatory Commission (NRC);
NUREG-1474, Effect of Hurricane Andrew on the Turkey Point Nuclear Generating Station from August
20-30, 1992, March 1993,

B.6.4 Modeling Assumptions

The analysis addresses the potential to proceed to core damage for the conditions observed during the
actual event: the hurricane-induced loss of offsite power (LOOP) occurred with both units shut down,
depressurized below 350 psig, and on RHR cooling. Reactor coolant system (RCS) temperaturc was
maintained between 200 and 350°F to facilitate prompt initiation of the turbine-driven AFW pumps for
core cooling if RHR failed. All four EDGs auto-started and loaded following the LOOP. Any one of
the four diesel generators and any one of the three AFW pumps was assumed capable of providing ac
power and secondary-side makeup to both units. The event was initially modeled by NRC staff
personnel. That analysis which used somewhat different assumptions is included as Attachment 1. Some
of the conclusions from that assessment were utilized in this analysis,

Identifier NO: 250/92-S01 and 251/92-S01
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An event tree model of the potential sequences to core damage during the 157 h that offsite power was

unavailable is shown in Fig, B.5. Three Jamage seque re addressed

failure of RHR and AFW with emergency power available (both decay heat removal

mechanisms unavailable);

failure of emergency power (which fails RHR) with successful AFW and failure to recover ac
power prior to core uncovery (AFW is assumed to fail following barttery depletion and

consequent iuss of dc power if ac power is not recovered); and

failu e of emergency power (which fails RHR), failure of AFW, and failure to recover ac

POW el

“ig. B.5. Event tree model for loss of offsite power at Turkey Point

Development of conditional probabilities for the three sequences is described in the following paragraphs
Analysis assumptions which may result in over- or under-estimation of the conditional probability for the

event are then discussed

Sequence 1. Failure of RHR and AFW. RHR operated correctly during the event. However, because
of the debris in the intake water at Turkey Point, the service water strainers required hourly cleaning.
Errors during this process could have resulted in a loss of service water and a subsequent loss of RHR
If RHR was lost, the turbine-driven AFW pumps could have been used for core cooling. Failure of both
RHR and AFW was estimated in the attached analysis to be approximately 4.0 x 107 over the 157-h
period, assuming nominal RHR and AFW performance. Increasing the RHR system failure probability
by an order of magnitude to account for the degraded service water system performance (caused by the
excessive amount of debris in the intake water) results in a conditional probability estimate for the
sequence of approximately 4.0 x 10°°. This probability is low compared with the probability estimated
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for the second sequence, Therefore, although further mitigation strategies are potentially available to
allow further time for RHR or AFW recover g gh-pressure injiection (HPI) for feed and bleed)

this sequence was not developed further

Sequence 2. Failure of emergency AC power, AFW success, and failure to recover power before battery
depletion and core uncovery. The analysis addressed the potential for emergency power failure caused
by all four EDGs failing to start and all four EDGs failing to run. (The analysis described in Attachment
A also considered the potential for emergency power failure caused by the postulated collapse of the Unit
2 (fossil plant) stack plus independent failures of the two remaining EDGs. Failure of emergency power
due to this cause did not significantly contribute to the overall failure probability estimated in Attachment
A and was not addressed herein.) If emergency power were to fail, it must be recovered before battery
depletion, steam generator (SG) dryout, and RCS boil-off, to prevent core damage

lime to core uncovery, Battery depletion was assumed to occur at 2 h, based on the data included in
the Turkey Point FSAR. If the EDGs failed during the first day following the LOOP, secondary-side
dryout and RCS boil-off to the point of core uncovery was estimated to occur ~ 10.5 h after battery
depletion. The time to core uncovery was increased in proportion to the reduction in decay heat on
subsequent days (loss of RCS inventory through the RCP seals and other leakage was assumed not to
significantly affect these estimates)

EDG failure probability, The probability of an EDG failing to start (0.03) and failing to run (0 003/h)
was estimated based on data included in NUREG/CR-4550, Vol. 1, Rev.1, Analysis of Core Damagé
Frequency.: Internal Events Methodology, 1990. The value for failure to run is consistent with two EDG

unavailabilities observed during the 6-d event

The probability of all four EDGs failing to start was assumed to be domir ated by common-cause eftects
| ¢

Utilizing the multiple Greek Letter (MGL) parameters included in NUREG/CR-5801, Procedure for
Analysis of Common Cause Failures in Probabilistic Safety Analysis, 1993 (8 = 0.03, vy = 0.27, and 6

0.4) results in an overall failure-to-start probability of 9.7 x 10°, without consideration of repair

The probability of the four EDGs failing to run for the required period (157 h - time to core uncovery)
was estimated by first calculating the probability that three of the four EDGs were failed and multiplying
this value by the probability that the fourth EDG would fail and by the probability that none of the EDGs
would be repaired before core uncovery

Assuming EDG failure and repair are exponentially distributed, the unavailability of a single EDG at time
tis F(t) = [ A X MTTR /(1 + A X MTTR)] [ 1| -exp (<( A + MTTR") x t] (see Martz and Waller,
Bayesian Reliability Analysis, p. 154). In this equation, A is the EDG failure rate and MTTR is the mean
time to repair. The unavailability of the four combinations of three EDGs is therefore 4 X [F(t)]". The
probability of the fourth EDG failing is A x (157 h - time to core uncovery). The probability of not
repairing any of the EDGs prior to core uncovery was estimated to be [p(single EDG not repaired before

core uncovery)J’

p(no EDG recovered before core uncovery) was estimated in Attachment A as p(single EDG not

v

repaired before core uncovery)'. This value is too small, because repair of the first three failed EDGs
-
(

is addressed to a certain extent in [F(t)]'. p(single EDG not repaired,..)' underestimates this value
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EDG Repair Probability, The spare parts and central receiving warehouses were severely damaged by
the hurricane. Many of the spare parts that were in these warehouses were scattered and waterlogged.
Some EDG spare pa~:s were available - the licensee noted in the telephone conversation with NRC and
ORNL on November 30, 1993 that spare fuel filters v:ere used during the 6-d period and that other spare
parts had been identified after the storm. In an attempt to address the impact of the damaged warehouses,
this analysis ass /med that only one-half of repairs requiring spare parts could be acccmplished with on-
site spares and that the remainder of repairs required either the cannibalization of another failed unit or
one of the non-safety-related black-start diesels (the bus used to provide power from these diesels to the
safety-related buses was damaged during the hurricane) or the use of parts obtained from another site.
The nominal probability of EDG non-repair s a function of time, shown in Table 1, was developed from
data included in NUREG/CR-2989, Reliability of Emergency AC Power Systems at Nuclear Power Plants,
1983, plus supplemental data provided by a report author. This data was modified as follows to reflect
the reduced availability of spare parts on-site:

a. EDG failures that could be recovered in 2 h or less were assumed not to require spare parts.
Such repairs could be accomplished within their nominal tvpair times following the LOOP.

b. Repairs that required more than 2 h were assumed to require spare parts. Spare parts for half
the potential repairs were assumed to be unavailable on-site. If these were obtained by
cannibalizing another faulted EDG, repair times were increased by 5u percent (to disassemble
the other EDG and obtain the part).

If the spare parts were instead obtained frorr. another site, the repair times were increased by
24 h. Repair personnel were assumed capable of choosing the most expeditious repair method
-- the minimum of the two modified repair times was utilized. Note rthat a spare, truck-
mounted EDG was brought on site after the second day. The estimated time to power a safety-
related bus from this EDG is 24 b ame as the time estimated to obtain spare parts from
another site. Because of this, the DG was not specifically addressed in the analysis.
Revised FDG repair probabilities as o function of time, based on these assumptions, are
provided in Table 2 and is shown graphically for the first 30 h in Fig. 1.

¢.  During the ti-st Auy following the LOOP, communications were non-existent to poor. Only
repairs that did not require the shipment of spare parts from offsite were assumed possible in
this period. The failure of four EDGs to start was assumed to be dominated by common-cause
failures. Repairs that required cannibalized parts were not possible in this case, since similar
parts were assumed failed on all four EDGs.

To address the variability in the time to core uncovery and EDG failure to run as a function of time since
the start of the e :nt, the conditional probabilitv %o+ csquence 2 was estimated for single-day increments
throughout the 6-d period that offsitc power 'vas unavailable. The timz2 to core uncovery, probability of

repair of the three EDGs is assumed to coutinue after e fourth EDG fails (multiple EDG repair was
assumed possible). p(no EDG repaired before coie uncovery) was approximated by p(single EDG not
repaired...)' in the analysis. This value recognizes some potential for repair of the first three EDGs,
but is not overly optimistic.
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not repairing an EDG before core uncovery, and MTTR wer * estimated as described earlier in this
section. These estimates are given in Tabie B.2.

Table B.2. Estimates of parameters by 24 hour periods.

day (24 h increment) time to core p(singie EDG not
uncovery® repaired)

1 125h 0.39 (0.86**) 484 h
14.7 0.32
17.9 0.27
20.2 0.26
22.7 0.24 42.2 I
247 nNa 422

i

**EDG common-cause failure to start

The probability of AFW success is about 1. This value was combined with the probability of AC
power failure and the probability of not recovering AC power prior to core uncovery to estimate the
conditional probability for sequence 2: p(AC power fails) x p(AFW success) x [p(EDGs fail to
start) x p(failure to recover from failure to start prior to core uncovery) + p(EDGs fail to run for

157 h - core uncovery time) X p(failur: to recover from failure to run prior to core uncovery)]. This
calculation is shown in Table B.3.
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Table B.3. Conditional core damage probability values for sequence 2

day (24 h p(AC power p(AFW success) | p(AC power not

increment) fails) recovered)

start 9.7x 10° ~1 0.86 8.4x10°

1 89x 10° ~1 0.15 1.3 x 10°

2 9.6x 10° ~1 0.10 9.6 x 10*

3 2.1 x 10* -1 0.073 1.5 x 10°

4 29x 10* ~1 0.068 2.0x10°

§ 34x10 ~1 0.058 2.0x 107

6* 1.9 x 10* ~1 0.048 9.1 x 10*
TOTAL: 1.6 x 10*

Sequence 3. Failure of emergency power and AFW, and failure to recover ac power before core
uncovery. In this sequence, ac power must be recovered before SG dryout and RC3 boil-off, about 2
h. The probability of this sequence can be estimated using the probabilities values described above,
with an EDG non-repair probability at 2 h (0.84, from Fig. B.5). The probability of a non-
recoverable failure-to-start or failure-to-run for the four EDGs in this case is 1.0 X 1077

Multiplying this value by the AFW failure probability estimated for Turkey Point in the ASP program
(4.1 % 10°%' results in a sequence conditional probability of 4.2 x 107, not a significant
contributor to the condi|tional probability estimated for the event.

Potential Sources of Over- and Under-estimation

A number of simplifying assumptions were made to facilitate the analysis. A precise estimate of the
conditional probability associated with the event cannot be developed without the use of numeric
methods, which are beyond the scope o ASP-type analyses. The assumptions and approach used in
the analysis include the potential for over- and under-estimation. In many cases, the potential impact
of these assumptions cannot be rigorously estimated. Principle contributors are discussed below.

"The approach to system modeling used in the ASP program is described in Appendix A For Turkey Point, the AFW
system failure probability is assumed to be dominated by the commean cause failure of the three turbine-driven AFW pumps
and the failure w recover one pump in the short term:  p(failure of the first purap) % plcommon cause failure of secand
pump | first pump failed) X p(common cause failure of third pump | first two pumps failed) X p(failure to recover one
pump) = 0.05 x 0.1 x 0.3 x 0.27.
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EDG failure-to-start common cause probability. The analysis assumed that the four EDGs were
subject to the same common-cause failure mechanisms, In actuality, two of the four EDGs were
installed at a later date and are of a somewhat different design. These factors may reduce the
significance of common cause failures during EDG start, and subsequently lower the combined
failure-to-start probability for the four EDGs.

EDG frilure-to-run probability. Most of the data associated with EDG failures to run was developed
from short run durations (1 h to 24 h). EDGs are rarely run for greater than 24 h. Applying such
data to the 157-h LOOP duraticii nbserved during the event may be conservative or non-conservative.
However, the 0.003 failure rate usad in the analysis is consistent with the two EDG trips observed
during the 157-h period.

EDG failure-to-run common cause probability. The analysis did not address the potential for EDG
common cause failures-to-run; all potential failures were assumed to be independent. Little data is
available concerning EDG common-cause run time failures. Consideration of potential common cause
failures would increase the conditional probability for the event.

The likelihood of EDG repair. The probability of failing to repair a faulted EDG was based on data
included in NUREG/CR-2989. This data was modified to address the warehouse damage that
occurred during the hurricane. The failure-to-repair distribution is quite skewed; the median repair
time is approximately 8 h, while the MTTR is approximately 42 h. Thus, the probability of failing to
repair an EDG is dominated by failures that would require long repair times. Prior o the arrival of
Hurricane Andrew, personnel were stationed in both units’ ED”J control centers. This was to
facilitate EDG recovery in the event of a failure. The control centers would not be accessible from
other plant structures during the height of the storm. While this would increase the likelihood of
short-term repa'r for failures that could be addressed without spare parts, access to the parts
warehouse would be required for long-term repairs. Unfortunately, the hurricane severely damaged
the Turkey Point parts warehouse. The damage to the parts warehouse reduced the likelihood of
long-term repair.

The combined effect of these contributors to over- or under-estimating the core damage probability
calculated for the event cannot be easily determined. For sorie contributors, such as common cause
failure data, available information may not represent the acti al plant design or the long run times
required during the event. The effect of other contributors, such as the approach used to estimate the
probability of multiple nonrecoverable EDG failures, could be bett  understood through more
detailed modeling. However, the additional detail provided by such modeling is not expected to
substantially impact the conditional probability estimated for the event.

B.6.5 Analysis Results

Combining the conditional probabilities for the three sequences described in Sect. B.6.4 results in an
overall conditional probability estimate for the event of approximately 1.6 x 10°*, This value is
applicable to both units at Turkey Point (sequences 2 and 3 results in core damage at both units). The
dominant core damage sequence is Scquence 2 on Fig. B.S, and involves 3 postulated failure of
emergency power following the LOOP, successful AFW, and failure to recover emergency power
prior to battery depletion and core uncovery.
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Table B.4. Nominal probability of :DG non-repair

l Time (h) p(EDG ropaired)

0.50 0.9
1.50 0.86
2.50 0.77
3.50 0.69
4.50 0.63
5.50 0.59

i 650 0.48

I 7.50 0.40

I £.50 0.38

I 9.50 0.36

| 10.50 0.34

l 11.50 0.30

I 12.50 0.28

[

13.50

MTTR

i

37.6

0.26
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Table B.§ prﬂhdhliﬂ\ of } DG non- T unl.zed in the analysis
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5.2 | 0.66 15.00 0.15
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5 50 1 0.64 52.50 0.12
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6.75 0.59 65.00 0.12
= _..A....A,“‘;___, e bt
7.50 0.56 67.50 0.11
AN S— s IS

8.25 0.53 75.00 0.10

8.50 0.49 79.00 0.09
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9.50 0.49 85.00 0.09

9.75 0.47 89,00 0.08

SSTE—, N

10.50 0.45 95.00 0.08
| 11.25 0.42 99.00 0.07

109.00 0.07
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119.00 0.0¢
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25.00 ' 0 06

i - -

L-- 149.0 i
B |

'S (Kl 004

199,00 0.03

250.00 0.03

e s =

174 .00 0.02

950.00 0.01
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974.00 0.00
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MTTR = 42.2
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not repairing an EDG by time t (day 2-6)

e
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Attachment 1 to 250/92-S01 and 251/92-S02

"Evaluation of the Risk Significance of the Impact of Hurricane Andrew on the Turkey Point
Nuclear Power Plant"

By: S. Long, SPSB
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EVALUATION OF THE RISK SIGNIFICANCE
OF THE IMPACT OF HURRICANE ANDREW
ON THE TURKEY POINT NUCLEAR POWER PLANT

S. Long, SPSB

INTRODUCTION

As Hurricane Andrew pproached the Turkey Point Nuclear Power Plant in the
early morning hours of August 24th, both units were shut down, cooled and
depressurized below 350 psig, and placed on RHR cooling. Cooldown was
intentionally stopped above 200°F and bubbles were maintained in the
ptc::ur!-o“s to facilitate prompt initfation of (turbine-driven) auxiliary
(erdwater.

Storm damage to the switchyard and grid caused complete loss of offsite gouor.
resulting in the automatic start and loading of all four emergency diese
generators. The five "black start” diesels located on site were covered with
oi] (from a damaged tank) and the "C" non-safety buses that could link these
diesels to the safety buses were also damaged. Offsite power was not
recovered for about 6 days.

Additional storm related damage of significance included:

- extensive cracking of the unit 1 stack, and minor cracking of the unit 2
stack (both are oil-fired units),

. extensive debris in the intake water, which necessitated cleaning the
service water strainers every hour to prevent clogging,

- severe damage to the warehouses, which ccule have hampered recovery
efforts if the eme-gency diesels required reprir.

- loss of the statfon fire system, including damag2 to both raw water
tanks and the fire header downstream of the fire pumps.

.The systems remaining operable for protection against core damage were:

- the four operating diesels, any one of which could power both units,

- two trains of RHR for each unit,

- the three operable turbine-driven AFW pumps, any one of which could
provide secondary cooling to either unit so long as DC power remained

available

. DC batteries, which are credited with capability for co ing with 4 hours
of station blackout and were being charged by the diesels.
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Two sequences of additional equipment failures were considered for assessing
the conditional core damage probability (CCDP) for this event:

1. Failures of all four emergency diesels creating a station blackout
period exceeding at least six hours (to deplete the batteries, dry out
the steam generators and boil down the RCS inventory sufficiently to

I expose the core), or

2. Faflures of both RHR trains in one unit followed by failure of all three
auxiliary feedwater trains,

CCOP CONTRIBUTION FROM DIESEL FAILURES

It was assumed for this analysis that the five non-safety "black start®
diesels would not have been available 1f needed during this event.

Factors that are relevant, if not quantifiable, with respect to the
probability of success for the onsite emergency power system include:

1. The diesels are cooled by radiators, and are thus not dependent on the
service water system.

2. The fuel systems for the diesels are independent with the exception of
the use of the same storage tank by EDGs 3A and 3B. (Fuel trinsfer
systems, day tanks, etc. are provided separately for each diesel.)

3. EDGs 4A and 4B are physically located fn a category 1 structure separate
from the structure for EDGs 3A and 3B.

4. The severely dama?ed unit 1 (fossil-plant) stack 1s located where it
could not have fallen on safety related equipment. However, the less
severely damaged unit 2 stack could fall on either, but not both of the
EDG buildings.

Three cases of EDG failure are considered below:

a. failure of all 4 EDGs to start,
’ b. concurrent failures of all EDGs while they are running,
¢. collapse of the unit 2 smoke stack causing failure of 2 EDGs in
combination with independent failure of the other 2 £DGs.

Diese! failure to start; DOue to the potential for common cause failures,
probabilistic risk assessment methods give reduced benefit to total system
reliability for the addition of each similar train to a system, For early
failures of the diesels at Turkey Point, the Eroblbilitics of failure to

;tart. load or run for the first hour were taken from NUREG/CR-4550, Vol.l,
ev.l:

Ist DG failure = 0.03
failure of other 3 DGs given 1 failure = 0.013

Failure to recover any one of the diesels was assumed = 0.6, giving a system
fatlure-to-start estimate of about 7 3f-4.
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Diesel failure to run: Because the diesels were required to run for long
periods, it is also necessary to consider the probabilities of failures while
running. Units 3 and 4 were on emergency diesel power for 154 hours and 157

hours, respectively. Generic data for failures while running ranges from i
0.002/hour (NUREG~1150) to 0.003/hour (IREP). This results in failure
probabilities of about 0.27 to 0,37 for each dfese] duriny the extended run.
The probability of multiple EDG failures is:
failures in failure rate failure rate
195 _hours .0.002/hoyr 0.003/hour o
0 0.29 0.16
1 0.42 0.37
2 0.23 0.33
3 0.06 0.13
4 0.005 0.02

The probability that no diesel would fail durina this run 1s only about 0.29
to 0.16. It is more probable that there would be one DG failure, and almost
| as likely that two diesels would experience failures. In fact, EDG 3A was
lost for 2 hours, 38 minutes due to a lockout on Thursday, August 27. Thus,
the experience in this case is not inconsistent with the generic data.

The probability that all four EDGs would experience failures during this run
duration is about 1E-2. However, as illustrated by the experience with EDG
ther

3A, there is also a probabylity for recovery from each failure within a short
period of time. Generic data for the mean time for recovery from failures is
about 34 hours (This 1s a very skewed probability distribution; the median
time to recovery is only 8 hours.) In order to account properly for the CCOP

'

due to DG failures while running, it is necessary to perform a time-dependent

L 1]
analysis that determines the probability that all four diesels would become
noperable at the same time for a period long enough to deplete the batteries

l (fa ng AFW), dry out the steam generators, and deplete the RCS inventory

| U ently to expose the core. The station batteries are rated at four heur
| capacity for coping with station blackeut (SBO), and the time necessary to

|

|

expose the core after AFW failure is estimated to be at least two hours 2t the
beginning of the event As the decay heat diminished over the duration of the
LOSP condition, the time available for EDG repair significantly increased.
However, it 1s difficult to capture these time-dependent complexities in the
analysis, so several simplifying assumptions were made in order to produce an
estimate of this portion of the CCDP,

to the CCOP from diesel failures while running was estimated
4 x (faflure rate) x (run time - 6_hours)

x (failure rate x mean time to repair)
x (nonrepair probability @ 6 hours)*

his is the probability of the fourth diesel failing times the steady-state
probability of three diesels being in the failed state times the probability
that none of the four diesels will be recovered in 6 hours after this
ndition ¢ rs that this analysis assumes no time-correlated common

c

while they are running and that their repair
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probability is unaffected by the number of EDGs that are failed
simultaneously.)

Because the relfability of diesels and their repair probabilities are poorly
documented for perfods exceeding 24 hours, calculations were performed to
explore the sensitivity of this formula to 1ts varfous parameters. For a
failure rate of 0.003 per hour, a mean recovery time of 34 hours and a
probability of nonrecovery within 6 hours of 0.6, tha contribution to the CCOP
fs 2.56-4. 1f the fatlure rate 15 assumed to be 0.002 per hour, the
contribution would be 4.9E-5. If it 1s assumed that only one diesel can be
repaired at a time, these numbers would increase by a factor of 1/(nonrepair
probability @ 6 hours)” = 4.6. If the coping time was increased to allow
repair within 20 hours, the probability of not rocovcring each diesel would
decrease to 0.25, resuiting in a decreased CCOP contribution by a factor of 33
(independent repair) to 2.4 (repair only one at a time). On the basis of
these calculations, 1t was assumed that the contribution to CCDP from failures
7h11| running is about equal to the contribution from failures to start and
oad.

CONTRIBUTION OF POTENTIAL FOSSIL UNIT STACK COLLAPSE TO THE CCDP

The contribution of the potential unit 2 stack collapse to the CCOP is
difficult to assess. [f it fell on one of the structures housing two of the
EDGs and caused both to fail, it would iIncrease the failure to start
probability to about 9E-4 and the failure while running probability to about
3E-2. Thus, in crder to double the CCOP estimate presented above, the
probability of the stack falling, hitting an EDG structure, and causing both
EDGs to fail would have to be at least 1.7E-2.

Licensee and staff analyses indicate that failure of the unit 2 stack was not
imminent. However, failure of the upper portion of the unit 1 stack may have
been imminent. Discussion with Goutam Bagchi (ESGlg indicated that, having
sustained the observed hurricane wind damage, credible values for the failure
probability for the unit 1 stack were in the range of 0.5 to 0.9. Also,
because nominal design and construction of these two stacks is presumably
fdentical, this experience suggests a probability of about 0.5 that this
hurricane could have damaged the unit 2 stack to the do?rco experienced by
unit 1. Thus, the probability of the unit 2 stack falling may have been as
high as (0.5-to-0.9 x 0.5), or 0.25 to 0.45.

It is unlikely that even the cntogor¥ 1 building housing EDGs 4A and 4B could
withstand the impact of the stack. This makes the probable direction of fa)l
very important. A telephone discussion with Mike Janus (one of the Resident
Inspectcrs) gave some insights into the pattern of wind amage on-site. The
wind blew nominally north-to-south before passage of the eye and appreximately
the opposite direction afterwards. The strongest winds occurred after passage
of the eye. The elevated water tower and two elevated 1ight towers which
blew down all fell approximately northward. This indicates that the unit 2
stack, 1f 1t had been damaged and had fallen, would probably have fallen away
from the diesel buildings rather than toward them. In addition, the stacks
behavior during demolition indicated that it may have twisted to the east if
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it had fallen due to wind loading. Damage to other elevited 1ight towers
indicated generally northward leaning with a significant spread i dire tion.
Therefore, under the conditions actually encountered in this siorm, 1t seems
unlikely that the unit 2 stack would have fallen in the direction of the EDGs.
This 1s importa‘t, because the two EDG buildings occupy about one-fifth to
one-tenth of the arc around the stack (dcpond!n’ on the interpretation of what
constitutes a "hit®)., Thus, if the direction of fall were assumed to be
random, it would de the dominant risk contributor for this event. However,
given the conditions observed, it appears that the potential stack failure
does not make a significant contribution to the total CCDP.

It 1s logical to ask what is the conditional probability of a storm such as
Andrew having a wind pattern that would cause the stack to fall toward the I
south. Although the necessary informavion 1s not available to answer that
question precisely, 1t is useful to note some important factors. First, the
hurricane would have to have a wind pattern that put the most intense winds on
the leading side of the storm, so that they would blow southward. Second, the
storm’'s forward speed would have to be such that winds would persisi at the
site for a sufficient time for the stack concrete to degrade and collapse
before the wind changed direction. Although Andrew had neither of these
attributes, they are not necessarily improbable for a class 4 hurricane.

In summary, the CCOP contribution from the unit 2 stack striking one of the
EDG buildings, combined with independent failures of the other two EDGs, is
not considered to be dominant for the conditions that actually occurred on
site. However, it should be noted that collapse of the unit 2 stack could
increase the total CCOP by an order of magnitude under other conditions that
are perhaps equally probable for a class 4 hurricane.

Thus tte total CCOP estimate for SBO sequences is estimated at about SE-4,
about ralf from failure to start and half from failure to run,

CONTRIQUTION FROM RHR PLUS AFW FAILURES TO CCDP

The RHR systems were init ated only a few hours before the storm arrived, and
the service water system strainers required hourly cleaning after the storm’s
passage due to the debris that had been blown into the intake water. Had both
trains of RMR failed on a unit, three trains of AFW were available to cool
either reactor’s steam generators. Thus, core damage would have required
failure of two trains of RHR plus three trains of AFW. (It was assumed that
the two motor-driven standby feedwater pumps would be unavailable because they
receive power through the damaged C buses.)

Data develcped by BNL for the probability of RHR failure at Surry indicates a
system failure rate of only 7.3E-6 per hour. This gives a probability of
1.1€-3 that the system will fail in 157 hours. The current ASP models for
Turkey Point provide an AFW system failure probability (with nonrecovery) of
4.1E-8 per demand. Thus, the probability that these two systems will cause
core damage due to fndependent failures is only about 4E-7. The failure rate
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of the RHR system would have to be fncreased by about three orders of
magnitude to make a significant contribution to the tutal CCOP.

Clearly, the contribution to the CCOP from this sequence of failures will be
insignificant in comparison to those from potential EDG failures, unless the
storm could cause common mode failures that would affect both RHR and AFW
together.

OTHER CONTRIBUTORS TO THE CCDP

The Turkey Point IPE contains an anal{sit of risks due to hurricanes and Lhe
i conclusion that storm surge is the only factor that contributes significantly.
The mechanism is flooding of the safety bus switchgear when the surge exceeds
the plant’s flood protection elevation (20 feet). However, Hurricane Andrew
did net produce a large surge. It was est mated at only B feet. As with ths
potential for the collapse of the unit 2 siack, no effort was made to
calculate the conditional probability of a 20’ storm surge, given a class 4
hurricane.

BENEFIT OF RECENT PLANT MODIFICATIONS

Recent modifications at the Turkey Point plant included the addition of EDGs
4A and 4B. Without these two additional sources of emergency AC power, the
CCOP for this event would have been considerably higher. The formula used
above to estimate the probability of a six-hour SBO with four EDGs would yleld
a value of about 3.3E-2 with only two EDGs (2ssuming a failure rate of
0.003/hour and independence of repair probabilities). Failure to start
probability would be only about 9E-4 for two EDGs, on the basis of NUREG-~1150
common cause factors. Thus, the addition of EDGs 4A and 4B appears to have
reduced the (CDP associated with this event by a factor of about 70.

Addition of EDGs 4A and 4B also made the plant much more robust with respect
to the CCDP contribution from the unit 2 stack, although that was not a
significant factor for this particular event due to the direction of the
strongest winds.

IDENTIFIER NO: 250/92-SO1 & 251/92-S01
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B.7 LER Number 251/92-007

Event Description:  Main Feedwater Pump Trip with One Auxiliary Feedwater Pump Out of
Service

Date of Event:  September 29, 1992
Plant:  Turkey Point 4
B.7.1 Summary

Turkey Point 4 was in startup at 2% power on September 29, 1992 when an operating main feedwater
(MFW) pump tripped. This resulted in automatic actuation of the auxiliary feedwater (AFW) systera,
However, one AFW pump was out of service for post-maintenance testin«. The remaining AFW pumps
started and operated as designed. The conditional probability of subs. . znt core damage estimated for
this event is 3.1 x 10°%. The relative significance of the event compare. to other postulated events
Turkey Point 4 is shown in Fig. B.7,

LER 25192007
1E-7 1E-6 iE-§ 1E-4 1E-3 1E-2
RV 1 |
l_ TRIP L L 360 b EP
LOOP

LOFW + 1TD AFW

360 h AFW

Fig. B.7. Relative event significance for LER 251/92-007 compared with other poteutial events
at Turkey Point 4,

B.7.2 Event Description

On September 29, 1992, Turkey Point 4 was in startup at 2% power. During performance of a
condensate polisher backwash evolution, the inlet valve on the 4D condensate polisher opened. This
allowed the running 4A MFW pump suction pressure to be relieved through the 4D polisher vent valve
to the backwash receiver tank. As a result, the 4A MFW pump suction decreased below the trip setpoint,
and the pump tripped. The trip of the 4A MFW pump resulted in an automatic AFW start and isolation

LER NO: 251/92-007
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of the steam generator blowdown. The B AFW pump was out of service for post-maintenance testing
at the time of the MFW pump trip. The A and C AFW pumps started as designed and provided
feedwater flow to the steam generators. The reactor did not trip, since it was operating below the 10%
power trip setpoint. Approximately 30 min after the trip of the MFW pump, the A motor-driven standby
steamn generator feedwater (SSGFW) pump was started, and the running AFW pumps were secured.

B.7.3 Additional Event-Related Information

The Turkey Point 4 AFW system consists of three 100% capacity steam-driven AFW pumps that are
shared with Turkey Point 3. In addition, the plant has a standby steam generator feedwater system
consisting of two 100% capacity motor-driven pumps. The AFW system is safety-related. Although the
SSGFW system is not safety-related, it is provided power from multiple on-site and off-site power
sources.

B.7.4 Modeling Assumptions

This event has been modeled as a nonrecoverable loss of feedwater with one turbine-driven AFW pump
unavailable, The SSGFW system was included in the modeling of the MFW system. The MFW system
failed and was not recoverable. Therefore, it has a failure probability of 1.0. The SSGFW system
success requires one of the two pumps and realignment of one valve. An operator failure rate of 0.01
was assigned. Usually this operator failure rate is assigned to HPI feed-and-bleed since it is usually the
first proceduralized response to a loss of MFW and AFW. However, for Turkey Point, the SSGFW
system is placed into service prior to attempting feed and bleed. The probability assignad to the SSCFW
system is as follows.

System Failure Probability = (PMPA x PMPB) + VLVI
= (0.01 x 0.1) + 0.0004
= 0.001

Operator Failure Probability = 0.01

Total System Failure Probability = 0.011

Since the operators will attempt to use the SSGFW system pric. to feed-and-bleed, the operator failure
rate for initiating feed-and-bleed is increased. The failure r2.e used by the licensee in the Turkey Point
PRA is 0.2. This value was also used in this analysis. 7his accounts for ne time delay in attempting
to use feed-and-bleed caused by attempting to use the SSGFW system first.

The event was conservatively analyzed with the assumption that it had occurred at power, although it
actually occurred at low-power startup conditions when decay heat loads are lower.

B.7.5  Analysis Results
The conditional core damage probability for this event is estimated at 3.1 x 10°*. The dominant core

damage sequence, highlighted on the event tree shown in Fig. B.8, involves a reactor trip with
unavailability of secondary side cooling and failure of feed and bleed.

LER NO: 251/92-007
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Fig. B.8. Dominant core damage sequence for LER 251/92-007.
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CONDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 231/92-007
Event Description: MFW Pump Trip with one AFYW pump 0OS
Event Date: 09/29/92
Plant: Turkey Point 4
INITIATING EVENT
KON-RECOVERABLE IMITIATING EVERT PROBABILITIES
TRANS 1.0E+00

SEQUENCE CONDITIONAL PROBABILITY SUMS

End State/Initiator Probability
cp
TRANS 3.1E-06
Totel 3.1E-06
ATWS
TRANS 3.4E-05
Total 3.4E-05

SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY ORDER)

Sequence End State Prob N Rec**
17 trans -rt AFN MFW NPI(F/B) co 3.06-06 2.36-01
15  trans -rt AFW MFW ~HFI(F/B) -hpr/-hpi porv.open o)) 1.26-07 2.TE-N
18 trans rt ATWS 3.4E-05 1.26-01

** non-recovery credit for edited ase

SEQUENCE CONDITIONAL PROBABILITIEs (SEQUENCE ORDER)

Sequence End State Prob N Rec**
15 trans -rt AFW MNFW -MPI{F, B) ~hpr/-hpi porv.open co 1.26-07 2.TE-01
17  trans -rt AFWN MEW HPI(F'B) co 3.0E-06 2.36-01
18 trans rt ATWS 3. 4E-05 1.26-01%

** non-recovery credit for edited case

SEQUENCE MODEL : s:\asp\prog\models\pwrbseal .chp
BRANCH MODEL ; s:\asp\prog\models\turkey.sll
PROBABILITY FILE: s:\asp\prog\mode!s\pwr_bell. pro

No Recovery Limit

Event ldentifier: 251/92-007

LER NO: 251/92-007



BRANCH FREQUENCIES/PROBABILITIES

Branch System Non-Recov Opr Fail
trens 1.76-04 1.0€+00
Loop 6.7E-05 1.7€-01
loca 2.4€-06 6. 35-01
rt 2.8E-04 1.26-01
rt/loop 0.0E+00 1.0E+00
emerg., power 2.96-03 8.06-01
AFN 1.5€-03 » 5.06-03 2.7E-01
Branch Model: 1.0F.3
Train 1 Cond Prob: 5.06-02
Train 2 Cond Prob: 1.06-01
Train 3 Cond Preb: 3.06-01 > Failed
afw/emerg. power 1.5€-03 2.7€-01
HF 1.9€-01 > 1.16-02" *» 3.46-01 > 1,08+00
Branch Model: 1.0F.1
Train 1 Cond Prob: 1.9€-01
porv.or.srv.chail( 4.0€-02 1.08+00
POrv.or.arv,resest 2.08-02 1.16-02
POrV.Or. .81V, reseat/emeryg. power 2.0€-02 1.0€8+00
seal.loca 2.68-01 1.0E+00
ep.recisl) 6.28-01 1.0€+00
ep.rec 7.6E-02 1.0€+00
WPl 1.06-03 8.4E-01
Branch Model: 1.0F.2
Train 1 Cond Prob: 1.0€-02
Train 2 Cond Prob: 1.0€-01
WPICH/B) 1.06-03 8.4E-01 1.0€-02 > 2.0€-01"
Branch Model: 1.0F.2+0pr
Train 1 Cond Prob: 1.0€-02
Train 2 Cond Prob: 1.0€6-01
hpr/-hpi 1.5€-04 1.06+00 1.06-03
pory, open 1.0€-02 1.0€+00 4.08-04
*  branch model file
" forced
MOTES:

Value modified to incorporste the SSGFW system, See Modeling Assumptions section for 8
description of the modifications.

. Volue modified to account for use of SSGFW system prior to use of feed-arndd-bleed. See Modeling
Assumptions sectiogn for & description of besis for this value.

Event ldentifier: 251/92-007
TN AT MR U Y0 PSSR DB OISR TR R B O I A A SN B SO A AT A S MR A LSO PRI

LER NO: 251/92-007
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B.8 LER Number 254/92-004 and 254/92-002

Event Description:  Reactor Trip With HPCI and One Safety Relief Valve Unavailable
Date of Event:  February 7, 1992

Plant:  Quad Cities |
L.8.1 Summary

Quad Cities | was at 100% power when a spurious Group 1 isolation signal resulted in main steam
isolation valve (MSIV) closure and a reactor trip. One safety-relief valve (SRV) failed to open for
pressure control, Feedwater (FW) was manually isolated and reactor core isolation cooling (RCIC) was
used for makeup. High-pressure coolant injection (HPCI) was out of service for maintenance and
unavailable during the event. The conditional probability of subsequent core damage estimated for the
event is 6.9 x 10°. The relative significance of the event, compared to other postulated events at Quad
Cities 1, is shown in Fig. B.9,

LER 254/92-004 & -002
1E-7 1B6 1E-S 1E+4 1E-3 1E-2
L | IL | J
360 b EP
LOFW
Trip —l + HPCI
precursor cutoff ==+
360 LOOP
+RAC

Fig. B.9. Relative event significance of LER 254/92-004 and -002 compared with other potential
events at Qaud Cities 1.
B.8.2 Event Description

With the plant at 100% power on February 7, 1992, . spurious signal in the main steam line high flow
circuitry resulted in the generation of a Group ! isolation signal which closed the MSIVs. The reactor
feed pumps did not auto-trip as expected at +48 inches, so FW was isolated by closing valves in the A

LER NO: 254/92-004 and -002



B-41

feedwater line and manually tripping the B feedwater pump. The investigation following the event
indicated that the failure-to-isolate was caused by calibration errors, and that FW would have 1solated had
reactor vessel (RV) level continued to increase. Level and pressure were controlled by manually initiating
RCIC and manually opening the B safety-relief valve. Following the initial use of the B valve, an attempt
was made to use the C valve; however, this valve failed to open,

On the day preceding this event (February 6, 1992, 10CFR50.72 Report No. 22754), while testing the
remote HPCI trip function, HPCI stop valve H01-2317 had failed in the open position. HPCI had been
declared inoperable, the stop valve had been isolated, and was disassembled at the time of the reactor trip
(LER 254/92-002).

B.8.3 Additional Event-Related Information

In addition to HPCI and RCIC, Quad Cities can utilize a Safe Shutdown Makeup Pump (SSMP) to
provide high pressure makeup in the event of a loss of feedwater (FW). The pump is motor driven and
is capable of supplying 400 gpm at essentially all reactor pressures. The pump and associated valves can
be operated from the control room. Utilization of the SSMP requires opening a test return valve, starting
the pump, opening the injection valve, and closing the test return valve. The SSMP would be used if
both HPCI and RCIC were to fail.

Four electromatic and one Target Rock relief valve are available for depressurization at Quad Cities 1.
The test history for these valves is shown in Table B.6. Based on maintenance demands, and assuining
for the purposes of this analysis that the results for the five valves can be grouped, a failure-to-open
probability of 0.056 and a failure-to-close probability of 0.013 is estimated.

Table B.6. Quad Cities | Safety Relief Valve Demand History for LER 254/92-004

Valve

Dae? Type A R £ D E
020073 Initial Startup ’ s s - ]
080073 Routine ] 8 8 - %
020074 Routine s - N 8 5
070074 Post Maint 8 ¥ s - "
010075 Routine » 5 s ] ]
070075 Routine 8 - “ - ]
010376 Routine s s ] " 8
050076 Post Maint s 8 < 8 s
110776 Post Maint 5 “
032077 Routine . - fio 8 .
051077 Post Maint ) 8 " B B
162977 Routine N 8 A [ "
111677 Scram flo
111677(h) Post Maint & .

LER NG3: 254/92-004 and -002
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Table B.6. Quad Cities 1 Safety Relief Valve Demand Histo-y for LER 254/92-004

Valve
Daig Txpe. A B c D E_
020578 Routine(?) 0 5 0 flo
021378 Post Maint ]
042478 Routim(?): ) 8 fto [l "
2678 Post Maint 'l
102678 Routine 8 L] B 8 [
022779 Post Maint s 8 » » .
051179 Routine i B 8 . 8
091479 Routine(?) 8 ' 5 . 8
092079 Post Mauint "
122079 Routine(?) s s 8 s ¥
051180 Routine . fto . s 8
051180(7) Post Maint .
083180 ? 8 fte
083180(7) Post Maint 'l » " s [
122080 Post Maint v . . 8 s
030381 ? 8 [l ® 8 8
052281 g 8
052581 Post Maint M " s 3
112081 Routine » § s " )
052882 Routine . - N s #
122282 Post Maint » s " s "
031183 ? .
031583 ? s " s "
092283 Routine . s 3 s .
030584 Routine 5 M M . flo
081784 Post Maint 5 s “ . 8
021685 Routine s ] bl # W
091385 Routine " ' " . s
010786 Post Maint s . 8 W 5
040586 Post Maint s flo ¥ " M
111686 ? &
030287 Routine M s s s s
122387 Post Maint 8 s . s "
122887 HPCI Inop ’ ] " ] "
060088 Routine M s " g -
120088 Routine . . s s é
041789 ? . . & fe

LER NO: 254/92-04 and 002
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Table B.6. Quad Cities 1 Safety Relief Valve Demand History for LER 254/92-004

Valve
—Datg? Type. A B c D E
041889 Post Maint s . s
090989 ? ] [ ¥ ] 8
031390 Post Maint # 8 0 [ s
081190 ? “ . fto l 5
081790 Post Maint .
042691 Post Maint [ 5 ’ 8
102791 Routine s fto 8 8 $
112491 Post Maint Fl l
Qo9 Seram # flo
021992 Post Maint 8 ] 8 5
Non post-maint flo 0 3 4 0 2
Non post-maint fte 0 | n I
Non post-maint demands n 34 7] 31 31
p(fo) = 9/160 = 0.056
—alfe) = 2/160 = 0013

s: succeasful operation

fto: failed to open

fte: failed to close

1. Taking credit for a stuck-open reliel valve for ADS would be optimistic for situations in which the valve is

partiaily open.

2. Only months and years were provided by the utility for dates indicated as MMOOYY .

R R T T L S e TS e s e R P T

Based on the Quad Cities final safety analysis report (FSAR), operability of three of the five safety relief
valves is required for automatic depressurization system (ADS) success. In the event of a stuck-open
relief valve, two of the remaining four valves must operate. Thermal-hydraulic analyses performed in
support of the Individual Plant Examination (IPE) indicate that RCIC or the SSMP, in addition to HPCI
and FW, can provide sufficient makeup to prevent core jamage in the event of a single stuck-open relief
valve (the potential use of RCIC for this function hzs ieen confirmed at other plants).

B.8.4 Modeling Assumptions

The event has been modeled as a reactor trip with MSIV closure (loss of power conversion systems
[PCS]). Because of the way that feedwater was isolated, it was assumed to be nominally available (the

LER NO: 254/92-004 and -002
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failure probability G+ “W was not modified in the analysis) HPCI was modeled as unavailable and
nonrecoverable

Ihe probability of a stuck-open relief valve was estimated to be 0.01 3. At Quad Cities, normal practice
appears to involve the manual opening of one relief valve to control pressure following a scram
Therefore, only one valve could fail to close during most transients

The failure probability for ADS was estimated based on the single relief valve failure-to-open probability
(0.056) discussed above and the common cause S-factors listed in NUREG/CR-4550, Analysis of Core
Damage Frequency: Internal Events Methodology, Vol. 1, Rev. 1, January 1990, pp 6-13 and 6-14.
Ihese B-factors are 0.22 (two relief valves fail to open), 0.15 (three valves), and 0.12 (four valves). The
three-out-of-five success criteria described above was utilized for ADS, This criteria is consistent with
that utilized in the NUREG 1150 ananlysis of Peach Bottom (NUREG/CR-4550, Analysis of Core
Damage Frequency: Peach Bottom, Unit 2, Internal Events, Vol. 4, Rev. |, August 1989). For
sequences in which three of five valves must operate for success (three of five valves must fail to fail
ADS), the ADS failure probability is estimated as p(ADS) = p(independent failures) + p(dependent
failures) + p(incorrect operator actions associated with depressurization) = C65.3) X P’ + P, +
p(opr) = 10 % (0.056) + (0.056) x 0.15 + 0.01 = 0.020

For sequences in which two of four valves must open (sequences involving a stuck open relief valve,
three of four valves must fail in order to fail ADS), p(ADS) = C(4,3) x P’ + P8, + plopr) = 4 X
(0.056)' + 0.056 x 0.15 + 0.01 = 0.019

For this event, the C relief valve failed to open. The ADS failure probability is estimated to be
p(ADS | 3 valves required and one failed) = C(4,2) x P’ + PS, + plopr) = 0.041, and
p(ADS | 2 valves required and one failed) = C(4,3) x P’ + P8, + p(opr) = 0.019

The calculations were performed using a branch probability for ADS of 0.041. Probabilities for
sequences involving a stuck-open relief valve and ADS challenge were modified to reflect an ADS failure
probability of 0.019

lhe SSMP was considered the primary backup for HPCI and RCIC in the analysis. Since the pump can
be operated from the control room, it was assumed that no effort would be made to recover RCIC before
using the SSMP (HPCI was unavailable during the event). Two motor-operated valves plus the pump
itself must be remote-manually operated for SSMP success. A failure probability of 0.04 was estimated,
based on the nominal failure probabilities used in the ASP program (0.01 for pumps and motor-operated
valves) and an assumed operator error probability of 0.01. This operator error probability is typically
used for failure to utilize the CRD pumps for reactor pressure vessei makeup following HPCI and RCIC
failure (see Appendix A, Sect. A.3.2, BWR Nonspecific Reactor Trip, and Table A 14). At Quad Cities,
however, the operators are directed to use the “RD pumps only if HPCI, RCIC and the SSMP all fail
Ihe probability assumed in the analysis for failure to use the CRD system following failure of HPCI,
RCIC and the SSMP was 0.12 (see Appendix A, Sect. A.l)

LER NO: 254/92-004 and 002
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To address the potential use of RCIC or the SSMP to provide core cooling in the event of a single
stuck-open relief vaive, the conditional probabilities for sequences involving a stuck-open relief valve with
FW and HPCI failure (sequences 23 - 28) were muliplied by

p(2 or more RVs open | one RV open) + p(RCIC) * P(SSMP)

Since only one RV is manually opened at Quad Cities for most transieats, p(2 or more RVs open | one
RV open) ~ 0. Sequences with successfui relief valve closure and FW, HPCI and RCIC failure
(sequences 14 - 20 and 32 - 38) were similarly modified 1o include failure of the SSMP by multiplying
their failure probabilities by p(SSMP).

Modifications to the sequence conditional probabilities indicated on the Conditional Core Darmage
Probability Calculation sheets to reflect the above considerations follow

Sequence p(RCIC) p(SSMP) p(ADS)
14 - 20 included 0.04

23 -28 0.042 0.04 0.019
32 -38 included 0.04

For the dominant scquences shown on the calculation sheets, the above modifications result i the
following reviseu ¢  tional probabilities:

calculation sheet revised
probability probability

sequence 28 0 4.1 x 10"
sequence 20 8.4 x 107

sequence 11 49 x 10°

The overall conditional probability estimated for the event is 6.9 x 10

B.8.5 Analysis Results

The estimated conditional probability calculated for this event is 6.9 x 10%. The dominant sequence
associated with the event, shown on the event tree in Fig. B. 10, involves failure of long-term core cooling
following successful scram and failure of continu * PCS operation, SRV challenge and successful reseat,
and successful FW. Note that the core damage probabilities shown on the « dlculation sheets have been
revised as described above

LER NO: 254/92-004 and 002
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CORE DAMAGE PROBABILITY

vent Identifier: 2%4/92-004
vent Description: Trip and ¥ 0 PCI and one SRV unaval lak
vent Date: 02/07/92

pe

'Lant Quad Cities 1
INITIATING EVEN

NON-RECOVERABLE IMIYIATING EVEMT PROBABILI
TRANS

SEQUENCE CONDITIONAL PROBABILITY SuMS

End State/Initiator

PROBABILITIES
Seguence

trans -rx.shutdown PCS/TRANS
fu/pcs.trans HPCL  SRV.ADS
trans -rx.shutdown PCS/TRANS
fu/pca.trans HWPCI rcic CRO
trans -rx.shutdown P TRANS
fu/pecs.trans rhr(sde) rhr

trans rx.shutdow
or edited
JONAL PROSABI
Sequence

X . shutdowr ( TRANS
trans rhrisdc) rhr(s
X, shyut dow PCS/TRANS
trans NPCI f C LRI
rk,shutdoswn PCS/TRANS
trans MHP( SRY AL

rx» sh [5 OO

LER NO: 254/92-004 arn.d 002
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SEQUENCE MODEL : c:\asp\ 1989 \bwrcsenl .cmp
BRANCH WODEL : ci\asp\ 198 quadc it . sl
PROBABILITY FILE: c:\asp\ 1989\ bur _csil.pro

NO Recovery Limit
BRANCH FREQUENCIES/PROBABILITIES

Branch Kon-Recov
trans 7 s 1.06+00
loop 5. 3801
Loca ) Og-01
X, shutdoun 3.0 > .DE+DO
rx. shutdown/ep 3.5¢-0 1.0E+00
PCS/TRANS JTE-D 1.0E+00 1.0E+00
Brench Modei: 1.0F
Train 1 Cond Prob: | ) Ungveilable”
chall/trane. -scram OE+00
chall/loop. s . Ue 1. OE+00
CLOSE . 0z . 0¢ .DE+D0
Branch Model: 1.0F.
Train 1 Cond Prob:
emerg. power : )3 8.0€-01
ep . rec
fw/pcs.trans 2.9€-0 L &E
fa/pes.loca J ) 3. 4E
HPC "N 1.08+00
Branch Mode!
Trein 1 Cond C Unavailsble*
pei
1.06-02 » 1,2e-01"
Branch Model: 1.0F
Trein 1 Comdd Prob: LOE-02
ADS }.7€-03 > 3.1€-02° 7 -01 > 1.08+00" 1.0€-02
Branch Model : OF
Train 1 Cond Prob
{pes
{ipci(rhr)/ipes
rhr(sdc) GE-O1
rhr(sde)/-ipct 4E-01
rhr(sdc)/ ipx 0E+00 1 .DE+00
rhr{spcool )/rhr{sdc $ .4 -0
rhri{spcool )/-ipei.rhrt N 3. LE-01
rar(spcool )/iper.r s ) 9.36-02 1.06+00
rhrew 2.06-02 J.66-01

-

AE-OY
1€-01

o000

~

o

* branc!

** farced

Notes
See ‘qodeling Assumptions for modifications to this sequence conditional probapiiity value
The MS1Vs were closed during the event; this resulted in PCS unavailsbility
See Wodeling Assumptions for development of this probab 1ty vaiue,
The HPC] stop velve was disassembled during the event: this resulted in HpCl ursvellsbility
The probebility of fafling to initiete CRD injection for core cooling was mocified based on
consideration of the §SMP in the analysis Sec Modeling Assumptions.

Event identifier

LER NO: 254/92-004 and 002
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B.9 LER Number 261/92-013, 261/92-014, and 261/92-018

Event Description Safety Injection Pump Out of Service
Date of Event June 18, 1992, through August 22, 1992
Plant H. B. Robinson, Unit 2
B.9.1 Summary

Both safety injection (SI) pumps were out of service for 1.5 h on July 10, 1992, while H. B. Robinson
was at 100% power. The "B" SI pump was rendered inoperable because plastic sheeting material
obstructed the pump’s recirculation line. The plastic material was believed to have been used during a
design modification during the refueling outage that ended on June 18, 1992, The "A" pump was out
of service for 1.5 h on July 10, 1992, because of a blown control power fuse in the pump’s breaker
closing circuit. On August 22, 1992, with the plant operating at 100% power, the plant experienced a
total loss of offsite power (LOOP) (See LER 261/92-017). Following the LOOP, on August 24, 1992,
the "B" SI pump recirculation line was again found to be obstructed with the piastic sheeting material
from the outage modification

I'he conditional core damage probabili'y for the 1.5 h that both SI pumps were inoperable (LERs 261/92-
013 and 014) is 6.2 x 10°". This is velow the precursor cutoff value of 10°°. Therefore, this event
1s not a precursor but is included here since this is when the extended inoperability of the "B" SI pump
began. The conditional core damage probability for the time period when the "B" SI pump was
inoperable (LERs 261/92-013 and -018) is 3.5 x 10", The relative significance of this event compared
to other postulated events at H. B. Robinson Unit 2 is shown in Fig. B.11

LER 26192013, 014, & 018

1E-3

Vil |
] | Losoner
FwW

LO +1 360 h LOOP
MTR AFW AFW

m
&

L TRIP

precursor cutoff ===

Qusianesazen:

ig. B.11 Relative event significance of LERs 261/92-013 4, and 018 compared with
other potential events at H. B. Robinson 2

LER NO: 261/92-013, 014, and 018




B-50

B.9.2 Event Description

On July 8, 1992, at 2307 hours, the "B" SI pump was declared out of service because of low flow on

the pump’s recirculation line. Plastic sheet material was found in the "B” SI pump minimum flow line
The plastic material was believed to be from a purge dam that had been fabricated for welding operations
for a modification to the minimum flow line for the residual heat removal (RHR) system during the cycle
14 refueling outage. The refueling outage ended on June 18, 1992. It is believed the material was
introduced as a result of breakage of one of the 9-in.-diameter purge dam pieces. A portion of the
material was introduced into the RHR system, the refueling water storage tank (RWST), and SI and

containment spray (CS) pump suction piping. The debris was removed through system flushing

On July 9, 1992, at 1839 hours, with the plant still at 100% power, an attempt was made to start the "A

SI pump. During this attempt, one of the two control power fuses in the pump's breaker closing circuit
blew. The fuses were replaced, and the pump was returned to service 1.5 h later, at 2009 hours on
July 9, 1992, The fuse manufacturer concluded that the "fuse was progressively weakened by repeated
breaker closures until it opened to clear the circuit

At 2030 hours, on July 9, 1992, a plant shutdown to the hot shutdown condition was initiated because
f the continued inoperability of the "B" SI pump. On July 12, 1992, at 0812 hours, the "B" SI pumy
was returned to service following repeated flushing of the SI system. Operability tests were als¢
performed for the RHR and CS systems. The plant returned to service on July 12, 1992

On August 22, 1992, with the piant at 100% power, a LOOP occurred at 1007 hours because of the 10ss
of the startup transformer (see LER 261/92-017 in Appendix B). On August 24, 1992, following the
cause of low flow

LOOP and before plant restart, the "B" SI pump was tested and declared inoperable be
in the recirculation line. The "A" SI pump was also declared inoperabie because of reduced flow in its
recirculation line. Investigation revealed that additional plastic sheeting, similar to the material found i
the line on July 8, had partially blocked the "B" SI pump recirculation line. It was speculated by the
licensee that a residual piece from the RHR system modification performed during the cycle 14 refueling
outage that was initially too large to enter the recirculation line had been eroded by subsequent use of the
SI pumps. The licensee had originally thought that the material was broken into very small pieces from
the SI pump and the material would have easily entered the piping during previous flushing of the system
N

) the SI pump recirculation line in July. No debris was found

| N ry %
I'his was based on the fragments found 1
i

in the "A" pump recirculation line, and the flow was within the required limits. Therefore, the "A" line

was considered to have been operabie throughout the event

B.9.3 Additional Event-Related Information

H. B. Robinson has two RHR pumps, which take suction from the RWST or the containment sur I'h
system can discharge to the reactor coolant system (RCS) cold legs or to the suction of the SI and CS

system pumps. The RHR pump recirculation lines run back to the suction of the pumps

he SI system uses two pumps that can take suction from the RWST or the RHR pump discharge. Eack
pump has a recirculation line to provide pump cooling. The recirculation lines return to the RWST. The
RHR, SI, and CS pumps all share a common suction line from the RWST The

o
oS
'

e
"
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included three pumps; however, one of the pumps has been removed from service for an extended period
of time

B.9.4 Modeling Assumptions

These three licensee event reports (LERs) are analyzed together in two separate cases because of the
unavailability of the "B" SI pump throughout the entire time period. The root cause of the "B" SI pump
inoperability was the plastic sheeting material from the RHR system modification performed during the
cycle 14 refueling outage

The first case was modeled assuming that the two SI pump:, were inoperable for 1.5 h. For the second
case, it was assumed that the "B" SI purnp was inoperable f:om the time the plant went critical following
the completion of the plant outage on June 18, 1992, unt.l the LOOP event occurred on August 22, 1992
(64 R d)

Ihe failure probability for the "A" SI pump was doubled for Case 2. This was to account for the
increased Viaetihoud of "A" pump failure due to recirculation line clogging. Following the failure of the
"B" SI pump due 1o recirculation line plugging, all flow would be through the "A" pump. This increased
flow potentially increases the likelihood of failure for the "A" pump from the same cause. For Case |
the “"A" pump was failed because of the fuse failure in the starting circuit

e nonrecovery values for the high pressure injection (HPI) and high pressure injection for feed and
bleed (HPI(F/B)) were modified for both cases. For Case 1, the HPI nonrecovery was decreased from
0.84 to 0.34. This is based on the assumption that sufficient time would be available to recover the "A"
SI pump by locally closing the breaker. In the HPI(F/B) case, the nonrecovery was increased from 0.84
to 1.0, assuming that neither pump would be recoverable in the required time period. For Case 2, the
nonrecovery values for both HPI and HPI(F/B) were set to 1.0. This based on the assumption that the
dominant failure mechanism would be blockage of the recirculation line by the plastic material and that
this would not be recoverable in the required time period

The system failure probabilities for HPI were modified to include the use of low pressure injection (LPI)
in lieu of a failed high pressure injection (HPI) system. This process involves the use of the secondary
side to cooldown and depressurize the RCS to below the LPI system injection pressure. A failure
probability of 0.12 was assigned to the cooldown process as this a proceduralized process performed
under stress (see Appendix A, Sect. A.1). This operator failure is dominant and the equipment failure
rates are insignificant. The system probabilities for HPI in both cases were modified to include this

recovery process

B.9.5 Analysis Results

The conditional core damage probability for the 1.5 h that both SI pumps were inoperable (Case 1, LERs

261/92-013 and -014) is 6.2 x 107" This is below the precursor cutoff. Therefore, this event is not

a precursor. The conditional core damage probability for the time period when the "B" SI pump was

inoperable (Case 2, LERs 261/92-013 and -018) is 3.5 x 10°*, The dominant core damage sequence
. |

for this precursor, shown in Fig. B.12, involves a postulated loss of coolant accident (LOCA) followed
by a failure of HPI

LER NO: 261/92-013, 014, and 018
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Dominant core damage sequence for LERs 261/92-013, 014, and 018 (case 2)
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Event [dent

Event Descrig 1: CASE Both 8] pumps inoperabl
Ever. Date:

Plant:

UNAVAILABILI

KON -RECOVERABLE

[ONAL PROBAR

SEQUENCE ITIONAL PROBAB

Sequence

"R nOn-recove

SEQUEMCE CONC

Prob

fferential values which reflect the
values indicate & reduction in
ompared

SEQUENCE MODS
BRANCH MODE
PROBAR

213, 414, and 018




No Recovery iimit

BRANCH FREQUENCIES/PROBABILITIES

Branch System Non-Recov Opr Fail
trans 2.0E-04 1.0€+00
Loop 1.6€E-0% 5.3-01
loca 2.4E-06 4.36-01
rt 2.8E-04 1.26-01
rt/loop 0.0E+00 1.06+00
emerg . power 2.9€-03 8.06-01
afw 3.86-04 2.68-01
sfw/emerg. power 5.0€-02 3.4E-01
mfw 1.0E+00 7.06-02 1.0€-03
porv.or,srv.chall 4.0€-02 1.0E+00
porv.ar.ery. reseat 2.06-02 1.1€-02
POTV.Or.$ry. reseat/emerg. power 2.0E-02 1.06+00
seal.loca 2.7TE-01 1.0E+00
ep.rec(si) 5.7E-01 1.0E+00
ep.rec 7.0E-02 1.06+00
WP 1.0E-03 > 1.26-01 #* B.4E-01 > 3. 4E-01
Branch Model: 1.0F.2
Train 1 Cond Prob: 1.06-02 > Failed
Train 2 Cond Prob: 1.0E-01 > Failed
HPIC(F/B) 1.0E-03 > 1.0E+00 8.4E-01 > 1.0E+00 1.0€-02
Brarch Model: 1.0F.2+o0pr
Train 1 Cond Prob: 1.0E-02 > Failed
Trein 2 Cond Prob: 1.06-01 > Failed
hpr/-hpi 1.5€-04 1.0E+00 1.06-03
porv.open 2.0E-02 1.0£+00 4.0E-04

* branch model file
** forced

Event identifier: 261/92-013, -014

“m
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N

COND1TIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 261/92-013, G18
Event Description: CASE 2: "8" SI pump inoperable
Event Date: 06/18/92 - 08/22/92
Plant: Robinson 2
UNAVAILABILITY, DURATION= 1482
NOM-RECOVERABLE IMITIATING EVENT PROBABILITIES
LOCA 1.56-03

SEQUENCE CONDITIONAL PROBABILITY SUMS

End State/Initiator Probability
#)]
LOCA 3.56-05
Total 3.56-05
ATWS
LOCA 0.08+00
Total 0.0£+00

SEQUENCE COMDITIONAL PROBABILITIES (PROBABILITY ORDER)

Sequence End State Prob N Rec**
72  locs -rt -afw WPl 1] 3.56-05 6. 3-0
** non-recovery credit for edited cese
SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)

Sequence End State Prob N Rec**
72 loca -rt -afw WP co 3.5€-05 4.3e-01
** non-recovery credit for edited cese
Note: For unavailsbilities, conditional probability values are differential vatues which reflect the
added risk due to failures sssociated with an event. Parenthetical velues indicate a reduction in
risk compared to a similar period without the existing failures.
SEQUENCE MODEL: c:\asppra\special\pwrbseal . mp

BRANCH MODEL : c:\asppra\special\robinson.sl2
PROBABILITY FILE: c:\asppra\special \pur_bsli.pro

Event ldentifier: 261/92-013, -018

N

LER NO: 261/92-013, -014, and -018



No Recovery Limit

BRANCH FREQUENCIES/PROBABILITIES

Branch System Non-Recov Opr Fail
treans 2.08-04 1.0€+00
Loop 1.6E-05 5.36-01
loce 2.4E-06 “.38-01
rt 2.86-04 1.2E-01 |
rt/loop 0.06+00 1.06+00
emery . power 2.9€-03 8.0€-01
afw 3.8E-04 2,6E-01
afu/emery. power S.06-02 3L4E-01
wfw 1.0€+00 7.0€-02 1.06-03
porv.or.srv.chal! 4,06-02 1.0£8+00
POrV.or.erv.reseat 2.0E-02 1.1€-02
POCV.Or. 8TV, resesat /emerg. power 2.08-02 1.0€+00
seal.loca 2.7e-01 1.06+00
ep.rec(sl) 5.7¢-01 1.0E+00
ep.rec 7.0€-02 1.0€+00
WP 1.06-03 > 2.4E-02 ** 8.4E-01 > 1.06+00
Branch Model: 1.0F.2
Train 1 Cond Prob: 1.06-02 > Failed
Train 2 Cond Prob: 1.06-C1 > 2,0€-01
HPI(F/B) 1.06-03 > 2.06-01 B.4E-01 > 1,08+00 1.08-02
Branch Model: 1.0F.2+opr
Train 1 Cond Prob: 1.0E-02 > Failed
Train 2 Cond Prob: 1.0E-01 » 2.0€-014
hpr/-hpi 1.56-04 1.0E+00 1.06-03
pory., open 2.0-02 1.0€+00 4.0E-04

* branch model file
** forced

Event ldentifier: 261/92-013, -018

e ——————
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B.10 LER Number 261/92-017, 261/92-013, and 261/92-018

Event Description:  Loss of Offsite Power
Date of Event:  August 22, 1992

Plant: H. B. Robinson, Unit 2
B.10.1 Summary

On August 22, 1992, with the plant operating at 100% power, the loss of the startup transformer resulted
in loss of one of the two emergency buses and an instrument bus. Following a subsequent reactor/turbine
trip, the transfer of the other emergency bus to offsite power failed and resulted in a total loss of offsite
power (LOOP). Two days after the LOOP, on August 24, 1992, the "B" SI pump recirculation line was
found to be obstructed with the plastic sheeting material. The plastic sheeting had been used during a
design modification while in a refueling outage that ended on June 18, 1992. The conditional core
damage probability for the LOOP event is 2.1 X 10-*. The relative significance of this event compared
to other postulated events at H. B. Robinson Unit 2 is shown in Fig. B.13.

LER 26192017, 013 & 018

1B-7 1E-6 1E-5 1E-4 1B-3 1B-2
1 | | Lae . J
precursor cutoff == Wﬁ‘l’ 360 h AFW LOOP

Fig. B.13. Relative event significance of LERs 261/92-017, 013, and 018 compared with
other potential events at H. B. Robinson 2.

B.10.2 Event Description

On July 8, 1992, at 2307 hours, the "B" SI pump was declared out of service because of low flow on
the pump’s recirculation line. Plastic sheet material was found in the "B" SI pump minimum flow line.
The plastic material was believed to be from a purge dam that had been fabricated for welCing operations
for a modification to the minimum flow line for the residual heat removal (RHR) system during the cycle

LER NO: 261/92-017, 013, & 018
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14 refueling outage. The refueling outage ended on June 18, 1992. It is believed the material was
introduced as a result of breakage of one of the 9-in.-diameter purge dam pieces. A portion of the
material was introduced into the RHR system, the refueling water storage tank (RWST), and SI and
containment spray (CS) pump suction piping. The debris was removed through system flushing.

On August 22, 1992, with the plant at 100% power, a LOOP occurred at 1007 hours because of the loss
of the startup transformer. The loss of the startup transformer caused a loss of emergency bus E-2 and
instrument bus 4, and a turbine runback. The "B" emergency diesel generator (EDG) started and
supplied emergency bus E-2. At 1009 hours, the turbine and reactor tripped on high steam generator
level. At 1010 hours the auxiliary transformer tried to transfer its loads to the startup transformer but
failed because the startup transformer was not operational. This resulted in a LOOP to the other
emergeacy bus (E-1). The "A" EDG started and supplied emergency bus E-1. A manual SI was initiated
at 1018 hours because the pressurizer level had fallen to less than 10% during the initial transient. At
1037 hours the manual SI was terminated. At 1103 hours natural circulation was verified, with RCS
temperatures stabilized at S00°F. Repairs to the startup transformer were completed and normal power
alignment restored to the emergency busses between 0014 and 0050 hours on August 23, 1992.

On August 24, 1992, following the LOOP and before plant restart, the "B" SI pump was tested and
declared inoperable because of low flow in the recirculation line. The *A" SI pump was also declared
inoperable because of reduced flow in its recirculation line. Investigation revealed that additional plastic
sheeting, similar to the material found in the line on July 8. had partially blocked the "B" SI pump
recirculation line. It was speculated by the utility that a residual piece from the RHR system modification
performed during the cycle 14 refueling outage that was initially too large to enter the recirculation line
had been eroded by subsequent use of the SI pumps. The utility had originally thought that the material
was broken into very small pieces from the SI pump and the material would h2 /e eosily entered the
piping during previous flushing of the system. This was based on the fragmenr, found in the S1 pump
recirculation line in July. No debris was found in the "A" pump recirculatic o line, and the flow was
within the required limits. Therefore, the "A" line was considered to have been operable throughout the
event.

B.10.3 Additional Event-Related Information

H. B. Robinson has two RHR pumps, which take suction from the RWST or the containment sump. The
system can discharge to the reactor coolant system (RCS) cold legs or to the saction of the SI and CS
system pumps. The RHR pump recirculation lines run back to the suction of the pumps,

The SI system uses two pumps that can take suction from the RWST or the RHR pump discharge. Each
pump has a recirculation line to provide pump cooling. The recirculation lines return to the RWST. The
RHR, SI, and CS pumps all share a common suction line from the RWST. The original SI system

included three pumps; however, one of the pumps has been removed from service for an extended period
of time.

During power operation the main generator supplies 4160-Vac buses 1 and 4 via the unit auxiliary
transformer (UAT) (see Fig. B.14). Buses 2 and 5 are also supplied from the UAT via buses 1 and 4,

LER NO: 261/92-017, 013, & 018
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respectively. Bus 3 is supplied from offsite power via the startup transformer (SUT). Emergency bus
E-1 is supplied from the main generator via the UAT, bus 1 and bus 2. Emergency bus E-2 is supplied
from offsite power via the SUT and bus 3. Upon loss of the main generator, the UAT transfers all loads
to the SUT. If this transfer fails, the emergency buses are isolated from the nonsafety-related buses and

the EDGs start and load onto the buses.

FROM
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Fig. B.14. H.B. Robinson electrical distribution system.
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The Dedicated Shutdown Diesel Generator (DSDG) is designed primarily to bring the plant to a hot
shutdown condition in the event of a fire in the control room, cabie spreading room and certain other
areas of the plant. The DSDG supplies power to the "A" charging pump, "A" component cooling water
pump, "D" service water pump, and MCC 5. MCC 5 in turn supplies power to two of the instrument
busses via one of the battery chargers. This equipment is sufficient to prevent reactor coolant pump seal
LOCAs and battery depletion if the diesel is aligned to the bus within one hour of the loss of all ac
power,

B.10.4 Modeling Assumptions

The LOOP event was modeled as plant-centered. The probabilities for failure to recover ac power prior
to battery depletion were set to 1.0 because of the extended period the plant was without offsite power
(~ 14 hours). During this 14-h time period, about 3 h was spent investigating the failure of the startup
transformer, 4.5 h was spent repairing the failed relay, and 6.5 h was spent attempting to restore power
to specific loads (NRC Inspection Report 50-261/92-25). Therefore, off-site power could not have been
quickly recovered during this period if problems were experienced with the on-site power supplies.

The DSDG was modeled as shown in Fig. B.15. A DSDG event was added to the LOOP tree following
the PORV/SRV RESEAT event for those sequences with emergency power failure (Sequences 46--49
and 51-54) (see Appendix A, Sect. A.3.1 for the original tree). If the PORV/SRV is chailenged (up
branch), reseats (up branch), and the DSDG is successfully loaded, RCP seal LOCA will be prevented
and a battery charger will be operational. Therefore offsite power recovery and use of HP! and HPR are
not required. As a result the end state for this sequence is OK. If the PORV/SRV is challenged (up
branch), reseats (up branch), and the DSDG is not successfully loaded, the remainder of the original tree
is applicable (sequences 46—49). If the PORV/SRYV is challenged and fails to reseat, the loading of the
DSDG does not prevent core damage since the equipment supplied by it cannot prov de sufficient makeup
in this situation. Therefore this sequence still goes to core damage. If the PORV/SRYV is not challenged,
successful loading of the DSDG leads to an OK end state since RCP seal cozting and a battery charger
are restored. If the DSDG is not loaded, then the remainder of the original tree is applicable (sequences
51-54).

To compute the estimated CCDP values, the original computer model was not modified. Instead, the
results of the computer program for sequences 46-49 and $1-54 were multiplied by the failure
probability of the DSDG to be successfully loaded. The results of this hand calculation are shown on the
calculational forms. The failure probability for loading the DSDG was set to 0.075. This consists of a
0.05 equipment failure probability and a 0.025 operator failure probability. The 0.05 equipment failure
probability value is the typical value used for safeguards emergency DGs in ASP analyses. Data supplied
by the licensee indicated that the non-safeguards DSDG experienced fewer failures to start, fewer run
time failures and had higher availability than the safeguards diesels at Robinson. Therefore it is
reasonable to use the same value as is normally used for safeguards DGs . This value is somewhat
nonconservative in that common cause failures between the safeguards DGs and the DSDG are not
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o PORV/ | PoRY/ SEAL |EP PORV
o / AFW 0 EP REC | o on
. oor | P chaL | RESEAT 06 | Loca |(LoNG) "

Fig. B.15. LOOP event tree for LERs 261/92-017, <013, and -018 including DSDG event and
indicating the dominant core damage sequence.

included in this value. The operator failure probability was det:rmined using time reliability correlations
from Human Reliability Analysis, EM. Dougherty, Jr. and J.R. Fragola, 1988, Wiley & Sons.
Information from the licensee indicated that it would take approximately 30 min to complete the loading
of the DSDG. The safegaurds battery lifetime is only 1 hour. Therefore the DSDG must be successfully
loaded within this one hour time period. This leaves 30 min of available time (1 hr. - 30 min.) to begin
the procedure and recover from errors. Using the recovery with hesitancy curve from Figure 11-4 of
the previous reference, the operator failure probability is 0.025.
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The procedure for the loading of the DSDG states that if limited manpower is available, recovery of the
safeguards diesels should be postponed until the DSDG is successfully aligned. Since this particular event
occurred on a Saturday morning, it was assumed that the recovery actions for the DSDG would be
completed before recovery of the safeguards diesels would be pursued. Therefore, the nonrecovery value
for the safeguards diesels was set to 1.0. Due to the extended period of time to recover offsite power
(~ 14 hours), the long term nonrecovery probabilities for offsite electric power were set to 1.0,

The failure probability for the "A" SI pump was doubled. This was to account for the increased
likelihood of "A" pump failure due to recirculation line clogging. Following the failure of the "B" SI
pump due to recirculation line plugging, all flow would be through the "A" pump. This increased flow
potentially increases the likelihood of failure for the "A" pump from the same cause.

The nonrecovery values for the high pressure injection (HPI) and high pressure injection for feed and
bleed (HPI(F/B)) were also modified. The nonrecovery values for both HPI and HPI(F/B) were set to
1.0. This is based on the assumption that the dominant failure mechanism would be blockage of the
recirculation line by the plastic material and that this would not be recoverable in the requized time
period.

B.10.5 Analysis Results
The conditional core damage probability for this event is 2.1 X 10°*, The dominant core damage

sequence for this event, shown in Fig. B.15, involves a postulated failure of emergency power, failure
to load the DSDG, and failure to restore ac power prior to core uncovery,
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CONDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS

Event Identifier: 261/92-017, 013, 018

Event Description: LOOP with §1 pump “B" inopersble
Event Date: 08/22/92

Plant: Robinson &

INITIATING EVENT

NON-RECOVERABLE INITIAYING EVENT PROBABILITIES

LOOP 1.06+00
SEQUENCE CONDITIONAL PROBABILITY SUMS
End State/Initiator probability Probobilitr
(w/0 DSDG) (w/ DSDG)
cp
LooP ©2.9¢-03 2.1E-04
Total 2.9E-03 2.1E-06
ATWS
LOOP 0.0E+00
Total 0.0E+00
SEGQUENCE COMDITIONAL PROBABILITIES (PROBABILITY ORDER)
Sequence End State Prob N Rec**
547  LOOP -rt/loop EMERG.POWER -afw/emerg.rower -pory,or.erv.chall - €D 2.96-03 9.96-01
SEAL.LOCA EP.REC
537  LOOP -rt/loop EMERG.POMER -afw/emerg.power ~porv.or.srv.chall co 6.26-0k 9.9€-01
SEAL.LOCA EP.REC(SL)
49° LOOP -rt/loop EMERG.POMER -afw/emerg.power porv.or.srv.chall - €D 8.5€-05 9.96-01
pory.or.srv.reseat/emery. power “SEAL.LOCA EP.REC
#* non-recovery credit for edited case
SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)
Sequence End State Prob N Rec**
497 LOOP -rt/loop EMERG.POWER -afw/emerg.power porv.or,srv.chalt - CD 8.56-05 9.96-01
. porv.or.srv.reseat/emerg. power -SEAL.LOCA EP.REC
537  LOOP -rt/loop EMERG.POMER -afw/ererg.power -norv.or.srv.chall co 6.26-04 2.9e-01
] SEAL.LOCA EP.REC(SL)
547  LOOP <rt/loop EMERG.POWER -afw/emerg.power -porv.or.srv.chall - CD 2.1€-03 9.96-01

SEAL.LOCA EP.REC
** non-recovery credit for edited cese

c:\asppra\special\purbseal .cnp
c:\asppra\special\robinson.sl2

SEQUENCE MODEL:
BRANCH MODEL:

Event ldentifier: 261/92-017, 013, 018

M
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M

PROBABILITY FILE: c:\asppra\special \pwr_bell.pro
Ko Recovery Limit

BRANCH FREQUENCIES/PROBABILITIES

Branch System Non-Recov Opr Fail
trans 2.0E-04 1.0€+00
Lo 1.6€6-05 » 1,66-05 5.38-01 > 1.06+00
Branch Model: [INITOR
Initistor Freg: 1.6E-05
loca 2.4E-06 4.38-01
re 2.8E-04 1.26-01
rt/loop 0,0E+00 1.06+00
EMERG . POMER 2.96-03 > 2.9¢-03 8.0E-01 » 1,06+00
Branch Model: 1.0f.2
Train 1 Cond Prob: 5.06-02
Train 2 Cond Prob: 5.7e-02
afw 3.8E-04 2.6E-01
afu/emeryg. power 5.06-02 3.4E-01
miw 1.06+00 7.0€-02 1.06-03
porv.or.srv.chall . 06-02 1.0€+00
POrv.or.srv.reseat 2.0€-02 1.16-02
POTY.OT .81V . reseat/emerg . power 2.0E-02 1.0€+00
SEAL.LOCA 2.T€-01 » 2.3¢-01 1.0€+00
Brench Model: 1.0f.1
Train 1 Cond Prob; 2.7E-01 » 2,36-01
EP.REC(SL) 5.76-01 > 1.08+00 1.0E+00
Branch Model: 1.0f.1
Train 1 Cond Prob: 5.7e-01 > 1.06+00
EP.REC 7.0E-02 > 1,08+00 1.CE+00
Branch Model: 1.0F.9
Train 1 Cond Prob: 7.06-02 > 1.06+00
WPt 1.0E-03 > 2.06-0% 8.4E-01 > 1.08+00
Branch Model: 1,0F.2
Trein 1 Cond Prob: 1.0E-02 > Failed
Train 2 Cond Prob: 1.08-01 » 2.06-01
HPICF/B) 1.06-03 » 2.0€-01 B.4E-01 > 1.DE+00 “.0E-02
Branch Model: 1.0f.2+0pr
Train 1 Cond Prob: 1.0E-02 > Failed
Train 2 Cond Prob: 1.06-01 » 2.0€-01
hpr/-hpi 1.56-04 1.0€+00 1.06-03
pory., open 2.08-02 1.0€+00 i .0E~04
* branch model file
** forced
BOTES :

1

Value obtained by performing hend caclulation. See Modeling Assumptions section for a
description of how this value was obtained.

Sequences affected by DSDG. Sae Modeling Assumptions section for a description of this
modification,

Event Identifier: 261/92-017, 013, 018

w
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B.11 LER Number 269/92-004 and 269/92-005

Event Description:  Reactor Trip with One Emergency Feedwater Train Inoperable
Date of Event:  May 8, 1992

Plant:  Oconee |

B.11.1 Summary

On May 8, 1992, Oconee tripped from 14% power as a result of a pressure transient in the main
feedwater (MFW) system. On May 27, 1992, it was discovered that one train of emergency feedwater
had been inoperable at the time of the trip on May 8. The conditional core damage probability estimated
for this event is 4.0 x 10°*. The relative significance of this event compared to other postulated events
at Oconee 1 is shown in Fig. B.16.

LER 269/92-004 & -005
1B 16 1E-S 1E4 183 1B-2
| | | | | |
MM.| [ 360 h EFW e LOOP
360 h EP
1%

Fig. B.16. Relative event significance of LERs 269/92-004 and -005 compared with other
potential events at Oconee 1.

B.11.2 Event Description

With Oconee 1 at 14% power, draining of the condenser hotwell was in progress during a plant startup
on May 8, 1992, Because of the low power level, only one MFW pump (the I|B MFW pump) was
required; the 1A MFW pump was idle. When the operator opened the condensate dump line (from the
condensate system to the condensate storage tank) to drain the condenser, the decreased flow to the
feedwater pumps caused a plant trip on low MFW pump discharge pressure. Following the trip, the
emergency feedwater (EFW) system actuated, and the 1B MFW pump continued to run. After verifying
that the 1B MFW pump was running, the operator manually shut down both the 1A and 1B EFW pumps.

LER NO: 269/92-004 and -005
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I'he two motor-driven EFW pumps had run for 43 sec. The turbine-driven EFW pump did not start
because the start signal was not present for greater than 15 sec. The remainder of the post-trip recovery

was uneventful

Between May 12 and May 24, 1992, the plant operated at 100% power. On May 24 the plant was shut
lown to repair a reactor coolant pump seal

On May 27, 1992, with the plant in hot standby, the quarterly stroke test procedure was conducted on
the A steam generator (SG) EFW control valve. The test revealed that the solenoid valve for enabling
wtomatic control of the A SG EFW control valve had failed. A review of the post-trip data for the
May 8, 1992, event revealed that the A EFW train had exhibited no flow during the event. The valve
had last been successfully tested on September 22, 1991

B.11.3 Additional Event-Related Information

he condensate pumps, condensate booster pumps, and MFW pumps are arranged in series to provide
the SGs with water from the condenser hotwell and secondary side drains. The condensate dump line
the condensate storage tank branches off between the condensate booster pumps and the MFW pumps

'he EFW system consists of three pumps: two motor-driven and one turbine-driven. The pumps start
loss of the MFW pumps as indicated by low discharge pressure or loss of hydraulic oil pressure on
both MEW pumps. If the start signal clears within 15 sec, the turbine-driven EFW pump will reset. The
three pumps discharge into two lines, each of which is connected to a SG. The A SG EFW flow control
valve automatically varies its position to bring the A SG level to a predetermined setpoint following a
Failure of the automatic control portion of the system does not prevent manual control of

standby shutdown facility (SSF) is located in a separate building on the Oconee site. This facility,
s not normally manned, is capable of providing limited RCS makeup, RCP seal cooling, and steam
rator makeup. SSF systems consist of single trains and are therefore not single-failure-proof

B.11.4 Modeling Assumptions

vent was modeled as a reactor trip with one of two EFW trains inoperable. The model normally
pump status for input, and as a result, the existing EFW model is a | of 3 system. The EFW
ire probability was calculated using a one of two train success criteria since the component
I is one of two EFW lines to the SGs, The first train was modeled as failed; the second with
ire probability of 0.1, This results in a system failure probability of 0.1. Consistent with other
P analyses, the nonrecovery probability for EFW was not revised since the system was observed to
legraded and not failed. The use of the SSF as a alternate source of steam generator feedwater was
luded in the modeling. A combined operator and equipment failure probability of 0.2 was used for
t. This probability is consistent with values developed in the Oconee PRA (NSAC-60) and in the

t another event (see LER No. 270/92-004)

LER NO: 269/92004 and 005
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B.11.5 Analysis Results
The conditional probability of core damage estimated for this event is 4.0 x 10 ®, The dominant core
damage sequence, highlighted on the event tree in Fig. B.17, involves a postulated failure of EFW and

MFW, PORV challenge and reseat, failure of the SSF feedwater function, successful initial feed-and-
bleed, and subsequent failure when recirculation is initiated.

LER NO: 269/92-004 and 008
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Fig. B.17. Dominant core damage sequence for LER 269/92-004 and -005.
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CONO ITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 269/92-004, 005
Event Description: Trip with one train of EFW inoperable
Event Date: 05/08/92
Plant: Oconee 1
INITIATING EVENY
NON-RECOVERABLE INITIATING EVENT PROBABILITIES
TRANS 1.0E+00

SEQUENCE COMDITIOMAL PROBABILITY SU«S

Eret State/Initiator Probability
co
TRANS 4 ,06-06
Total 4.0E-06
ATWS
TRANS 3.4E-05
Totael 3.4E-05

SEQUENCE CONDITIONAL PROBAGILITIES (PROBABILITY ORDER)

Sequence End State Prob N Rec**
17  trans -rt AFW miw -porv.or.srv.reseat ssf hpi(f/b) co %3.6E-06 7.4E-02
16 trans -rt AFN mfw -pory.or.srv.reseat ssf -hpi(f/b) hpr/-hpi €D 4.0€-07 8.88-02
18 trans rt ATws 3.4€-05 1.26-01

** non-recovery credit for edited case

SEQUENCE CONDITIONAL PROBABILITIIS (SEQUENCE ORDER)

Sequence End State Prob N Rec**
16 trens -rt AFW mfw -porv.or.srv.reseat ssf -hpi(f/b) hpr/-hpi ©D 4.08-07 8.86-02
17 trans -rt AFW mfw -pory.or.sryv.reseat ssf hpi(f/b) co 3.68-06 7.4E-02
18 trans rt ATHS 3.4E-05 1.26-01

** non-recovery credit for edited case

SEQUENCE MODEL : c:\asppra\models\oconses! . cmp
BRANCH WODEL: c:\esppra\model s\ocone. . ssf
PROBABILITY FILE: c:\asppra\modeis\pwr_bsli.pro

No Recovery Limit

Event ldentifier: 269/92-004, 005

”

LER NO: 269/92-004 and -005
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BRANCH FREQUENCIES/PROBABILITIES

Branch System Nor-Rec ov Opr Fail
trans 6.4E-05 1.06+00
loop(plant_cent) 1.36-0% 1.5¢-01
loop(grid) 1.66-06 4.86-01
loop(weather) 1.1E-06 9.36-01
loca 2.4E-06 4.36-01
rt 2.8E-04 1.26-01
rt/loop 0.0E+00 1.06+00
emerg. power(plant_cent) 3.06-04 8.06-0
emerg.pover{grid) 2.56-03 8.06-01
emey. power (weather) 2.56-03 8.0E-01
AW 3.86-04 > 1.06-01' »* 2.66-01

Broanch Wodel: 1,0F 3eser

Train 1 Cond Prob: 2.06-02

Train 2 Cond Prob: 1.06-01

Train 3 Cond Prob: 5.06-02

Serial Component Prob: 2.8E-04
afu/emer g.power 5.0€-02 3.4E-0Y
mfw 2.06-01 3.46-01
porv.or.ary.chatl 8.0E-02 1.0€+0C
porv.ar.r. *.chall('oop) B8.0E-02 1.0€+00
POrv.or.sry.resest 1.06-02 1.16-02
POry.or. .81y, reseat/emery . power 1.0€-02 1.0£+00
saf 2.06-01 1.0€+00
seal . loce(plent_cent) 0.0€+00 1.0€+00
seal.locelgrid) 0.06+00 1.0E+00
sesl.loca(weather) 0.0E+00 1.0€+00
ep.rec(sl)(plant_cent) 0.0€+00 1.0€+00
ep.rec(si)(grid) 0.0E+00 1.08+00
ep.rec(sl)(weather, 0.0€+00 1.0£+00
ep.rec(plant_cent) 2.3€-01 1.06+00
ep.rec(grid) 5.3e-02 1.0€+00
ep.rec{weather) 8.6E-01 1.0€+00
hpi 3.0€-04 B.4E-01
hpicf/b) 3.08-04 B.4E-01 1.06-02
hpr/-hpi 1.5€-04 1.06+00 1.08-03
* branch model file
" forced
Notes:

" This value reflects the failure of one train of EFv. See Modeling ASsumptions for & complete

explanation,

Event ldentifier: 269/92-004, 005

W
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B.12 LER Number 269/92-008

Event Description:  Both Keowee Emergency Power Hydro Units Unavailable
Date of Event:  July 16, 1992
Plant:  Oconee 1, 2, and 3
B.12.1 Summary

With all three Oconee units at 100% power and emergency power source Keowee 1 unavailable because
of maintenance, a failed fuse was discovered in the control power circuit for an auxiliary power breaker
on Keowee 2. This rendered Keowee 2 also unavailable. Both emergency power sources were
unavailable for 34 h. The conditional core damage probability estimated for this event is 2.8 x 10°°,
The relative significance of this event compared to other postulated events at Oconee is shown in

Fig. B.18.
LER 269/92-008
1B-7 186 /1&3 1B-4 1E3 1E2
| | % 1 | | |
MWJ b 360 h BFW b LOOP
R Nioa
1

Fig. B.18. Relative event significance of LER 269/92-008 compared with other potential
events at Oconee.

B.12.2 Event Description

On July 16, 1992, with all three Oconee units at 100% power, Keowee | was removed from service for
maintenance at 1515 hours. Consistent with the Oconee Technical Specifications, Keowee 2 was aligned
tn the underground path.

At 1200 hours, the hydro operations specialist (HOS) ai Keowee found the green (trip) control power
indicator light for breaker ACB-8 (the alternate power source for Keowee 2 auxiliary loads) glowing less

LER NO: 269/92-008
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brightly than expected. At 1430 hours, the red (close) control power indicator light for ACB-8 was also
found to be glowing, but not as brightly as the “trip” light. The HOS concluded that the probiem with
the lights was caused by dirty contacts and was not an operability concern, and therefore decided to wait
to investigate the problem until Keowee 2 was taken out of service for maintenance (scheduled for the
next day).

Due to modification delays, Keowee | remained out of service. On July 17, 1992, at 1200 hours, the
HOS and other personnel began to investigate the cause of the lighted control power indicator lights. At
about 1330 hours, it was determined that the fuse feeding the positive circuit in ACB-8 had blown. With
the positive fuse blown, a bypass series circuit path illuminated both indicator lights. In addition, the
negative fuse was found to be rated at 15 amperes, instead of the required 10 amperes. The HOS realized
that an operability/limiting condition for operation concern existed and began to search for replacement
fuses. Unsuccessful attempts were made to contact the Oconee Operations support manager and
switchyard coordinator for assistance in resolving the operability issues related to the Keowee units.

At 1415 h, the HOS notified the Oconee 2 Unit supervisor that a blown fuse had been found in the
positive circuit for ACB-8. The unit supervisor realized that this rendered Keowee 2 inoperable (with
Keowee 2 aligned to the underground path, closure of ACB-8 is required to power Keowee 2 auxiliary
loads). Since Keowee 1 was also out of service, the Oconee Technical Specifications required the standby
buses to be energized from the Lee combustion turbines. At 1436 hours, Lee was notified that backup
power was required.

The replacement fuses needed for ACB-8 were determined to be safety-related. When none could be
located on-site, fuses from a spare breaker cabinet were used. These fuses appeared to be original
equipment and were determined to be in good condition. After the fuses for ACB-8 were replaced, the
breaker was tested and determined to be operable at 1509 hours.

At 1513 hours, Oconee Operations personnel were notified that Keowee 2 was operable. At 1528 hours,
Lee notified Oconee that a gas turbine was in operation and that transformer CT-5 was energized. This
was almost 2 h after Keowee 2 had been declared inoperable. The Lee operators had experienced trouble
with the first gas turbine they had started, and a second turbine had to be started. The standby buses

were never energized from the Lee gas turbine because Keowee 2 had been returned to service before
Oconee received power from Lee.

B.12.3 Additional Event-Related Information

The Keowee Hydro Station, located approximately three-fourths of a mile east-northeast of the Oconee
Nuclear Station, consists of two hydroelectric generators that generate at 13.8 kV. The two Keowee
hydro units serve the dual functions of generating commercial power to the Duke Power system grid
through the Oconee 230-kV switchyard and providing emergency power to the Oconee Station, When
a Keowee unit is generating to the grid and an emergency start at Oconee occurs, it is separated from the
230-kV switchyard and continues to run in standby until needed. Upon loss of power from an Oconee
generating unit and 230-kV switchyard, power is supplied from both Keowee units through two separate
and independent paths. One path is a 4000-ft underground 13.8-kV cable feeder to transformer CT-4,

LER NO: 269/92-008
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which supplies power to the 4160-V standby buses. The underground power path is conne ‘ed at all
times to one hydro unit o» a predetermined basis through locked-ciosed breakers. The underground
power path ¢ nd the associatel transformer are sized to carry full engineered safeguards auxiliaries of one
Oconee unit plus ~vr.liaries fcr safe shutdown ¢ the other two units. If a Keowee unit is to provide
power to an Oconee unit thioagh the underground power path (required by Technical Specifications if
one of the Keowee units is ou’ of service), then due to the limited capacity of CT-4, loadshed of non-
essential load. .ccurs, The second path from Keowee is 2 230-kV transmission line through breakers
ACB-1 or ALg-2, via the yellow bus, to the startup transformer of each Oconee unit.

Keowee auxiliary power is required for the ac hydraulic oil pumps, which are used to pressurize the air
pre-loaded accumulators that provide hydraulic oil pressure to the governor which controls the position
(depending on load) of the wicket gate. on the Keowee water turbine. The length of time that the
Keowee units can run without ac auxiliaries is limited by the chanping load to which the governor must
respond. The utility has indicated in several LERs that one hour is the expected maximum time period
of Keowee operation without ac auxiliaries.

A standby shutdown facility (SSF) is located in a separate building on the Oconee site. This facility,
which is not normally manned, is capable of providing limited high-pressure injection for reactor coolant
system (RCS) makeup and reactor coolant pump (RCP) seal cooling [provided an RCP seal loss-of-coolant
accident (LOCA) does not occur]. It can also supply limited steam generator makeup. The facility
includes a separate diesel generator which can power SSF loads in the event of a station blackout. SSF
systems consist of single trains and are therefore not single-failure-proof.

A more detailed description of the Oconee emergency power system is included in the precursor analysis
for LER 270/92-004, Loss of offsite power with failed emergency power.

B.12.4 Modeling Assumptions

e event was modeled as a postulated LOOP during the 34 h that both Keowee units were unavailable.
Potential sequences associated with the event are described in Appendix A, Sect. A 3.1, PWR Loss of
Offsite Power. These sequences were modified to address the Oconee-specific SSF, as described later
in this section, and shown on the event tree included with this analysis documentation. The plant
response observed during the event impacted the following branch on the event tree:

Emergency Power. Consistent with the analysis for LER 270/92-004, Loss of Offsite Power with Failed
Emergency Power, October 19, 1992, the Keowee hydro units were assumed to fail after approximately
37 min without auxiliary power; once the supply of hydraulic oil in the accumulator tanks, used for
wicket gate positioning, was consumed. When the Keowee on-call technician arrived during the October
19, 1992 event, he was able to quickly reset the locked-out and tripped breakers and restore auxiliary
power, However, hydraulic oil was almost depleted by the time he arrived.

The probability of the on-call technician failing to arrive on-site and recover auxiliary power to Keowee

Hydro prior to the loss of hydraulic oil was estimated to be 0.64, as described under Modeling
Assumptions for the precursor analysis for LER 270/92-004. Use of an on-call technician was assumed
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to be required except for the day shift, when adequate support was assumed available on-site to quickly
correct the breaker problem and restore auxiliary power, if needed. This assumption results in a revised
estimate for failing to recover Keowee of (16h/24h) x 0.64 = 0.43.

The Central Switchyard was also assumed available as an alternate source of power to the Standby Buses
for plant-centered LOOPs. A probability of 0.12 (ASP nonrecovery class R3, see Appendix A,
Sect. A.1) was assumed for failing to recover power from the Central Switchyard via transformer CT-5.
This value was chosen because recovery appeared possible in the required time period from the control
room. However, during a postulated LOOP with problems at Keowee, this recovery would be considered
to be non-routine and burdened. During a postulated grid- or severe weather-related LOOP, the Central
Switchyard was assumed to be unavailable. However, during a postulated grid-related LOOP, ac power
was assumed to be recoverable in approximately 1 h using the Lee combustion turbines. A non-recovery
probability of 0.12 was also assumed for this action, for the same reasons.

The frequency of LOOP and the probability of not recovering offsite power with a loss of emergency
power at 37 min was estimated as described in Modeling Assumptions for LER 270/92-004, Loss of
Offsite Power with Failed Emergency Power, October 19, 1992. The frequencies and probability values
used in the calculations follow:

LOOP Type
LOOP frequency 1.3 x 10°%hr 1.6 x 10°%hr 1.1 x 10 %hr
P, (LOOP) 0.15 0.48 0.93
P.. (emergency power) 0.43 x 0.12 0.43 0.43
P, (ac power prior to battery depletion)  0.056 020 x 0.12 0.86

The use of the SSF as .. alternate source of reacto: coolant system (RCS) and steam generator (SG)
makeup was also addressed in the analysis. This was done by identifying core damage sequences that
could be recovered through the use of the SSF . ..ces with failed SG makeup or RCP seal cooling
and without loss of inventory), and modifyir , 5. .. ot tree model described in Appendix A to include
its consideration, The revised event tree for © ~r:c  included with this analysis. A combined operator
and equipment failure probability of 0.2 was . “_. the SSF. This probability is consistent with values
developed in the Oconee PRA (NSAC-60) and ... licensee analyses of this event.

B.12.5 Analysis Results

The conditional core damage probability estimated for the event is 2.8 x 10°®. This conditional
probability is applicable to each of the three Oconee units. The dominant core damage sequence,
highlighted on the event tree in Fig. B.19, involves a postulated severe weather-related LOOP with failed
emergency power and faiiure to recover ac power before battery depletion.

LER NO: 269/92-008
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The conditional probability estimate is strongly influenced by assumptions concerning the failure of
Keowee upon loss of hydraulic oil and the likelihood of Keowee recovery.
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Fig. B.19. Dominant core damage sequence for LER 269/92-008.

LER NO: 269/92-008



B-76
S A NN i A AN T 550 ¢ ST TN STEM K0 20 S U o T W RS AT S A OSSN SN AR e BRI 0 0.

CONDITIONAL CORE DAMAGE PROBABILITY CALCULAYIONS
Event Identifier: 269/92-008
Event Description: Both Keowee hydro units unavaileble
Event Date: 07716792
Plant: Oconee 1
UNAVAILABILITY, DURA.ION= 34 hours

NON-RECOVERABLE [MITIATING EVENT PROBABILITIES

LOOP (PLANT_CENT) &.6E-05
LOOP(GRID) 2.7-05
LOOP (WEATHER ) 3.66-05
SEQUENCE COMDITIONAL PROBABILITY SUMS
End State/Initistor Probability
cD
LOOP(PLANT CENT) 5.1E-08
LOOP (GRID) 1.0E-07
LOOP (WEATHER) 2.TE-06
Total 2.8E-06
ATWSE
LOOP(PLANT_CENT) 0.0E+00
LOOP(GRID) 0.0E+00
LOOP (WEATHER ) 0.0E+00
Total 0.0€+00
SEQUENCE COMDITIONAL PROBABILITIES (PROBABILITY ORDER)
Sequence End State Prob N Rec*v
395  loop(weather) -rt/loop EMERG.POMER(WEATHER) -afw/emerg.power -p CD 2.4E-06 4.0E-01
orv.or.srv.chali(loop) ssf -seal.loca(westher} ep.rec(weather)
368  loopiweather) -rt/loop EMERG.POMER(WEATHER) -afw/emerg.power p CD 2.16-07 4.06-0%

orv.or srv.chall(loop) -porv,or.srv.resest/emerg.power ssf -sea
L.loca(weather) ep.rec(weather)

** non-recovery credit for edited case
SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)
Sequence End State Prob N Rec**
368  loop(weather) -rt/loop EMERG,PONER(WEATHER) -afw/emerg.power p CD 2.1E-07 4. 06-01
orv.or.srv.chali(loop) ~porv.or.srv.reseat/emerg.power ssf -sea
L.loca(weather) ep. rec(weather)
395  loop(weather) -rt/loop EMERG.POMER(WEATHER) -afw/emerg.power -p  CD 2.4E-06 4.0E-01
orv.or.srv.chali(loop) ssf -seal.loca(wenther) ep.rec{weather)

** non-recovery credit for edited case

Event !dentifier: 269/92-008
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Note: For unsvailabilities, conditional probability values are differential values which reflect the

added risk due to failures associated with an event. Parentheticsl values indicate a reduction in
risk compared to s similar period without the existing failures.

SEQUENCE MODEL : c:\asp\ 1989\ oconses | .cmp
BRANCH MODEL : c:\asp\ 1989\ oconee? . s f
PROBABILITY FILE: c:\osp\1989\pwr_bsli.pro
Ko Recovery Limit

BRANCYH FREQUENCIES/PROBABILITIES

Branch System Non-Recov Opr Fail
trans 6.4E-05 1.0€+00
Loop(plent_cent) 1.36-0% 1.56-01
Loop{grid) 1.6E-06 4.8E-01
Loop(weather) 1.16-06 9.38-01
loce 2.4E-06 4.36-01
rt 2.86-04 1.26-01
rt/ioop 0.0£+00 1.0€+00
EMERG . POVER (PLANT_CENT) 3.06-04 > 1.26-01' B.0E-01 > 4.36-01
Branch Model: 1.0F.3
Train 1 Cond Prob: 5.06-02 > Failed
Train 2 Cond Prob: 5.06-02 > Failed
Train 3 Cond Prob: 1.26-01
EMERG . POMER (GR1D) 2.56-03 > 1,0€+00' 8.06-01 > 4.36-01'
Branch Mode!l: 1,0f.2
Trein 1 Cond Prob: S.06-02 > fFailed’
Train 2 Cond Prob: 5.06-02 » Failed’
EMERG . POMER (WEATHER ) 2.56-03 > 1.06+00' 8.0E-01 > 4.36-01'
Branch Model: 1.0F.2
Trein 1 Cond Prob: S.06-02 » Failed
Train 2 Cond Prob: 5.06-02 > Failed
afu 3.86-04 2.6€-01
8fw/emerg. power S.08-02 X.4E-01
mfw 2.0E-01 3.6E-01
pory.or.srv.chall B8.0E-02 1.0€+00
porv.or.sry.chall(loop) B8.06-02 1.0E+00
porv.or.srv.reseat 1.08-02 1.18-02
porv,or.srv,reseat/emerg. power 1.08-02 1.0E+00
ssf 2.06-01 1.0€+00
seal.loca(plant_cent) 0.0€+00 1.0E+00
sea!.localgrid) 0.0€+00 1.0£+00
seal, loca(weather) 0.0€+00 1.06+00
ep.reci(si)(plant_cent) 0.0€+00 1.06+00
ep.recisl)(grid) 0.0E+00 1.08+00
ep.recisl)(weathar) 0.0E+00 1.08+00

Event ldentifier: 269/92-008
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EP.REC(PLANT_CENT) 2.38-01 > 5.6€-02' 1.0£+00
Branch Model: 1.0f.1
Train 1 Cond Prob: 2.36-01 » $,6E-02
EP.REC(GRID) S.36-02 > 2.4€-02' 1.0€+00
Branch Model: 1.0F.2
Train 1 Cond Prob: 4.6E-01 > 2.0E-01
Train 2 Cond Prob: 1.26-01
ep.reciweather) B.6£-01' 1.0¢+00
hpi 3.0E-04 8.4E-01
npi(t/b) X.06-04 B.4E-01 1.06-02
hpr/-hpi 1.5€-04 1.0€E+00 1.0€-03
* branch mode! file
** forced
Notes:

' See Modeling Assumptions for the development of this probability value.
? Both Keowee units assumed feiled if suxiliary power not recovered,

Event ldentifier: 269/92-008
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B.13 LER Number 269/92-018

Event Description:  Both Keowee Emergency Power Hydro Units Potentially Unavailable
Date of Event:  December 2, 1992
Plant:  Oconee 1, 2, and 3
B.13.1 Summary

With all three Oconee units at 100% power, both emergency power sources, Keowee Hydro Units 1 and
2 (Keowee | and 2), were determined to be inoperable. A modification to the antipump relays in the
Westinghouse (type DB) breakers at Keowee did not consider the reduced control circuit dc voltage which
would exist following a loss of offsite power (LOOP), when the battery chargers are not supplying the
dc buses. During emergency start testing 6 d after completion of the modification (which simulated a
LOOP) and in subsequent testing, certain Keowee breakers did not close when required. Both Keowee
units were potentially unavailable for 15 d. The conditional core damage probability estimated for this
event is 3.2 x 107, This estimate is a bounding estimate that assumes all impacted breakers fail
following an actual LOOP and may be conservative for the observed event. The relative significance of
this event compared to other postulated events at Oconee is shown in Fig. B.20.

LER 269/92018
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Fig. B.20. Relative event significance of LER 269/92-018 compared with other potential
events at Oconee.

B.13.2 Event Description

On January 29, 1992, Keowee 2 failed to start during a routine attempt to supply power to the grid. The
failure to start was caused by a mechanical failure of the "X" relay (antipump relay) in a Westinghouse

LER NO: 269/92-018



B-80

(type DB) circuit breaker. Corrective actions included the replacement of the existing electromechanical
antipump scheme with an electrical antipump scheme in a number of breakers. During the design review
prior to the modification, Westinghouse expressed a concern that the closing coil could be damaged if
it remained energized for too long a period of time. Because of this concern, each type-DB breaker was
individually time-tested before and after the modification to ensure that the new antipump scheme would
keep the closing coil energized for the same time as the old antipump scheme. The modification was
completed for Keowee 1 on July 19, 1992, and for Keowee 2 on November 18, 1992.

On November 24, 1992, the annual Keowee emergency start test was performed for both units. This test
differed from the postmodification testing described above in that a loss of auxiliary ac power was also
simulated. With no output from the battery charger because of the unavailability of auxiliary ac power,
dc voltage (supplied only by the battery) was lower than during the post-modification testing. During
attempts to tie Keowee 2 to the overhead path (one of the two power paths from Keowee to Ocenee), the
Keowee 2 auxiliary power alternate feeder breaker (ACB-8) could not be closed after the normal feeder
breaker (ACB-6) was opened. The auxiliaries for both units were placed in a dedicated alignment which
would not require breaker operation during an emergency, pending further breaker testing. On December
1, 1992, voltage regulator problems required Keowee 1 to be shut down and declared inoperable. Testing
later in the day demonstrated that the Keowee 1 auxiliary power alternate feeder breaker (ACB-7) failed
to close at low d¢ voltages.

The standby buses were energized from a Lee gas turbine on December 2, 1992 around 1000 hours, and
testing of the control circuitry for the type-DB circuit breakers was completed later that day at about 1605
hours. The testing indicated that the available dc voltage was inadequate to ensure closure of the
breakers. Keowee 2 was declared inoperable.

The utility stated that, under reduced dc voltage situations, the closing mechanism moves more slowly
and therefore has less momentum. This reduced momentum was inadequate to complete the breaker
travel for the actual dc voltage. In addition to the auxiliary power breakers, the problem affected the
field and field supply breakers, which made both units inoperable. The problem was corrected by
increasing the time that the closing coils were energized.

Keowee | was restored to an operable status at 0835 hours on December 3, 1992, following the
modification to increase the time that the type-DB breaker closing coils are energized. On December 4,
1992, modifications to increase the time that the Keowee 2 closing coils are energized were completed
and Keowee 2 was returned to service just before midnight.

B.13.3 Additional Event-Related Information

The Keowee Station, located approximately 0.75 mile east-northeast of the Oconee Nuclear Station, it
consists of two hydroelectric generators that generate at 13.8 kV. The two units serve the dual functions
of generating commercial power to the Duke Power system grid through the Oconee 230-kV switchyard
and providing emergency power to the Oconee Station. When a Keowee unit is generating to the grid
and an emergency start occurs, it is separated from the 230-kV switchyard and continues to run in
standby until needed. Upon loss of power from an Oconee generating unit and 230-kV switchyard,
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power is supplied from both Keowee units through two separate and independent paths. One path is a
4000-ft underground 13.8-kV cable feeder to transformer CT-4, which supplies power to the 4160-V
standby buses. The underground power path is connected at all times to one hydro unit on a
predetermined basis through locked-closed breakers. The underground power path and associated
transformer are sized to carry full engineered safeguards auxiliaries of one Oconee unit plus auxiliaries
for safe shutdown of the other two units. If a Keowee unit is to provide power to an Oconee unit through
the underground power path (required by Technical Specifications if one of the Keowee units is out of
service), then due to the limited capacity of CT-4, loadshed of non-essential loads occurs. The second
path from Keowee is a 230-kV transmission line through breakers ACB-1 or ACB-2, via the yellow bus,
to each Oconee unit's startup transformer.

Keowee auxiliary power is required for the ac hydraulic oil pumps, which are used to pressurize the air
preloaded accumulators that provide hydraulic oil pressure to the governor which controls the position
(depending on load) of the wicket gates on the Keowee water turbine. The length of time that the
Keowee units can run without ac auxiliaries is limited by the changing load to which the governor must
respond. The utility has indicated in several LERs that 1 h is the expected maximum time period of
Keowee operation without ac auxiliaries.

A standby shutdown facility (SSF) is located in a separate building on the Oconee site. This facility,
which is not normally manned, is capable of providing limited high-pressure injection for reactor coolant
system (RCS) makeup and reactor coolant pump (RCP) seal cooling [provided an RCP seal loss-of-coolant
accident (LOCA) does not occur]. It can also supply limited steam generator makeup. The facility
includes a separate diesel generator which can power SSF loads in the event of a station blackout. SSF
systems consist of single trains and are therefore not single-failure-proof,

A more detailed description of the Oconee emergency power system is included in the precursor analysis
for LER 270/92-004, Loss of Offsite Power with Failed Emergency Power.

B.13.4 Modeling Assumptions

The event was modeled as a postulated LOOP from the time the Keowee units became unavailable
(November 13, 1992) until the standby buses were energized from the Lee gas turbine (December 2,
1992), approximately 360 h. Since the breakers that failed were found in different tests (some breakers
apparently worked correctly during some tests and not for others), it is not possible to conclude that all
breakers would have failed to function during an actual LOOP. Because of this, a bounding analysis was
performed, with the assumption that, given a LOOP, the Keowee auxiliary power and field breakers
would have failed to function. Such an analysis may be conservative, but provides insight into the
potential significance of the event.

Potential sequences associated with the event are described in Appendix A, Sect. A.3.1, PWR Loss of
Offsite Power. These sequences were modified to address the Oconee-specific SSF, as described later
in this section, and are shown on the event tree included with this analysis documentation. The plant
response observed during the event impacted the following branch on the event tree:
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Emergency Power. The Keowee hydro units were assumed to fail because of the postulated inoperability
of the auxiliary power and field breakers, a result of reduced dc voltage following the LOOP.

Recovery from the event was assumed to be sufficiently complex that an on-call technician would have
to be called to the site during off-hours. The probability of the on-call technician failing to arrive on-site
and recover Keowee Hydro prior to the loss of wicket gate control was estimated to be 0,64, as described
under Modeling Assumptions for the precursor analysis for LER 270/92-004. While procedures at
Keowee had been revised after the LOOP, the method used to notify the on-call technician (a phone call)
had not been changed. ‘Denanding on the specifics of an event, the Keowee operator may be remotely
instructed to close the bieakers manually. The potential effectiveness of such an action was not addressed
in this analysis.)

Use of an on-call technician was assumed to be required except for the day shift, when adequate support
was assumed available on-site to quickly correct the breaker problem and recover Keowee, if needed.
This assumption resuits in a revised estimate for failing to recover Keowee of (16h/24h) x 0.64 = 0.43.

The Central Switchyard was also assumed available as an alternate source of power to the Standby Buses
for plant-centered LOOPs. A probability of 0.12 (ASP nonrecovery class R3, see Appendix A, section
A.1) was assumed for failing to recover power from the Central Switchyard via transformer CT-5. This
value was chosen because recovery appeared possible in the required time period from the control room.
However, during a postulated LOOP with problems at Keowee, this recovery would be considered to be
non-routine and burdened. During a postulated grid- or severe weather-related LOOP, the Central
Switchyard was assumed to be unavailable. However, during a postulated grid-related LOOP, ac power
was assumed to be recoverable in approximately 1 h using the Lee combustion turbines. A nonrecovery
probability of 0.12 was also assumed for this action, for the same reasons,

The frequency of LOOP and the probability of not recovering offsite power was estimated as described
in ORNL/NRC/LTR-89/11, Revised LOOP and PWR Seal LOCA Models, August 1989, The frequencies
and probability values used in the calculations follow:

LOOP Type

LOOP frequency 1.3 x 10°h 1.6 x 10°h 1.1 x 10%h
P, (LOOP) 0.15 0.48 0.93
P, (emergency power) 0.43 x 0.12 0.43 0.43

P, (ac power prior to battery depletion) 0.23 044 x 0.12 0.80
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The use of the SSF as an alternate source of reactor coolant system (RCS) and steam generator (SG)
makeup was also addressed in the analysis. This was done by identifying core damage sequences that
could be recovered through the use of the SSF (sequences with failed SG makeup or RCP seal cooling
and without loss of inventory), and modifying the event tree model described in Appendix A to include
its consideration. The revised eveut tree for Oconee is included with this analysis. A combined operator
and equipment failure probability of 0.2 was used for the SSF. This probability is consistent with values
developed in the Oconee PRA (NSAC-60) and in licensee analyses of this event.

B.13.5 Analysis Results

The conditional core damage probability estimated for the event is 3.2 X 10-*, This conditional
probability is applicable to each of the three Oconee units. The dominant core damage sequence,
highlighted on the event tree in Fig. B.21, involves a postulated weather related LOOP with failure of
emergency power, failure of the SSF, and failure to recover ac power before battery depletion. The
conditional probability estimate is strongly influenced by assumptions concerning the potential for
recovery of the Keowee units.

As described in Sect. B.13.4, this analysis is a bounding analysis that addresses the potential impact of

multiple breaker inoperability over the entire exposure period. As such, this analysis may be
conservative.
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Fig. B.21. Dominant core damage sequences for LER 269/92-018.
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COMDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifia=: 269/92-018
Event Descriptiun: Both Keowee hydro units potentially unavailable
Event Date: 12/02/92
Plant: Oconse 1
UNAVAILABILITY, DURATION= 360

NON-RECOVERABLE INITIATING EVENT PROBABILITIEL

LOOP (PLANT_CENT) 7.08-04
LOOP(GR1D) 2,804
LDOP (WEATHER) 3.8E-04

SEQUENCE CONDITIONAL PROBABILITY SUMS

End Stata/Initiator Probebility
co
LOOP (PLANT_CENT) 1.86-06
LOOP{GRID ) 1.86-06
LOOP (WEATHER) 2.86-05
Totel 3.26-05
ATWS
LOOP (PLANT _CENT) 0.0E+00
LOOP(GRID) 0.0E+00
LOOP (WEATKER) 0.06+00
Total 0,08+00
SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY ORDER)
Sequence End State  Prob N Rec**
%5 loop(weather) -rt/loop EMERG.POMER(WEATHER) -afw/emerg.power -p  CD 2.5€-05 4.,06-01
orv.or.srv.chall(loop) ssf -seal.loca(weether) ep.rec(weather)
368  loop(weather) -rt/loop EMERG.POWER(WEATHER) -afw/emerg.power p ch 2.26-06 4.08-01
arv.or.srv.chell(loop) -porv.or.sry,reseat/emerg.pover ssf -sea
l.loca(weather) ep.rec(weather)
195  loop(plant_cent) -rt/loop EMERG.POJER(PLANT_CENT) -afw/emerg.po ce 1.56-06 6.4E-02
wer -porv.or.srv.chali(loop) ssf -seal.loca(plant cent) ep.rec
(plant_cent)
295 loop(grid) -rt/loop EMERG.POMER(GRID) -afw/emery.power -porv.or (D 1.26-06 2.06-01

.8rv.chall(loop) ssf -seal.loca(grid) ep.rec{grid}

** non-recovery credit for edited case

Event identifier: 269/92-018

M
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SEQUENCE CONDITIOMAL PROBABILITIES (SEQUENCE ORDER)

Sequence End State Prob N Rec**
195 loop(plant_cent) -rt/loop EMERG.POMER(PLANT CENT) -afw/emerg.po  CD 1.56-04 6.4E-02
wer -porv.or.srv.chall(loop) ssf -seal.loca(pleant_cent) ep.rec
(plant_cent)
295 looplgrid) ~rt/loop EMERG.POMER(GRID) -afw/emerg.power -porv.or €0 1.26-06 2.0e-01
JArv.chali(loop) ssf -seal.local(grid) ep.recigrid)
368  loop{weather) -rt/loop EMERG.POMER(WEATNER) -afw/emerg.power p CD 2.26-06 4.06-01

orv.or.srv.chali(loop) -porv.or.srv.reseat/emerg.power ssf -sea
L.loca(weather) ep.rec(weather)

395 loop(weather) -rt/loop EMERG.POWMER(WEATHER) -afw/emerg.power -p  CD 2.5€-05 4.06-01
orv.or.srv.chall(loop) sef -seal.local(weather) ep.rec(weather)

** non-recovery credit for edited case

Note: For unavailabilities, conditional probebility values ere differential values which refiect the
sdded risk due to failures associated wich an event. Parenthetical values indicate & reduction in
risk compared to s similer period withou the existing failures.

SEQUENCE MODEL : c:\asp\ 198N\ oconseal .cmp

BRANCH RODEL : c:\asp\1989\oconee! . ssf

PROBABILITY FILE: c:\asp\1989\pur_bel1.pro

No Recovery Limit

BRANCH FREQUENCIEC/PROBABILITIES

Branch System Non-Recov Opr Fail
trans 6.4E-05 1.0€+00
loop(plant_cent) 1.36-05 1.5€-01
loop(grid) 1.6€-06 4,.BE-01
Loop(weather) 1.1E-06 9.36-01
loca 2.4E-06 4.36-01
rt 2.8E-04 1.26-01
rt/loop 0.0E+00 1.0€+00
EMERG . POWER (PLANT _CENT) 3.06-04 > 1.2¢-01" 8.0E-01 » 4,36-01'
Branch Model: 1.0fF.3
Train 1 Cond Prob: 5.06-02 » Failed
Train 2 Cond Prob: 5.06-02 » Failed
Train 3 Cond Prob: 1.26-0%
EMERG . POMER (GRID ) 2.5€-03 > 1,06+00' 8.06-01 > 4,3¢-01'
Branch Mode!: 1.0F.2
Yrain 1 Cond Prob: 5.06-02 > Failed
Train 2 Cond Prob: 5.06-02 » Failed
EMERG . POMER (WEATHER ) 2.56-03 > 1,0£+00' B.OE-01 > 4.3E-01'
Branch Model: 1.0F.2
Train 1 Cond Prob: 5.06-02 > Failed
Train 2 Cond Prob: 5.06-02 > Failed
afw 3.8E-04 2.6E-01
afw/emerg. power 5.0-02 3.46-01
miw 2.08-01 3.4E-00
pory.or.sry.chall 8.06-02 1.0€+00

Event ldentifier: 269/92-018
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porv.or.sry.chall(loop) 8.0€-02 1.0€+00

pOry.or.srv.resest 1.0€-02 1.16-02

POry.or 8TV, reseat/emerg. power 1.0E-02 1.0€+00

ssf 2.0e-01 1.0E+00

seal, loca(plant_cent) 0.06+00 1.0€+00

seal . localgrid) 0.0E+00 1.0E+00

seal.loca{weather) 0.0€+00 1.06+00

ep.rec(sl)(plant_cent) 0.0£+00 1.0€+00

ep.rec(sl)(grid) 0,0E+00 1.0€+00

ep.rec(sl)(weather) 0.0€+00 1.0€+00

ep.rec(plant_cent) 2.36-01 1.0€+00

ep.recigrid) 5.38-02 1.0€+00

ap, rec(westher) B.6E-01 1.0€+00

hpi 3.06-04 B.4E-01

hpi(f/b) 3.06-04 8.4E-01 1.0€6-02
hpr/-hpi 1.5€-04 1.0€+00 1.06-03
* branch model file

** forced

Notes:

' See Modeling Assumptions for the development of this probability value

Event ldentifier: 269/92-018
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B.14 LER Number 270/92-004, 269/92-011, 269/92-014, 269/92-
016, 269/92-019, and 269/93-001

Event Description:  Loss of Offsite Power With Failed Emergency Power
Date of Event:  October 19, 1992
Plant:  Oconee 2
B.14.1 Summary

Use of an inadequate procedure for switchyard battery replacement resulted in a lockout of the Oconee
230-kV switchyard, a reactor trip, and loss of offsite power (LOOP) at Unit 2, and unavailability of
power to the startup transformers for Units 1 and 3. An operator error and two breaker failures at the
Keowee Hydro Station, the emergency power source for the three Oconee units, caused a loss of all
auxiliary power to both hydro units. Auxiliary power was recovered 0.5 h later, when an on-call
technician arrived at Keowee. Problems were also experienced with the emergency feedwater (EFW)
system, instrument air (IA) system, and the standby shutdown facility (SSF) during recovery from the
event. The emergency power system, the turbine-driven EFW pump, and SSF are the primary features
available to protect against core damage from a station blackout following a LOOP.,

The conditional core damage probability estimated for this event is 2.1 x 10*. The relative significance
of this event compared to other postulated events at Oconee is shown below in Fig. B.22.

LER 270/92-004, etc.
1B-7 1B-6 1B-5 1E4 1E-3 1B-2
L L | | | ]
MM““ -mhm _m
360 h EP
| MTR W

Fig. B.22. Relative event significance of LER 270/92-004, etc., compared with other potential
events at Oconee.
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B.14.2 Event Description

On October 19, 1992, Oconee 2 was operating at 100% power. Keowee Hydro Unit 1 (Keowee 1), one
of the emergency power sources for the three Oconee units, was supplying power to the grid via the
overhead power path (see Fig. B.23). Keowee 2 was shut down and was aligned to provide emergency
power via the underground path. Replacement of the 230-kV switchyard batteries was in progress:
battery SY-2 and charger SY-2 were disconnected, switchyard dc buses SY-DC-1 and SY-DC-2 were
cross-tied, and charger SY-1 and battery SY-1 were powering both buses (see Fig. B.24).

Fig. B.27 ‘éﬁurgency power distribution at Oconee
(Original figure was illegible.)
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Fig. B.24. 230-kV switchyard dc power distribution at Ocone
(Original figure was illegible.)
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A point had been reached during the battery replacement when charger SY-2 was to be reconnected to
its bus and the two buses separated. This alignment was allowed by the battery replacement procedure.
Once this was done, bus SY-DC-2 would be powered only by its charger. Battery SY-2, which was
normally connected to the bus, would remain unconnected. This highly unusual alignment (which can
subject a bus to large voltage fluctuations because of battery charger instability) had been used between
October 6 and October 12, 1992, when battery SY-1 was replaced, without any complications. The
Oconee | unit supervisor went to the switchyard relay house with several technicians to perform the
procedural steps to reconnect the charger and separate the dc buses. He connected the charger to the bus
and then, at 2121 hours, opened the tie breaker to separate the two switchyard dc buses. Within the next
several seconds a switchyard lockout, Oconee 2 trip, Keowee 1 normal trip, and emergency start of both
Keowee units occurred. The unit supervisor suspected that his actions had initiated the event and backed
out of the procedure by reclosing the switchyard dc bus tie breakers and opening the breaker from the
SY-2 charger. :

The 230-kV switchyard lockout was a result of a voltage transient on switchyard dc bus SY-DC-2 caused
by charger SY-2. Bus SY-DC-2 powered the breaker failure circuits for all of the 230-kV switchyard
breakers. The breaker failure circuitry is designed to actuate an auxiliary relay (AR) and trip adjacent
breakers after a time delay if a faulted breaker fails to trip. The breaker failure circuitry employed a
zener diode as a surge protector in a design that caused current to flow through the breaker AR relay coil
when the zener diode conducted (performed its protective function). The relays had been identified as
being susceptible to spurious operation due to excessive voltages in 1980, but were never modified. The
AR relay for power circuit breaker (PCB)-24 was the first to actuate on the yellow 230-kV bus. This
relay tripped PCB-23 and initiated a yellow bus lockout, which *=sped PCBs-9, 12, 15, 18, 21, 24, 27,
and 30. A lockout also occurred on the red bus, and trippad PCRs-4, 7, 10, 13, 16, 19, 22, 26, and 28.
PCBs-31 and 33 were tagged open to support maintenance and did not trip. All of the PCBs are shown
in Fig. B.23.

Actuation of the AR relay in PCB-24 also caused an Oconee 2 generator transformer lockout, which
resulted in a turbine and reactor trip. With PCBs-26 and 27 open and the reactor tripped, Oconee 2 had
no source of offsite power available. The External Grid Protective System sensed the loss of voltage and
frequency on the yellow and red buses (which indicated a LOOP) and generated a switchyard isolation
signal. This signal tripped PCBs-8, 9 and 17, load-shed Keowee 1, and gave an emergency start signal
to both Keowee units. Oconee 1 and 3 continued to operate, but with PCBs-17 and 26 open, neither unit
would have had a source of offsite power if Keowee had tripped (manual recovery of offsite power would
have been possible). Keowee 2 started on the switchyard isolation signal. Nonessential Oconee 2 loads
were shed, and Oconee 2 main feeder buses were reenergized via transformer CT-4. This provided
power to essential loads via the underground power path.

The Keowee operator was in the turbine room when the event began. When he returned to the Keowee
control room, he observed multiple alarms but failed to observe an alarm indicating that an emergency
start signal existed. He noted that Keowee 1 was operating with no load, concluded that the hydro unit
might be in danger of failing, and manually opened output breaker ACB-1 (see Fig. B.25). When ACB-1
opened, Keowee auxiliary buses 1X and 2X attempted to transfer to their alternate power source,
transformer CX (which is powered from Oconee 1 switchgear 1TC-4). Breaker ACB-7 failed to close,
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Fig. B.2§, Keowee Hydro Station ac and dc systems
(Original figure was illegible.)

apparently because of the spurious actuation of a lockout relay following a series of repetitive breaker
operations that occurred as load center 1X lost and regained power during the event. As a result, bus
IX remained deenergized. ACB-8 failed to close because of high resistance on a close permissive
contact, which caused auxiliary bus 2X to remain deenergized. The loss of these two buses resulted in
the foss of all auxiliary power to the Keowee units. The Keowee control room lights went off, the
annunciator panels went dark, and the tslephone connection to Oconee and the alarm typer were lost.
At this point, the Keowee operator determined that Keowee 2 was running in the emergency mode. The
Keowee units continued to operate with their control functions supplied by batteries.
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The unavailability of Keowee auxiliury power prevented makeup to the hydraulic oil accumulator tanks.
These accumulators provide the oil to operate the governor and wicket gates to control turbine speed and
generator output. Keowee can operate up to about | h, depending upon load changes, without auxiliary
power before governor and wicket gate control becomes unavailable,

The Oconee 2 turbine-driven EFW pump started automatically following the LOOP and reactor trip.
Within a few seconds, EFW flow dropped to zero for 3 to 5 sec, and then returned to normal. The loss
of flow resulted from water intrusion into the steam supply to the turbine. The water intrusion was
caused by a faulty steam trap. As the turbine-driven pump picked up flow again, power was restored
(Keowee 2 start and load), and both motor-driven EFW pumps started as well.

About 1 min after the LOOP, alarms were received at Oconee | and Oconee 2 indicating low pressure
in the IA system. The Oconee primary IA compressor is powered from the switchyard and lost power
when the red bus lockout occurred. The backup IA compressor powered from Unit 2 was load-shed and
could not start automatically. While two other backup 1A compressors (powered from Oconee 1) did
start, they were unable to maintain [A pressure. A diesel-powered [A compressor was started locally at
Oconee 3, and a loss of 1A was averted. A loss of IA would have caused a loss of main feedwater
control and foss of control rod drive mechanism cooling at Oconee 1 and would have resulted in a reactor
(rip at that unit. If that had occurred, offsite power would have been lost to Tnit 1 also.

Several minutes after the loss of auxiliary power at Keowee, the Keowee operator contacted the Duke
Power system dispatcher in Charlotte via a dedicated phone line, which was still in service. The
dispatcher was requested to call the Keowee on-call technician to come to the site. The dispatcher was
able to connect the Oconee control room to Keowee via the dispatcher phone line. The Keowee operator
discussed the status of Keowee with the Oconee 2 unit supervisor, and the unit supervisor instructed him
not to take any action involving Keowee 2, since it was supplying the Oconee 2 main feeder buses. It
appears that the Keowee operator did not adequately describe the ramifications of the loss of auxiliary
power. The Keowee operator then monitored the operation of the hydro units and awaited the arrival of
the on-call technician, Meanwhile, because of problems at Keowee, the Oconee operations shift
supervisor and the dispatcher decided to try to quickly restore the switchyard. The dispatcher had
confirmed that there was no indication of faults or breaker actuations outside the switchyard, and«t was
decided to skip the lengthy checkout of equipment required by the Loss of Power Abnormal Procedure.

The on-call techsician arrived in the Keowee control room at 2150 hours, about 30 min after the event
had started. The most immediate problem was the restoration of auxiliary power so that hydraulic oil
for wicket gate and governor control could be made up to the accumulators. The normal oil level in the
accumulator sight-glass is 48 in.; when the on-call technician arrived, the level in both accumulators was
4t 8in,

Using the Charlotte dispatcher’s phone, the Keowee on-call technician, the dispatcher, and the Oconee

2 unit supervisor decided to attemjt to reset the Keowee main transformer lockout and also have
personnel at the Lee Steam Station s art a combustion turbine and establish a dedicated line from Lee to
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Oconee.' The Keowee on-call technician reset the transformer lockout at 2158 hours. This allowed
ACB-1 to close automatically, and this closure, in turn, allowed Keowee 1 (which had been running with
no L ac) to energize the transformer. The normal supply breaker to the Keowee 2X load center (ACB-6)
then closed, restoring auxiliary power to Keowee 2. Auxiliary power to Keowee | was restored 8 min
later, after a local lockout at breaker ACB-7 was reset.

At 2200 hours, the Oconee 1 unit supervisor reset the red and yellow bus lockouts from the switchyard.
The red bus was reenergized from offsite power at 2213 hours by closing PCB-10, By 2218 hours,
power had been restored to the Unit 2 startup transformer from the red bus. Some difficulty was
experienced with breaker operation because of the existing switchyard isolation signal, which had not
been cleared. At 2221 hours, a dedicated line was available from a Lee combustion turbine. One result
of the breaker operatio' associated with not clearing the switchyard isolation signal was the repowering
of the yellow bus from Keowee 1. Because Keowee | was not synchronized to the grid, a decision was
made to shut down Keowee | and repower the yellow bus from the red bus prior to restoring power to
the Oconee 1 and Oconee 3 startup transformers.

The single emergency start signal to both Keowee units was reset, and Keowee | was shut down at 2251
hours. The yellow bus deenergized as expected, but Keowee 2 also tripped. The Keowee 2 trip was
caused by the undervoltage condition on the yellow bus combined with the lack of an emergency start
signal; system logic determined that Keowee 2 was generating to the grid with no output and tripped the
unit (the system logic does not include Keowee supplying power via the underground feeder). The
Keowee 2 trip deenergized the underground feeder, the standby buses, and the Oconee 2 main feeder
buses. After a 31-sec delay, the standby breakers tripped open and the startup breakers closed to restore
power to the main feeder buses. The deenergization of the main feeder buses generated a second Keowee
emergency start signal. Keowee | started, but did not close onto the yellow bus since a switchyard
isolation initiation signal was not generated because the red bus was still energized. This response was
expected; however, Keowee 2 did not respond as expected. After the trip, it began to slow down. The
emergency start signal initiated a restart prior to resetting a speed switch in the field breaker anti-pump
circuit. The speed switch and anti-pump circuit prevented the field from energizing and therefore kept
the generator from functioning.

At 0018 hours the next morning, October 20, 1992, both Keowee units were shut down. By 0024 hours,
Keowee 2 had slowed down enough to reset the speed switch in the field flashing circuit, had been
restarted, and had been realigned to transformer CT-4. At 0041 hours, PCB-8 was closed, and the
yellow bus was reenergized from the red bus. The switchyard was restored to its normal alignment by
0057 hours, which also restored power to the startup transformers for Oconee 1 and 3.

It was subsequently determined that the Oconee SSF was degraded as a result of the event. SSF systems
provide a backup supply of water to the steam generators and a backup source for reactor coolant pump
(RCP) seal injection and reactor coolant makeup sufficient to maintain natural circulation cooling.
Normal power to the SSF is fed from Oconee 2 and was lost following the LOOP. Oconee personnel

'Both the dispatcher and the unit supervisor were aware of problems at Keowee 20 min earlier, during their
first telephone call.
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confirmed that the SSF diesel generator was not started to power SSF loads. The battery charger in the
SSF was de-energized because of the Unit 2 LOOP and resulted in d¢ and 120-Vac loads being powered
from the SSF battery. The potential problems with the SSF were discovered at 0125 hours, October 20,
1992, about 4 h after the event began. Power was restored to the SSF at 0415 hours. The utility stated
that a spare battery was included in the SSF dc power system and could have been aligned if required.

Numerous equipment inspections, necessary repairs, and procedure modifications took place after the
event. A Keowee abnormal procedure was developed to specify operator response following an
emergency start. Before this event, no specific procedure existed for verifying or responding to an
emergency start of the Keowee units. After the event, the Keowee Hydro Station organization was
realigned to report to the Nuclear Generation Department. Previously, it had reported to the Hydro
Department. In addition, an Oconee operator was assigned to Keowee o stress watchstanding.

A dedicated phone was instalied between the Keowee and Oconee control rooms. Previously, a
commercial phone line had been used. Protective logic was revised so that the Keowee units would no
longer trip because of undervoltage on the main step-up transformer. A special test was performed to
confirm (1) the proper response of Keowee Hydro to a simulated switchyard isolation signal when aligned
to the grid and (2) the implementation of an Oconee “live™ bus transfer procedure to repower loads from
the switchyard. Generally, the Keowee units performed as expected during the test. However, the
Oconee operators had difficulty controlling Keowee 1 while initially tying it to the grid and while
paralleling the overhead path to the grid during system restoration after the test. In addition, the Keowee
operitor was unfamiliar with the response required to several annunciators that alarmed during the test.

B.14.3 Additional Event-Related Information

All three Oconee units have the same generating capacity (850 MWe net) and similar ac power systems
(see Fig. B.23). Output from the Oconee | and 2 generators feed power to the 230-kV switchyard via
step-up transformers T1 and T2. The output of the Oconee 3 generator feeds the 525-kV switchyard via
step-up transformer T3. The 230-kV and the 525-kV switchyards are divided into two buses, designated
as the red bus and the yellow bus. The switchyards are normally operated with both buses energized
through a breaker-and-one-half scheme to the grid. The yellow bus in the 230-kV switchyard is identified
as safety-related. The Keowee Hydro Station supplies power to the switchyard via an above-ground
(overhead) path, and this overhead path is used to supply power to the yellow bus if the grid is lost.

The operating Oconee units normally provide power to their own auxiliary loads through auxiliary
transformers 1T, 2T, and 3T. When the generator for a unit is unavailable, such as following a reactor
trip or during outages, electric power is automatically supplied from the switchyard through its respective
startup transformer, CT-1, CT-2, or CT-3. Although Oconee 3 feeds the 525-kV switchyard, the source
of power for its startup transformer is through the 230-kV switchyard. The auxiliary power system for
each Oconee unit is designed as a dual-train cascading bus system. There are two 4160-V main feeder
buses, MFB1 and MFB2, each of which supplies power to three 4160-V load buses (TC, TD, and TE).
Except for the reactor coolant pumps, all ac is fed from these three buses. The power to MFBI and
MFB? is either supplied by the unit’s auxiliary transformer through the N breakers or by the startup
transformer through the E breakers. In addition, MFB1 and MFB2 for each Oconee unit can be
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energized from the two standby buses (SB1 and SB2) through the S breakers. SB1 and SB2 are common
to all three Oconee units and can be energized automatically through transformer CT-4 or manually from
CT-5. Transformer CT-5 can be supplied from the Lee Steam Station through a dedicated line or from
the central substation,

The Keowee Hydro Station is located approximately three-fourths of a mile east-northeast of the Oconee
Nuclear Station. It consists of two hydroelectric generators that generate at 13.8 kV. The two Keowee
hydro units serve the dual functions of generating commercial power to the Duke Power system grid
through the Oconee 230-kV switchyard and providing emergency power to the Oconee station. When
a Keowee unit is generating to the grid and an emergency start occurs, it is separated from the 230-kV
switchyard and continues to run in standby until needed. Upon loss of power from an Oconee generating
unit and 230-kV switchyard, power is supplied from both Keowee units through two separate and
independent paths. One path is a 4000-ft underground 13.8-kV cable feeder : - transformer CT-4, which
supplies power to the 4160-V standby buses though breakers SK1 and SK2. The underground power path
is connected at all times to one hydro unit on a predeterrained basis by h: ving either ACB-3 or ACB-4
locked closed. The underground power path and associated transformer are sized to carry full engineered
safeguards auxiliaries of one Oconee unit plus auxiliaries for safe shutdown of the other two units. 1If
a Keowee unit is to provide power to an Oconee unit through the underground power path, due to the
limited capacity of CT-4, loadshed of nonessential loads from the Oconee units MFBs occurs. The
second path from Keowee is a 230-kV transmission line through ACB-1 or ACB-2, via the yellow Bus,
to each Oconee unit's startup transformer,

Keowee auxiliary power (buses 1X and 2X) is required for the ac hydraulic oil pumps, which are used
to pressurize the air preloaded accumulators that provide hydraulic oil pressure to the governor which
controls the position (depending on load) of the wicket gates on the Keowee water turbine. The length
of time that the Keowee units can run without ac auxiliaries is limited by the changing load to which the
governor must respond. The utility has indicated in several LERs that 1 h is the expected maximum time
period of Keowee operation without ac auxiliaries.

The normal Keowee configuration at the time of the event was to have either Keowee 1 or 2 available
for generation to the grid using the overhead path (via ACB-1 for Keowee 1 or ACB-2 for Keowee 2).
One unit was also aligned to supply the underground path with emergency power (either ACB-3 or ACB-
4 closed). The design of the Keowee control circuitry was to provide emergency power to the
underground power path from one unit for all emergency-start situations while providing power to the
overhead path from the other unit only if offsite power was lost.

The Keowee auxiliary buses normally were powered from the overhead path through their respective 1X
and 2X transformers, the Keowee main step-up transformer, and the 230-kV switchyard. Normal power
was supplied to the 1X bus through ACB-5 and to the 2X bus through ACB-6. These two load centers
also had an alternate power source from the CX transformer that receives power from Oconee 1 load
center ITC. Alternate power from the CX transformer for the 1X bus was provided via ACB-7, and
alternate power for the 2X bus was provided via ACB-8. An automatic transfer scheme would quickly
switch these buses to their aiternate power supply upon loss of normal power. The transfer scheme was
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designed to be normal-secking so that if normal power was restored for about 10 sec, the bus would
switch back to the normal supply

A standby shutdown facility (SSF) is located in a separate building on the Oconee site This facility
which is not normally manned, is capable of providing limited high-pressure injection for reactor coolant
system (RCS) makeup and reactor coolant pump (RCP) seal cooling [provided an RCP seal loss-ot coolant
accident (LOCA) does not occur]. It can also supply limited steam generator makeup. The facility
includes a separate diesel generator which can power SSF loads in the event of a station blackout. SSF
systems consist of single trains and are therefore not single-failure-proot

B.14.4 Modeling Assumptions

The event was modeled as a plant-centered LOOP with failed emergency power and (slightly) degraded
EFW. Potential sequences associated with the event are described in Appendix A, sect. A.3.1, PWR
LOOP. These sequences were modified to address the Oconee-specific SSF, as described later in this
section, and shown on the event tree included with this analysis documentation. The plant response
observed during the event impacted the following branches on the event tree

Loss of Offsite Power. The LOOP was caused by the lockout of the 230-kV switchyard. Potential
short-term ( ~ 30 min) recovery of offsite power was considered in the analysis (bus lockouts were reset
39 min after the LOOP and the switchyard was repowered 52 min after the LOOP). The probability of
not recovering offsite power in the short term was estimated to be 0.15, as described In
ORNL/NRC/LTR-89/11R1, Revised LOOP Recovery and Seal LOCA Models, October 1993

Emergency Power. Although Keowee Hydro continued to supply power to Unit 2 after auxiliary power
was lost, it was assumed in the analysis that the operable Keowee generator would have failed once the
supply of hydraulic oil in the accumulator tanks, used for wicket gate positioning, was consumed. When
the Keowee on-call technician arrived, he was able to quickly reset the locked-out and tripped breakers
and restore auxiliary power. However, hydraulic oil was almost depleted by the time he arrived

The probability of the on-call technician failing to arrive on-site and recover auxiliary power to Keowee
Hydro prior to the loss of hydraulic oil was estimated to Le 0.64. Since there is no published data
available that could be used to estimate such a value, it was developed assuming the probability of repair
(dominated by travel time in this case) was log-normally distributed with the observed arrival time (29
min) the most probable value (mode) of the distribution. The 95th percentile was assumed to be 1 h,
based on a 1 h response requirement for on-call technicians in Keowee procedures. All time once the
on-call technician arrived at Keowee was assumed to be required for restoration of the first hydro unit
Additionally, since hydraulic fluid was nearly depleted when the on-call technician arrived, the time at
which the Keowee hydro units would fail was assumed to be the time required for recovery during this
event (37 min). The actual Keowee time-to-failure given the loss of auxiliary power is poorly understood

the licensee has stated in several LERs that it could be as long as 1 h in some cases (this possibility
is addressed in a sensitivity analysis)
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The Central Switchyard was also available as an alternate source of power to the standby buses. A
probability of 0.12 (ASP non-recovery class R3, see Appendix A, sect. A.1) was assumed for failing to
recover power from the Central Switchyard via transformer CT-5. This value was chosen because
recovery appeared possible in the required time period from the control room. However, because of the
LOOP and the problems with Keowee, recovery was considered to be non-routine and burdened.

Aucxiliary Feedwater. Flow from the Oconee 2 turbine-driven EFW pump dropped to zero for 3 to 5 sec
shortly after the pump started. The utility stated that this was caused by water accumulation in the
auxiliary steam line to the pump turbine, resulting from a faulty steam trap. While the pump remained
operable during this event, greater amounts of water could have caused the pump to trip; therefore, the
unavailability for the turbine-driven EFW pump in the ASP model for Oconee 2 was increased from 0.05
to 0.1 to reflect this.

Recovery of Electric Power in the Long term. The probability of not recovering offsite power prior to
battery depletion and RCP seal LOCA, given that offsite power was not recovered in the short term and
Keowee Hydro failed at 37 min, was estimated to be 0.056. This is the probability of not recovering
offsite power at 1.6 h (the 37 min failure time for Keowee plus the 1 h Oconee battery depletion time)
given it was not recovered at 0.5 h (nonrecovery at 0.5 h is addressed in the LOOP nonrecovery) for
plant-centered LOOP class 11, as described in ORNL/NRC/LTR-89/11, Revised LOOP Recovery and Seal
LOCA Models, August 1989 (see Table B.7 for Weibull distribution parameters used for this estimate).
The overall probability of not recovering offsite power through recovery of the Oconee switchyard or
through the use of the Central switchyard via CT-5 was estimated to be 0.001.

Table B.7. Oconee Loss of Offsite Power Sensitivity Analyses

Assumption Conditional Impact
Probability (factor)
Probability of failing to provide power from the central 7.2 x 10°° 0.34
switchyard = 0.04 (instead of 0.12)
Keowee successfully operates for 1 h (instead of 0.5 h). 1.7 x 10°* 0.08

Estimated probability of nonrecovery of 0.05 (see Sect. B.14.4)

Oconee 1 trips due to reduced instrument air (IA) pressure, 2.5 x 10 1.19
Complications from the two-unit LOOP prevents recovery of
Keowee; p (loss of IA) = 0.1 assumed

No impact on pump reliability from water in turbine-driven EFW 1.8 x 10 0.86
pump steam line (instead of doubling pump failure probability)
Probability of SSF failure = 0.4 (instead of 0.2) because of the 42 x 10 2.0

long-term unavailability of normal power
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The use of the SSF as an alternate source of reactor coolant system (RCS) and steam generator (SG)
makeup was also addressed in the analysis. This was done by identifying core damage sequences that
could be recovered through the use of the SSF (sequences with failed SG makeup or RCP seal cooling
and without loss of inventory), and modifying the event tree model described in Appendix A to include
its consideration. The revised event tree for Oconee is included with this analysis. A combined operator
and equipment failure probability of 0.2 was used for the SSF. This probability is consistent with values
developed in the Oconee PRA (NSAC-60) and in licensee analyses of this event.

The SSF was without power from Oconee 2 (its normal power source) for over 4 h following the LOOP,
which resulted in loss of power to the SSF battery chargers. However, since no undervoltage alarms
resulted from the unavailability of normal power, and because a spare battery was available in the SSF,
the SSF failure probability was not modified in the base analysis (an increase in failure probability was
considered in a sensitivity analysis).

The results of sensitivity analyses — that considered a greater likelihood of recovering ac power, the
potential for Keowee operation for 1 h after loss of auxiliary power, the potential for trip of Oconee |
due to a loss of instrument air initiated by the LOOP, nominal operation of the EFW system, and a
increased failure probability for the SSF because of the long-term unavailablity of normal power - are
described in the next section.

B.14.5 Analysis Results

The conditional core damage probability estimated for the event is 2.1 x 107 The dominant core
damage sequence, highlighted on the event tree in Fig. B.26, involves the observed LOOP with failure
to recover emergency power, failure to utilize the SSF for RCS and SG makeup, aad failure to recover
ac power before battery depletion.

The conditional probability estimate is strongly influenced by assumptions concerning the impending
failure of Keowee upon loss of hydraulic oil, the potential for recovery of Keowee once hydraulic oil is
lost, and the availability of ac power via transformer CT-5.

Five sensitivity analyses were performed to determine the impact of selected assumptions on the core
damage probability estimated for the event. The assumptions and resulting probability estimates are
shown in Table B.7. As can be seen from these cases, more optimistic assumptions concerning the
likelihood of recovering ac power using the central switchyard and longer Keowee operations without
auxiliary power reduce the conditional probability by up to a factor of 12. This is to be expected,
considering the dominant sequence. Assuming a possible Oconee 1 trip following a loss of IA increases
the core damage probability by 19% to 2.5 x 107, This value includes probabilities for Units 1 and
2. Assuming that the water in the EFW pump steam line had no impact on pump reliability reduces the
estimated conditional probability by 14%. Increasing the SSF failure probability by a factor of two
doubles the conditional probability. This is also to be expected considering the dominant sequences.

A LOOP caused by a similar actuation of breaker failure relays by dc voltage surges occurred at Vermont
Yankee on April 23, 1991, during replacement of switchyard batteries (see Precursors to Potential Severe
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Fig. B.26. Dominant core damage sequences for LER 270/92-004

Core Damage Accidents: 1991, A Status Report, NUREG/CR-4674, Vol. 16). The LER reporting the
Oconee LOOP noted that the Vermont Yankee event had been evaluated by the Duke Power Operating
Experience Program (OEP). That evaluation had concluded that the relay models involved, while similar,
were not exactly the same and that the zener diode involved did not exist in the equivalent circuit at
Oconee. As a result, the OEP review of the Vermont Yankee event conciuded that the equivalent portion
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of the same circuit at Oconee would not fail in the same way. The OEP review did not discover that a
diffzrent circuit was subject to the same failure mode.

Additior al information concerning this event and the post-event special test at Keowee is included in NRC
Augmeated Inspection Team (AIT) report no. 50-269/92-26, 50-270/92-26, and 50-287/92-26. A number
of otier LERs reported problems with Keowee during 1992 and early 1993. Two of these events
describe periods in which both Keowee units wece unavailable and are documented separately as
precursors. Additionally, the following events were related to this event and also occurred at Keowee

or Oconee:

269/91-012

269/92-011

269/92-014

269/92016

269/92019

269/93-001

Incorrect relief value setpoints resulted in inoperability of each Oconee unit SSF reactor
coolant makeup system since initial installation in 1981,

Potential single failure could tie both Keowee units together out of phase.

Unavailability of Keowee 2 to supply power to the overhead path because of a failed
ralzy.

Potential single failure (bus fault) could result in the unavailability of both Keowee units,
due to the protective relaying that would occur while clearing the fault.

Potential single failure (bus fauit) could lock out both Keowee units from the overhead
path and also lock out the auxiliary power norma! and alternate feeder breakers for both
units.

Potential for a Keowee unit trip on overspeed if that unit was generating power to the
grid and an emergency start signal was initiated.
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CONDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 270/92-004
Event Description: Loss of offsite power with failed emergency power
Event Date: October 19, 1992
Plant: Oconee 2
INITIATING EVENT
NON-RECOVERABLE INITIATING EVENMT PROBABILITIES
LOOP (PLANT_CENT) 1,5€-01

SEQUENCE CONDITIONAL PROBABILITY SUMS

End State/Initiator Probability
co
LOOP{PLANT_CENT) 2.1E-04
Total 2.1E-04
ATWS
LOOP (PLANT _CENT) 0.0E+00
Total 0.0E+00

SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY ORDER)

Sequence End Stete Prob N Reg**
195 loop(plant_cent) -rt/loop EMERG.POWER(PLANT CENT) -AFW/EMERG.PO co 1.1E-04  9.4E-02
WER -porv.or.srv.chali(loop) ssf -seal.loca(plant_cent) EP.REC
(PLANT_CENT)
196 loop(plant_cent) -rt/loop EMERG.PONER(PLANT CENT) AFW/EMERG.PO co 7.86-05 3.3e-02
WER -porv.or.srv.reseat/emerg.power 8sf
168 loop(plant_cent) -rt/loop EMERG.POMER(PLANT CENT) -AFW/EMERG.PO co 9.9E-06 9.4E-02

WER porv.or.srv.chell(loop) -porv.or.srv reseat/emerg.power s
f -seal.loca(plant_cent) EP.REC(PLANT_CENT)

150 loop(plant_cent) -rt/loop EMERG.POMER(PLANT CENT) -AFW/EMERG.PD o 8.96-06 9.4E-02
WER porv.or.srv.chall(loop) porv.or.srv,reseat/emerg.power
197 loopiplant_cent) -rt/loop EMERG.POMER(PLANT _CENT) AFW/EMERG.PO co 31.96-06 3.3e-02

WER porv.or.srv.reseet/emerg. power
** non-recovery credit for edited case
SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)
Sequence End State Prob N Rec**
168  loop(plant_cent) -rt/loop EMERG.POMER(PLANT _CENT) -AFW/EMERG.PD o 9.95-06 9.4E-02
WER porv.or.srv.chall(loop) -porv.or.srv.resest/emerg.power s
f -seal. loca(plant_cent) EP.REC(PLANT_CENT)

150  loop(plant_cent) -rt/loop E*IG.PMR?PLANY_EEIT) ~AFW/EMERG.PO co B.9E-06 9.6E-02
WER porv.or.srv.chali(loop) porv.or.srv,reseat/emerg.power

Event ldentifier: 270/92-004
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195 loop{plant_cent) -rt/loop EMERG.POMER(PLANT_CENT) -AFW/EMERG.PO co 1.16-04 9.4E-02
WER -porv.or.srv.chali(loop) ssf -seai.loca(plant_cent) EP.REC
(PLANT_CENT)

196  loop(plant_cent) -rt/locop EMERG.POWMER(PLANT CENT) AFW/EMERG.PO co 7.86-05 3.3e-02
WER -porv.or.srv.reseat/emerg.power ssf

197  loop(plant_cent) -rt/loop EMERG.POMER(PLANT_CENT) AFW/EMERG.PO c 3.9€-06 3.36-02

WER porv.or.srv.reseat/emerg.powver
** non-recovery credit for edited case
SEQUENCE MODEL : c:\asp\ 1989\ cconseal .cmp
BRAMCH WODEL : c:\asp\1989\oconee2 . ssf
PROBABILITY FILE: c:\asp\1989\pwr_bsll.pro

Mo Recovery Limit

BRANCH FREQUEMCIES/PROBABILITIES

Branch System Non-Recov Opr Fail
trans 2.6E-04 1.08+00
Looptplant_cent) 1.36-05 1.56-01"
Loop(grid) 1.6E-06 4.86-01
loop(weather) 1.1€-06 9.36-01
loce 2.4E-06 4. 3E-01
rt 2.8E-04 1.28-01
rt/loop 0.0E+00 1.06+00
EMERG . POMER (PLANT_CENT) 3.06-04 > 1.26-01 B.0E-01 > 6.46-017

Branch Model: 1.0F.3

Train 1 Cond Prob: 5.06-02 » failed

Train 2 Cond Prob: 5.06-02 > Failed

Trein 3 Cond Prob: 1.26-01
emery.power(grid) 2.5€-03 B.0E-01
emerg. power (weather ) 2.56-03 8.06-01
AFW 3.8E-04 > 4.BE-04 2.66-01

Branch Model: 1.0f 3+ser

Train 1 Cond Prob: 2.0E-02

Train 2 Cond Prob: 1.0e-01

Trein 3 Cond Prob: 5.06-02 > 1.0E-01"

Serial Component Prob: 2.86-04
AFW/EMERG . POMER 5.06-02 » 1.06-01 3.4E-01

Branch Model: 1.0f.%

Train 1 Cond Prob: 5.06-02 » 1.06-01*
mfw 2.06-01 3.48-01
porv.or.sry.chall 8.0E-02 1.0E+00
porv.or.srv.chall(loop) 8.06-02 1.0E+00
porv.or.srv,reseat 1.0€-02 1.16-02
porv.or . sry.ressat/emergy. poser 1.0€-02 1.0E+00
ssf 2.0e-01 1.0£+00
seal.loca(plant_cent) 0.0E+00 1.0E+00
seal.loca(grid) 0.0E+00 1.0E+00
seal.loca(weather) 0.0€+00 1.08+00

Event Identifier: 270/92-004
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ep.recisi)(plant_cent) 0.0E+00 1.0€+00
ep.rec(slYgrid) 0.0E+00 1.0€+00
ep.recisl){weather) 0.08+00 1.08+00
EP.REC(PLANT_CENT) 2.56-01 » 5.6E-02 1.08+00

Sranch Model: 1.0f.1

Train 1 Cond Prob: 2.36-01 > 5.68-02'
ep.recigrid) 8.36-02 1.08+00
ep.rec{weather) 8.6E-01 1.08+00
hpt 3.08-04 8.4E-01
hpi(f/b) 3.06-04 B.4E-01 1.0€-02
hpr/-hpi 1.56-04 1.0E+00 1.06-03
* branch model file
** forced

Event [dentifier: 270/92-004

Notes:

' See Modeling Assumptions for development of this non-recovery value.

* This non-recovery value addresses the potential for recovery of Keowee and the potential use of
transformer CY5,

* Keowse 1 and 2 sre sssumed failed {f auxiliary power is not recovered.

* The fallure probability for the turbine-driven EFW pump was increassd to address the potential for
trip because of water in the steam |ine,

LER NO: 270/92-004
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B.15 LER Number 285/92-023 and 285/92-028

Event Description:  Reactor Trip with Faulty Pressurizer Safety Valve
Date of Event:  July 3, 1992

Plant;:  Fort Calhoun

B.15.1 Summary

Fort Calhoun tripped from 100% power on July 3, 1992. The reactor tripped on high pressure following
the closure of ail turbine control valves. Two pressurizer power-operated relief valves and one
pressurizer safety valve opened to relieve reactor coolant system (RCS) pressure. After an initial pressure
decrease in the RCS, the safety vaive opened again. When RCS pressure reached 1000 psia the valve
closed but continued to leak. The conditional core damage probability estimated for this event is 2.5 x
10°*. The relative significance of this event compared to other postulzted events at Fort Calhoun is
shown in Fig. B.27.

LER 285/92-023 & 028
1B-7 1B6 15-5 184 1B-3 1E-2
| | \ |

wr J
360 h AFW
precursor cutoff *=== wpw...'
MTR AFW
360 h EP

Fig. B.27. Relative significance of LER 285/92-023 and 028 compared with other potential
events at Fort Calhoun.

B.15.2 Event Description

With Fort Calhoun at 100% power, nonsafety-related inverter no. 2 switched to its bypass mode three
times on July 3, 1992. In the first two instances, the cause could not be determined and the inverter was
returned to service. In the third instance, two circuit boards in the inverter were replaced before
returning it to service at 2335 hours. However, one of the boards did not have the required jumper in
place before installation. When the inverter was placed back in service, a voltage oscillation between 0

LER NO: 285/92-023 and -028
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and 120-Vac was observed on the output of the inverter. The voltage oscillations caused the normal
electrohydraulic control (EHC) system power supply to de-energize which caused four pressure
transmitters powered by the EHC cabinet to also de-energize.

The four deenergized transmitters provide control signals to the turbine control valves. When power was
lost to these transmitters, the control valves were sent a signal to close; however, closure of the control
valves does not generate a turbine or reactor trip signal. With the control valves closed, a large mismatch
developed between primary power production and secondary heat removal (steam dump has a 5%
capacity when the turbine is not tripped). As a result, RCS pressure increased to about 2400 psia at
which point a reactor trip occurred, both pressurizer power-operated relief vaives (PORVs) opened, and
one of the two pressurizer safety valves lifted. When RCS pressure decreased to 2350 psia, the PORVs
reclosed; however, the safety valve remained open until RCS pressure decreased to 1745 psia. After the
safety valve closed, RCS pressure increased for the next 8 min until it reached 1925 psia. At this point
the safety valve opened again, and RCS pressure decreased rapidly. During this depressurization, safety
injection (SI), emergency boration, containment isolation (CI), and contzinment ventilation isolation (CVI)
were automatically actuated on low pressurizer pressure. The operator closed the PORV block valves
in response to the loss of RCS pressure and the increasing pressure and temperature in the pressurizer
quench tank; however, the safety valve still did no’. close. All four reactor coolant pumps (RCPs) were
manually tripped as required when pressure dropped below 1350 psia. Throughout the remainder of the
event, the SI flow was throttled to maintain 20°C subcooling. The rupture disk on the pressurizer quench
tank actuated because of the sustained flow from the pressurizer safety valve. As a result, containment
temperature, pressure, and radiation levels increased. RCS pressure decreased to = 1000 psia, at which
time the pressurizer safety valve finally closed but did not properly seat. This resuited in a continuous
leak rate of approximately 200 gpm.

Following ¢ hutdown of all RCPs, natural circulation was established at 0004 hours on July 4, 1992,
By 1840 h ... shutdown cooling was placed in service for cooldown to cold shutdown conditions.

Approximately 21,500 gal of coolant was released though the pressurizer PORVs and safety valve during
the event,

On August 22, 1992 with the plant operating at 100% power, the plant tripped following a partial closure
of all the main turbine control valves. The partial closure was the result of a failure of an ac to dc power
converter for two of the four pressure transmitters that provide control signals for the turbine control
valve. These are the same transmitters that initiated the July 3 event. Due to the loss of turbine load,
RCS pressure increased. The pressure increase was terminated when one of the pressurizer safety valves
actuated 100 psi below its normal setpoint. This was the same pressurizer safety valve that lifted
prematurely during the July 3, 1992 event. The reactor tripped when RCS pressure decreased to 1750
psia. RCS pressure stabilized at 1721 psia.

B.15.3 Additional Event-Related Information

Inverter no. 2 is 2 nonsafety-relate. inverter that supplies various nonsa‘ety-related instrun-entation and
components in the plant. Among the oads supplied from this bus is the EHC power cabine. All EHC
components, except for the four transmitters that sense turbine pressures, receive backup pow r from the
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permanent magnet generator (PMG). The PMG is driven by the main turbine shaft. Normally inverter
no. 2 converts 125-Vdc from battery bus 2, to 120-Vac to supply the instrument bus. However, the
inverter is equipped with a 480-Vac/120-Vac transformer to allow the inverter to be bypassed. The
inverter automatically switches to this bypass mode when a oroblem is detected with the inverter.

There are two pressurizer code safety valves on the pressurizes +.al a2 set to actuate at 2500 and 2545
(+/~ 25) psia. Each valve has a blowdown of =~ 20% .~. therefore would be expected to shut at
= 2000 psia. During the event on July 3, 1992 it appears that the safety valve lifted the first time at
about 2430 psia, which is below its normal setpoint. It remained open until pressure decreased to 1745
psia, which is below its normal blowdown setpoint of 2000 psia. The valve reopened when pressure
increased to 1925 psia and then reclosed at about 1000 psia. The safety valve did not reset properly
following the second cycle. From post-event inspection of the valve, it was concluded that the valve
setpoint had changed during the event because of valve chatter. Valve chattering occurs when a safety
valve oscillates off its seat (i.e., opens and closes rapidly). During the time of the valve chatter, vibration
and torque caused the adjusting bolt to turn and reduced the valve's setpoint. Thus the valve had a
blowdown of > 20% each time it lifted and actuated. To minimize valve chattering, the valve's
blowdown was increased in 1990 from 5% to about 20%. The valve chattering also caused damage to
the valve disc and disc holder. This prevented the valve from properly seating after the second cycle and
resulted in a leak rate of approximately 200 gpm through the valve.

The utility determined that the root cause of the premature opening of the pressurizer safety valve during
the August 22, 1992 event was improper calibration. The valve's setpoint was found to be sensitive to
the temperature of the valve body and bonnet. The valve was calibrated while it was below its normal
operating temperature. This resulted in a lower setpoint than anticipated.

B.15.4 Modeling Assumptions

The July 3, 1992 event was modeled as small break loss-of-coolant accident (LOCA). It could also have
been modeled as a challenged pressurizer safety valve with no recovery possible. The results of both
calculations are the same. The existing event model was modified to include the potential for RCS
cooldown and use of RHR following successful initiation of HPI. Once the unit is placed on RHR (with
limited HPI for RCS makeup), the transfer to HPR can be avoided. To do this, the HPR event was
replaced with the results of the event tree in Fig. B.28 for sequences where AFW or MFW were
successful (sequences 71 and 73). The probabilities for the additional events are shown in Table B.8.
The August 22, 1992 event was not mode!sd and does not contribute to the calculated conditional
probability of core damage,

B.15.5 Analysis Results

The conditional probability of core damage estimated for the July 3, 1992 event is 2.5 x 10°*. The
dominant core damage sequence, highlighted on the event tree in Fig. B.29 involves a failure of the high-
pressure injection system following the LOCA.

LER NO: 285/924023 and -028
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~HRL | e N | RHR HPR END SEQ
STATE PROB

0K

it
0K
2.26-02
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[ 1.5E-04 oD 6.0E~07
TOTAL  3.9£-06

Fig. B.28. Modification for HPR event to include RHR as an alternative to HPR with
successful HPI and secondary side cooling availab'e.
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Table B.8. Probability values used for modification of
high-pressure recirculation event for 285/92-023 and -028.

Model Non Operator Branch
Event Probability X Recovery +  Action = Probability

Secondary cooldown 3.0E-03" 1.0 1.0E-03 4.0E-03

RHR 2.1E02 1.0 1.0E-03 2.2E02
= VLVI+VLV2+
(PMP1 X PMP2) +
(VLV3xXVLV4 x
VLVS X VLV6)
= 0.01+40.01+(001x0.1)
+(0.01 x0.i x0.3x0.5)
= 001

HPR 1.5E-04 1.0 1.5E-04
= VLVIXVLV2

= 0.01x0.015

= 0.00015

‘See NRR Daily Events Evaluation Manual, 1-275-03-336-01, January 31, 1992 (Preliminary).
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Dominant core damage sequence for LER 285/92-023.
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COMDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event Identifier: 285/92-023
Event Description: Trip followed by Stuck Open PRZR Safety Valve
Event Date: 07/03/%92
Plant: Fort Calhoun
IMITIATING EVENY
NOM-RECOVERABLE (NITIATING EVEKT PROBABILITIES
LOCA 1.08+00

SEQUENCE CONDITIONAL PROBABILITY SUNS

End State/Initiator Probability
co
LOCA 2.5€-04
Totel 2.58-04
ATWS
LOCA 3.4E-05
Total 3.4E-05

SEQUENCE CONDITIOMAL PROBABILITIES (PROBABILITY ORDER)

Sequence Encd State Prob N Rec**
72 LOCA -rt -afu hpi co 2.5¢-04 B.4E-01
n LOCA -rt -afw -hpi WPR/-NP] co 3.9€-06 1.08+00
78 LOCA rt ATNS 3.4E-05 1.26-01

** non-recovery credit for edited case

SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)

Saquenc’ : Erxl State Prob N Rec**
71 LOCA -rt -afw -hpy HPR/-WPI o 2.16-05 1.0€+00
72  LDCA -rt -afw hpi co 2.56-04 8.4E-01
78 LOCA rt ATWS 3.4E-05 1.26-01

** non-recovery credit for edited case

SEQUENCE MODEL : s:\ssp\prog\mode | s\pergseal .cmp
BRANCH MODEL : s:\asp\prog\models\calhoun,sl2
PROBABILITY FILE: s:\asp\prog\models\pwr_prob.pro

No Recovery Limit

Event ldentifier: 285/92-023

B
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BRANCH FREQUENCIES/PROBABILITIES

Branch System Hon-Recoy Opr Falt
trans 6.06-05 1.0€+00
Loop 1.6E-05 5.%5-01
LOCA 2.4E-06 » 2.4E-06 &.3E-01 » 1.0E+00
Branch Model: [INITOR
Initistor Freq: 2.4E-06
re 2.BE-04 1.26-01
rt/ioop 0.2£400 1.0€+00
energ. power 7.9€-03 8.08-01
afu 1.36-03 2.68-01
afu/emerg. power $.0€-02 5.46-00
my 1.9€-01 3.48-01
porv,or.erv.chall 4, 0E-02 1.0€+00
porv.or.sry,reseat 2.06-02 1.18-02
porv.or.srv.resest/emet g, power 2.08-02 1.06+00
seal.loca &.6E-02 1.08+00
ep.recisl) 5.7€-01 1.0E+00
ep.rec 1.48-02 1.08+00
hpi 3.08-04 B.4E-DY
hpi(*/b} 3.06-04 B.4E-01 1.0€-02
porv., open ¢.08-02 1.06+00 4. 06-04
NPR/-HP] 1.56-04 > 3.96-06 *' 1.0€+00
Branch Model: 1.0f.2
Train 1 Cond Prob: 1.08-02
Train 2 Cond Prob: 1.5€-02
oS 2.0-03 3.4E-D1 1.06-03

* branch model file
** forced

Botes:
1. Probability wer modified to account for the possible use of RHR as an elternative to KPR, See the
model ing ascumptions sectio for a description of this modification.

Event ldentifier: 285/92-023
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B.16 LER Number 286/92-011

Event Description:  Multiple EDGs Inoperable
Date of Event:  July 6, 1992
Plant:  Indian Point 3
B.16.1 Summary

During surveillance testing of 480-V engineered safety feature (ESF) bus SA, it was discovered that a
wire was not connected correctly in the relay circuits required to auto-start emergency diesel generator
(EDG) 33. During the time that EDG 33 was not available to perform its safety function, the other two
EDGs were inoperable at various times, Two EDGs were simultaneously unavailable for a total of 3.5
d, reducing onsite ac power supplies below the minimi'm assumed in the Final Safety Analysis Report
(FSAR). Even though this event occurred while the unit was shut down, other similar modifications and
tests have been conducted while Indian Point was at power (e.g., see LER 286/90-005, p. B-184, Vol.
14 of NUREG/CR-4674) that have resulted in more than one EDG being inoperable at the same time.
Therefore, with no written policy indicating otherwise, it is credible that an EDG couid be discovered
inoperable during power operations coincident with the removal of another EDG from service for
maintenance testing, or modifications. Consistent with the ASP methodology, this event was therefore
modeled as if it occurred at power. The conditional core damage probability estimzted for this event is
1.2 x 107%, The relative significance of this event compared to other postulated events at Indian Point
3 is shown Fig. B.30.

LER 786/92-011

1B7 1B6 ms m-4 1B-3 1B-2
e | | J

>
i _IL l -
TRIP LoOP
precursor cutoff =+ LOFW+
| MTR AFW

Fig. B.30. Relative event significance of LER 286/92-011 compared with other potential events at
Indian Point 3.
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B.16.2 Event Description

During surveillance testing while the unit was shut down, a loose wire was discovered in circuitry
associated with the control relays for 480-V ESF bus SA. The utility suspected that electricians working
in the relay cabinet disturbed the wire during an unrelated modification. This loose wire would have
prevented auto-start of the associated EDG 33. The condition was believed to have existed for about 2
weeks. During part of this time other EDGs were out of service. At least two EDGs were
simultaneously out of service for a total of 3.5 d

B.16.3 Additional Event-Related Information

here are four independent sources of emergency power available to Indian Point 3. They are the 138
kV and 345 kV ties from Buchanan and the two 13.8 kV feeders from Buchanan. In addition, there are
three gas turbine generators, one located on the Indian Point site and the others connected to 13.8 kV
feeders at Buchanan. Also, there are three EDGs which supply onsite emergency power

B.16.4 Modeling Assumptions

his event was modeled as a postulated 84-h unavailability of two trains of emergency power with the

plant at power. While the FSAR indicates that operation of two EDGs is required for emergency power
success, other information suggests that one EDG may be sufficient. The ASP model assumes that one
EDG is sufficient

An additional onsite ac power supply, the Appendix R diesel generator, may also be aligned to feed the
safety buses, however operators must manually perform a number of steps to connect it. The ASP
program assumes an operator nonrecovery likelihood of 0.34 in such a circumstance. If it is assumed
that the EDG can be aligned in the short term and that the likelihood of its failure is small compared with
the operator nonrecovery term, then the Appendix R diesel can be credited by reducing the EP
nonrecovery value by a factor of 0.34

& - 4.

B.16.5 Analysis Results
'he conditional probability of subsequent core damage estimated for the 84-h unavailability of two EDGs
steady-state power operation is 1.2 X 10° The dominant core damage sequence, highlighted on
llowing event tree in Fig. B.31, involves a postulated LOOP with failure of emergency power, a

sequent reactor coolant pump seal LOCA, and failure to recover ac power prior to core uncovery

LER NO: 286/92-011
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Fig. B.31. Dominant core damage sequence for LER 286/92-011
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CONDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event Identi‘ier: 286/92-011
Event Description: Muitiple EDGs Simultaneously Inoperable
Event Date: 7/6/92
Plent: Indian Point 3
UNAVATLABILITY, DURATION= 84
NON-RECOVERABLE INITIATING EVEKY PROBABILITIES
TRANS 3.9e-02
LCOP 4. LE-D4
LOCA 8.7e-05
SEQUENCE CONDITIOMAL PROBABILITY SUMS

Enci State/Initiator Probability
(o)
TRANS 0.0E+00
LooP 1,.26-06
LOCA 0.0E+00
Total 1.26-06
ATWS
TRANS 0.0E+00
LOOP 0.0E+00
LOCA 0.0E+00
Total 0.0E+00

SEQUENCE CONDITIONAL PROBABILITIES (FROBABILITY ORDER)

Sequ.nce End State Prob N Rec**
33 loop ~rt/loop EMERC. POMER -afw/emerg.power -porv.or.srv.chall o 7.9€-07 &.56-02
seal.loca ep.recisl)
56  loop -rt/loop EMERG.POMER -afw/emerg.power -porv.or.srv.chell - ©D 2.8€-07 4.5E-02
seal.loca ep.rec
55  loop -rt/loop EMERG.POMER afw/emerg.power o 1.1E-07 1.6€-02
48  loop -rt/loop EMERG.POWER -afw/emery.power porv.or.srv.chell « €D 3.26-08 4.5€-02
porv.or.srv.resest/emerg.pover seal.locs ep.rec(sl)
** non-recovery credit for edited case
SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)
Sequence End State Prob N Rec**
48 loop -rt/loop EMERG.POMER -afw/emerg.power porv.or.srv.chall - €D 3.26-08 4.56-02

porv.or.srv.resest/emerg.pover seal.locs ep.rec(sl)

53  loop -rt/loop EMERG.POWER -afw/emerg.power -porv.or.srv.chall ] 7.9€-07 4.5€-02
seal. loca ep.rec(si)

56  loop -rt/loop EMERG.POWER -afw/emerg.power -porv.or.srv.chsll « €D 2.8E-07 4.5€-02
seal.loca ep.rec

55  loop <rt/loop EMERG.POVER afw/emerg.power co 1.1€-07 1.66-02

** non-recovery credit for edited case

Event ldentifier: 284/92-011
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Note: For unavaitabilities, conditional probability values sre differential values which reflect the
added risk dus to fallures associsted with an event. Parenthetical values indicete s reduction in
risk compared to a similar period without the existing failures.

SEQUENCE MODEL: c:\asp\mode | s\purbseal . cmp
BRAKCH MODEL: c:\asp\models\indpoint. sl
PROBABILITY FILE: c:\asp\mode | s\pwr_bsll.pro
Ho Recovery Limit

BRAMCH FREQUCNMCIES/PROBARILITIES

Branch SGystem Nor ‘Recov Opr fail
trens 4.6E-04 1.PE+00

| oop 3.1E-05 1.7E-01

loce 2.4E-06 4. 36-01

rt 2.8E-04 1.26-01

rt/loop 0.06+00 1.0€+00

EMERG . POWER S,4E-04 > 5.7€-02 8.06-01 » 2.76-01™

Branch Mode(: 1.0f.3

Train 1 Cond Prob: 5.06-02 > 1.0E+00
Trein 2 Cond Prob: 5.76-02
Train 3 Cond Prob: 1.9€-01 > 1.0E+00
sfu 3.8E-04 2.6E-01
afu/emerg.power 5.0-02 3.4E-01
mfw 2.06-0 3.4E-01
porv.or.srv.chall &.0€-02 1.0€+00
porv.or.erv.reseat 2.08-02 1.1€-02
porv,or.sry.reseat/emerg. pover 2.0E-02 1.0E+00
seal. locs 2.1E-01 1.0€6+00
ep.rec(sl) 6.06-01 1.0E+00
ep.rec 5.66-02 1.0€+00
hpi 3.06-04 B.4E-01
hpi(f/b) 3.06-04 B.4E-01 1.0€-02
hpr/ -hpi 1.5€-04 1.0E+00 1.0€-03
porv. open 1.06-02 1.0€6+00 4.0E-04
* branch mode! file
** forced
Notes:

1. Apperclix R EDG credited by adjusting the EP nonrecovery probability. See the model ing assumpt ons
section for a descriptici of this modification,

Event ldentifier: 286/92-011
w
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B.17 LER Number 301/92-003

Event Description:  Plugged Safety Injection Pump Suction
Date of Event:  September 18, 1992
Plant:  Point Beach 2

B.17.1 Summary

Point Beach 2 was at 100% power on September 18, 1992 while performing the A train containment
spray (CS) pump quarterly test. When the pump failed to pass the test, it was disassembled. A foam
rubber plug, which had been installed in the RHR system 10 months earlier, was found in the suction line
of the CS pump. This plug rendered the A train SI and RHR pumps inoperable for the 10 months it was
installed. The conditional probability of subsequent core damage estimated for this event is 9.9 x 107°,
The relative significance of the event compared to other postulated events at Point Beach 2 is shown in
Fig. B.32.

LER 301/92-003
1E-7 1E-6 1E-5 1E4 1E-3 1E-2
L _— | J
L TRIP l | l— 360 h EP
rnnw wa + 1 lm’
precursor cutoff =4 MTR AFW 360 h AFW

Fig. B.32. Relative significance of LER 301/92-003 compared with other potential events at
Point Beach 2.

B.17.2 Event Description

On September 17, 1992, the CS system "Leakage Reductions and Preventive Maintenance Program Test"
was conducted. This test requires each CS pump to be operated with its suction aligned to the discharge
of its corresponding RHR pump. The RHR pump is operated with its suction aligned to the refueling
water storage tank (RWST). After the test was completed, a significant difference was noted between
the discharge pressures of the train A and train B CS pumps.

LER NO: 301/92-003
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The following day, September 18, 1992, the quarterly test of the CS pumps was performed. This test,
which consists of operating each CS pump with its suction aligned to the RWST and its discharge
recirculating back to the RWST, was conducted while the plant was at 100% power. When the train A
CS pump was started, an operator stationed at the pump noted that the pump suction pressure was
oscillating. The pump was stopped and vented and then restarted. The pump discharge pressure was
reading zero after the restart, so the pump was again stopped and vented. When the pump was started
for a third time, the operator noted abnormal noises emanating from the pump. The train A CS pump
was then secured. Upon disassembly of the pump, a foam rubber plug was found blocking the pump
suction. The plug was removed, and the pump was reassembled. The pump subsequently tested
satisfactorily.

The utility chartered an incident investigation team to attempt 10 determine the source of the foam rubber
plug. Although the team could not conclusively ascertain the origin of the foam rubber plug, they
determined that it was probably installed 10 months earlier as a temporary cleanliness barrier during
modifications to the RHR system performed during the fall 1991 refueling outage. They also conciuded
that the most likely original location for the plug was in the portion of the common line between the train
A RHR pump discharge to the train A CS pump and train A SI pump suction. In this locatior , the plug
would not have affected any of the pumps in the initial injection mode but could have prevented both the
A CS and the A SI pumps from operating in the long-term recirculation mode.

B.17.3 Additional Event-Related Information

The CS system provides a water spray to the containment atmosphere following a design basis accident.
The system consists of two pumps which discharge to spray headers inside the containment building. The
SI system provides high pressure, borated water to the reactor coolant system. Following initiation, the
SI system’s two pumps take suction from a concentrated boric acid storage tank (BAST). Following the
depletion of the BAST, the system suction is automatically realigned to the refueling water storage tank
(RWST). The residual heat removal (RHR) system functions as the low pressure safety injection system.
Following actuation, it too takes suction from the RWST.

Following depletion of the RWST, these three systems are manually realigned. The RHR system is
realigned to take suction from the containment sump, and discharge to the suction of the CS and SI
pumps. The CS and SI systems are realigned to take suction from the RHR pump discharge (the CS
system may not be required in the recirculation phase). Plant design prevents the CS and SI systems
from taking suction directly from the containment sump. Therefore, plugging of the RHR discharge line
could prevent the operation of the associated CS and SI pumps when the recirculation phase is initiated.

B.17.4 Modeling Assumptions

This event was analyzed because one train of both CS and SI were unavailable for operation in the
recirculation mode for the 10 months of plant operation while the foam rubber plug was in the piping.
The CS pump is not modeled in the current ASP model for Point Beach 2. Therefore, the impact of the
foam rubber plug on the availebility of the train A CS pump does not affect the estimation of the
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conditional core damage probability for this event, and only the availability of the train A SI pump is
addressed by the current model.

The foam rubber plug was found to be blocking the impeller suction of the train A CS pump. The plug
had evidently migrated there when the CS pump was run with its suction aligned to the RHR pump
discharge on September 17, 1992, Prior to that time the plug was presumably in the common line
between the train A RHR pump discharge to both the A CS and the A SI pumps. If the plug had
remained in that location, it would have prevented both the A CS pump and the A SI pump from
operating in the recirculation mode. If not, the SI pump would have been started in the recirculation
mode before the CS pump during an actual event. Therefore, the plug would have migrated to the
suction of the SI pump and caused it to fail. Therefore it was assumed that the presence of the foam
rubber plug in the A RHR pump discharge to the A CS and A SI pump suctions was equivalent to an
unavailability of the A SI pump in the recirculation mode. This was modeled as the unavailability of one
train of high-pressure recirculation (HPR) for 10 months.

The use of RHR as an alternate to HPR when HPI is successful and secondary feed is available was
included in the modeling for this event. To do this, HPR failure was set to 1.0 in the model and the
output of the computer model was mutiplied by the results of the event tree in Fig. B.33 for sequences
where HPR failed, and AFW or MFW were successful (sequences 71 and 73). The model was also
modified to include LPI as an alternative to a failed HPI system when secondary feed is available. In
this case, HPI failure was multiplied by the results of the event tree shown in Fig. B.34 for sequences
where AFW or MFW were sucessful (sequences 71-74). This modification does not have a significant
effect on the results. The probabilities for the additional events are shown in Table B.9.

LER NO: 301/92-003
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| RHR
SECONDARY RHR
~HPI COOLDOWN HPR END SEQ
9.8£-01 oK
12 1,00-03 co 9.8E-04
e oK
2.1€-02 116 co 2.36-04
SR 1,06~03 co 2.16~05
oK
~
1.1€-02 "
aineoas [1.1€-02 = ¢p 4.4E-05
1.0E-03 ) 4.0£-06
TOTAL  1.36-03
Fig. B.33. Modification to HPR event when HPI is successful and AFW or MFW is successful.
HPI z%%t:m*: LPI LPR END SEQ
STATE PROB
oK
8.86~01 e co 2.6€-03
ez ald 2.06-03 co 1.86-03
1.26-01 co 1.26-01
TOTAL  1.26-01
Fig. B3, Modification to HPR event when HPI fails and AFW or MFW is successful.
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Table B.9. Probability vaiues used for modification of
high-pressure recirculation event for 301/92-003.

Model Non Operator Branch
Event Probability x Recovery + Action = Probability

Secondary cooldown ‘
Following HPI Success 3.0E03°
Following HP! Failure 3.0E03"

1.0E-03 4.0E-03
1.2E-01 1.2E01

1.0E-03 2.1E02

© oo

RHR Cooldown Valves 2.0E02
= VLVI4+VLVZ +
(VLVIXVLV4 x
VLV56 X VLV6)
= 0.01+0.01 4+
(0.01x0.015x%0.3%0.5)
= 0.2

RHR Pumps 1.0E-03 1.0 1.0E-03

HPR 1.0E-02 1.0 1.0E-03 1.1E-02
= (VLVI+PMPI) x

(VLV2+PMP2)

(0.0140) x

{0.015+1)

= 0.01

LPI 2.0E-03 1.0 2.0E-03
= (PMPA + VLVA) +
(PMPB + VLVB)
= (0.01 +0.01) x 0.1
= 0.002

e

LFR 2.0E-03 1.0 1.0E-03 3.0E03
= (SUMPVLVA +

RWSTVLVA) +
(SUMPVLVB +
RWSTVLVB)
= (0.01 + 0.01) x 0.1
= 0.002

“See NRR Daily Events Evaluation Manual, 1-275-03-336-01, January 31, 1992 (Preliminary).
B.17.5 Analysis Results

The estimated conditional core damage probability associated with this event is 9.9 x 10°°. The
dominant core-damage sequence, highlighted on the event tree in Fig. B.35, involves a postulated loss-of-

coolant accident (LOCA) with successful auxiliary feedwater and high-pressure injectior and failure of
high-pressure recirculation.

LER NO: 301/92-003
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LOCA KT ATW MW P HeR OPEN SEQ  END
NO_ STATE
0K

7 co
72 co
oK

73 co
74 co
0K

78 co
76 co
7 co

78 ATWS

Fig. B.3S. Dominant core damage sequence for LER 301/92-003.
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FONDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event Ident{fier: 301/92-010
Event Description: Foam Rubber Plug in RKR discharge Line
Event Date: 09/18/92
Plant: Point Beach 2
UNAVAILABILITY, DURAYION= 7488
NON-RECOVERABLE IMITIATING EVENT PROBABILITIES
LOCA 7.7%€-03

SEQUENCE CONDITIONAL PROBABILITY SUMS

End State/Initiator Probability Probebility
(w/0 modifications) (w/modifications)
CD 1
LOCA 7.66-03 9.96-06
Total 7.66-03 9.96-06
ATWS
LOCA 0.0E+00
Total 0.0E+00
SEQUENCE COMDITIONAL PROBABILITIES (PROBABILITY DRDER)
Sequence End Stete Prob N Rec**
71 loce -rt -afw -HPI HPR/-NPI o 7.6€-03 4. 38-01
** non-recovery credit for edited case
SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)
Sequence End State Prob K Rec**
71 loca ~rt -afw ~HP1 NPR/-WPI co 7.66-03 4, 36-01

** non-recovery credit for edited case

Note: For unavailsbilities, conditional probability values are differential velues which reflect the
acded risk due to failures sssociated with an event. Parenthetical values indicete & reduction in
risk compared to s similar period without the existing failures,

Event [dentifier: 301/92-010

m

LER NO: 301/92-003
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N

SEQUENCE MODEL: g:\asp\prog\modeis\purbseal . cap
BRANCH MODEL : t:\“P\P"OO\Mll\ptbtochZ.llZ
PROBABILITY FILE: 1\asp\prog\mode s \pwr_prob.pro
No Recovery Limit

BRANCH FREQUEMCIES/PROBABILITIES

granch System Non-Recov Opr Fail
trens 2.0€-04 1.0€+00
Loop 1.6€-05 3.6E-01
loce 2.4E-06 4L.38-01
rt 2.86-04 1.26-01
rt/loop 0.0€+00 1.06+00
emerg. power 2.96-03 8.0E-01
utw 3.8E-04 2.66-01
afw/emerg. power 5.06-02 3.4E-01
mfu 1.0E+0C 7.06-02 1.0€E-03
porv.or.srv.chall 4.06-02 1.0€+00
porv.or. srv.resest 2.06-02 1.16-02
POrv.or.srv. reseat/emery. power 2.0E-02 1.0E+00
seal.loca 0.0E+00 1.0€+00
ep.reci(sl) 0.0E+00 1.0€+00
ep.rec 4.5€-0 1.0£+00
WPl 1.06-03 » 1.0E-047** 8.4E-01 > 1,0E+00
Branch Model: 1.0F.2
Train 1 Cond Prob: 1.06-02
train 2 Cond Prob: 1.06-01
hpitf/b) 1.0€-03 B.4E-01 1.0€-02
KPR/ -WP1 1.56-04 » 1.0E+00 ** 1.0€+00 1.06-03 > 1.0E+00
Branch Model: 1.0f.2+0pr
Train 1 Cond Prob: 1.0€-02
Train 2 Cond Prob: 1.56-02 > Failed
porv.open 2.0e-02 1.08+00 4, 0E-04
* branch model file
** forced
Notes:

f includes use of RHR cooldown (see -HPl event tree). Probebility = 7.66-03 x1.3£-03 = 9.9€-06.
! includes use of LPI and LPR for failed HPR (see HPI event tree). Probability = 1.0E-03 x8.4E-01 x
1.26-01 = 1,0€-04.

Event ldentifier: 301/92-010

H
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B.18 LER Number 302/92-001 and 302/92-002

Event Description:  Loss of Offsite Power with Inoperable Vital Bus Inverter
Date of Event:  March 27, 1992
Plant:  Crystal River, Unit 3
B.18.1 Summary

Maintenance work on a vital bus inverter resulted in the loss of the inverter, loss of offsite power (LOOP)
to the two safeguards busses, and a plant trip. Following the start of the emergency diesel generators
(EDGs), an existing leak in the 3B EDG jacket cooling system increased. After partial restoration of
offsite power to the safeguards busses, the 3B EDG was declared inoperable because of the jacket system
leakage. The conditional core damage probability for this event is estimated to be 1.7 x 10°%, The
relative significance of this event compared to other postulated events at Crystal River, Unit 3, is shown
in Fig. B.36.

LER 302/92-001 & 002

1B-7 1E-6 1B-5 1E-4 1E-3 1E-2

| | ] ik |
mn-—-' mhmJ LOOP J L360hEP
gosauner otell LOFW +1

ﬁg. B.36. Relative event significance of LER 302/92-001 and 302/92-002 compared with
other potential events at Crystal River 3.

B.18.2 Event Description

Maintenance was in progress on the C vital bus inverter (see Fig. B.37). The inverter was removed from
service, and the C vital bus was being powered by the 480-Vac/120-Vac regulating transformer. When
the inverter was repowered from the dc bus at 1308 hours as part of the troubleshooting effort,
incomplete isolation of the inverter from the 480-Vac supply resulted in ac voltage swings on the 125-Vde
bus. The voltage swings caused the relays for the Offsite Power Transformer (OPT) to actuate, resulting
in the opening of the OPT supply breakers (4900 and 4902). As a result, offsite power to the safeguards
busses (ES-3A and ES-3B) was lost. This caused the C vital bus to lose power because the inverter was

LER NO: 302/92-001 and 002
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Fig. B.37. Electrical distribution system for Crystal River 3

out of service. Both EDGs started and loaded as expected. The reactor tripped (rods inserted) becaus:
of loss of power to the control rod drive (CRD) motors. The reactor coolant pumps did not trip becuuse
nonsafeguards busses 3A and 3B were unaffected, and the turbine did not trip because a reacwor trip
setpoint had not been reached yet. When the operator pushed the manual reactor trip button, the CRD
motor breakers and the turbine both tripped.

Post trip reactor coolant system (RCS) temperature was lower than expected because of the temporary
mismatch between primary heat production and secondary heat removal. The reactor was effectively
tripped when all the control rods were inserted and resulted in a sharp decrease in primary heat
production. The turbine remained on-line for a brief period after the rods were inserted and was drawing
100% steam flow during this time. This resulted in more heat removal following the trip than would be
normal. As a result, post-trip RCS temperature was lower than expected.

LER NO: 302/92-001 and -0602
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A leak of 1 gph was present on the 3B EDG jacket water-cooling system pump seal prior to the transient.
Following the starting and loading of the EDG the leakage from the pump seal increased to 2 — 3 gpm.
With the EDG running, it was difficult to maintain jacket cooling water inventory through manual
makeup. At this point the operability of the EDG was questioned by the licensee. At 1538 hours, the
4160-V bus ES-3B was repowered from the OPT. Following shutdown of the 3B EDG, the leakage
decreased but remained above pretrip levels. At 1918 hours, the 4160-V bus ES-3A was repowered from
the OPT. At 2330 hours, 7 h and 52 min after it was shut down, the 3B EDG was declared out of
service as a result of the jacket system leakage. With the 3B EDG and the C vital bus inverter both out
of service, Technical Specifications required the plant to proceed to cold shutdown.

B.18.3 Additional Event-Related Information

The in-plant ac distribution system consists of six ac busses: two 6900-V nonsafeguards busses (3A and
3B) that supply the reactor coolant pumps, two nonsafeguards 4160-V busses (3A and 3B), and two
safeguards 4160-V busses (ES-3A and ES-3B). Busses ES-3A and ES-3B normally receive power from
the OPT. The startup and auxiliary transformers will not close in on the safeguards busses following a
loss of the OPT; however, they can be aligned manually to the busses. On loss of the feed from the
OPT, the EDGs automatically supply power to the safeguards busses. Although it is not explicitly stated
in the Licensee Event Report (LER), two alternate sources of power (the startup and auxiliary
transformers) were apparently available throughout the event because the four nonsafeguards busses
remained energized by offsite power throughout the event.

The vital ac and dc distribution system consists of two 250-/125-Vdc busses and four vital 120-Vac busses
(3A, 3B, 3C, and 3D). Normally the dc busses are supplied by the battery chargers, but a backup supply
is available from the safeguards batteries. The 125-Vdc system provides primary control power to the
OPT feeder breakers. Normally, the vital dc busses are supplied by their associated 480-V bus via an
inverter. On loss of the 480-V input, the inverter automatically transfers to the 125-Vde input. If the
inverter is out of service (e.g., as it was during the troubleshooting of the C inverter), the bus can be
powered from the 480-V bus via a regulating transformer.

B.18.4 Modeling Assumptions

The event was modeled as a plant centered LOOP. Two bounding cases were initially run: one with the
B EDG and its associated equipment operable throughout the event (case 1) and another with the B EDG
and its associated equipment inoperable throughout the event (case 2). These two cases determine the
upper and lower bounds of the estimated core damage probability. For these cases, the probabilities for
LOOP nonrecovery (short term), failure to recover ac power prior to battery depletion, and reactor
coolant pump seal LOCAs were revised to reflect values associated with a plant-centered LOOP (see
ORNL/NRC/LTR-89/11, Revised LOOP Recovery and PWR Seal LOCA Models, August 1989).

A point estimate calculation was then performed assuming that the "B" EDG would not have been able
to function beyond 2.5 h, The event tree was modified to include the failure of the "B" EDG 2.5 h into
the event. The modified tree is shown in Fig. B.38. The following sections describe the basis for the
event tree probabilities,

LER NO: 302/92-001 and 002
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Fig. B.38. Modification to event tree to account for failure of EDG "B" at 2.5 hours.

AC Power Recovery Values

The probabilities for ac nonrecovery were estimated using a Weibull-based distribution (see
ORNL/NRC/LTR-89/11, Revised LOOP Recovery and PWR Seal LOCA Models, August 1989). This

distribution is based on data from NUREG-1032, Evaluation of Station Blackout Accidents at Nuclear
Power Plants. In this case, the frequency of a LOOP of duration greater than time t is given by:

Alr) = 00707 ¢ -3313&™™

where t is in hours. Table B.10 provides values from this equation for times of interest in this event.

LOOP Recovery at 0.5 h. The ac power recovery for the first 0.5 h of the event is included in the LOOP
nonrecovery value. From Table B.10, this value is 0.146 which is approximately equal to 0.15.

LER NO: 302/92-001 and 002
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Table B.10. Probabilities for nonrecovery of emergency power for 302/92-001 and -002.

Time Description p(nonrecovery of ac)
(in hours)
0.5 Recovery to this time addressed in LOOP frequency 1.46E--01
2.5 EDG "B" failure 1.12E-03
4.0 Core uncovery given seal LOCA 5.43E-05
45 Core damage given battery depletion 2.10E-05

LOOP Recovery at 2.5 h. 1t was assumed that the "B" EDG would not operate beyond 2.5 h. Therefore,
the probability of failure of emergency power at 2.5 h is the probability that the "A" EDG has failed and
offsite power recovery has not been successful. This is given by:

p(ac power not recovered at 2.5 h) x p(DG A failed to start and run)
p(ac power not recovered at 2.5 h | ac power not recovered at 0.5 h) x
p(DG A failed to stact and run)

(1.12E-03 / 1.46E-01) x 0.05 = 3.8E-04

o

il

LOOP Recovery at 4.0 h. 1t is assumed that seal failure will occur 1.0 h after seal cooling is lost (1.0 h
after emergency power is lost) and core uncovery will occur 0.5 h after the seal LOCA. If power is lost
at 2.5 hi, then core uncovery will occur at 4.0 h (2.5 + 1.0 + 0.5) given a seal LOCA. The probability
of not recovering offsite power at 4.0 h is given by:

p(ac power not recovered at 4.0 h | ac power not recovered at 2.5 h)
5.43E05/ 1.12E03 = 4 8E-02

LOOP Recovery at 4.5 h. 1f a seal failure does not occur, then core damage will occur when battery
depletion occurs. The battery lifetime, as stated in the Crystal River Final Safety Analysis Report
(FSAR), is 2.0 h. Therefore core damage will occur at 4.5 h (2.0 + 2.5). The probability of not
recovering offsite power at 4.5 h is given by:

= plac power not recovered at 4.5 h | ac power not recovered at 2.5 h)
= 2.10E05 / 1.12E03 = 1.9E-02

Seal LOCA probability
The seal LOCA is assumed to occur 1.0 h after the loss of seal cooling with a probability of 0.12 (see
ORNL/NRC/LTR-89/11, Revised LOOP Recovery and PWR Seal LOCA Models, August 1989). This

is the minimum time period for failure and the maximum failure probability given in the reference
document.

LER NO: 302/92-001 and -002
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PORV/SRV Reseat

Assume that power for the PORV block valve is unavailable. The resulting failure to reseat probability
is 9.01.

Other Values

The remaining values are the same as those typically used for Crystal River 3. These values are also
found in the computer model calculations.

PORV/SRV Challenge Rate 8.0E-02

HPI (Given Offsite Power Recovery) 3.0E-04

HPR (Given HPI success and Offsite Power Recovery) 1.5E-04
Sequence Probabilities

The total conditional core damage probability for the sequences in the ex+.. tree in Fig. B.38 is found
by multiplying the total value of the tree by the conditional events as fi /'ows:

p(LOOP) x p(-RT/LLOOP) x p(-EP) x p(total for tree in Fig. B.38)
0.15 x (1.0 -0.0) x (1.0 - 2.3E-03) x (2.7E05) = 4.1E-06

The sequences where EP fails, sequences 46 — 55, are unaffected by the modification made to the
original event tree. Therefore, values for these branches can be read directly from the output of the
existing ASP model for case 1. For those “equences where EP succeeds throughout the event (initially
and after 2.5 h), sequences 41 — 45, the results of the ASP model for case 1 are multiplied by the
probability of success for EP at 2.5 h. This value is 1.0 - 3.8 x 107* = 0.9996. This is close enough
to 1.0 that these values can also be read directly from the output of case 1.

Therefore, the conditional core damage probability for this event is obtained by adding the results of case
| to the results of the tree as just calculated.

B.18.5 Analysis Results

The conditional core damage probability for this event is estimated to be 1.7 x 10, Two cases were
run to examine the sensitivity of the results to the operability of the 3B EDG. Case 1 assumes that the
3B train of equipment is not degraded and is operable throughout the event and results in a value of 1.3
% 107, Case 2 assumes that the 3B train of equipment is inoperable throughout the event and results
in a value of 2.6 x 10~*, The dominant core damage sequence, highlighted on the event tree in
Fig. B.39, involves a reactor trip, a postulated failure of on-site emergency power, and a postulated
failure of auxiliary feedwater.

LER NO: 30./92-001 and -002
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Fig. B.39. Dominant core damage sequences for LER 302/92-001 and 302/92-002
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CONOITIOMAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 302/92-001
Event Description: LOOP from loss of vital bus (EDG B & Assoc Equip Operable) (Case 1 - Lower Bound}
Event Date: o3/27/92
Plant: Crystal River 3
INITIATING EVERT
NON-RECOVERABLE INITIATING EVENT PROBABILIVIES
LOOP 1.5¢-01

SEQUENCE LOMDITIONAL PROBABILITY SUMS

énd State/Initiator Probability
co
L0P 1.3g-05'
Total 1.3e-08'
ATWS
1.DoP 0.0E+00
Total 0.0E+00

SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY ORDER)

Sequence Erdd State Prob N Rec**

8

55  LOOP -rt/loop emerg.power afw/emerg.power

56 LOOP -rt/loop emerg.power -afw/emerg.power -porv,or.srv.chall -
SEAL.LOCA EP.REC

53 LOOP -rt/loop emerg.power -afw/emerg.power -porv.or.srv.chall
SEAL.LOCA EP.REC(SL)

5.86-06 4,1€-02
co 1
co
45  LOOP -ri/loop -emerg.power afw hpi(f/b) (] 5.1€-07 3.36-02
o
D

4.96-06 .2E-01
1.36-06 1.26-01

49  LOOP -rt/loop emerg.power -afw/emerg.power porv.or.srv.chall - 4.28-07 1.26-01
pory.or,srv.resest/emerg, power -SEAL.LOCA EP.REC

50 LOOP -rt/loop emerg.power -afw/emerg.power porv.or.srv.chall
porv.or.srv.reseat/emerg. power

2.7e-07 1.26-01

** non-recovery credit for edited case

CEQUENCE CORDITIONAL PROBABILITIES (SEQUENCE ORDER)

Sequence Ercd Stote Prob N Rec**
45 LOOP -rt/loop -emerg.pwer 8fw hpi(f/b) co 5.16-07 3.36-02
(9 LOOP -rt/loop emerg.pover -afw/emerg.power porv.or.srv.chall - 4. 28-07 1.26-01

[ /]

porv,or.srv.reseat/emerg, cower -SEAL.LOCA EP.REC

50 LOOP -rt/loop emerg.power -afw/emerg.power porv.or.srv.chall co 2.78-07 1.26-01
porv.or.srv.reseat/emerg. power

53  LOOP -rt/loop emerg.power -ufw/emerg.power -pory.or.srv,.chall co 1.36-06 1.26-00
SEAL.LOCA EP.REC(SL)

54 LOOP -rt/loop emerg.power -afw/emerg.power -porv.or.srv.chall - (0 6. 96-06 1.26-01
SEAL.LOCA EP.REC )

55 LOOP -rt/loop emerg.power afw/emerg.power {#7] 5.86-06 4.1E-02

** non-recovery credit for edited case

Event ldentifier: 302/92-001
N

LER NO: 302/92-001 and -002



SEQUENCE MODEL: c:\asppra\mode | s\purdeeal .cmp
BRANCH MODEL: c:\ssppramedels\crystal3. sl
PROBABILITY FILE: c:\aspore'\models\pwr bsll. pro
No Recovery Limit

BRANCH FREQUENCIES/PROBABILITIES

Branch System Non-Recov Dpr Fail
trans 3.9e-04 1.0€+00
LO0F 1.8E-05 > 1.8E-05 3.36-01 » 1.5¢-01
Branch Mode!: [NIiTOR
Initiator Freq: 1.86-05
loca 2.4E-06 4. 36-01
rt 2.8BE-04 1.2¢-01
rt/loop 0.0E+00 1.0€+00
emerg. power 2.9€-03 8.0€-01
afw 1.36-03 2.6E-01
afw/emerg. power 5.06-02 3.4E-01
mfw 2.0e-01 3.4E-01
pory.or.srv.chall 8.0€-02 1.0E+00
purv.or,sry,reseat 1.0€-02 1.18-02
Porv.or.erv.reseat/emery. power 1.0e-02 1.0£+00
SEAL .LOCA 6.0E-02 » 1.5€-02 1.0E+00
Branch Modei: 1.0F.1
Trein 1 Cond Prob: 6.06-02 » 1.56-02
EP.REC(SL) 7.6E-01 > 2.86-01 1.0€+00
Branch Model: 1.0F.1
Train 1 Cond Prob: 7.6E-01 » 2.8E-01
EP.REC 3.1E-01 > 1.66-02 1.0€+00
Branch Model: 1.0F.1
Trein 1 Cond Prob: 3.16-01 > 1,6E-02
hpi 3.06-04 B.4E-01
hpi (£/b) 3.06-04 B.4E-01 1.0€-02
hpr/-hpi 1.5€-04 1.0E+00 1.06-03
* branch model file
** forced
Notes:

'This value was modified to obtain the point estimate for the event. See Modeling Assumptions
section for a description of the modifications made.

LER NO: 302/92-001 and 002
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COMDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS

Event ldentifier: 302/92-001

Event Description: LOOP from loss of vitel equip bus (EDG B & Assoc Equip 00S) (CASE 2 - Upper Bound)

Event Date: 03/27/92

Plant: Crystal River 3

INITIATING EVENT

NOM-RECOVERABLE INITIATING EVENT PROBABILITIES

LOOP 1.56-01

SEQUENCE COMDITIONAL PROBABILITY SUMS

End State/Initiator Probability
cD
LOoP 2.6E-04
Total 2.6€-04
ATwS
LOOP 0.0E+00
Total 0.0€+00

SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY CDER)

Sequence End Stete Prob N Rec**

55 LOOP -rt/loop EMERG.POMER afw/emerg.power co 1.28-04 4.1€-02

56 LOOP -rt/loop EMERG.POMER -afw/emerg.power corv.or.srv.chall - €D 9.76-05 1.26-01
SEAL.LOCA EP.REC

53  LOOP -rt/loop EMERG.POMER -afw/emerg.power -pory.or.srv,.chall o 2.6E-05 1.2¢-01
SEAL.LOCA EP.REC(SL)

49  LOOP -rt/loop EMERG.POMER -afw/emerg.power porv.or.srv.chall - CD B.4E-06 1.2E-01
porv.or.srv,reseat/emerg.power -SEAL,LOCA EP.REC

50 LOOP -rt/loop EMERG.POMER -afw/emerg.power porv.or.sry.chall o 5.4€-06 1.26-01
porv.or.srv,reseat/emerg.power

** non-recovery credit for edited case

SEQUENCE COMDITIOMAL PROBABILITIES (SEQUEMCE ORDER)

Sequence End ‘tate Prob N Rec**

49 LooP -rt/loop EMERG.POMER -nfw/emerg.power porv.or.srv.chall - CD B.4E-06 1.26-01
porv.or.srv.regeat/emerg.pover -SEAL.LOCA EP.REC

SO LOOP -rt/loop EMERG.PONER -afw/emerg.power porv.or.srv.chall r 5.4E-06 1.26-01
porv.or.srv.reseat/emerg,jower

53 LOOP -rt/loop EMERG.POMER -afw/emerg.power -porv.or.srv.chall o 2.6E-05 1.26-01
SEAL.LOCA EP.REC(SL)

54 LOOP -rt/loop EMERG.POMER -af./emerg.power -porv.or.srv.chall - CD 9.7E-05 1.26-0%
SEAL.LOCA EP.REC

55 LOOP -rt/loop EMERG.PONER afw/emerg.power co 1.26-04 &, 1E-02

** non-recovery credit for edited case

Event ldentifisr: 302/%2-001
A R S R 3 A B A i 0 A L R £ S S L 0T TS T TV A DI
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SEQUENCE MODEL : ci\asppre\modes\pyurdseal .cmp
BRANCH WODEL: ci\asppra\models\crystald.sll
PROBABILITY FILE: ¢i\asppra\models\pur bsll.pro
o Recovery Limit

BRANCH FREQUENUIES/PROBABILITIES

Branch System Non-Recov Opr Fail
trans 3.96-04 1.0E+0G0
LooP 1.86-05 » 1.86-05 3.36-01 » 1.5&-01

Branch Model: INITOR

Inftiator Freq: 1.86-05
loca 2.4E-06 4.35-01
re Z."'O‘ 1-2!’01
rt/loop 0.0€+00 1.0E+0C
EMERG . POWER 2.9€-03 > 5.7¢-02 B.0£-01

Branch Model: 1.0F.2

Train 1 Cond Prob: 5.06-02 > Felied

Trein 2 C~.d Prob: S.7e-02
ofw 1.3E-03 2.6E-01
afu/emerg. power 5.0€-02 3. 4E-01
wfw 2.0€-01 J.4E-00
porv.or,.srv.chall 8.08-02 1.0£+00
pPory.or.sry, reseat 1.06-02 1.1€-02
POV, OF L8PV, Fresest /emery . power 1.0€-02 1.0+00
SEAL.LOCA 6.06-02 » 1,5€-02 1.0€+00

Branch Model: 1.0F.1

Train 1 Cond Prob: 6.06-02 » 1,%€-02
EP.REC(SL) 7.66-01 > 2.86-01 1.0€+00

Branch Model: 1.0F.1

Train 1 Cond Prob: 7.66-01 > 2.8E-01 1
EP.REC 3.1E-01 > 1.66-02 1.0£+00

Branch Model: LOF

Train 1 Cond Prob: 3.16-01 > 1.68-02
WPl 3.06-04 » 1.0€-03 B.4E-01

Branch Model: 1.0F.3

Train 1 Cond Prob: 1.0€-02

Train 2 Cond Prob: 1.06-01%

Train 3 Cond Prob: 3.06-01 > Unavailable ;
HPI(F/B) 3.06-04 » 1.0€-03 B.4E-01 1.0€-02

Branch Nodel: 1.0F . S+opr

Train 1 Cond Prob: 1.0€-02

Train 2 Cond Prob: 1.06-01

Train 3 Cond Prob: 3.06-07 » Unavailisble
KPR/-HP1 1.56-04 > 1,0€-02 1.0€+00 1.06-03

Branch Model: 1.0F.2+opr

Train 1 Cond Prob: 1.06-02

1.56-02 » Unavailable

Train 2 Cond Prob:

* branch model file
" forced

Event Identifier: 302/92-001
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B.1% LER Number 327/92-027

Event Descripuon: Lo Offsite Power
Date of Event:  December 31, 1992
Plant:  Sequoyah | & 2
B.19.1 Summary

Shortly after a switchyard tie breaker was installed, it faulted and caused an undervoltage condition in
the switchyard. This resu.ted in the tripping of both units from 100% power after both unit’s reactor
coolant pumps (RCPs) tripped on undervoltage. Because of the momentary undervoltage condition on
the safeguards buses, the emergcacy diesel generators started and loaded. The conditional core damage
probability estimated for this event is 1.8 x 107* per unit. The relative significance of this event
compared to other postulated events at Sequoyah is shown in Fig. B.40.

LER 32792027
17 1B 1B-$ 1E4 B3 182
L [_ g | | 5% Ll |
TRIP 360 b EP
aiale LOFW + 1
p— MTR AFW Loor
360 h AFW

Fig. B.40. Relative even. significance of LER 327/92-027 compared with other potential
events at Sequovah 1 & 2,

B.19.2 Event Description

On December 31, 1992, with both units at 100% power, work was progressing on the installation of a
500-kV/161-kV switchyard inter-tie breaker (see figure in LER 327/92-027). For testing purposes, the
primary relay protection for the breaker was disabled. At 2148 hours, 11 min after the breaker was
placed in service, both units tripped following the loss of the RCPs from an undervoltage signal. The
undervoltage was caused by an internal fault in the inter-tie breaker that resulted in decreased veltage
throughout the entire switchyard. After the switchyard fault was cleared (in 88 cycles), offsite power was
available to the station.

LER NO: 327/924027
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Following the plant trips and the clearing of the switchyard fault, loads automatically transferred as
designed from the unit station service transformers to the common station service transformers.
However, because of the undervoltage sensed on the shutdown (safeguards) buses, the emergency diesel
generators started and loaded. At 2313 hours the safeguards buses were realigned to offsite power. By
0013 hours on January 1, 1993, both units were stabilized in hot shutdown.

Due 1 limited staffing levels, the unit 2 recovery progressed with only one senior reactor operator (SRO)
and one reactor operator (RO). During the recovery process, croling to the RCP seals was placed in a
degraded condition. For a period of 20 seconds, all charging pumps and thermal barrier booster pumps
(TBBPs) were stopped. The charging pumps provide RCP seal injection while the TBBPs boost
component cooling water (CCW) pressure to the RCP thermal barriers. During this 20 second time
period, the CCW pumps continued to run and supplied approximately 70% of normal CCW flow 1o the
RCP seals. This was sufficient flow to assure long term seal cooling.

B.19.3 Additional Event-Related Information

The Sequoyah switchyard consists of a 500-kV section and a 161:kV section. Unit 1 is directly connected
to the S00-kV switchyard and unit 2 is directly connected to the 161-kV portion of the yard. The two
sections are joined by the inter-tie transformer. Power circuit breaker (PCB) 5058 connects one of the
500-kV buses to the inter-tie transformer. During startup and shutdown, power to both units is supplied
by the 161-kV system via the common station service transformers. Normally, primary relaying will
isolate PCB 5058 in 3.5 cycles. Since PCB 5058 was removed from service, the undervoltage relays on
the RCP trip actuated instead (in 17.5 cycles). Also, the undervoltage relays on the safeguards busses
actuated (in 30 cycles) before the secondary relaying could isolate the fault (normally, in 88 cycles).

B.19.4 Modeling Assumptions

Since the LOOP was caused by a substation fault, this event was modeled as a plant-centered LOOP.,
Probabilities for LOOP nonrecovery (short term), failure to recover ac power prior to battery depletion,
and RCP seal LOCA probabilities were revised to reflect values associated with a plant-centered LOOP
(see ORNL/NRC/LTR-89/11, Revised LOOP Recovery and PWR Seal LOCA Models, August 1989). The
event was modeled for a single unit. The event sequence was essentially the same for both units.

B.19.5 Analysis Results
The conditional probability of core damage estimated for this event is 1.8 x 10°* per unit, The

dominant core damage sequence, highlighted on the event tree in Fig. B.41, involves failure of emergency
power restoration resuiting i an RCP seal LOCA.

LER NO: 327/924027
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Fig. B.41. Dominant core damage sequence for LER 327/92-027.
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CONDITIONAL “JRE DAMAGE PROBABILIYY CALCULATIINS
Event ldentifier: 327/92-027
Event Description. Loss of Offaite Power
fvent Date: 12/31/92
Plant: Segquoysh 2
INITIATING EVENT
NON-RECOVERABLE INITIATING EVENT PROBABILIVIES
LoOP 5.0€-01

SEQUENCE CONDITIONAL PROBABILITY SUMS

Endd State/Initiator Probability
co H
LOoP 1.8E-04
Total 1.86-04
ATWS
LooP 0.0€+00
Total 0.0€+00

SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY ORDER)
Sequence End State Prob N Rec**

53 LOOP -rt/loop emerg.power -afw/emerg.power -porv.or.srv.chall co 1.26-04 4.08-01
SEAL.LOCA EP.REC(SL)

54 LOOP -rt/loop emerg.power -afu/emerg.power -porv.or.sry.chall - €D 3.66-05 4.06-01
SEAL.LOCA EP.REC

55 LOOP -rt/locp emerg.power afu/emerg.power co 1.9€-05 1.4E-01

48 LOOP -rt/loop emerg.power -afw/emerg.power pory.or.srv.chall - €D 4.86-06 4.06-01
porv.or.sry.reseat/emerg.power SEAL.LOCA EP.REC(SL)

** non-recovery credit for edited case

SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)

Sequence End State Prob N Rec**

48 LOOP -rt/loop emerg.power -afw/emerg.power porv.or.srv.chall - €D 6.8E-06 4.0€-01
porv,or.srv.reseat/emerg.power SEAL.LOCA EP.REC(SL)

53 L0OP -rt/loop emerg.power -afw/emery.power -porv.or.srv.chall co 1.26-u4 4. 0-01
SEAL.LOCA EP.REC(SL)

56 LOOP -rt/loop ewmerg.power -afw/emerg.power -porv.or.srv.chall - €D 3.66-05 4.06-01
SEAL.LOCA EP.REC

55 LOOP -rt/loop emerg.power afw/emerg.power co 1.9€-05 1.6-01

** non-recovery credit for edited case
SEQUENCE MODEL : C:\asppra\mode|s\pwrbseal .cmp

BRANCH MODEL : C:\asppra\mode | s\sequoyah.s 1
PROBABILITY FILE: C:\asppra\models\pwr_bs|1.pro

Event [dentifier: 327/92-027
AN A 05 ) R A S T T S S RN T MY S S S S A A S N AR S YT OB A S S R D) SRS R A IS PR
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No Recovery Limit

BRAMCH FREQUENCIES/PROBABILITIES

Branch Systom Kon-Recov Ppr Fail
trans T.TE-D4 1.0€+00
LOOP 1.66-05 > 1.6€-0%5 5.36-01 » 5.0€-01
Sranch Model: INITOR
Inftiator Freq: 1.6€-05
locs 2.4E-08 6. 36-01
rt 2.88 04 1.26-01
rt/loop 0.08+00 . 1.0E+00
emer;. poser 2.96-03 8.08-01
aly 3.88-04 2.66-01
ofu/emerg. power 5.06-02 3.4E-01
mfw 1.0€+00 7.08-02
porv,or.srv.chatl 4.08-02 1.0€+00
POry.or.arv,reseat 2.0€-02 1.1E-02
POV, Or . 8rY, reseat/emery . power 2.0€-02 1.0€+00
SEAL.LOCA 2.TE-C1 > 2.3¢-01 1.06+00
Branch Model: 1.0F.1
Train 1 Corxl Prob: 2.TE-01 » 2.3E-01
EP.REC(SL) S.7E-01 > 4 .8E-01 1.06+00
Branch Nodel: 1.0f.1
Train 1 Cond Prob: 5.76-01 > &.BE-O1
EP.REC 7.06-02 > 4.36-02 1.06+00
Branch Model: 1.0F.1
Train 1 Cond Prob:; T.06-02 » 4,36-02
hpi 1.06-03 B.4E-01
hpicf/b) 1.06-03 8.4£-01 1.06-02
npr/-hpl 1.56-04 1.08+00 1.08-03
pory, open 1.06-02 1.08+00 4,06-04

* branch model file
** forced

Event ldentifier: 327/92-027
RN S AP A TP S A S R R ORI TR S TV R SR VSRR SRS AT A T A5 RSN AT
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B.20 LER Number 328/92-010

Event Description:  Emergency Diesel Generator and Residual Heat Removal Pump Inoperable
Date of Event:  July 17, 1992

Plant:  Sequoyah Nuclear Plant, Unit 2

B.26.1 Summary

During performance of a surveillance procedure on the 2B-B Residual Heat Removal (RHR) pump, it was
found that the miniflow control valve continuously cycled open and closed when it should have remained
opened. While the 2B-B RHR pump was inoperable, the 2A-A emergency diesel generator (EDG) wa
inoperable for 17 h and the 2A-A centrifugal charging pump was inoperable for 6 h. The conditional
core damage probability estimated for this event is 1.9 x 10°°. The relative significance of this event
compared to other postulated events at Sequoyah, Unit 2 is shown in Fig. B.42.

LER 328/92-010

1B-7 1B-5 1E4 1E-3 1E-2

L 3¢ | L |

precursor cutoff === 360 h AFW LOGP

Fig. B.42. Relative event significance of LER 328/92-010 compared with other potential
events at Sequoyah 2.

B.20.2 Event Description

On July 17, 1992, with the unit at 100% power, a quarterly surveillance procedure on the 2B-B RHR
pump was conducted. During the test, it was discovered that the pump’s miniflow line motor control
valve was continuously cycling open and closed when it should have remained open.

Further investigation revealed that the valve had been miswired on July 1, 1992, during performance of

the flow switch quarterly preventive maintenance procedure. Between July 1, 1992 and July 17, 1992,
there were 10 instances where Train A safety equipment had been out of service. Only two of these

LER NO: 328/92-010
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instances were of a significant duration; EDG 2A-A was out of service for 17 h, and centrifugal charging
pump (CCP) 2A-A was out of service for 6 h.

The wiring for the other RHR trains was verified to be correct.

B.20.3 Additional Event-Related Information

The Sequoyah Units have minifiow lines for each of the RHR pumps. This flow path consists of the
pump, a flow sensor, the RHR heat exchanger, and a recirculation line that returns to the pump suction.
The recirculation line contains a motor-operated flow control valve that varies its position, based on the
pump discharge flow signal, to maintain total pump flow between 500 and 1500 gal/min. Manual control
and indication of the valve’s position is available in the cor ‘rol room.

During an accident, the pump would be aligned for reactor :oolant system (RCS) injection. However,
the pump would be in the recirculation mode until RCS pressure drops below the pump deadhead
pressure, or the RHR system is realigned to the safety injection pump suction during the recirculation
phase.

The recirculation valve does not have any thermal overloads and may fail after 15 min of continuous
operation. With the valve closed and RCS pressure greater than the RHR pump deadhead pressure,
insufficient flow through the pump could damage the pump because of overheating. With the valve fully
open, flow to the RCS would be insufficient to ensure accident mitigation under large break LOCA
conditions, Because the valve continuously cycled opened and closed, the actual time to failure of the
RHR pump is more difficult to predict.

The two CCPs fulfill part of the emergency core cooling system (ECCS) function. The discharge
pressure of the pumps (2670 psig) is greater than normal RCS pressure. The two high pressure safety
injection (HPSI) sysiem pumps have a discharge pressure of 1650 psig. All four pumps are used during
initial injection and during long term recirculation cooling. During ne recirculation mode, the 1A-A
RHR pump supplies the 1A-A safety injection (SI) pump and both C\”Ps. The IB-B RHR pump supplies
only the 1B-B SI pump.

B.20.4 Modeling Assumptions

The event was modcied 2s a potential LOOP assuming the 2B-B RHR train and the 2A-A EDG were
inoperable for 17 h. Equipment associated with the train 2A-A EDG (2A-A AFW pump, 2A-A SI pump,
2A-A RHR pump) is rendered inopzrable due to loss of electrical power. Both trains of high-pressure
recirculation were inoperable because both trains of RHR were inoperable,

The current Accident Sequence Precursor (ASP) models do not account for the separate high head CCPs
and intermediate head systems (SI) that Sequoyah uses for the ECCS function. Inoperability of one train
of RHR and one train of charging is not normally analyzed in the ASP program. Therefore the 6-hour
CCP train/RHR train inoperability was not considered a precursor, and, as a result, was not analyzed.
For the 17 h RHR train/EDG inoperability, the HPI system model was modified to incorporate the CCPs,
The modification was performed as follows.

LER NO: 328/92-010
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p(HPI system) = [p(HPI train 1) x p(HPI train 2)] x [p(CCP train 1) x p(CCP train 2) + p(CCP
valves)]

[0.01 x 1.0] x [0.01 x 1.0 + 0.0011]
1.11 x 10

p(CCP valves) = 4 x [vivl x (viv2 + BETA v)]

4 x [0.003 x (0.003 + 0.088)]

-
fi

= (.001092

B.20.5 Analysis Results

The conditional probability of core damage estimated for this event is 1.9 x 10", The dominant
sequence, highlighted on the event tree in Fig. B.43, involves a postulated LOOP with failure of on-site
emergency power, and failure to recover offsite power prior to a RCP seal LOCA.
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Fig. B.43. Dominant core damage sequences for LER 328/92-010
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COMDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS

Event lgentifier: 328/92-010

Event Description: TA-A EDG Unavall & 18-8 RMR Unavail (LOOP Only)

Event Date: T/ /92

Plent: Sequoyash 2

URAVAILABILITY, DURATION= 17 h

NON-RECOVERABLE INITIATING EVENY PROBABILITIES

LOOP 1.56-04

SEQUENCE CONDITIONAL PROBABILITY SUMS

End State/Initiator Probability
co
LOOP 1.96-06
Total 1.9€-06
ATWS
LOOP 0.06+00
Total 0.06+00

SEQUENCE CONDITIOMAL PROBABILITIES (PROBABILITY ORDER)
Sequence End State Prob N Rec**

53  loop -rt/locp EMERG.POMER -afw/emerg.power -porv.or.srv.chall co 8.0€-07 4.28-0
seal.loca ep.rec(sl)

51 leop -rt/loop EMERG.POMER -afw/emerg.power -porv.or.srv.chall o 6.6€-07 4,26-01
seal.loca -ep.rec(sl) -WPI HPR/-WPI
54 loop -rt/loop EMERG.POMER -afw/emerg.power -porv,or.srv.chall - €D 2.7e-07 4. 26-01
seal.loca ep.rec
55 loop -rt/loop EMERG.POMER afw/emerg.power o 9.4E-08 1.46-01
4b loop “rt/loop ~EMERG.POMER AFW “NPICF/B) HPR/-HPI co 4.6E-08 1.4E-01
48 loop “rt/loop EMERG.POWER -afw/emerg.power porv.or.srv.chall - €D 3.3¢-08 4.26-01
porv.or.srv.reseat/emerg.power seal.loca ep.rec(sl)
46 loop “rt/loop EMERG.POWER -afw/emerg.power porv.or.srv.chalil - CD 2.68-08 4,26-01
Porv.or.srv.reseat/emerg.power seal. locs -ep.rec(sl) -HPI
HPR/-HP 1
** non-recovery credit for edited case i
SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)
Sequence End State Prob N Rec**
44 loop -rt/loop ~EMERG.PONER AFW -WPI(F/B) HWPR/-WPI co 6.66-08 1.4E-01
46 loop -re/loop, EMERG. POMER -afw/emerg.power porv,or srv.chall - O 2.66-08 4. 26-01
pory.or.srv.réseat/emerg.power seal,loca -ep.rec(sl) W’
HPR/ WP
48  loop ~rt/loop EMERG.POMER -afw/emerg.power porv.or.srv.chall - €D 3.3:-08 4.26-01
porv.or.srv,reseat/emerg.power sesl.loca ep.rec(sl)
51  loop rt/loop EMERG.POMER -afw/emerg.power -porv.or.sry.chall co 6.4E-07 4.26-01
seal.loca -ep.rec(sl) -HPI HPR/-WPI
5% toop -rt/loop EMERG.POMER -afw/emerp.power -porv.or.srv.chall o 8.08-07 h.2E-01

scal. loca ep.rec(sl)

Event ldentifier: 328/92-010
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54 loop -rt/loop EMERG.POMER -afw/emerg.power -porv.or,.srv.chail - D 2.TE-07 4. 28-01
seal.loca ep.rec
55  loop -rt/loop EMERG.PONER afu/emerg.power o 9.4E-08 1.4E-01

** non-recovery credit for adited case
Mote: For unavailabilities, conditional probability values are differentiel velues which reflect the

adced risk due to failures associated with an event. Parenthetical values indicate & reduction in
risk compered to s simiiar period without the existing failures,

SEQUEMCE MODEL : ¢:\asppra\mode | s\purbsesl . cep
BRAMCH MODEL: c:\asppra\mode | s\sequoyah . sl
PROBASILITY FILE: c:\nsppre\modeis\pwr bslt.pro
Mo Recovery Limit

BRANCH FREQUENMCIES/PROBABILITIES

Branch System Nor-Recov Opr Fail
trans 7.7E-04 1.0€+00
Loop 1.6€-05 5.3e-01
loca 2.4E-06 4.38-01
re 2.BE 04 1.26-01
rt/loop 0.0E+00 1.0E+00
EMERG. POMER 2.96-03 > 5.08-02 8.0g-01

Branch Model: 1.0f.2

Train 1 Cond Prob: 5.0€-02

Trein 2 Cond Prob: 5.7%-02 > Unavailable
AFW 3.86-04 > 1.36-03 2.66-01

Sranch Model: 1.0F, 3¢ser

Train 1 Cond Prob: 2.06-02

Train 2 Cond Prob: 1.06-01 > Unavailsble

Train 3 Cond Prob: 5.06-02

Serial Component Prob: 2.8E-04
afw/emerg. power 5.06-02 3.46-01
miw 1.0E+00 7.0€-02
pory.or,srv,.chatl 4.06-02 1.0E+00
POrv.or.srv.reseat 2.06-02 1.18-02
POrv.or.srv. reseat/emerg. power 2.06-02 1.0€+00
seal.loce r 1.0€+00
ep.rec(sl) X $.76-01 1.0€+00
ep.rec 7.0e-02 1.0€+00
LI 1.06-03 > 1,1E-04 #** 8.4E-01

Bronch Model: 1.0F.2

Train 1 Cond Prob: 1.0€-02

Train 2 Cond Prob: 1.0E-01
WPI(F/8) 1.06-03 > 1. 1E-04 ** B.4E-01 1.08-02

Branch Model: 1.0f,2+opr

Train 1 Cond Prob: 1.0€E-02

Train 2 Cond Prob: 1.0€-01

Event ldentifier: 328/92-010
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HPR/-HP] 1.56-04 > 1.0E+00

Branch Model: 1.0F, 2¢opr

Train 1 Cornd Prob: 1.06-02 > Failed
Train 2 Cond Prob: 1.56-02 > Unaveilable
pory. open 1.0€-02 1.0£+00 4.06-04

* branch model file
"% forced

Motea:

% Probabilities were modified to incorporate CCPs. See the modeling assumptions section for a
description of this modification.

Event ldentifier: 328/92-010

e A
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B.21 LER Number 344/92-02¢

Event Description:  Reactor Trip and Turbine-Driven Auxiliary Feedwater Pump Failure To Start
Date of Event:  July 22, 1992
Plant: Trojan
B.21.1 Summary

Trojan was operating at 100% power on July 22, 1992 when erratic controlier performance on one main
feedwater (MFW) pump and controller failure on the other MFW pump resulted in a reactor trip on
low-low steam generator (SG) level. The controller for the auxiliary feedwater (AFW) pump turbine also
failed, rendering one of two safety-grade AFW pumps inoperable. The conditional core damage
probability estimated for this event is 5.9 x 10°°. The relative significance of this event compared to
other postulated events at Trojan is shown in Fig. B.44

LER 344/92-020
LE-7 1E-6 1B-§ 1E-4 1B-3 1B-2
| | L I ]
€
Lm Laeohar
precursor cutoff =-==4 QRN % Loop

Fig. B.44. Relative event significance of LER 344/92-020 compared with other potential events
at Trojan.

B.21.2 Event Description

Approximately two weeks prior to the plant trip, operators noted that the automatic controller for the A
MFW pump was oscillating and placed the controller in manual. About two days prior to the plant trip,
operators observed that the B MFW pump was supplying 20,500 gpm while the A MFW pump was
supplying 10,000 gpm. While attempting to balance flows between the pumps, they experienced
difficulty with the B pump controller and placed that controller in manual as well. On July 22, 1992
Trojan was operating at 100% power, while troubleshooting the B MFW pump control circuitry the pump
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suddenly slowed to minimum speed. Operators tripped the pump, initiating a turbine runback, but the
reactor tripped a short time later on low-low SG level. The turbine-driven A AFW pump auto-started
but tripped on overspeed. Subsequent attempts to restart the pump were unsuccessful. The diesel-driven
B AFW pump started correctly and provided cooling water to the SGs.

The cause of the A MFW pump controller failure was diagnosed as a defective electronic component in
the controller module. The B MFW pump controller failed because of a misadjusted power supply. The
A AFW pump failed because a defective ramp generator signal converter permitted the pump to
overspeed and trip on each start attempt.

B.21.3 Additional Event-Related Information

Trojan is equipped with two 100% capacity safety-related AFW pumps, each capable of supplying 880
gpm to any of the four SGs. One pump is powered by a steam turbine, and the other is powered by a
diesel engine. A third, nonsafety-related electric-motor-driven pump is available for use during plant
startups and shutdowns. This pump is operable from the control room and couid have been used to
provide flow to the SGs if both safety-related AFW pumps had failed.

B.21.4 Modeling Assumptions

This event was modeled as a reactor trip with loss of feedwater and one AFW pump unavailable. Since
the A MFW pump was locally operable, a nonrecovery probability of 0.34 (This is ASP recovery class
R2, see section A.1.3 of this report for more information.) was assumed for the MFW system. The non-
safety related AFW pump also was assumed capable of providing SG cooling following a manual start.
One AFW pump was modeled as being failed; however, for calculational convenience, only the two
pumps which remained operable are depicted in the model.

An additional method for plant cooldown exists at Trojan which is not directly incorporated into the ASP
model. Trojan Emergency Operating Procedures (EOPs) include steps to reduce the main steam pressure
using the main steam line PORVs and supply the SGs with the condensate pumps after having attempted
primary side feed-and-bleed operations. However, limited information has been obtained regarding the
plant thermal hydraulics and the reactor physics associated with this evolution. Also, operator
performance during this process is difficult to assess since the operators are required to perform actions
outside the control room to accomplish this cooldown. Therefore, implementation of this strategy could
involve time constraints and substantial operator burden. Nevertheless, since the EOPs exist and training
is conducted on those EOPs it was determined that this was a viable alternative. However, since this
method is not currently incorporated in the ASP model for Trojan, its impact was calculated by adjusting
the AFW non-recovery probability from 0.34 to 0.12.

B.21.5 Analysis Results
The conditional probability of subsequent core damage estimated for this event is 5.9 X 10°°, The

dominant core damage sequences, highlighted on the following event tree in Fig. B.45, involve failure
of all sources of SG makeup and failure of feed-and-bleed cooling.
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Fig. B.45, Dominant core damage sequences for LER 344/92-020
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COMD I TIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event Identifier: 344/92-020
Event Description: Reactor Trip snd AFW Pump Failure to Start
Event Date: 7/22/92
Plant: Trojan
INITIATING EVENT
NON-RECOVERABLE INITIATING EVENT PROBABILITIES
TRANS 1.0E+00

SEQUEMCE CONDITIONAL PROBABILITY SUMS

Frnd State/Initiator Probability
co
TRANS 5.96-06
Totsl 5.9€-06
ATWS
TRANS 3.4E-05
Total 3.4E-05

SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY ORDER)

Sequence End State Prob N Rec**
17  trans -rt AFW MFW hpi(f/b) (4] 2.96-06 3.4E-02
15  trane -rt AFW MFW -hpi(f/b) ~bpr/-hpi porv.open co 2.7E-06 4.1E-02
16 trans -rt AFW MFW -hpi(f/b) hpr/-hpi o 3.0e-07 4.1E-02
18 trans rt ATWS 3.4E-05 1.26-01

** non-recovery credit for edited case

SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)

Sequence Erdd State Prob N Rec**
15 trans -rt AFW MFW ~hpi(f/b) -hpr/-hpi perv,open co 2.76-06 4.1E-02
16 trans ~rt AFW MFW -hpi(f/b) hpr/-hpi co 3.0€-07 4. 1E-02
17 trans -rt AFW MEW  hpi(f/b) co 2.9e-06 3.4E-02
18 trans rt ATWE 3.4E-05 1.26-01

** non-recovery credit for edited case

SEQUENCE MODEL: c:hasp\mode!s\purbszal . cmp
BRANCH MODEL: c:\asp\modeis\trojan.sil
PROBABILITY FILE: ci\asp\models\pur_bsll1.pro

No Recovery Limit

Event ldentifier: 344/92-020

M

LER NO: 344/92-020



B-152
B L B T A B A B S AN 58 R A AR SIS

I
BRANCH FREQUENCIES/PROBABILITIES

Branch System Non-Recoy Dpr Fail
trans 5.6E-04 1.0€+00
Loop 1.66-05 3.66-01
Loca 2.4E-06 “.36-01
rt 2.88-04 1.26-01
rt/loop 0.0€+00 1.0€+00
emerg. power 2.9€-03 8.06-01 '
AFW 2.56-03 » 6.56-03 3.46-01 > 1.26-01"
Branch Model: 1.0F.2
Train 1 Cond Prob: 5.06-02
Train 2 Cond Prob: 5.06-02 » 1.3¢-01
afu/emerg. power 2.5€-03 J.6E-01
MFwW 1.06+00 > 1.06+00 7.08-02 » 3.48-01
Branch Model: 1.0f.1
Trein 1 Cond Prob: 1.0E+00
porv.or.sry.chall 4.0€E-02 1.0€+00
POTV,Of.8ry. reseat 2.08-02 1.16-02
POFY.Of .87V, reseat/emerg ., povwer 2.0E-02 1.0£+00
seal.loce 2.36-01 1.0E+00
ep.rec(sl) 5.9€-01 1.0€+00
ep.rec 6.1E-02 1.0€+00
hpi 1.0€-03 8.48-01
hpi(f/b) 1.06-03 B.4E-0% 1.06-02
hpr/~hpi 1.56-04 1.0€+00 1.06-03
pory. open 1.0€-02 1.06+00 4 .0E-0D4
* branch model file
** forced
Hotes:

1. Secordary side depressurizetion and cooldown credited by adjusting the AFW nonrecovery
probability. See modeling assumptions section for & description of this modificstion.

Event Identifier: 344/92-020

“
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B.22 LER Number 374/92-012

Event Description:  Reactor Trip With Degraded Reactor Core Isolation Cooling
Date of Event:  August 27, 1992
Plant:  LaSalle 2
B.22.1 Summary

The reactor scrammed from 80% power because of a main turbine trip. The main turbine tripped due
to a thrust bearing failure indication. The reactor core isolation cooling system (RCIC) auto-started, and
the motor-driven feed pump (MDFP) was started in preparation for tripping the turbine-driven feed
pumps (TDFPs). However, when the TDFPs failed to trip, the reactor water level rose, resulting in a
trip of the MDFP and RCIC. In an attempt to prevent flooding of the steam lines, the outboard main
steam isolation valves (MSIVs) were manually closed, resulting in a TDFP shutdown. Later, the
operators experienced difficulty in starting RCIC for reactor pressure control. Water that had
accumulated in the steam line passed through the pump turbine and into the exhaust header. Flashing of
that water to steam prevented RCIC startup due to high exhaust pressure trip signals. The conditional
probability of subsequent core damage estimated for the event is 6.1 x 10* The relative significance
of the event compared to other postulated events at LaSalle 2 is shown in Fig. B.46.

LER 374/92-012
1B-7 1E-6 1E-§ 1E4 1E-3 1E-2
| *Il_ - | &
1|1ur | Lo l L 360 b EP
precursor cutoff -
by e i o

Fig. B.46. Relative event significance of LER 374/92-012 compared with other potential events
at La Salle.
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B.22.2 Eveat Description

On August 27, 1992, while reactor power was being reduced to 80%, LaSalle 2 scrammed because of
a spurious thrust-bearing wear detector turbine trip signal. The spurious signal was caused by a shift in
the trip setpoint due to manufacturer error. Within seconds, RCIC auto-started on a spurious low reactor
water level signal caused by pressure oscillations induced by closure of the turbine stop valves.

The MDFP was successfully started to control water level; however, the TDFPs then failed to trip
because of oil contamination and blockage in the turbine oil system (both TDFPs failed to trip on high
vessel level and after multiple attempts from the control room and locally at the pump). The increasing
water level in the reactor eventually resulted in a trip of RCIC and the MDFP. The MISVs were
manually closed 3 min into the event when the 73-in administrative limit was reached; to prevent flooding
outboard of the MISVs. However, the RCIC steam line is inboard of the MSIVs and the transient water
level rose to 130 in. which is 22 in. above the bottom of the main steam lines. Closure of the MSIVs
resulted in a trip of the TDFPs and loss of the main condenser as a heat sink. The safety relief valves
(SRVs) were then required for control of reactor pressure. Although the SRVs were used successfully
for this function, corrosion-caused instrumentation failures prevented direct confirmation of closure of
two SRVs,

Attempts were made to use RCIC for reactor pressure control. Two start-up attempts failed as a result
of high-exhaust-pressure trips. The cause was water accumulation in the steam lines which passed into
the exhaust header via the pump turbine. There, flashing of water to steam resulted in pressure peaks
which triggered the RCIC trips. The RCIC steam line drains had operated as designed, but the time
available for water drainage was insufficient. The third attempt to start the RCIC (approximately § min
after the first trip) was successful.

B.22.3 Additional Event-Related Information

LaSalle is equipped with high pressure core spray (HPCS) and RCIC, either of which can provide
adequate reactor vessel makeup following a loss of feedwater (LOFW) or a loss of inventory from a stuck
open relief valve. In addition, the MDFP can be used for reactor vessel makeup.

B.22.4 Modeling Assumptions

The event was modeled as a LOFW with failed RCIC. Potential sequences associated with the event are
described in Appendix A, section A.3.2, BWR Nonspecific Reactor Trip, and shown on the event tree
included with this analysis documentation. The plant response observed during the event impacted the
following branches on the event tree:

= TRANSIENT (reactor trip occurs). The reactor tripped because of main turbine stop-valve closure.
- Power conversion system provides core cooling. The MSIVs were manually closed during the event

in an attempt to prevent flooding of the main stecm lines. This resulted in unavailability of the
PCS.

LER NO: 374/92-012
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- Feedwater provides reactor pressure vessel (RPV) makeup. The turbine-driven feedwater pumps
shut down when the MSIVs were closed. The motor-driven feedwater pump tripped on high RPV
water level. The motor-driven pump was assumed to be recoverable with a non-recovery probability
of 0.12 (ASP non-recovery class R3, see Appendix A, sect. A.1). This value was chosen because
the tripped pump appeared recoverable in the required period from the control room, but, because
of the main steam line flooding and the problems with the turbine-driven feedwater and RCIC
pumps, recovery was considered to be non-routine and burdened.

- RCIC provides reactor pressure vessel makeup. RCIC tripped twice on high exhaust pressure
because of water accumulation in the steam lines. RCIC was assumed to be recoverable with a
non-recovery probability of 0.12 (ASP non-recovery class R3), for the same reasons as FW. This
non-recovery probabilty for RCIC may be conservative, since the steam line drain valves operated
as intended and the third RCIC startup attempt was successful.

The current ASP event trees for LaSalle do not model the potential use of RCIC to provide RPV makeup
in the event of a single stuck-open SRV. The use of RCIC for this purpose was included in the
NUREG-1150 PRAs and utility-sponsored [PEs. To address this, the conditional probabilities for
applicable sequences (sequences 25, 26 and 28) were reduced by the probability of failing to successfully
use RCIC for this purpose. This is the probability that either RCIC fails, two or more SRVs fail to close
given one or more fail to close, or long-term core cooling fails given RCIC is successful and only one
SRV fails open. Since long-term core cooling is reliable, this probability can be approximated by

p(RCIC) + p(2 or more valves fail open | 1 or more valves fail open).

The failure probability for RCIC during this event was estimated above as 0.12. A value of 0.027 was
estimated for p(2 or more valves fail open | 1 or more valves fail open), based on an estimated
probability for two or more SRVs stuck open of 0.0015 (see NUREG/CR-4550, Vol. 1, Rev. 1, Analysis
of Core Damage Frequency: Internal events Methodology, january 1990, p. 6-10) and an estimated
probability of one or more SRVs stuck open of 0.056 (developed as described in Appendix A, sect. A.4).

The probability multiplier used to adjust sequences 25, 26 and 28 to account for the potential use of RCIC
to mitigate the effects of a single stuck-open SRV is therefore 0.12 [p(RCIC)] + 0.027 [p(2 or more
SRVs fail open | 1 or more SRVs fail open)] = 0.15. The conditional probability for sequence 28 (the
only dominant sequence of the three sequences — 25, 26, and 28) was manually revised from 5.8 x 10° 7
to 8.7 % 10 to reflect this. This reduces the core damage probability estimated for the event from 6.6
% 10-* indicated on the calculational sheets to 6.1 x 107

B.22.5 Analysis Results

The estimated conditional core damage probability associated with the event is 6.1 x 10°° This
probability was calculated by reducing the core damage probability shown in the calculations 6.6 x 107
by the change in sequence 28 (from 5.8 X 10" 10 8.7 ¥ 10°*, a factor of 0.15) as discussed in the last
paragraph in the modeling assumptions section. This has been reduced from the value shown on the
calculational sheets to reflect the potential use of RCIC to mitigate a single stuck open relief valve, as

LER NO: 374/92012
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discussed in the modeling assumptions section. The dominant core-damage sequence, highlighted on the
event tree in Fig. B.47, involves an effective LOFW with successful reactor vessel makeup and failure
to remove decay heat in the long term. Note that failure of RCIC does not contribute to the dominant
sequences associated with the event,

This analysis addressed the potential loss of core cooling caused by failures of systems associated with
transient mitigation. If the MISVs had not been closed, failure of the main steam line could have
resulted. The potential for core damage from this sequence was not addressed in this analysis due to the
difficulty in estimating the required steam line failure probabilities.

Additional information concerning this event is included in Augmented Inspection Team report
50-374/92020(DRS).
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COMDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 374/92-012
Event Description: Reactor trip and vessel overfitl with degraded RCIC
Event Dete: 08/27/92
Plant: Lasalle 2
IMITIATING EVENT
NOW-RECOVERABLE INITIATING EVENT PROBABILITIES
TRANS 1.0E+00

SEQUENCE CONDITIONAL PROBABILITY SUMS

End State/Initiator Probability
CD 1
TRANS 6.6E-06
Total 6.6E-08'
ATWS
TRANS 3.06-05
Total 3.06-05

SEQUENCE CONDITIONAL PROBABILITIES (PROBABILITY ORDER)
Sequence End State Prob N Rec**

11 trame -rx.shutdown PCS/YRANS srv.chall/trans.-screm -srv.close D 5.06-06 1.0€-01
~FW/PCS.TRANS rhr(sdc) rhrispcool)/rhr(sdc)

12 trans -rx.shutdown PCS/TRANS srv.chall/trans.-scram -srv.close D 6.7E-07 1.4E-02
FW/PCS.TRANS ~hpei  rhrisde) rhr(spcool)/rhr{sde)

28  trans -rx.shutdown PCS/TRANS srv.chall/trans.-scram srv.close D S.86-07"  2.9e-02
FW/PCS.TRANS hpci  sry,eds

21 trens -rx.shutdown PCS/TRANS srv.chall/trens.-screm srv.close CD

~FW/PCS.TRANS rhr(sdc) rhr{spcool)/rhr(sdc)

3.0£-07 1.0€-01

99 trans rx.shutdown ATuS 3.06-05 1.0€+00

** non-recovery credit for edited case
\

SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)

Sequence End State Prob N Rec**

11 trans -rx.shutdown PCS/TRANS srv.chsll/trans.-scram -srv.close CD 5.06-06 1.06-01
~FW/PCS.TRANS rhrisdc) rhrispcos!)/rhrisdc)

12 trene -rx.shutdown PCS/TRANS srv.chell/trans.-screm -srv.close D 6.7E-07 1.4E-02
FW/PCS.TRANE -hpet  rhr{sdc) rhrispcool )/rhr(sde)

21 trans -rx.shutdown PCS/TRANS srv.chall/trans.-scram srv.close CD 3.06-07 1.08-01
~FW/PCE.TRANS rhrisdc) rhr{spcool)/rhr(sdc)

28 trams -rx.shutdown PCS/TRANS srv.chall/trens.-scram srv.close (D 5.86-07" 2.96-02
FH/PCS.TRANS hpci  srv.eds

99  trens rx.shutdown ATWS 3.06-0% 1.06+00

** non-recovery credit for edited case

Event ldentifier: 374/92-012

“
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SEQUENCE ACDEL: ¢ \asp\ 1989 \burcaeal .cmp
BRAMCH MODEL : c:\asp\1989\lasalle.sl!
PROBABILITY FILE: s \asp\ 1989 \bur_csll,.pro
No Recovery Limit

BRANCH FREQUENCIES/PROBABILITIES

Branch System Nori-Recov Opr Fail
trans 7.4E-05 1.0€+00
Loop 1.6E-05 5.3€-01
loca 3.36-06 5.06-01
. shutdown 3.06-05 1.0€+00
rx.shutdown/ep 3.56-04 1.0€+00
PCS/ TRANS 1.76-01 > 1,.06+00 1.06+00

Branch Mode!: 1.0f.%

Train 1 Cond Prab: 1.76-01 > Unevailable
srv.chall/trans.-scram 1.0€+00 1.0€+00
srv.chall/loop. scram 1.0E+00 1.0€+00
srv.close 5.66-02 1.06+00
energ. power 2.9e-03 8.06-01
ep.rec 1.7-01 1.0€E+00
FW/PCS.TRANS 4.6E-01 > 1,06+00 3.46-01 > 1.26-01
granch Model: 1.0F.1
Train 1 Cond Prob: 4.6E-01 > Unavaileble
FW/PCS . LOCA 1.06+00 > 1 0E+00 3.4E-01 > 1.26-0
Branch Model: 1.0F.1
Train 1 Cond Prob: 1.08+00
hpe | 2.0E-02 3.4E-01
RCIC 6.06-02 » 1.0E+00 7.06-01 » 1,26-01
Branch Model: 1.9F.1
Train 1 Cond Prob: 6.06-02 > Failed
crd 1.0-02 1.0€+00 1.0E-02
STV, a6 3.76-03 7.16-01 1.06-02
ipcs 2.0E-02 3.66-01
Lpci(rhr)/ipes 6.0€-04 7,16-01
rhr(sdc) 2.3e-02 3.4E-01 1.06-03
rhrisdc)/-1pci 2.0E-02 3.66-01 1.0£-03
rhr(sdc)/ipci 1.0E+00 1.0€+00 1.0€-03
rhr(epcool )/ rhr(sde) 2.06-03 3.4E-01
rhrispeool )/-1pei.rhr(sde) 2.0e-03 3.4E-01
rhrispcool )/ 1pei.rhr{sdc) 9.3e-02 1.0€+00
rhrew 2.0€-02 3.4E-01 2.06-03

* branch model file

Event ldentifier: 374/92-012

Rotes:

'See Modeling Assumptions for & discussion of changes made to this prot © .ity value.

M
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B.23 LER Number 388/92-001

Event Description:  Reactor Trip with Emergency Diesel Generator and Vital Bus Unavailable
Date of Event:  March 18, 1992

Plant:  Susquehanna 2

B.23.1 Summary

Susquehanna 2 was operating at 100% power on March 18, 1992 when emergency diesel generator
(EDG) B failed during surveillance testing, preparations were begun to align the spare diesel, EDG E,
in its place. During the course of these preparations, ESF bus C suddenly isolated. Since this isolated
the containment instrument gas supply required for control of the main steam isolation valves (MSIVs),
the reactor was manually scrammed in anticipation of an automatic scram on MSIV closure. The
conditional core damage probabilty estimated for this event is 6.6 x 10°°. The relative significance of
this event to other poastulated events at Susquehanna is shown in Fig. B.48.

LER 38892001
187 1E-6 1E-§ 1E-4 1E-3 1E-2
L | 1 | , ] J
I_ 360 h EP
TRIP
precursor cutoff LOOP
Raga
LOFW+HPCI

Fig. B.48 Relative event significance of LER 388/92-001 compared with other potential
events at Susquehanna 2.

B.23.2 Event Description

Susquehanna Unit 2 was operating at 100% power on March 18, 1992, and EDG B was being run for
its monthly surveillance test. During this test, the EDG tripped on loss of field, apparently due to failure
of a diode in its field rectifier circuitry. EDG B was declared inoperable and procedures were begun to
align the spare, EDG E, in its place. These procedures required operators to check all protective relay
“targets" (actuation indicators) on the 4kV ESF buses and to reset the targets as necessary. When an

LER NO: 388/92-001
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operator found a bus differential relay target dropped on ESF bus 2C and attempted to reset it, the bus
tripped and locked out.

This resulted in unavailablity of normal and emergency power to a number of loads inciuding a core
spray (CS) pump, a residual heat removal (RHR) pump, and several drywell coolers. In addition, several
containment isolations occurred, including the containment instrument gas (CIG) system. As the CIG
system is required for MSIV control, plant operators manually scrammed the reactor in anticipation of
an automatic scram on MSIV closure.

B.23.3 Additional Eveat-Related Information

Susquehanna's emergency power system consists of four EDGs (A, B, C, and D) and one spare EDG
(E) that are shared by two plants. EDG E is capable of being substituted for any of the other EDGs
without violating the independence of the redundant safety-related load groups.

ESF bus 2C supplies the following loads: one of four core spray pumps, one of four core spray pump
room coolers, one of four residual heat removal (RHR) pumps, one of four RHR room coolers, seven
of 14 drywell coolers, one of two instrument air compressors, one of two reactor building chillers, one
of two reactor core isolation cooling (RCIC) room coolers, both standby liquid control heaters, one of
two standby liquid control injection pumps, one of three battery chargers, one of four containment
hydrogen recombiners, and the main condenser vacuum pump.

B.23.4 Modeling Assumptions

This event was modeled as a scram with one train of CS and RHR/LPCI unavailable. This is slightly
conservative. The turbine-driven main feedwater pumps and power conversion systems are unavailable
following the expected MSIV closure.

RCIC was assumed to be capable of supplying adequate makeup for sequences involving a single stuck-
open relief valve. (The BWR nonspecific reactor trip event tree was modified to reflect this — see
Fig. B.49). This probability was estimated as:

p(RCIC) + p(2 or more valves fail open | 1 or more valves fail open)

The ASP RCIC assumed failure rate is 0.06. A value of 0.027 was estimated for p(2 or more valves fail
open | 1 or more valves fail open), based on an estimated probability for two or more SRVs stuck open
of 0.0015 (see NUREG/CR-4550, Vol. 1, Rev. 1, Analysis of Core Damage Frequency: Internal Events
Methodology, January 1990, p.6-10) and an estimated probability of one or more SRVs stuck open of
0.056 (developed as described in Appendix A. Scot. A.4). The probability of RCIC/SRV is then 0.06 +
0.027 = 0.09.

It was noted that, during this event, one EDG was unavailable and the distribution bus associated with

another was unavailable, leaving only two EDG/bus pairs available to immediately supply power in event
of a loss of offsite power (LOOP). The Susquehanna FSAR indicates that three EDGs are required for
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22A CD
Fig. B.49. Maodification to event tree when power conversion, feedwater, and HPCI systems are

unavailable and an SRV has opened but failed to close.

safe plant shutdown under accident conditions. It is possible that two EDGs would be sufficient for
ordinary plant shutdown during a LOOP. The spare EDG was always available for tie in which requires
less than 2 h. This LOOP condition was modeled for a duration of 2 h. The core damage probability
that resulted was less than 1.0 x 10°. Therefore, these LOOP concerns were not included in this
analysis,

Available information indicates that the RHR outboard suction isolation valve is dc powered and the RHR
inboard isolation valve is powered by division 1 ac. Therefore, the loss of bus C would not render the
RHR shutdown cooling valves inoperable. The continued availability of ESF bus A from normal ac or
emergency power (EDG A) would allow operation of the inboard isolation valve and thus would ensure
availability of RHR sutdown cooling.

B.23.5 Analysis Results

The conditional probability of core damage for this event is estimated to be 6.6 x 10°°. The dominant
core damage sequence for this event, shown in Fig. B.50, involves scram with feedwater and power
conversion systems unavailable, SRV operation and successful closure, HPCI success and failure of RHR
shutdown cooling and suppression pool cooling modes.

LER NO: 388/92-001
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CONDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 388/92-001
Event Description: Scram with EDG B and ESF bus C unavailable
Event Date: 3/18/92
Plant: Susquehasnna 2
INITIATING EVENT

NON-RECOVERABLE INITIATING EVEMT PROBABILITIES

TRANS 1.08+00
SEQUENCE CONDITIONAL PROBABILITY SuMS
End State/Initiator Probability
co
TRANS 6.6E-06
Total 6.6E-06
ATWS
TRANS 3.06-05
Total ¥.0€-05

SEQUENCE COMDITIOMAL PROBABILITIES (PROBABILITY ORDER)

Sequence End State Prob N Rec**

12 trans -rx.shutdown PCS/TRANS srv.chall/trans.-scram -srv.close (D 5.6E-06 1.16-01
FW/PCS.TRANS -hpci RMR(SDC) rhr(spcool)/rir(se)

28  trana -rx.shutdown PCS/TRANS erv.chall/trans. scram srv.close CD 3.9€-07 3.56-01
FW/PCS.TRANS hpei  reic srv.ads

22 trans -rx.shutdown PCS/TRANS srv.chall/trans,-scream srv.close D 2.1€E-07 11801
FW/PCE.TRANS -hpci RHR(SDC) rhr(spcool)/rhr(sdc)

20 trens -rx.shutdown PCS/TRANS srv.chall/trens.-scram -srv.close CO 2.1E-07 3.5€-01
Fu/FU3.TRANS hpet reic erd srv,eds

99 trans rx.shutdown ATWS 3.06-05 1.06+00

" non-recovery credit for edited case

SEQUENCE CONDITIONAL PROBABILITIES (SEQUENCE ORDER)

Sequence End Stete Prob N Regt*

12 trans -rx.shutdown PCS/TRANS srv.chall/trans.-scram -srv.close CD 5.6€8-06 1.16-01
Fu/PCS.TRANS -hpci RHR(SDC) rhrispcool )/ hrisde)

20 trans ~rx.shutdown PCS/TRANS srv.chall/ rans.-scram -srv.close CO 2.1€-07 3.5e-01
FW/PCS.TRANS hpci reic crd srv.ads

22 trens -rx.shutdown PCS/TRANS srv.chell trans.-screm srv.close CD 2.1g-07 1.1E-01
FU/PCS.TRANS -hpci RHR(SDC) rhr(spcoo.)/rhr(sde)

28 trans -rx.shutdown PCS/TRANS srv.chal' /trens.-scram srv.close CD 3.9¢-07 3.5e-01
FW/PCS.TRANS hpeci reic srv.ads

99 trens rx.shutdown ATWS 5.06-05 1.06+00

** non-recovery credit for edited case

SEQUENCE MODEL : c:\asp\model s\susquhn? . cmp
BRAMCH MODEL : c:\asp\mode [ s\susqubhan.sl
PROBABILITY FILE: c:\asp\models\bwr_susi.pro

Event Identifier: 388/92-001
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No Recovery Limit
BRANCH FREQUENCIES/PROBABILITIES

Branch System Non-Recov Opr Fail
trans 1.6E-04 1.0€+00
Loop 1.6€-08 2.4E-01
locs 3.36-08 5.06-01
rx. shutdow/ep 3.5E-04 1.0€+00
rx. shutdown 3.06-0% 1.0E+00
PCS/TRANS 1.7€-01 > 1.0€+00 1.06+00
Branch Model: 1.0f.1
Train 1 Cond Prob: 1.7-01 > 1.06+00"
stv.chall/trans. -scram 1.0E+00 1.0E+00
srv.chall/loop,-scram 1.0E+00 1.GE+00
srv.close 3.66-02 1.0E+00
EMERG ., PONER 1.4E-03 » 2.8E-01 8.0E-01
Branch Model: 2.0F.4
Train 1 Cond Prob: 5.06-02 > 1.06+00"
Train 2 Cond Prob: $,76-02 > 1.0€+00%
Train 3 Cond Prob: 1.9¢-01
Train & Cond Prob: 5.0e-01
ep.rec 1.66-0 1.0€+00
FW/PLS . TRANS 4.6E-01 > 1,0E+00 3.4E-01 > 1.0€+00"
Brench Model: 1.0F.1
Train 1 Cond Prob: 4.6E-01 > 1,.0E+00
FW/PCS.LOCA 1.0E400 » 1,0E+00 3.4E-01 > 1.08+00"
Branch Model: 1.0F.1
Train 1 Cond Prob: 1.0€+00
hpci 2.9e-02 7.0€-01
reie 6.06-02 7.06-01
erd 1.0E-02 1.0£+00 1.08-02
sry. m's 3.76-03 7.16-01 1.06-02
LPCS 3.0e-03 > 3.0€-02 3.46-01
Sranch Model: 1.0F.2
Train 1 Cond Prob: 3.0e-02
Train 2 Cond Prob: 1.0E-01 » 1,0€+00%
LPCICRHR)/LPCS 1.06-03 » 1.06-02 7.1€-01
Branch Mode!: 1.0F.2
Train 1 Cond Prob: 1,08-02
Train 2 Cond Prob: 1.06-01 » 1,06+00"
RHR(SDC) 2.16-02 » 2.3€-02 3.4E-01 1.0€-03
Sranch Model: 1.0F. 2+¢ser+opr
Train 1 Cond Prob: 3.06-03
Train 2 Cond Prob: 3.06-01 » 1,06+00™
Serial Component Prob: 2.06-02

fvent ldentifier: 388/92-001

N

LER NO: 388/92-001



P
2

rhrisde)/ipei 1.0E+00 1.0£+00 1.0€-03
rhr{sde)/-pei 2.0E-02 3.46-01 1.06-03
rhr({speocl)/rhr{sdc) 2.06-03 3.4E-01
rhr(spcoel }/ipei.rhr(sdec) 9.36-02 1.08+00
rhr(speool )/-ipei.rhr(sde) 2.0E-03 3.4E-01
rhrsw 2.08-02 3.66-01 2.06-03

* branch model file
*» forced

Botes:
1. This event began wit: WJIV fsolation, and, since the ~.ant i.2= turbine driven MFW pumps, this

meens the turbine driven MFW are unaveilable; there ore, the nonrecovery factor goes to 1.
2. The unavailability of normal ac power or emergency power to bus 2¢ causes the unavailability of

one train of LPCS, LPCI, and SDC.
3. This failure probability was adjusted due to EDG B being declared inoperable and power to bus 2¢

was unavailable.

Event Identifier: 388/92-001

LER NO: 388/92-001
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8.24 LER Number 483/92-011

Event Description:  Loss of Main Control Board Annunciators
PRate of Event:  October 17, 1992
Plant:  Callaway
B.24.1 Summary

Callaway was at 100% power on October 17, 1992. At 0100 hours a replacement power supply for the
annunicator system was being placed into service. Failure of this power supply had caused 198 main
control board (MCB) annunciator windows to fai! and caused 76 to light, During this replacement
process, a short circuit caused logic power supply fuses to blow, lighting 371 of 683 MCB annunciator
windows and thus causing the annunciator system to fail. Blown fuses in the four field contact power
supplies were found and replaced about | h later. The operators assumed that this fuse replacement
would return the annunciator system to normal operation, although anomalous behavior was still being
observed. Actually, 164 annunciator windows remained inoperable. The remaining failed fuses were
found and replaced, and the annunciator system was tested and confirmed operable at 1937 hours. The
conditional core damage probability estimated for this event is 1.3 x 10°*. This estimate may be
conservative; the analysis was performed using screening human error probabilities (HEPs) and with
limited information concerning the activities that were in progress at the time of the event, The relative
significance of this event compared to other postulated events at Callaway is shown in Fig. B.51.

LER 48392011

1E-7 1E-5 1E4 1E-3 1E-2

1E-6

| | | | | |
l
-

— L sorer

precursor cutoff LOFW + 1 LOOP
MTR AFW
360 h AFW
Fig. B.51. Relati o event significance of LER 483/92-011 compared with other potential

events at Callaway.
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B.24.2 Event Description

On October 16, 1992, at 1840 hours, with Callaway at 100% power, an annunciator field contact power
supply failed because of an internal transformer short. The power supply failure caused 76 MCB
annunciator windows to illuminate (a total of 198 MCB annunciator windows failed). On Cctober 17,
1992, at 0058 hours, the failed power supply was replaced, and all applicable annunciator wirdows were
cleared. At 0100 hours, during restoration from the power supply replacement, a short circuit occurred,
and fuses in four field contact power supplies blew. This resulted in the loss of the entire MCB
annunciator system. Three hundred seventy-one annunciator windows were illuminated. Numerous plant
computer alarms were also affected. By 0156 hours the blown fuses had been replaced and power had
been restored to the MCB annunciator system. Upon restoration of power, the illuminated annunciators
cleared and the critical problems with the system were considered corrected. The operations crew
performed lamp tests on all the annunciator panels, which they assumed verified the operability of the
system,

Although anomalous annunciator system operation was still being observed, the problems were considered
minor, and plant personnel determined the problems could be analyzed by the morning shift. During the
morning shift, unexpected annunciator system operation continued to be observed, and additional
troubleshooting began. At 1300 hours, a bad logic power supply was found and replaced. At about 1630
hours, instrumentation and control technicians determined that five additional logic power supply fuses
had been blown, apparently at the same time that the field power supply fuses blew. These fuses were
replaced by 1800 hours, and testing to confirm annunciator operability was completed by 1937 hours.
Following the replacement of the field power supply fuses at 0156 hours (when the annunciator system
was believed to be operable), 164 annunciator windows had remained inoperable.

Lack of knowledge of the annunciator system on the part of plant personnel resulted in an inadequate
assessment of the event, failure to declare an Alert when the system failed, and failure to terminate plant
activities which could have resulted in unnecessary chalienges to plant systems (for example, a 345-kV
line tagout, and turbine stop valve surveillance testing).

B.24.3 Additional Event-Related Information

The Callaway annunciator system is designed to monitor 1400 alarm points using field contacts, which
either open or close in response to the alarm point. Operators in the control room are then alerted to the
alarm by illuminated annunciator windows and audible alarms. Individual alarm points grouped on
system basis also feed the plant computer and the alarm printer,

The system has four power supplies connected to a 125-Vdc station battery to power the 1400 field alarm
contacts, These power supplies have common (parallel-connected) inputs and outputs, and each power
supply input and output is protected by a | ampere "slow-blow" (delayed opening) fuse. There are also
14 logic power supplies that receive their input power from one of the two 125-Vdc station battery
systems, one of which is common to the field contact power supplies discussed above. The logic power
supplies provide five different voltages to the system. Each power supply has a protective fuse associated
with its voltage. None of the fuses (78 total) have local indication or indicating lights to monitor their
operability. The arrangement of the power supplies is shown in Fig. B.52.

LER NO: 483/924911
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Annunciators that were inoperable prior to 0100 hours on October 17, 1992 (when one power supply was
failed), are shown in Fig. B.53. Annunciators that were inoperable following the fuse replacement at
0156 hours are shown in Fig. B.54.

LER NO: 483/92-011
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Fig. B.52. Callaway annunciator power supplies.
(Original figure was illegible.)
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Fig. B.53. Failed annunciators prior to 0100 hours on October 17, 1992.

(Original figure was illegible.)
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Fig. B.53. Failed annunciators prior to 0100 hours on October 17, 1992 (cont.).
(Original figure was illegille.)
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Fig. B.53. Failed annunciators prior to 0100 hours on October 17, 1992 (cont.).
(Original figure was illegible.)
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Fig. B.53. Failed annunciators prior to 0100 hours on October 17, 1992 (cont.).
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B.24.4 Modeling Assumptions

The event was modeled considering three potential initiators. These were a potential reactor trip, a loss
of offsite power (LOOP), and a small-break loss-of-coolant accident (LOCA) during the 18.5-h period
starting at 0100 hours on October 17, 1992, when multiple power-supply fuses were blown. Before
making any modeling assumptions, the loss of information normally available to the operators and plant
operations in progress during the event were reviewed. Based on this review, the following parameters
were revised: 1) the frequency of initiating events, 2) the probability of the operator failing to initiate
manually actuated systems, and 3) the probability of not recovering initially failed systems. The revisions
and their basis are indicated in the "Branch Frequencies/Probabilities” section and notes of the calculation
sheets included with this analysis. Changes are shown to the right of the "> " symbols.

The key to this event was that after the initial annunciator repairs, a significant number of alarms
remained unavailable, unlit, and this condition was unknown to the operators. The effect was that the
operators continued with normal operations (e.g., rad waste processing, turbine valve testing and
switchyard breaker testing); had they known that the annunciators were unavailable, the activities would
have been suspended until the annunciators were repaired. In addition to the normal plant model that
accounts for equipment faults, the ASP model was adjusted to include errors in performing the on-going
tasks that could trigger initiating events, or leave a system in an unavailable state. Also, it was assumed
that the operator responses to a variety of event sequences would be degraded because of the lack of
annunciators. Thus, adjustments to the ASP mode! include primarily effects of the e 2nt rather than the
causes of the annunciator tile unavailability. For example, unlit annunciators that might cue operators
to prematurely secure HPI are PZR SFTY VLV OPEN (A35), PORV OPEN (B35), PZR SFTY DISCH
TEMP HI (C35), CHG LINE FLOW HILO (A42), CHARGING PMP TROUBLE (E42), ACC TK A
LEV HILO (A43), SI PMP TROUBLE (A49), RCS SATURATE (AS6), and RCS < 50 SUBCOOL
(B56).

The modifications to the base risk model addressed the 136 annunciators that were out for the duration
of the event. The basis for changes to the data depend on the activities that were in progress during the
event period, not the event duration. The on-going task error probabilities were averaged over the event
duration to estimate changes to frequencies. Thus, changing the duration of the event would have little
effect on the frequency of the initiating events or changes to the recovery actions. If other activities are
on-going, such as turbine valve testing, breaker tag outs in the switchyard, normal I1&C testing, etc., the
crews attention may be focused on completing the testing and surveillance tasks, including communication
with plant technicians. Hence, greater reliance is placed on the audible alarms associated with the
annunciators. The assumption was made that diverse instrumentation was available to the operators. It
was also assumed that alarmed annunciators provide positive detection capability during multiple task
operations, and that crews give highest priority to the annunciator systems, and second priority to the
plant computer controlled systems which, until recently, have been sources of lower information
reliability.

B.24.5 Analysis Results

The conditional core damage probability estimated for this event is 1.3 x 107°. There were three
dominant core damage sequences, they are each highlighted on the event trees in Fig. B.55, Fig. B.56,

LER NO: 483/924011
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and Fig. B.57. The first sequence involves a postulated LOOP with a non-recoverable loss of emergency
power, a reactor coolant pump seal LOCA, and failure to recover ac power prior to core unrecovery.
The other two sequences had somewhat lower core damage probabilities, The second sequence involves
a failure to initiate high-pressure recirculation following a postulated small-break LOCA with trip, AFW,
and HPI success. The third sequence also involves the failure of high-pressure recirculation, but, in this
instance, it follows a postulated transient-induced LOCA. This analysis used screening human error
probabilities and limited information concerning the activities that were in progress at the time of the
event. As such, the analysis is potentially conservative.

Additional information concerning this event is included in Augmented Inspection Team Report
50-483/92018 (DRP), Callaway Loss of Annunciators Event, October 16~19, 1992,

LER NO: 483/92011
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Fig. B.57. Dominant core damage sequences for LER 483/92-011 (cont.).
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CONDITIONAL CORE DAMAGE PROBABILITY CALCULATIONS
Event ldentifier: 483/92-011
Event Description: Loss of mein control board anmunciators
Event Date: 10717/92
Plant: Caliaway 1
UNAVATLABILITY, DURATION= 18.5

|
HON-RECOVERABLE INITIATING EVENT PROBABILITIES

TRANS 7.6€-02
LooP 4.86-03
LOCA 3.3€-05

SEQUENCE CONDITIONAL PROBABILITY SUMS

End State/Initiator Probability
[ ¢]
TRANS 3.1E-08
LOOP 6.6E-06
LOCA 3.56-06
Total 1.36-05
ATWS
TRAKS 2.26-06
LooP 0.0£+00
LOCA 4.86-10
Total 2.26-06

SEQUENCE COMDITIONAL PROBABILITIES (PROBABILITY ORDER)

Sequence End State Prob N Rec**

53 LOOP -rt/loop EMERG.POMER -afw/emerg.power -porv.or,sry,chall co 4.08-06 5.26-00
SEAL.LOCA ep.rec(sl)

7 LOCA ~rt -AFW -HPT MNPR/-WP! co 3.36-06 7.5€-01

11 TRANS -rt -AFN parv,or.sry.chalt PORV,OR.SRV.RESEAT -HPI WPR/ D 2.4E-04 4. 26-01
“NPl

54  LOOP -rt/loop EMERG.POWER -afw/emerg.power -porv.or.srv.chall - €D 1.4€8-06 5,26-01
SEAL.LOCA EP.REC

51 LOOF -rt/loop EMERG.POMER -afw/emerg.power -porv.or.sry,chall co 3.06-07 5.28-04
SEAL.LOCA -ep,rec(sl) -WPI HPR/-WPI

55 LOOP -rt/loop EMERG.POMER afw/emerg.power co 2.36-07 1.86-01

72 LOCA -ri <AFW WP co 21807 6.36-01

16 TRANS -rt AFW MFW -NPICF/B) NPR/-HPI co 1.9€-07 6.66-02

48 LOOP -rt/loop EMERG.POMER -afw/ewerg.power porv.or.srv.chall - €D 1.76-07 5.28-01
poarv.or.srv.reseat/emerg. pover SEAL.LOCA ep.rec(sl)

12 TRANS -rt -AFW porv.or.serv.chall PORV,OR,SRV,RESEAT HEl <o 1.66-07 ¥.5¢-01

61  LOOP -rt/loop -EMERG.POMER -AFW porv.or.srv.chall PORV.OR.SRY. D 1.6€-07 2.26-01
RESEAT -HP1 WPR/-NP]

17 TRANS -rt AFW MEW NPICF/B) <o 1.4E-07 5.56-02

18 TRANS rt ATWS 2.26-06 1.28-01

** non-recovery cradit for edited case

m
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SEQUENCE CONDITFONAL PROBABILITIES (SEQUENCE ORDER)

Seguence End State

11 TRANS -rt -AFW porv.or.srv.chall PORV.OR,SRV.RESEAT “HP1 WPR/ CD
."1 '

12 TRANS -rt -AFW porv.or.srv.chali PORV.OR . SRV .RESEAT HPI co

16  TRANS -7t AFW WFW -WPI(F/B) WPR/-WPI co

17  TRANS -rt AFM MFW HPI(F/B) co

18  TRANS rt ATWS

41  LOOP -rt/loop -EMERG.POMER -AFW porv.or.srv.chatl PORV.OR.SRV. CD
RESEAT -HP1 WPR/-NPI

48 LDOP -rt/loop EMERG.POMER -afw/emerg.power porv.or.srv.chall - ©@
porv.or.srv.reseat/emerg.power SEAL.LOCA ep.rec(sl)

51  LOOP -rt/loop EMERG.POMER -afw/emerg.power ~porv,or.sry.chatl (o1}
SEAL.LOCA -ep.rec(sl) -WP1 NPR/-WPI

3  LOOP -rt/loocp EMERG,POWER -afw/emerg.power -porv.or.srv.chatl co
SEAL.LOCA ep.rec(sl)

54 LOOP -rt/loop EMERG.POMER -sfw/emery.power -porv.or.srv.chatl - €D
SEAL.LOCA EP.REC

55  LOOP -rt/loop EMERG.POWER afw/emerg.power co

71 LOCA -rt ~AFW -NP1 HPR/-WPI co

72 LOCA -rt -AFW HPI co

** non-recovery credit for edited case

Note:

For unavailabilities, conditional probability v

added risk due to failures sssociated with an event.
risk compared to & s'miler period without the existing failures,

SEQUENCE MODEL:
BRANCHN WODEL :
PROBABILITY FILE:

Mo Recovery Limit

c:\asp\ 1989 \purbseal .cmp
c:\asp\1989\cal lwy.sl1
c:\ssp\1989\pur_bsll.pro

BRANCH FREQUENCIES/PROBABILITIES

Branch

TRANS
Branch Model:
initiator Freq:
LOOP
Branch Model:
Initiator Freq:
LOCA
Branch Mocel:
Initietor Freq:
ret
rt/loop
EMERG , POMER
Branch Model:
Trein 1 Cond P
Train 2 Cond P
AFW
Branch Model:
Treinn 1 Cond P
Train 2 Cond P
Trein 3 Cond P

Serial Component Prob:

System

3.56-04 > 4,16-03
INITOR

3.56-04 » 4,1€-03

1.6E-05 » 4.98-04
INITOR

1.66-05 » 4.96-04

2.4E-06 » Z2.4E-06
IRITOR

2.4E-06

2.8E-04

0.0E+00

2.96-03 > 2.96-03
1.0f.2
rob: 5.0E-02
rob: $.7e-02

3.8E-04 > 3.8E-04
1.0F . 3+ser
rob: 2.0E-02
rob: 1.0€-01
rob: 5.08-02

2.8BE-04

Non-Recov

1.06+00

3.3 °

4.3e-01 > 7.56-01°

—

1.26-0
1.0E+00
8.0E-01 » 1.0E+00*

2.6€-01 » 3.06-01°
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Prob

LU hE-06
1.6€-07
1.9€-07
1.4E-07
2.26-06
1.6€-07
1.7E-07
5.06-07
4. 0€-06
1.66-06
2.3-07

3.3e-06
2.1E-07

Opr Fail

¥ Rec**
4.26-01
3.56-01
6.6€-02
5.5€-02
1.26-01
2.26-01
5.26-01
5.26-01
5.2e-01
5.26-01
1.86-01

7.5¢-01
6.38-01

slues are differential values which reflect the
parentheticel values indicate a rediction in



fu/emerg, power 5.0e-02 3.4E-00
;r:, ? 1.0E+00 > 1.0€+00 7.06-02 » 2.26-01" 1.0€-03 > ¥.0£ 027
Bramch Model: 1.0F.%1eopr
Train 1 Cond Prob: 1.0E+00
porv,or.sryv.chatl 4.0e-02 1.0€+00
PORV.OR, SRV . RESEAT 2.08-02 > 2.06-02 1.1€-02 > 4.26-01°
Branch Model: 1.0f.1
Trein 1 Cond Prob: 2.06-02
POrY.Of . BrY.res» " /emerg. power 2.06-02 1.0E+00
SEAL .LOCA 2.7E-01 » 5.56-01 1.0€+00
#dranch » >
Train 1 . b 2.7€-01 » 5.5¢-01°
ep.rec(sl) 5.86-01 1.0E+00
EP.REC 2.56-02 > 2.5E-01 1.0E+00
Branch Model: 1.0f.1
Train 1 Cond Prob: 2.56-02 » 2.56-01"
uop 1.06-03 > 8,06-03 8.4E-01
Branch Model: 1.0f.2
Train 1 Cond Prob: * DE-02 > 8.0€-02"
Yrein 2 Cond Prob: £-01 =
HPICF/8) JE-03 > 1.06-03 8.4E-01 1.06-02 » 7.0€-02
Branch Model: 1,0F,2+0pr
Train 1 Cond Prob: 1.06-02
Train 2 Cond Prob: 1.06-01 %
HPR /- WP 1.5E-04 > 1.56-04 1.0E+00 1.06-03 > 1.0€-01%
Branch Model: 1.0F 2+0pr
Train 1 Cond Prob: 1.06-02
Train 2 Cordd Prob: 1.5€-02
PORY . OPEN 2.06-02 > 2,06-02 1.06+00 4.06-04 » 5,08-02"
Branch Model: 1.0F. %1+opr
Trein 1 Cond Prob: 2.0E-02

* branch model file
" forced

Probability adjustments were based on:

turbine stop valve testing and other activities in progress

? 345 kv tagout in progress

* delsy in blocking postulated stuck-open PORY and controlling other postulated losses of inventory
“ delay in restorstion from s postulated loss of emergency power following a LOOP

* delay in recovering postulated failures that could normally be easily recovered in control room

* delay in recovering from a postulated loss of condensate/MFy

" screening MEP (Little impect on analysis)

“ primarily delay in blocking & postulsted stuck-open PORV

‘ delay in recovering from a postulated RCP sesl LOCA

""delay in long term recovery of AC power following a postulated LOOP

"reduced sbility to properly control WP after Initiation

“orimarily delay in initiating feed and bleed following @ postulated loss of secondary-side cooling
“potential emission errors plus delay in initfation of sump recirculation following & postulated LOCA
potentisl omission errors plus delay in initiation of feed and bleed following & loss of secondary
side cooling

14
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C. CONTAINMENT-RELATED EVENTS

Five reactor plant operational events for 1992 which were selected as containment-related events are
documented in this section. These events involve unavailability of containment function, containment
isolation, containment cooling, containment spray, or post-accident hydrogen control. These events are
not probabilistically ranked, since containment models have not been developed. The five events are
identified in Table C.1.

For each event, a summary, a description, and any additional event-related information is providad.
Copies of the LERs associated with these events are provided in Appendix F.

Table C.1. Index of Containment-Related Evenis

Docket/

LER No. Description Plant Name Page

213/92-014 Containment Air Recirculation Fan Coolers Inoperable Due to Haddam Neck cC4
Silt Buildup

275/92-009 Dose Limits Potentially Exceeded From Chemical and Volume  Disblo Canyon 1 c-6
Controi System Valve Leak

304/92-002 Containment Inadvertently Sprayed and Shutdown Cooling Zion 2 C-8
Lost

328/92-007 Both Containment Spray Pumps' Suction Valves Found Closed Sequoyah 2 Cc-10

354/92-006 Loss of Primary Containment Integrity Hope Creek C-12

”
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C.1 LER Number 213/92-014

Event Description:  Containment Air Recirculation Fan Coolers Inoperable Due to Silt Buildup
Date of Event:  June 8, 1992

Plant: Haddam Neck

C.1.1  Summary

Haddam Neck was operating at 99% power when the differential pressure across the service water filters
supplying the containment air recirculation (CAR) system was found to exceed the maximum allowable
level after approximately 2 min of filter operation. The CAR system is required to be operable for 30
min post-accident to ensure acceptable containment pressures and temperatures. The high fouling rate
was caused by silt in the intake water.

C.1.2  Event Description

With the plant at 9% power, a routine monthly check of the service water filters on June 8, 1992
indicated that the rate of debris accumulation caused the differential pressure across the filter to reach the
maximum allowable level in approximately 2 min. On June 10, 1992, an expedited evaluation of the
filter design basis was completed. The results indicated that the CAR system, which is fed by filtered
service water, is required to be operable for 30 min post-accident to ensure acceptable containment
pressures and temperatures. Over the next few days high silt levels in the river caused the filter to reach
the maximum allowable level for fouling in 25 min to 2 h. When the fouling rate failed to meet the
design basis, a dedicated operator was stationed at a bypass valve to ensure a maximum opening response
time of 10 min. At the time of the event, the river water was at 70°F.

C.1.3 Additional Event-Related Information

The service water system provides cooling water, directly or indirectly, to all components requiring
exiernal cooling water supply, except the main condenser, under normal and abnormal conditions. The
service water system is divided into two trains and takes suction from the Connecticut River.

Two service water filters are part of the CAR fan cooling system, which is required for post-LOCA
containment pressure reduction following a design-basis accident. Normally, one filter is in service and
the other is in standby. The switchover to the standby filter is done manually after the allowable pressure
drop is exceeded as identified by operator surveillance and/or activation of a low-flow alarm. The units
have a continuous backflush to extend the time between filter plugging. A motor-operated valve (MOV)
with remote operation allows the filters to be bypassed. During power operations, all four CAR coolers
are required to be in service.

LER NO: 213/92-0i1
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During normal operations, the flow rate of the system is insensitive to plugging of the filters, and
therefore the low-flow alarm function does not always activate when the plugging limit is reached.
However, during post-accident conditions, the water is heated above saturation temperature at atmospheric
pressure. As a result, the flow rate is sensitive to the filter plugging rate since pressurization of the line
is necessary to prevent flashing under these conditions.

Analysis has shown that no cooling for the 10 min it takes to open the valve would not result in ex:eeding
current containment and environmental qualification limits, This analysis assumed a river temj-erature
of 90°F.

C.1.4 Modeling Assumptions

This event was not modeled as an accident sequence precursor.

LER NO: 213/92-014
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C.2 LER Number 275/92-009

Event Description:  Dose Limits Potentially Exceeded From Chemical and Volume Control
System Valve Leak

Date of Event:  June 22, 1992

Plant:  Diablo Canyon 1
C.2.1 Summary

A manual valve on the emergency boration flow line to the volume coutrol tank was leaking at 0.5 gpm
to the Auxiliary Building atmosphere. This valve is in an area that does not have charcoal filtering of
the ventilation system exhaust. After a loss-of-coolant accident (LOCA), leakage would be expected to
increase to 9.0 gpm. Leakage in excess of 0.1 gpm during the recirculation phase of a LOCA could
cause releases above the 10 CFR 100 limits.

C.2.2 Event Description

With the plant at 100% power, a manual valve on the emergency boration flow line to the volume control
tank was leakiny through the diaphragm at 0.5 gpm to the Auxiliary Building atmosphere. The absence
of boric acid crysials indicated that the valve had not leaked for an extended period of time. The valve
bonnet retaining nuts were determined to be "finger-tight,” and retorquing the nuts stopped the leakage.
The utility believed that thermally induced degradation of the diaphragm resulted in diaphragm extrusion
and a breach of the system boundary. The valve was to be disassembled for inspection during the next
refueling outage.

C.2.3 Additional Event-Related Information

The leaking valve is a manually operated diaphragm valve. This valve functions as an isolation valve for
the emergency boration path and as such remains in the open position except during maintenance. During
the recirculation phase of a LOCA it becomes part of the reactor coolant flow path pressure boundary.
It is postulated that under post-LOCA conditions, the increased system pressure would increase the
leakage to approximately 9.0 gpm.

This valve is located in the boric acid blender room. Ventilation in this room exhausts to the plant vent
without passing through charcoal filters. The maximum permissible leakage from all sources that are part
of the post-LOCA recirculation loop is 0.10 gpm where the ventilation exhaust is not filtered through
charcoal filters,
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C-7
Therefore, leakage of 9.0 gpm through this one valve could result in the control room and exclusion area
boundary doses exceeding the 10 CFR 100 limits during the recirculation phase of recovery from a design

basis LOCA. An analysis that was conducted using the "expected case” LOCA assumptions (no fuel
damage) indicated that the doses would be significantly less than the 10 CFR 100 limits,

C.2.4 Modeling Assumptions

This event was not modeled as an accident sequence precursor.

LER NO: 275/92-009
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C.3 LER Number 304/92-002

Event Description:  Containment Inadvertently Sprayed and Shutd ywn Cooling Lost
Date of Event:  May 13, 1992
Plant:  Zion 2
C.3.1 Summary

While performing a surveillance test to verify operability of residual heat removal (RHR) and containment
spray (CS) system valves, operators inadvertently aligned the RHR system to spray containment. The
RHR system, in service to provide shutdown cooling, pumped approximately 5500 gal from the reactor
coolant system (RCS) to the containment before operators isolated the path to the CS system.

C.3.2  Event Description

At the time of the event, Zjon 2 was in the 37th day of an outage. The RCS was being maintained at
390 psig and 180°F, using the RHR system. Presumably, RHR train B was in service, since the suction
to RHR pump A was isolated for a time during the event,

At approximately 0100 hours, the unit operator began performance of periodic surveillance tes: PT-2B-
ST, "Verification of Co.cainment Recirculation Sump Valve Stroke and ECCS Continuity.” He closed
valve 2MOV-RH8700A, which isolated the A RHR pump from the refueling water storage tank and RHR
letdown sunplies. He then opened valve 2MOV-CS00049, the train A RHR supply to the CS system,
Because either train of RHR can supply CS through this valve and because one \2in of KHR was in
service, RCS inventory was diverted to spray headers in the containment.

At 0114 hours, multipie alarms and indications were received in the control room, and operators noted
that pressurizer level and pressure both indicated zero, implying a loss of reactor coolant inventory. At
about 0117 hours, operators shut down reactor coolant pump 2B, secured letdown flow, and increased
charging flow. It was noted at 1025 hours that containment pressure had increased to 17 in. (of water),
and containment humidity had risen to 70%. Reactor in-core thermocouple temperatures were also rising,
and RHR flow had increased. At 0130 hours, opeiators made a containment entry and realized that
containment spray had been initiated.

The precise time at which the A RHR supply i the C5 system was closed was not noted in the LER, but
it was stated that the v alve was closed during performance of the steps in surveillance test PT -2B-ST, and
that it was subsequently realized that opening this valve allowed diversion of RHR pump discharge to the
CS system. Approximately 5500 gal were diverted and RCS in-core thermocouple temperatures rose
from 180°F to 198°F as a result of the interruption to RHR flow. By 0145 hours, pressurizer level and
pressure were observed to be recovering. By 0210 hours, RCS temperature had been reduced to 157°F.

LER NO: 304/92-002



C-9
C.3.3 Modeling Assumptions

This evenr was not modeled as an accident seqience precursor.
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C.4 LER Number 328/92-007

Event Description:  Both Containment Spray Pumps’ Suction Valves Found Closed
Date of Event:  May 8, 1992
Plant:  Sequoyah 2
C.4.1 Summary

With the plant in startup after a refueling outage, the refueling water storage tank (RWST) suction
isolation valves for both containment spray system (CSS) pumps were found closed. The valves were
reopened. With both valves closed, both trains of CSS were effectively inoperabie.

C.4.2 Event Description

On May 8, 1992, with the unit in hot stand-by starting up from a refueling outage, voth CSS pump
suction valves were found closed. As a result, Technical Specifications (TS) Limit.ng Condition for
Operation (LCO) 3.0.3 was immediately entered, the valves were opened, and the LCO was exited.
Investigation revealed that the valves had been closed on May 3 after test activiies requiring CSS
operation had been completed. Closure of the valves prevented maintenance activities from draining the
RWST to the containment sump. The operators did not control the closing of the valves using the
licensee’s configuration control process. Instead, they depended on the mode change procedures and
alignment checklists to identify the valves and their mis-positioned status prior to leaving refueling
shutdown. In the next 5 d, the valve alignment checklists for CSS trains A and B were completed, shift
turnover checklists that identified the valves as closed were completed, a vessel injection required for
verifying CSS alignment for TS was completed, the A train CSS pump was run to recirculate the RWST,
and the general operating instruction (GOI) master checklist for the emergency core cooling system
(ECCS) was completed. The incorrect positioning of the valves was not identified and corrected during
any of these activities. On May 7, 1992, the plant entered cold shutdown. On May 8, 1992, the
refueling coordinator senior reactor operator (SRO) identified the mispositioning of the valves as part of
a routine control board review.

C.4.3 Additional Event-Related Information

Sequoyah 2 is a Westinghouse four-loop nuclear steam supply system (NSSS) design with an ice
condenser containment. The design basis of the CSS is to ensure that the containment pressure does not
exceed the containment design pressure or the maximum temperature limit following a loss of coolant
accident (LOCA) or a main steam line rupture inside containment. The CSS, normally in standby mode,
is designed to operate automatically during any design basis event that results in a high containment
pressure signal. The CSS sprays subcooled borated water into the upper containment atmosphere. Spray
is supplied through two spray ring headers. Initially, the CSS and ice condenser function simultaneously
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to remove heat from the containment atmosphere. After the ice is depleted, the CSS and residual heat
removal (RHR) spray provide the only active means of containment cooling.

The CSS valves that were left closed were FCV 72-21 and 72-22. These are the motor-operated valves
(MOVs) in the suction line to the RWST. These valves are intended to be open when the CSS is required
to be operable. They are interlocked with the containment sump suction valves such that both the
containment sump and RWST suction isolation valves cannot both be open at the same time. However,
the valves do not receive an open signal on a CSS start signal. Therefore, after the CSS starts on a high
containment pressure signal, the operator would have very little time to open the valves before both CSS
pumps failed due to a loss of suction,

The operators had depended on the equipment alignment checklists in the GOI to identify the correct
position of the valves prior to changing modes. In fact, the GOI ECCS master checklist was completed
prior to leaving refueling shutdown and entering cold shutdown. However, it was discovered that these
two valves were not included in the GOI checklist. Therefore, there was no effective way to ensure that
the mispositioning of the valves would be identified.

C.4.4 Modeling Assumptions

This event was not modeled as an accident sequence precursor.
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C.5 LER Number 354/92-006

Event Description:  Loss of Primary Containment Integrity
Date of Event:  May 26, 1992
Plant:  Hope Creek
C.5.1 Summary

Primary containment integrity was lost at Hope Creek on May 26, 1992 and the plant was shut down as
a result of excessive leakage through the suppression chamber to drywell vacuum breakers.

C.5.2 Event Description

Hope Creek Generating Station was at 100% power. During surveillance testing of the drywell to
pressure suppression chamber bypass area, leakage past the area above acceptable limits was indicated.
With the plant at power, the actual pi*h of the leakage could not be determined. Based on the results of
the test, the suppression chamber wa: declared inoperable, and as a result, the primary containment was
also declared inoperable. A reactor shut-down was commenced when a second leak-rate test obtained
results comparable to the initial test. A manual scram was initiated when the plant was at aporcximately
20% power, and all plant systems and components operated as expected.

After the unit was shut down and the drywell was purged, the suppression chamber was entered in order
to determine the location of the leakage. Suppression chamber to drywell vacuum breakers F, G, and
H were found to be leaking. Replacement of the vacuum breaker seal terminated the leakage through
vacuum breaker G, but not that through vacuum breakers F and H. Disassembly of the vacuum breakers
showed that the alignment pins for the hinge arm were sheared. Maintenance personnel replaced the pins,
adjusted the pallet to attain proper seating of the seal, and reinstalled the vacuum breakers; however, both
breakers still leaked. The seal bolting was readjusted, and a satisfactory seal was finally obtained.

C.5.3 Additional Event Related Information
Hope Creek is a boiling water reactor (BWR) with a Mark 4 pressure suppression containment. The
drywell to pressure suppression chamber bypass area test is used to determine the overall bypass area that

would allow drywell atmosphere to flow directly to the pressure suppression atmosphere without passing
through the pressure suppression pool.

C.5.4 Modeling Assumptions

This event was not modeled as an accident sequence precursor.
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D. ’INTERESTING’” EVENTS

Ten reactor plant operational events for 1992 which were selected as "interesting’ events are documented
in this section. These events are not normally precursor events as defined by the Accident Sequence
Precursor (ASP) Program but typically they have enough unusual characteristics to warrant their inclusion
in the report. The ten events are identified in Tabie D.1.

A summary, event description, and any additional event-related information is provided for each event.
Copies of the applicable LERs and/or AIT reports for these events are contained in Appendix F. Also,
two events (LERs 266/92-101 and 306/92-002) nave been included that were previously analyzed as
potential precursors in the draft report. However, based on additional information received from
comments on the draft report, these events were reanalyzed. The reanalysis indicated that the conditional
core damage probability for both these events was below the precursor cut-off value of 1.0 x 10°. As
a result, the events were removed from the precursor list, but they were still considered to be
“interesting” and are therefore included in this appendix.

Table D.1. Index of ’'Interesting” Events

Docket/

LER No. Description Plant Name Page
155/92-002 Liquid Poison Relief Valve Unavailable Big Rock Point D4
220/92-005 Loss of Ultimate Heat Sink Nine Mile Point | D-5
254/92.006,  Failed Control Room Annunicators Quad Cities | & D-7
237/92-002 Dresden 2
266/92-010 Safety Injection System Unavailable During Testing Point Beach | & 2 D-$
298/92-002 Reactor Vessel Water Level | Setpoint Set Nonconservatively Cooper D-16
306/92-002 Loss of Shutdown Cooling During Reactor Coolant System Praine Island 2 D-18

Draindown
39017 Unreco: nized Loss of Annunicators Salem 2 D-50
443/92-002 Incorn ¢t RHR Flow Rate in Technical Specifications Seabrook D-52
AIT 530/92-019  Loss of Plant Annunciators Palo Verde 3 D-54
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D.1 LER Number 155/92-002

Event Description:  Liquid Poison Relief Valve Unavailable
Date of Event:  January 9, 1992

Plant:  Big Rock Point

D.1.1 Summary

While testing the Liquid Poison System (LPS) during plant shutdown, it was determined that the system
relief valve lifted at about 1575 psig, instead of at the design value of 2000 psig. Had the system been
demanded to mitigate an anticipated transient without scram (ATWS) event during the previous operating
cycle, it is unclear whether it would have performed as required.

D.1.2 Event Description

When demanded during an ATWS event, the Big Rock 2oint LPS aligns bottled nitrogen at approximately
1945 psig to pressurize a tank of sodium pentaborate solution. Explosive squib valves are then opened
to align the tank to the reactor via a line that takes s iction from the tank bottom, rises above the tank,
and drops about 30 ft to the reactor vessel. The nit ogen overpressure forces some of the liquid from
the tank up into the discharge line and to the reactor vessel. At the same time, explosive squib valves
open to align a one-way vent path from the steam drum back to the tank., After a few gallons of sodium
pentaborate are transferred, the pressure in the tank equalizes with the pressure in the reactor, and the
balance of the fluid is transferred via a siphoning action,

As with any potentially pressurized system, a relief valve was provided to protect the LPS from
overpressurization, This valve was intended to lift at about 2000 psig to protect the LPS tank and
associated piping. During testing, however, it began relieving at pressures as low as 1575 psig. A utility
review undertaken after this discovery determined that the LPS could have functioned correctly during
ATWS events involving maximum reactor pressures of 1500 psig or less.

Analyses referenced in the Big Rock Point Updated Final Safety Analysis Report (UFSAR) indicate that
a number of ATWS scenarios involve maximum primary pressures below 1500 psig, and the LPS should
have been operationai for these. ATWS events involving main steam isolation valve (MSIV) closure or
turbine trip with b;pass unavailable, however, could result in reactor pressures as high as 1670 psig.
It seems unlikely that the LPS would have been successful in injecting under these circumstances,

D.1.3  Modeling Assumptions

This event was not modeled as an accident sequence precursor.
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D.2 LER Number 220/92-005

Event Description:  Loss of Ultimate Heat Sink
Date of Event:  February 21, 1992

Plant; Nine Mile Point |

D.2.1 Summary

Nine Mile Point 1 was inadvertently isolated from its ultimate heat sink when all of the gates that supply
lake water to the plant’s screen house bay were closed. The loss of the heat sink occurred with the plant
shut down during testing of the control system for one of the screen house bay gates. Normal water level
was restored to the screen house bay in about 6 min, following the opening of two of the screen house
bay gates.

D.2.2 Event Description

On February 10, 1992, work was conducted to restore the open push button for the D screen house bay
gate (see Figs. 2 and 3 of augmented inspection team [AIT] Report No. 50-220/92-80 which is in
Appendix F). During the repairs, workers discovered an undocumented jumper that bypassed the
mechanical tension overload protection switch from the drive motor circuit. On February 11, 1992, a
deficiency event report was generated to determine what actions should be taken with regard to the
jumper. On February 12, 1992, the jumper was remove. before the resolution of the deficiency event
report, Later that day, the station shift supervisor order-d the jumper reinstalled when he was informed
that the gate might not close during reverse flow operation. Testing of the gate during reverse flow
operation with the jumper removed was postponed until the plant was in a shut-down condition.

On February 21, 1992, the plant was in a shut-down, depressurized condition, with a reactor coolant
system (RCS) temperature of 143°F. Using a special procedure, the circulating water system was placed
in reverse flow operation. Following removal of the electrical jumper, the D gate was closed at 0829
hours. An attempt to reopen the gate was unsuccessful. This resulted in the isolation of the plant’s
ultimate heat sink, At this time, two circulating water pumps (125,000 gpm each) and one service water
pump (20,000 gpm) were operating. This caused screen house bay level to drop rapidly.

Immediately following the closure of the D gate (at 0829 hours), low-water level alarms for the screen
house bay activated in the control room. Control room operators ordered the immediate reopening of
D gate. This was accomplished by holding a jumper across the tension overload switch while holding
in the "UP" push button. The B gate was also ordered open. Between 0830 hours and 0835 hours, both
B and D qates were being opened (it takes about 5 min for a gate to fully open). At 0832 hours the
running service water pump cavitated and was shut down by the operators. The operators tried to start
emergeacy service water pump number 11 as required by procedure, but secured it because of low
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discharge pressure. The operators also secured one of the two circulating water pumps to reduce the rate
of water removal from the screen house bay.

At 0835 hours the water level of the screen house bay returned to normal. The two emergency service
water pumps were started at 0838 hours, and one of the service water pumps was started at 0844 hours.
At 0845 hours, both umergency service water pumps were secured, and other equipment was restored
to normal shut-down operation. During the event, the screen house bay level was below the minimum
level for safe operation for 6 min.

The only observed system change was a 2°F increase in the ternperature of the reactor building closed
loop cooling system.

As a result, the NRC dispatched an AIT to the site to review the causes and safety implications associated
with this event,

D.2.3 Additional Event-Related Information

Nine Mile Point 1 uses five gates to control the flow of water into and out of the screen house bay.
Under normal conditions, gates A, B, and C are open, and gates D and E are closed. This allows water
to flow into the screen house bay through gates A and B to the suction of the pumps in the screen house.
Discharge flow from the condenser flows out of the discharge channel and through gate C. To temper
cold water, gate E can be partially opened to heat the incoming water with warmer discharge water. To
de-ice the intake structure in the winter, the flow through the tunnels can be reversed by closing gates
A. B, and C and opening gates D and E. In this configuration, water is drawn in from the discharge
tunnel and discharged through the intake tunnel. This will de-ice the intake structure by pumping warmer
discharge water out through it. This alignment is used infrequently, but can be used during at-power
operation. It should be noted that this test was delayed by the licensee to ensure that it was performed
when the plant was shut down.

The screen house bay provides a water supply for 19 safety- and non-safety-related pumps, inciuding the
circulating water pumps, the service water pumps, the emergency service water pumps, and the fire
pumps. The screen house bay level instrumentation is not safety-related and provides no control function.
An alarm is provided in the control room for low water level in the screen house bay; however, it
actuates 18 in. below the design setpoint for the screen house bay level.

D.2.4 Modeling Assumptions

This event was not modeled as an accident sequence precursor, Had this event occurred coincident with
a loss of offsite power, the emergency diesel generators (EDGs), the core spray system, and containment
spray systems would have been rendered inoperable. However, the licensee was conducting a special test
procedure and had prepositioned personnel to respond if the test did not proceed as expected. In addition,
the test was delayed so that it would be conducted with the plant shut down. The AIT concluded that "the
consequences of this event were minimal because the reactor core and the reactor coolant were unaffected
by this event, no equipment was damaged and no radiation was released.”
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D.3 LER Number 254/92-006 and 237/92-022

Event Description:  Failed Control Room Annunciators
Date of Event:  February 14, April 4, and July 1, 1992

Plant:  Quad Cities 1, Dresden 2, Dresden 3

D.3.1 Summary

At Quad Cities Unit 1, a lightning strike caused a power surge that resulted in a loss of the control room
annunciators for 0.5 h. The plant was shut down at the time of the event.

At Dresden Uait 2, with the plant at 76% power, momentary losses of power to some of the main control
room annunciators ovcurred over a 6-h period.

At Dresden Unit 3, several brief losses of all control room annunciators occurred intermittently over a
period of 1.5 h.

D.3.2 Event Description

On February 14, 1992, at 2235 hours, while Quad Cities Unit 1 was shut down, a lightning strike in or
near the main switchyard caused the unit to experience a power surge. The surge caused temporary
failure of a main power fuse for the annunciator control panel 901-34 and also blew a fuse in panel 901-
34 which is associated with the circuitry for control room annunciator panel 901-6. A continuity check
on the fuses for panel 901-34 revealed that the fuses had not blown. When the fuse block was reinstalled
at 2256 hours (with the original fuses still in place), all annunciator power except power to panel 901-6
was restored. At 2308 hours, a blown fuse associated with panel 901-6 was found and replaced, restoring
power to the 901-6 annunciators. The main power fuse was later checked again and found to be degraded
to the point where physical movement of the fuse affected the continuity. This explains why the fuse
initially failed, but then functioned again v hen the fuse block was reinstalled.

On July 1, 1992, with Dresden Unit 2 at 76 % power, the unit experienced intermittent failures of the
annunciator system. Investigation revealed that a . >nner link (copper tubing) was not making sufficient
contact. The link was installed in a fuse holder that feecs =125 Vdc to all annunciators in Unit 2. The
original plant design did not include a fuse in this circuii. The fuse and holder were instalied during
annunciator system modifications in January 1990. The fuse was replaced with a copper link when the
fuse blew and caused a failure of the annunciator system at Unit 3. The copper tubing was smaller than
a standard link type, causing it to be subject to movement from vibration. Maintenance personnel were
working in the cabinet containing the copper link when the event occurred. Because of this event, the
copper link was replaced with a jumper in Units 2 and 3.
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D.4 LER Number 266/92-010

Event Description:  Safety Injection System Unavailable During Testing
Date of Event:  December 8, 1992

Plant:  Point Beach | and 2

D.4.1 Summary

Quarterly valve stroke tests were found to isolate the minimum flow recirculation line common to each
unit's two safety injection (SI) pumps. If the pumps were demanded when the recirculation line was
isolated, pump failure would occur quickly for high reactor coolant system (RCS) pressure conditions.
The conditional core damage probability estimated for this event is 1.7 x 1077, This probability is
applicable to both units. This estimate is below the minimum level defined for precursors; however, the
event is interesting enough to warrant its inclusion in the report. The relative significance of this event
compared to other postulated events at Point Beach is shown in Fig. D.1.

LER 266/92010

1BE-§ 1E4 1E-3 1E-2

1E6
| RN S |
j Lmhﬂl’

360 h AFW LOOP

Fig. D.1. Relative event significance of LER 266/92-010 compared with other potential events at Point
Beach.

D.4.2 Event Description

Point Beach Units 1 and 2 were at 100% and 95% power, respectively, on December 8, 1992. The
utility discovered that Inservice Tests IT-40, Safety Injection Valves (Quarterly), Unit 1, and I'T-45, Safery
Injection Valves (Quarterly), Unit 2, isolated each unit’s respective SI pump common minimum flow
recirculation line by closing valves 897A and 897B. The utility stated that operation of the SI pumps at
high RCS pressure conditions with the minimum recirculation line isolated would result in pump
degradation after one minute,
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A review of station logs indicated that the time required to complete IT-40 and IT-45 is on the order of
two hours; however, the recirculation line is not isolated for the full duration of the test. The best
estimate of the time the valves are actually closed is 10 to 20 min per test.

D.4.3 Additional Event-Related Information

An orificed minimum flow bypass line is provided at the discharge of each SI pump to recirculate flow
to the refueling water storage tank (RWST) through a common header, or minimum flow recirculation
line, in the event that the SI pumps are run while the RCS pressure is above the pumps' shutoff head.
These bypass lines also permit the performance of periodic surveillance tests required by the Technical
Specifications to demonstrate pump operability. The recirculation line is provided with series air-operated
isolation valves 897A and 897B, which are closed to prevent the transfer of containment sump inventory
to the RWST during the recirculation phase following a loss-of-coolant accident (LOCA). Because valves
897A and 897B fail closed, they are normally gagged open to prevent closure on a loss of instrument air,
If the SI pumps are operated without a flow path, the pumps will overheat and quickly deteriorate.

Valves “97A and 897B are interlocked with the containment sump isolation valves, These valves are
normally closed except during the recirculation phase following a LOCA. The interlock ensures the sump
isolation valves cannot be opened until valve 897A or 897B is closed.

D.4.4 Modeling Assumptions

The event was modeied as an unavailability of high-pressure injection (HPI) and feed and bleed for a 1.33
h period (assuming 20 min per test) within a 1-yr observation period (the interval between precursor
reports). All small-break LOCAs were assumed to slowly depressurize, such that RCS pressure would
remain above the shutoff head of the SI pumps long enough to fail the pumps. Because of the short time
period before SI pump degradation and expected failure, no recovery was assumed possible.

The existing model was revised to address two issues associated with the potential use of RCS cooldown
and depressurization in providing core cooling success following a small-break LOCA:

(1) given HPI success, primary cooldown and initiation of RHR with continued use of HPI at reduced
flowrates, instead of the use of high pressure recirculation (HPR), and

(2) given HPI failure, rapid depressurization and the use of low pressure injection (LPI) and low
pressure recirculation (LPR).

The existing ASP model assumes HPR is required for core cooling success following successful HPI.
The existing model also assumes that core damage occurs following a nonrecoverable failure of HPI.

To address these issues, LOCA-related sequences involving HPI success and AFW or MFW success

(transient sequences 11 and 13, LOOP sequence 41, and small-break LOCA sequences 71 and 73 — see
Appendix A, Sect. A.3.1) were modified to include the branches in Fig. D.2.
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HPI SECONDARY o .
SUCCESS SIDE Beriie HPR* N
COOLDOWN STATE PROB
0K
1.0
e oK
2.0E-02
il T— CD  2.0E-02(HPR)
0K
4.0E-03
CD 4.0E~03(HPR)
TOTAL 2.4E-02(HPR)*
*HPR valus is Included In the existing calculotion.

Fig. D.2. Modification to event tree when HPI is successful and AFW or MFW is successful.

The conditional probability for the additional branches is:

p(-sec side cool) x p(RHR) x p(HPR) + p(sec side cool) x p(HPR), or

[p(-sec side cool) x p(RHR) + p(sec side cool)] X p(HPR).
The probability of failure of secondary side cooldown was assumed to be 4.0 % 107, including an
operator error probability of 1.0 x 107° (see Appendix /4, Table A.14). The RHR failure probability
(2.0 x 107?) was assumed to be dominated by failur:s of the two series RCS drop valves (the ASP
program uses a nominal failure probability of 0.01 for pumps and motor-operated valves).

The conditional probabilities for sequences 11, 13, 41, 71, and 73 were multiplied by the following to
reflect the additional branches:

p(-sec side cool) X p(RHR) + p(sec side cool) = 2.4 x 1073,

since p(HPR) is addressed in the existing model. Since none of these sequences are dominant, this
modification does not affect the conditional core damage value for this event.

LOCA-related sequences involving HPI failure (sequences 12, 14, 42, 72 and 74) were also modified to
include the branches in Fig. D.3.
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e |2l o [ | e w0
STATE PROB
oK
8.86-01 L . 2.6£-03
i L2.06-09 co 1.86~03
1.26-01 co 1.26-01
TOTAL  1.26-01

Fig. D.3. Modification to HPR event when HPI fails and AFW or MFW is successful.

In this case, the probability of failing to initiate rapid secondary side depressurization was estimated to
be 0.12 (ASP recovery class R3 - see Appendix A, Sect. A.1). An equipment failure probability of 3
% 107" results in a probability of failing to complete secondary side depressurization of 1,23 x 107"
LPI success requires the opening of the motor-operated injection valve and the start of the LPI (RHR)
pump in one of the two redundant trains. A failure probability of 2.0 x 10~* was estimated for LPI,
again assuming a nominal failure probab:'"y of 0.01 for pumps and motor-operated valves, and a
common-cause (beta factor) of 0.1. LPR success requires the opening of the containment sump isolation
valves (2 per train) to allow recirculation of water spiiled into the containment sump from the break back
to the RCS, using the LPI pumps. LPR failure is dominated by failure of the sump isolation valves to
open. Therefore, the LPR failure probability is 3.0 x 107? (including 1.0 x 10-? for failure to initiate
recirculation). The combined failure probability for the three branches (secondary side depressurization,
LPI and LPR) is 1.2 x 10", The conditional probabilities for sequences 12, 14, 42, 72, and 74
estimated using the existing ASP models were multiplied by this value to address the potential use of LP1
and LPR to provide core cooling in the event of HPI failure with AFW or MFW success. Since the
conditional probability for sequence 72 is more than two orders of magnitude greater than the conditional
probability for each of the other sequences, sequence 72 is the only significant sequence.

D.4.5 Analysis Results

The conditional core damage probability estimated for the event is 1.7 x 1077, This is the result of the
probability estimated using the existing ASP model (1.4 x 10°° times the value for the additional
relevant mitigation factors (1.2 x 10"). The dominant core damage sequence, highlighted on the event
tree in Fig. D .4, involves a potential small-break LOCA with failure of HPI, and failure to depressurize
the secondary side to permit the use of LPI and LPR. As noted above, the minimum flow recirculation
valves are not closed for the entire 2-h quarterly test period, and therefore this analysis is somewhat
conservative.
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NO  STATE
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71 cD

72 co
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75 co

76 CcD

77 co
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Fig. D.4. Dominant core damage sequences for LER 266/92-010.
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CONDITIONAL CORE DAMAGE PROBABILITY CALCULAYIONS
Event ldentifier: 266/92-010
Event Description: Safety injection system unavailsble during testing
Event Date: 12/8/92
Plant: Point Beach 2
UMAVATLABILITY, DURATION= 1. X33

NON-RECOVERABLE INITIATING EVEKY PROBABILITIES

TRANS 2.6E-04
LOO® 7.86-06
LOCA 1.4E-06
SEQUENCE CONDITIONAL PROBABILITY SUMS
End State/initiator Probability
o
TRANS 4. 1E-09
LoOP 8.26-10
LOCA 1.4E-06'
Total 1.4€-06'
ATWS
TRANS 0.0E+00
LOOP 0.0€+00
LOCA 0.0E+00
Total 0.DE+00
SEQUENCE CONDI!TIONAL PROBABILITIES 'PROBABILITY ORDER)
Sequence End State Prob N RecHw
72 loce -rt -afu WPl () 1.4E-08" 4.38-01
** non-recovery credit for edited case
SEQUENCE COMDITIONAL PROBABILITIES (SEQUENCE ORDER)
Sequence End State Prob N Rec**
72  loce -rt -afw WPl co 1,46-06'  4,38-01

** non-recovery credit for edited case

Note: For unaveilebilities, conditional probability values are differential values which reflect the
added risk due to failures associnted with an event, Parenthetical values indicate & reduction in
risk compared to & similar period without the existing failures.

SEQUENCE MCDEL : s:\asp\prog\models\pwrbseal .cmp

BRANCH MODEL : s:\esp\prog\models\ptbeachZ. sl
PROBABILITY FILE: s:\asp\prog\models\pwr_bsl1.pro

Event (dentifier: 266/92-010
A R A A B A AT RO N T 20007, 2 AT S0 A A AN V5 A O AN I AR TV E RIS
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SRR N TV S AR ARSTORE NS S8 AT SO, S INH AN ST X TN Y & ST NI AT T30 TR BTN PR O SMCEN TAD NN

No Recovery Limit

BRANCH FREQUENCIES/PROBABILITIES

Branch System Non-Recov Opr Fail
trans 2.06-04 1.0€+00
loop 1.6€-05 X.66-01
loca 2.4E-06 4.36-01
rt 2.86-04 1.26-01
rt/loop 0.0€+00 1.0€+00
emerg. power 2.96-03 8.06-01
afw 3.8E-04 2.6€-01
afw/emerg. power 5.06-02 3.4E-01
mfw 1.0€+00 7.06-02
porv.or.srv.chall 4,08-02 1.0€+00
porv.or.sry.reseat 2.0€-02 1.1€-02
POry.0r. 8rv. reseat/emerg. power 2.08-02 1.0€E+00
seal.loce 0.08+00 1.0€+00
ep.rec(sl) 0.0€+00 1.08+00
ep.rec 4.5€-01 1.0€+00
WP ! 1,0E-03 > 1.0€+00 8.4E-01 > 1,06+00
Branch Model: 1.0F.2
Train 1 Cond Prob: 1.06-02 » Failed
Train 2 Cond Prob: 1.06-01 > Failed
HPL(E/8) 1.06-03 » 1,.0E+00 B.4E-01 » 1,0E+00 1.0€-02
Brench Model: 1.0F.2ropr
Train 1 Cond Prob: 1.06-02 > Failed
Train 2 Cond Prob: 1.0E-01 » Failed
hpr/-hpi 1.56-04 1.0€+00 1.06-0%
porv, open 1.0€-02 1.06+00 4.0E-04
* branch model file
" forced
Note:

1

This conditional probability wes revised to reflect additional mitigation strategies. See
Model ing Assumptions.

Event ldentifier: 266/92-010
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D.S LER Number 298/92-002

Event Description Reactor Vessel Water Level 1 Setpoint Set Nonconservatively
Date of Event February 3, 1992
Plant:  Cooper Nuclear Station
D.5.1 Summary

As a result of a General Electric (GE) information leiter, a check on the reactor water level | setpoint
was conducted. It was discovered that the four transmitters which initiate the residual heat removal
(RHR) system in the low pressure coolant injection (LPCI) mode, the core spray (CS) system, the
automatic depressurization system (ADS), and the standby emergency diesel generators (EDGs) had
nonconservative actuation setpoints. Under certain conditions, their setpoints would not be reached
because of an increase in drywell temperature. This condition had existed for a period of approximately
10 years

D.5.2 Event Description

On January 20, 1992, an advance copy of supplement 2 to the GE service information letter (SIL) was
received by the licensee. It notified boiling water reactor owners that a previous SIL (299), entitled
"High Drywell Temperature Effect on Reactor Vessel Water Level Instrumentation” and issued in 1979,
had been misinterpreted by at least one utility. As a result of this supplementary notification, the licensee
reevaluated the reactor water level | setpoint calculations

The review revealed that a calculation performed in 1981 had resulted in a nonconservative actuation
setpoint for four level transmitters (NBI-LIS-72 A,B,C, and D). In 1981, the Technical Specifications
required setpoint was changed to = ~145.5 in. and the transmitters were set at —118.5 in. Under certain
accident conditions, the four channels of reactor level will indicate — 114 in. when the level falls below
the level of the lower sensor tap. As a result, the level 1 setpoint of —118.5 in. would not be reached
These transmitters actuate the RHR system in the LPCI mode, the CS system, the ADS, and the standby
EDGs

Under small-break loss-of-coolant accident (LOCA) conditions, drywell temperatures, and therefore
reference leg temperatures, would be raised beyond the ranges for which the level instruments are
calibrated. The time constant for the reference legs has been calculated at 20 to 30 min

During the evaluation of the level | setpoint, another question was raised concerning a modification that
occurred in 1983, This modification changed the Group 1 and Group 7 primary containment isolation
setpoints (PCIS) for four level transmitters. The setpoints were changed from a required reactor level
setpoint of 2 ~37 in. (Level 2) to 2 ~145.5 in. However, the instrument inaccuracy caused by

reference leg heating was not accounted for in the setpoint change calculations. As a result. the nominal
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setpoint of ~138.0 in. could be below the required level of = ~145.5 in. under the accident conditions
described above.

D.5.3 Additional Event-Related Information

LPCI, CS, and the EDGs are also actuated by high drywell pressure signals. Under the accident
conditions specified, the high drywell pressure signal will be reached hefore the reactor vessel low water
level 1 setpoint is reached. The emergency operating procedures require the manual override of the AL'S
system under accident conditions. PCIS groups 1 and 7 would have to be manuaily actuated. In
addition, wide-range reactor vessel level indicators are available to the operators to manualiy actuate the
systems. Therefore, this scenario results in a loss of redundancy of initiation signals for the systems
noted and 2 failure of the automatic actuation signals for PCIS groups 1 and 7.

D.5.4 Modeling Assumptions

This event was not modeled as an accident sequence precursor.
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D.6 LER Number 306/92-002

Event Description:  Loss of Shutdown Cooling During Reactor Coolant System Draindown
Date of Event:  February 20, 1992

Plant:  Prairie Island 2

D.6.1 Summary

While draining the reactor coolant system (RCS) to mid-loop to install steam generator (SG) nozzle dams,
probiems with RCS level indication resulted in excessive inventory reduction. The operating residual heat
removal (RHR) pump was tripped after vortexing occurred. Reactor vessel inventory was restored using
both charging pumps and the second RHR pump aligned to the refueling water storage tank (RWST).
RHR flow was restored about 20 minutes after the RHR pump was tripped. During this period of time,
core outlet temperature (highest reading core exit thermocouple) increased ~80°F to 221.5°F.

The conditional probability of subsequent core damage estimated for the event is 6.3 x 107, This
estimate is below the minimum level defined for precrusors; however, the event is interesting enough to
warrant its inclusion in the report. The calculated probability is strongly influenced by estimates of the
likelihood of failing to recover failed systems (primarily RHR) over Jong time periods. These estimates
involve substantial uncertainty, and hence the overall core damage probability estimated for the event also
involves substantial uncertainty.

D.6.2 Event Description

Prairie Island 2 was shut down at 2254 hours on February 18, 1992 for a 20 d refueling outage. At 1704
hours on February 20, 1992, RCS drain down to mid-loop was begun to install SG nozzle dams. RCS
temperature was 135°F. The 22 RHR pump was in service. All offsite and onsite power sources and
all emergency core cooling system (ECCS) pumps were availabiz, and one SG was functional.

Approximately 2 1/2 hours after draindown began, problems were suspected with the control room
electronic level indication. This level indication was provided via two emergency response computer
system (ERCS) level transmitters. The RCS drain down continued while attempts were made to diagnose
the level indication problem.

Shortly after 2300 hours, the ERCS came on scale indicating low level. Four minutes later, RHR low
flow alarms were received, and five minutes after that the drain down was secured and the operating RHR
pump was stopped because of vortexing.

Both charging pumps were subsequently started. The ERCS indicated level was ~ B inches below the
reactor coolant loop nozzle centerline. At 2320 hours, indicated RCS temperature reached 190°F and
the Emergency Operating Procedure (EOP) for core cooling following a loss of RHR flow was entered.
At 2326 hours, the suction of the 21 RHR pump was aligned to the RWST and that pump was started.
Reactor vessel level was increased to the vessel flange. At that point, the 2! RHR pump was secured,
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realigned for shutdown cooling, and restarted. The highest local RCS temperature indicated during the
event was 221.5°F (core exit thermocouple). However, this was at a time when RHR flow did not exist,
and is not an accurate indication of coolant temperature in the vessel, which was subsequently estimated
to be ~ 160°F.

A more detailed chronology of this event is provided in Table D.2.

Table D.2. Sequence of Events for LER 306/92-002.

February 20, 1992

5:04PM Commenced RCS drain down.

7:35PM (approx.) Suspected problem with ERCS. Instruments had not come on scale as
anticipated. Drain down continued while attempts were made to diagnose problem.

11:01PM ERCS came on scale indicating low level.

11:03PM Operators noted ERCS display.

11:05PM RHR flow alarms received.

11:10PM Drain down secured.

11:11PM Stopped 22 RHR pump due to vortexing.

11:12PM  Entered AOP for loss of coolant at reduced inventory.

11:13PM Started 21 charging pump.

11:15PM ERCS indicated RCS level approximately 8 inches below nozzie centerline.

11:19PM  Started 22 charging pump.

11:20PM RCS temperature 190° F.

11:25PM RCS temperature 20L° F.

11:26PM  Aligned RHR suction to RWST and started 21 RHR pump.

11:27PM Core exit thermocouple indicated 221.5° F., highest trended temperature reached
during event.

11:29PM RCS level returned to vessel flange, 21 RHR pump secured.

11:32PM RHR aligned for shutdown cooling and 21 RHR pump re-started.

11:35PM Stopped charging pumps

February 21, 1992

1201AM  RCS sample drawn. No fuel damage indicated.

12:25AM  Unusual event declared and exited.

1:26AM NRC notified via ENS.
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D.6.3 Additional Event-Related Information

The Prairie Island RHR system consists of two trains, each containing an RHR pump, heat exchanger,
and an air-operated flow control valve. The trains can be cross-connected upstream of the heat
exchangers and downstream of the flow control valves. A separate line containing an additional
air-operated valve runs from the centers of the cross-connect lines and allows the heat exchangers to be
bypassed for temperature control. The RHR pump suction is fed from two sets of series valves from each
RCS loop. These valves are interlocked to close if RCS pressure increases above 60C psig and, if closed,
cannot be opened until RCS pressure is reduced to 425 psig.

The procedure for core cooling following loss of RHR flow, E-4, (included as Attachment 1), addresses
situations when the RCS is and is not intact. For situations when the RCS is intact (as it was during this
event), the procedure initially requires secondary-side heat removal to be established and the containment
to be evacuated of non-essential personnel. Once this is accomplished, the operators are instructed to
increase RCS inventory to one foot below the reactor vessel flange using an RHR, safety injection (SI),
or charging pump aligned to the RWST. At this point, the operators are instructed to continue efforts
10 restore RHR and maintain vessel level. If the RCS is not intact, containment closure is initited and
vessel level is increased as previously described. If the SG primary manways are not installed, the
Operators are instructed to start the fan cooling units for containment heat removal. In this case, if vessel

makeup cannot be provided using the RHR, SI or charging pumps, gravity feed from the RWST is
specified.

Procedure E-4 also provides a curve of makeup required for core cooling as a function of time after
shutdown and background information for each step in the procedure. With regard to the use of the SGs,
the background information notes that, once the RCS reaches saturation, steam will condense in the SG
tubes, which will reduce the pressurization rate of the RCS. The steps in procedure E-4 used during this
event are annotated in Attachment 2.

D.6.4 Modeling Assumptions

The event tree model developed for this event is shown in Fig. D.5. This model is based on procedure
E-4 (Attachment 1) and includes use of the SGs for core cooling, if the RCS is open to containment (not
intact), then RCS makeup from the RWST using an RHR or SI pump will provide core cooling success,
If the RCS is intact (as it was during this event), then recovery of shutdown cooling or the use of the SGs
with the long term recovery of RHR is assumed to provide core cooling success.

Branch probabilities were estimated as follows:

4. RCS open. During this event, the RCS was intact. A branch probability of 1.0 was utilized.

b.  SGs provide core cooling. During this event, two motor-driven auxiliary feedwater (AFW) pumps
(one from each unit) and both SGs were initially available (one SG had been dedicated for decay
heat removal). A failure probability of 6.8 x 10* was estimated, based on nominal failure

probabilities and on-recovery likelihoods used in the ASP program (0.01 for pumps and motor- or
air-operated valves, 0.1 for beta-factor, and 0.34 for nonrecovery, unless other data exists).
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Fig. D.S. Event tree for loss of shutdown cooling with branch probabilities indicated for LER 306/92-002

¢. RCS makeup. Success for this branch is provided by realigning the standby RHR pump to take
suction from the RWST and starting that pump, or starting one of two SI pumps.

d.  RHR recovery. Success for this branch is provided by realigning the RHR pump used for RCS
makeup or by venting and restarting the RHR pump which was initially lost.

Branches involving RCS makezup and RHR recovery are coupled, since failure of the RHR pumps impacts
both. To estimate the com'sined probability for sequences 2 and 3, given the SGs fail to provide core
cooling [P(RCS makeup failx) + p(failure to restore RHR)], it was assumed that only RHR pump 21

could be used to recover vessal level via the RHR system, (RHR pump 22 had been stopped because of
vortexing).

The probability of RCS makeup failure is therefore:

[p(failure of RHR pump 21 or associated valves)] x [p(failure of SI pump A or associated
valve) x p(failure of S1 pump B or associated valve,]

The probability of failing to recover shutdown cooling is

p(failure of RHR pump 21 or associated valves) x p(failure to recover RHR pump 22)
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The combined probability for the tws Sranches, after some rearrangement, is

p(failure of RHR pump 21) x p(&T) +

p(failure of RHR pump 21 associated valves) x p(SI) +

p(failure of RHR pump 21) x p(failure to recover RHR pump 22) +

p(failure of RHR pump 21 associated valves) x p(failure to recover RHR pump 22),

where p(SI) is the failure to provide makeup using the SI or charging pumps.

Based on the approach described in item b abov p(SI) is estimated at 6.8 x 10", p(failure of RHR
pump 21) at 0.01, and p(failure of RHR pump 2i associated valves) at 0.02. The probability of failing
to recover RHR pump 22 before core uncovery (greater than 200 min after the loss of shutdown cooling,
based on the increase in average RPV temperatures observed during the event) was estimated to be 0.03,
based on the distribution of recovery durations for losses of RHR events attributed to inadequate RCS
level included in E. Jordan memorandum, Loss of Decay Heat Removal Function at Pressurized Water
Reactors with Partially Drained Reactor Coolant Svziems, May 18, 1987 (the increased industry attention
to shutdown cooling following the 1990 event at Vogtle may make this data somewhat conservative).

Combining these numeric values results in an estimate tor iailure of RCS makeup or failure to recover
shutdown cooling of 9.2 x 10°*. The overall probability estimated for s :quences 2 and 3 is therefore
(1.0) X (6.8 x 10 x (9.2 x 107 = 6.3 x 10",

D.6.5 Analysis Results

The event tree model for this event, including branch probabilities described above, is shown in F ig. D.5.
The estimated conditional core damage probability for the event is 6.3 x 107, The dominant sequence
involves the loss of RPV level and SDC with failure to provide core cooling using the SGs and the RHR
pumps. The calculated probability is strongly influenced by estimates of failing to recover failed systems
(primarily RHR) over long time periods. These estimates involve substantial uncertainty, and hence the
overall core damage probability estimated for the event also involves substantial uncertainty.
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Procedure E-4, "Core Cooling Following Loss of RHR Flow," Rev.2
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UNIT 2
CORE COOLING POLLOVING LOSS OF RER PLOV
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CORE COOLING FPOLLOVING LOSS OF RER FLOV

PURPOSE:

This procedure provides actions to perform core cooling f'wctions

upon loss of RER f£lov and & subsequent failure to recover RER flov

in a timely fashion. Methcds in these procedures only provide interim
cooling until RER flov is ;estored.

ENTRY CONDITIONS:

1. 190°F or greater as indicated on tvo core exit thermocouples
vhile in a reduced inventory crndition.

RER flov has not been restored via RCS makeup and venting of the
RHR pump suction.

>

3. RHR pumping capability has been lost and cannot be restored in a
timely fashion.

ATTACHMENTS:

ATTACHMENT H: Approximate Makeup Plov to Maintain RCS Iaventory
ATTACEMENT I: Containment Closure Procedure

LER NO: 306/92-002
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Titie: Revis o0 Mmoer

2E~4 CORE COOLING FOLLOWING LOSS OF RMR FLOW REV. 2 I’
i

rov s

STEP

ACTION/EXPECTED RESPONSE RESPONSE NOT OBTAINRD

CJ g Atrempts to restore RER flov SHALL be performed in
awiion

"

s W

parallel with this procedurs.

NOTE The conditions of the plant during this procedure may
involve the Esergency Plan. 4 recommendation should be
made to the Shifr Supervisor to coansider classification

per F3.2,
Check All Steam Go to Step 19.
Generator Primary
Manways -
INSTALLED~{D2, Table~2)
Verify RCS = INTACT : Go to Step 4

‘30 to Step 14

Initiate Containment
Closure Per 2E-4,
ATTACHMMENT |

isolate Tygon Tube:

a. Close instrument block
drain valve on
refueling canal level
transmitter LT-24128

Page 3 of 13 LER NO: 306/92-002
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COCLING FOLLOWING LCSS OF RHR FLOW

= STZP pmm ACTION/EXPECTID RESPONSE prmmmmmmmm RESPONSE NOT OBTAINED |

(,7 ) ~f aligning RER to rerill RCF. then vaive alignments
au.[ton snould be perzorsec on cnly one rrain.

€ Increase RCS Inventory
Using RWST Suppty to
PHR Pump:

a. Cpen RWST surpply == a. Go =2 Step 7.
RHR pump sug=aisn =o
Saan RCS3
¢ Train A MV=32187
a o
|
| e Train B MV-331E8
|
' b. Cpan RHR T3 resacs:ay 2. GO =S Step 7.
r vessel ncizle valve

.....

¢. StarT associatecd RHP ¢. Go =2 Stap 7
oasp €0 rafils RCS %2
one fsot below reactsr
vessel Zlance (7TZ3'§&")

d. St2p RHR puzmp

e. Go to Step 9

Page 4 of 13 LER NO: 306/92-002
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CORE COOLING FOLLOWING LOSS OF RHR FLOW

STEP

ACTION/EXPECTED RESPONSE

D-28

SVISION e

REV. 2

10

Increase RCS Inventory
Using S! Pump:

2. Open SI vessel
injection valves:

° MV=-32170
~OR-
e [V=32172

b. Start designated SI
puap

¢c. Refill RCS to one foot
below reactor vessel
flange (728'6")

d. Stop SI punmp
e. Go tc Step 9

increase RCS Inventory
Using Charging System

a. Verify two charging
pPumps running

b. Maximize charging flow

c. Verfiy RCS level
increasing

Provide Makeup To RCS
As Necessary To
Maintain Level One
Foot Below Reactor
Vessel Flange (728'8")

Evacuate Containment
Of Non-essential
Personnel

RESPONSE NOT OBTAINED

a. Go to Step 8.

b. Go to Step 8.

c. Go to Step 8.

Go to Step 14.

a. Start charging pumps

ag nscessary.

c. Go to Step 14.

Page 5§ of 13
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2E-4 CORE CCOLING FOLLOWING LCSS OF RHR FLOW REV. 2

|
l

-

™= GILY s ACTSON/EXPECTID RESPONSE r-—-—--: RESPONSE NOT OBTAINED b

h—

1 Continue To Monitor
Containment Conaiuons
To Determine Necessity
For Total Containment
Evazuation

12 RHA Slow - RESTORED Cantinue attamnts To
restore RHR flow AND
Regurn to Stap 9.

13 Go To Step 35

14 Estapiish Seconaary
Meat Sink In At Least

| ~ -~
| One $G:
1
1 3. Teed SG(s) uUSAng AFW a. 27 SG recirculaticon
== mainzain 70% wide i3 astached, HIN
; -ance level feed SG per D27.16.
! 5. Flace SG P2RV
{ carcraller(s) &
! UMANTAL"
|
7y, dacik Sa aeAar L e -
=, Cpen S35 FORV(S) ¢, ocally open S5G

PORV(B)

LF SG PORV(s) can hrlopd
pe loccally opened,
THEM establish SGB to
remove decay heat.

1% Evacuate Containment
Ot Non-=essental
Personnel

18 Continue To Monitor
Containment Conaitions
To Determing Necessily
for Total Containment
Evacuation

17 RH8 Fiow = RESTORED Continue atiempts to
restere RHR flow AND
Returm to Step 6.

©age & of 13 LER NO: 306/92-002
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Revision Sumoer:

2E-4 REV. 2
ped STEP ACTION/EXPECTED RESPONSE RESPONSE NOT OBTAINED
18 Go To Step 38
18 Initiate Containment
Closure Per 2E-4,
ATTACHMENT |
20 Evacuate Containment
Of Non-essential
Personnel
21 Centinue To Monitor
Contammem Conditions
To Determine Neceassity
For Total Containment
Evacuation
22 initiate Containment AL Personnel are in
Caoling: coentainment,
containment temperature
e StartT all available FCUs should be monitored.
* Maximize water flow
Throcugh available FCUs
s Check SG Nozzle Dams - Go to Step 30.
ALL INSTALLED
=
Page 7 o 13 LER NO: 355/92-002
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CORE COOLING FOLLOWING LOSS OF NHR FLOW REV. 2

ot STEF o

ACTION/EXPECTED RESPONSE

D-31

”

Revigion Bumder:

24

C)aufion

increase RCS Inventory
Using RWST Supply to
RHR Pump:

a.

Open RWST supply to

RHR pump suction to

£ill RCS:

e Train A MV~32187
<OR-

« Train B MV=-32188

. Open RHR to reactor
vessel nnzzle valve:

e Train A MV=-321867
-0R~

e Train B MV~-3216€8

. Start associated RHR

punp to refill RCS to
one foot below reacior
vessel flange (728'6")

. Stop RHR pump

. Go to Step 27

RESPONSE NOT OBTAINED

If aligning RER to refill RCS, then valve alignments
should be performed on only one train.

a. Go to Step 25.

b. Go to Step 25.

¢c. Go to Step 23.

Page 8 of 13
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Revision mmer:

REV. 2

e=st  ACTION/EXPECTED RESPONSE

28

29

increase RCS mnventory
Using S| Pump:

a. Open SI vessel
injection valves:

e MV=32170
-OR-
* MV=32172

b. Start designated SI

pump

¢. Refill RC3 to one foot
below reactor vescel
flange (728'6")

e. Go to Step 28

increase RCS Inventory
Using Charging System

a. Verify two charging
pumps running

b. Maximize charging flow

¢. Verfiy RCS level
increasing

Provide Makeup To RCS
Ags Necessary To
Maintain Level One
Foot Below Reactor
Vesse! Fiange (728'8")

RHR Flow - RESTORED

Go To Step 35

RESPONSE NOT OBTAINED

a. Go to Step 26.

b. Go to Step 26.

¢. GO to Step 26,

Go to Step 30.

a. Start charging punps
as necessary.

¢. Go to Step 30.

Continue attempts to
restore RHR flow AND
Return to Step 27.

Page 8 of

13
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ihtu; Revision sumper:

2E-4 ! CORE COOLING FOLLOWING LOSS OF RHR FLOW REV. 2

pe=t STEP pe=e ACTION/EXPECTED RESPONSE RESPONSE NOT OBTAINED

NOTE The felloving steps may initiate charging flov at a rate
slightly greater than the core boil off rate. See
Attacoment §.

30 Check incore Makeup from RWST using
Thermocoupies - LESS charging pump(s). Adjust
THAN 200°F charging flow rate as

necessary to maintain RCS
inventory - See
ATTACHMENT H.

IF charging pump makeup
NOT available, THEXN
makeup using gravity feed
from RWST via RHR pump.

Continue with Step 31.

NOT: Restoration of flov from this condition may result in
a rapid level decrease as voids collapse in the RCS due
to cooling in the RER heatr exchanger.

31 RHR Flow ~ RESTORED Continue attempts to
restore RHR flow AND
Return to Step 30.

32 Throttle RHR Flow To

5§00 gpm
33 Check incore T/Cs - Do not isclate charging
LESS THAN 185°F until inccre T/Cs are

less than 195°F.

34 Fill RCS To 374 Loop
Level (723'11.75")

35 RCS Level -~ AT 3/4 Go to Step 34.
LOOP LEVEL
When RCS at 3/4 loop
a. Stop filling level perfocrm step 35a
36 Increase RHR Flow To
1000 gpm

pa°e 10 of 13 LER NO: 306/92-«)2
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Titie:

Revinion sumber:

REV. 2

CORE COOLING FOLLOWING LOSS OF RHR FLOW

=1 STEP === ACTION/EXPECTED RESPONSE RESPONSE NOT OBTAINRD

37 Evaluate Long Term
Plant Status

&. Maintain RHR in-service

b. Maintain constant RCS
lavel

¢. Censult plant
enginearing staff

B0

Page 1 of 13 LER NO: 306/92-002
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Titie: Rovieon Numeer:

CORE COOLING FOLLOWING LOSS OF RHR FLOW REV. 2

ATTACEMENT B
Charging Flov(gpm)
100

-4

90 -

ESE
4
]

80 . !

70 =

60

30

&0

30

20

4

. | ! - . + ——
O -
) i | | '

20 40 60 80 100 120 140 160 180 200
Time After Shutdowvn(hours)

APPROXIMATE MAREU? PLOV
TC KAINTAIN RCS INVENTORY
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2E-4 CORE COOLING FOLLOWING LOSS OF RMR FLOW REV. 2

ATTACHMENT I
CONTAINMENT CLOSURE PROCEDURE

This section provides the guidance necessary to close up the
containment should RHR be lost.

PROCEDURE:

STEP 1. Notify the Maintenince Supervisor on shift that RER has been

lost. Instruct maintenance to close penetrations that are
logged open on Yigure D2-5.

STEP 2. Manually initiate Containment Isolation Train A and Train B.

STEP 3. Verify the Containment Isolation Monitor lights are 14t vith
ceptions.

STEF 4. Bvaluate and rectify any unanticipated exceptions on the
Containment Isolation Panel. An appropriate solution vould
be to close alternate isolation valves in the penetration.
Systems that are pressurized to greater than 40 psig are
acceptable and do not require isolation.

Page 13 of 13 LER NO: 306/92-002
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BACKGROUND INFORMATION POR
E-4, CORE COOLING POLLOVING LOSS OF RER FLOV

Y S~

Vhen operating in a reduced inventory condition, a loss of REHR flov can
rasult in a rapid increase in RCS temperature due to decay heat
generation in the core. If RHER flov is not restored in a timely
fashion, this condition could iead to core dasage if adequate vater
inventory vere not maintained. This procedurs assures the maintenance
of adequate inventory to keep the core covered should a sustained loss
of RER flov be experienced.

e o

Sauiion Step 1

Vhile this procedure assures adeguate vater inventory, the ultimate goal
is to restore RHER flov as soon as possible.

Note Steo 1

A complete loss of RER capability through forced or natural circulation
requires an ALERT per F1, conditien 12.

sis

If all stean generator primary manvays are installed, the RCS can be
filled to one foot belov the reactor vessel flange.

sles Z and 2

I1f reactor coolant system is intact, a secondary heat sink vill remove decay
heat.

aiep .l

Containment closure prevents the release of radicactivity should the
reactor coolant temperature reach saturation and begin to boil.

Siep

Since a heatup of the RCS could cause a pressurization of the systesm,
the tygon hose level indicator must be isolated to prevent inventory loss.

LER NO: 306/92-002
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Lausion 3tep ©
Train separation of the RHR system may exist depending on plant
condition.
2582 6

If RER flov vas lost dus to lov inventory in the RCS, this method of
restoring inventery 4s not only the fastest, but also rsestablishes RER
pump suction requirements to facilitate the regaining of RER flov.

aisn 7

If RER pusmps are unavailable, the dedicated SI pump can be used to
inject directly into the vessal.

Sien 8

Tvo charging pumps are required to assure that the injection flov
exceeds the amount of inventory boiloff once the temperature reaches
saturation., See Attachment H.

siep 2

Maintenance of this total inventory would assure adegquate heat removal
from the core should boiling cccur.

Sis0 10

Should boiling occur, radicactivity vill be relessed to containment through
RCS vent paths.

Sis ll
Radiation levels and temperature shoull be closely monitored and

appropriate precautions taken by any persannel required inside
containment,

Slez 12 and 12

Once RER flov has been restored, through continuing sttempts, the need
for increasing RCS inventory may no longer exist.

slep 14

Vhen saturation is reached in the RCS, steaz vill condense in the steas
generator tubes thereby reducing the pressurization rate of the RCS.

Step 12

Should boiling ocecur, radioactivity vill be released to containment throv~h
RCS vent paths.

LER NO: 306/92-002
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Page 3 of 5
alep U6

Radfation levels and temperature should be closely monitored and
appropriate precautions taken by any personnel required inside
containment.

Sie2 12 and 18

Once RER flov has bean restored, through continuing attempts, the need
for increasing RCS inventory may no longer sxist.

Sie0 19

Containment closure prevents the release of radiocactivity should the
reactor coolant temperature reach saturation and begin to beil.

Stas 20

Should beiling occur, radiocactivity will be released to containment through
RCS vent paths.

Sie2 2l

Radiation levels and temperature should be closely monitored and
Appropriate precautions taxen by any personnel required iaside
containment.

Si82 22

Vhen the RCS temperature reaches saturation, the beiloff into the
containment atmosphere vill require the containment cooling system to
remove the decay heat.

Sie2 22

I1f the nozzle dams are installed, the RCS inventory can be incraased to

one foot belov the reactor vessel flange. If the nozzle dams are not
installed, raising the vater level vill result in reactor coolant overfloving
the primary manvay openings into containment.

Gausion Step 24

Trajn separation of the RER systam may exist depending on plant
condition.

atin 24
1f RER flov vas lost due to lov inventory in the RCS, this method of

restoring inventory is not only the fastest, but also reestablishes RER
pump suction requirements to facilitate the regaining of RER flov.

LER NO: 306/92-002
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ale2 20

If RER pumps are unavailable, the dedicated SI pump can be used to
inject directly into the vessel.

Sie2 26

Tvo charging pumps are required to assure that the injection flow
exceeds the amount of inventory boiloff once the temperature reaches
saturation. See Attachment H.

Sisp 27

Haintenance of this total inventory vould insure adequate hest removal
from the core should beiling occur.

Sisp 28 and 29

Once RER flov has been restored, through continuing attempts, the need
for increasing RCS inventory may no longer exist.

Note Sten 20

Charging flov is initiated at desired flov to assure the vater inventory
is sufficient to match the core boiloff rate. Excessive flov may cause
coolant to overflov through the SC primary manvays.

sie2 20

The 200°F limit assures the average coolant temperature remains below
saturation vith instrument error factored in.

Notg Step 21

Collapsing of voids in the RCS vhen RER flow is restored vill cause &
decrease in the level indication.

Ssep 21 and 32
Once RHER flov is restored, flov should be limited since the veid

collapse in the RCS could cause the subswquent loss of RER pump suction
as level decremses.

Aiep 33

Charging should not be stopped until zll voids have been collapsed and
level {s an accurate reflection of RCS inventory.

iz 24 and 20

The 3/4 loop level assures the RER pump suction is maintained but is belov
the primary manvay overflov level.

LER NO: 306/92-002
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sise 28

Once RHR flov is restored, flov s increaved to cool the RCS to the
desired temperature.

Step 27

An evaluation is required to assess and core dasage that may have occurred,

to revise procedutes and/or repair equipment to prevent recurrence of the
loss of RHR flov.

LER NO: 306/92-002
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Attachment 2 to 306/92-002

Steps in Procedure E-4 Relevant to the February 20, 1992 Loss of RHR
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| W : Titre: [Revigion nuwoe: |
| ]
1 ’ 1
2E-4 [ CORE COOQLING FOLLOWING LOSS OF RHR FLOW | REV. 2 l
| | |
peed STEP ON/EXPECTED RESPONSE RESPONSE NOT OBTAINED
20
- Attempts to restore RER flov SEALL be performed in
ton | parallel vith this proceaure,
NOTE The conditions of the plant during this procedure say
involve the Emergency Plan. A recommendation should be
sade to the Shif: Supervisor to consider classification
\ per F3-2.
1 Check Al Steam . Go to Step 19.
Generatpr Primary :
Manways -
INSTALUED-(D2. Table-2)
2 Verity RES - INTACT Go to Step 4
3 Go to gep 14 —71':"
4 Initiate Containment ™
Closure Per 2E-4
ATTACHMENT |
5 isolate Tygon Tube:

a. Close instrument tlock
drain valve on
refueling canal level
transmitter LT-2412

-

Page 3 of 13
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[ Titie:
|

:
| s |
| |

CORE COOLING FOLLOWING LOSS OF RHR FLOW

=

REV. 2

STRP ACTION/EXPECTED RESPONSE RESPONSE NOT OBTAINED
" Continue To Monitor
Containment Conditions
To Determine Necessity
For Total Containment
Evacuation
12 RHR Fiow - RESTORED Continue attempts to
restore RHR flow
Return to Step 9.
13 Go To Step 35
) o 14 Establish Secondary
—_— Heat Sink In At Least
mP One SG: '
b a. Feed SG(S) using AFW a. IF SG recirculation
Lo maingain 70% wide rig attached,
range level feed SG per D27.16.
b. Place S$§ PORV
contre er(s) in
"MANUAL
¢. Open SG PORV(s) c. Locally open SG
‘ PORV(s) .
AL SG PORV(s) car NOT
be locally cpened,
IHEN establish SGB to
ramove decay heat.
15 Evacuate Cgntainment
Of Non-essential
Parsonnel
16 Continue To Monitor
Containment Conditions
To Determine Necessity
For Total Cohtainment
Evacuation
7 RHR Fiow - RESTORED ____ Continue attempts to o 9 an
> restore RHR flow 6
Return to Step 6.
Page 6 ot 13
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frizie: [Rovision wamoer:

|
| 2E-4 CORE COOLING FOLLOWING LOSS OF RHR FLOW REV. 2
|
|
R R S T S e A M
~{ sTep r—uc:ﬁrvmmn RESPONSE RESPONSE NOT OBTAINED

<:? ) If aligning RER to refill RCS, then valve alignments
au4[¢or1 should be performed on only cne train.

6 Increase RCS Inventory
From  Using RWST Supply to

hc-p RRR Pump:
"1

a. Open RWST pupply to a. Go to Step 7.
RHR pump suction to

£ill RCS: I
e Train A MV-32187
-0R

s Train' B -32188

~4

o

. Open RHR t¢ reacter b. Go to Step
vessel nozgle valve:

» Train A -32167
-0R
s Train B -32168
. Start assofiated RHR ¢c. Go to Step
pump to refill RCS to

one fococ low reactor
vessel flahge (728'6")

3

. Stop RHR <]

.@

. Go to Step ¢

!

repS

Page 4 of 13 LER NO: 306/92-002
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ACTION/EXPECTED RESPONSE
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CORE COOLING FOLLOWING LOSS OF RHR FLOW

|
1)
14

increase RCS Inventory
Using S| Pump:

a, Open SI vessel
injection valves:

s MV-32170
-0R-
e MV-32172

b. Start designated SI
pump

¢. Refill RCS to one foot
below reactor vessel
flange (728°'6")

d. Stop SI pump
e. Go to Step 9

Increase RCS Inventory
Using Charging System

a. Verify two charging
pumps running

b. Maximize charging flow

¢. Verfiy RCS level
increasing

Provide
As Neces
Maintain Usvel One
Foot Below Reactor
Vessel Flahge (728'6")

keup To RCS
ry To

Of Non-esgential

Evacuate Containment
Personnel

RESPONSE NOT OBTAINED

Revision wamper !

REV. 2

a. Go to Step 8.

b. Go to Step 8.

¢. Go to Step 8.

Go to Step 14.

a. Start charging punmps
as necessary.

¢. Go te Step 14.

Page 5 of 13
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13

14

16

7

Continue {To Monitor
Containmgnt Conditions
To Determine Necessity
For Totall Containment
Evacuati

RHR Flow|- RESTORED

™e

D-47

CORE COOLING FOLLOWING LCSS OF RHR FLOW ‘ REV. 2 ‘

ACTION/EXPECTED RESPONSE }-—— RESPONSE NOT OBTAINED

Go To Stgp 35 === yrep

3%

Establish Seconagary
Heat Sink In At Least
One SG:

a. Feed 5G(s) using AFW
to maintain 70% wide
range level

b. Place SG PORV
gentroller(s) in
"MANUAL"

¢c. Open SG PORV(s)

Evacuate Containment
Ot Non-essential
Personne!

Continue To Mortor
Containment Conditions
To Determine Necessity
For Total Containment
Evacuation

RHR Flow - RESTORED

e

IRevig I an wuammar |

Continue attempts to
restore RHR flow AND
Return to Step 9.

a. IF SG recirculatien
rig attached, THEN
feed SG per D27.16.

¢. Locally open SG
PORV(S) .

Ir SG PORV(s) can NOT
be locally opened,
THEN establish SGB to
remove decay heat.

centinue attenpts to
restore RHR flow AND
Return to Step 6.

Page & of 13
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| moe . Revis o0 wmaeer
RE~4 CORE COOLING FOLLOWING LOSS OF RHR FLOW REV. 2
RS e =
= STEP peeed ACTION/EXPECTED RESPONSE pemeseesed RPSPONSE NOT OSTAINED
NOTE folioving steps may initlate charging flov at a race
siigntly greater than the core boil off rate See |
Attacnment § |
|
3( Check Incore Makeup :rrom RWST using
Tk P~ < - - 1 . -3 |
hermocouples - LESS charging pump(s) Adjust
il AN - - 2 |
HAN 200°*F charging flow rate as |
necessary to maintain RCS
inventory - See
ATTACHMENT H '
|
‘
]
|
TE estoration of RER flov from this condition may resul: in |
i apl eve. declrease as volas .';“..'di‘.ﬁ'l? in the RC que '
o {
¢ oling 1 the RER heat exchanger
RHR Fiow RESTORED centinue attempts to
restore RHR flow AND
Return te Step 30
t rottie RHR Flow T
3 -heck Incore T/Cs - late charging |
LESS THAN 195°F re T/Cs are
1 g8
34 Fill 4 Loop

RCS To 3
Level (723'117

/
P
faw | -

}

RCS Level - AT 3/4

LOOP LHVEL

20 to Step

when RCS at 3/4 loop
eve perform step 315a

LER NO: 306/92-002
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[Msoer : ITitie: Aevidion wumder:

| l

| 2E-4 CORE COOLING FOLLOWING LOSS OF RHR FLOW ; REV. 2
STEP p==s ACTION/EXPECTED RESPONSE fo RESPONSE NOT OBTAINED}

a7 Evaluate Long Term
Plant Slatus]

a. Maintainl RHR in-service

b. Maintair{ constant RCS
level

¢. Conisult plant
enginee g staff

-END-

LER NO: 306/92-002
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D.7 LER Number 311/92-017

Event Description:  Unrecognized Loss of Annunciators
Date of Event:  December 13, 1992
Plant:  Salem 2
D.7.1  Summary

At 2122 hours on December 13, 1992, operators at Salem 2 observed that the control room overhead
anninciator system was not functioning. It had been inoperable since 1946 hours because of operator

error. The system was returned to service at 2123 hours. The plant remained at 100% power throughout
the event,

D.7.2  Event Description

Salem 2 was at 100% power on Decemb :r 13, 1992, and operators had used the annunciator system'’s
remote configuration work station (RCWS) to obtain information on spare annunciator A-45, which had
alarmed three times earlier in the day. At 1946 hours the operator entered “Ctrl-L” twice on the RCWS
keyboard. This rendered the overhead annunciator lights inoperable but allowed the RCWS to continue
functioning. The only indication of the annunciator system’s failure was that the annunciator system
cathode-ray tube (CRT) display clock stopped updating. Between 1946 and 2122 hours, there were three
opportunities to discover the problem with the annunciator system. In one case, a radiation monitor
alarmed, but the associated “RMS TRBL" annunciator did not actuate. In the other two cases, the alarm
typer typed out an alarm, but the associated annunciator failed to actuate. At 2122 hours, following the
third failure, an operator noted that the overhead annunciator system was not functioning. The operator
reset the system at 2123 hours, and four annunciators immediately actuated.

The NRC formed an augmented inspection team (AIT) in response to this event, The team found that
“there were no safety consequences due to the loss of the overhead annunciator system. However, the
undetected loss of the overhead annunciator system could delay operator response or increase the
likelihood of errors while responding to abnormal plant conditions.”

D.7.3 Additional Event-Related Information

The annunciator systems for hoth Salem units were replaced during the first half of 1992, The new
systems consist of a microprocessor-based annunciator system, a RCWS, a control room CRT, 480

annunciator tiles, and two sequential event recorders (SERs). One SER is the primary, and the other is
the hot standby recorder.

LER NO: 311/92-017
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Investigation revealed that the main controller will stop sending events to all devices connected to the
system when (1) the RCWS is in the terminal emulation condition, (2) the system’s switches are in a
given configuration, and (3) specific keystrokes are entered into the RCWS. While attempting to obtain
information on the A-45 alarm, the operator inadvertently typed “Ctrl-L” twice instead of the desired
“Alt-L”. These keystrokes and the system configuration emulated the password-protected software used
to modify the system software. This put ihe system in a "waiting for keyboard input” condition. The
system halted, but did not switch over to the backup processor, since the primary processor was behaving
as expected. The sysiam gave no indication to the operator that it had halted other than the failure of the
CRT clock to update. 1he "Overhead Annunciators Operation” procedure directed the operators to verify
the correct annuiciator systzm switch positions before using the RCWS.

The annunciator system vendor indicated that Kewaunee, Sequoyah, Thre= Mile Island, and Susquehanna
have similar annuciator systems.

D.7.4 Modeling Assumptions

This event was not modeled as an Accident Sequence Precursor.

LER NO: 311/92-017
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D.8 LER Number 443/92-002

Event Description:  Incorrect RHR Flow Rate in Technical $pucifications
Date of Event:  February 12,1992

Plant:  Seabrook

D.8.1 Summary

An inconsistency was discovered between the test procedure 7.cceptance criterion for residual heat removal
(RHR) injection flow of 4350 gpm and the technical specifications value of 2828 gpm. Subsequer:
investigation showed that the proper technical specification value should be 3868.4 gpm. The possibuity
existed for the RHR system to be modified such that the proper technical specification acceptance
criterion would not be met. However, no such modifications were made, and the flow rate remained
above the required limits at all times.

D.8.2 Event Description

During a routine review of the RHR cold shutdown testing procedure, an inconsistency was noted
between the test procedure acceptance criteria for RHR injection flow of 4350 gpm and the technical
specification value of 2828 gpm. Upon furthcr investigation, it was determined that the acceptance
criterion for flow through three of te four RER injection lines should be 2828 gpm, and for flow
through all four lines, the acceptance criterion shoild be 3868.4 gpm. Therefore, the technical
specification value should have been 3868.4 gpm. The vystem was originally designed and tested against
an acceptance criterion of 3868.4 gpm. As a result, the system flow rate should be acceptable provided
no flow-altering modifications were made to the system.

However, check valves had been installed in the suction lines to the RHR pumps in 1989. Post-
modification testing, conducted with the pumps throttled, indicated a flow rate of 4012 gpm for train A
and 3776 gpm for train B. Testing conducted during the 1991 outage indicated flow rates of 5013 gpm
for train A and 4696 gpn for train B. The 1991 testing was conducted with the reactor vessel head off
and was not performed pursuant to the technical specification surveillance requirement. However, the
flow rates obtained using both trains exceeded 3868 gpm. This verified that operability concerns or
design basis limits did not exist.

The RHR system was not rendered inoperable as a result of the technical specification error. However,

the potential existed for a modification to be made to both trains of RHR which would have rendered it
incapable of performing its emergency core cooling system (ECCS) function.

LER NO: 443/92-002
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D.8.3 Additional Event-Related Information

The original draft technical specification, based on revision 3 of the Westinghouse Standard Technical
Specifications (STS), contained an acceptance value for three-loop-injection operation of 2828 gpm. The
acceptance value for four-loop-injection operation was to be provided at a later date. Subsequent drafts
of the technical specification were in the STS revision 4 format, and the flow for four-loop injection was
incorrectly listed as 2828 gpm. This error was carried through further revisions of the technical
specification, including the version issued with the plant’s operating license.

D.8.4 Modeling Assumptions

This event was not modeled as an accident sequence precursor.

LER NO: 443/92-002
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D.9 AIT Number 530/92-019

Event Description:  Loss of Plant Annunciators
Date of Event:  May 4, 1992

Plant:  Palo Verde 3

D.9.1 Summary

On May 4, 1992, Palo Verde 3 was operating at 100% power when an electrician inadvertently shorted
a 24-Vdc annunciator system lead to a 480-Vac power bus. The ensuing fault caused the immediate
failure of non-safety-related control room annunciators and the eventual failure of the plant monitoring
computer systems. Load was reduced to 70% to ensure compliance with core thermal limit requirements,
and six additional operators were stationed in the control room to monitor plant instrumentation in lieu
of annunciators. After approximately 2.5 d of repair, 95% of the annunciators were considered to be
functional, and a plant shutdown was commenced. The plant was tripped from 20% power to complete
the shutdown on the following day.

D.9.2 Event Description

While Palo Verde 3 was operating at 100% power, a utility electrician, who was performing maintenance
work o1. 480-Vae wrbine building load center 3E-NGN-L18, temporarily disconnected an eleetrical lead
associated with the 24-Vdc plant annunciator system. This lead accidentally contacted the load center
480-Vac power bus, resulting in failure of the plant annunciator system and degradation of t'ie plant
computer core operating limit supervisory system. In addition, the main generator voltage regulator
shifted from ac (automatic) control mode to d¢ (manual) mode.

After the short circuit the annunciator window status was as follows:

Section Status

BOI All windows lit and inoperable

BO2 Operable

BO3 Operable

BO4 All windows dark and inoperable

BOSA All windows lit and inoperable

BOSB All windows lit, then became dark and inoperable

BO6 All windows lit brightly, then became dark and inoperable
BO7 All windows lit, then became dark and inoperable

AIT NO: 530/92-019
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Initially, plant operators were able to view incoming alarms on the plant computer, but within 3 or 4 h
the computer became inoperable, probably as a result of alarm system switching transients, data
"contention” problems, and instrument grounds. Prior to this, the core menitoring computer core
operating limit supervisory system (CMC COLSS) and the core element assemh'y calculator number 2
(CEAC #2) failed. An alert was declared 3.75 » after the annunciators failed. Sit additional operators
were added to the operating crew to assist in monitoring plant instrutaentation, and a program was begun
to verify compliance with core thermal limits by hand calculation. Power was reduced to 70% in
accordance with technical specification requirements for loss of COLSS. During the power reduction,
the generator volts/hertz trip timing light began flashing, and generator excitation switchover to manual
was detected. Excitation was adjusted, and the trip was averted. Unnecessary activities on any of the
three units which could initiate a Unit 3 transient were suspended.

Troubleshooting of plant annunciator systems aid plant computer alarm inputs resulted in replacement
of 77 lowic cards, 7 relay cards, several fuses, and a power supply transformer. Most of the annunciator
lamps o boards 4, 6, and 7 had burned out. The combination of failed lamps indicated that a voltage
surge in zununciator cabinet 2 had affected circuits associated with cabinet 1 (wiring for cabinet 2 passes
through cabinet 1). Approvimately 90% of the failed logic cards had shorted output lamp driver
transistors. Most failed relay cards had failed input diodes, shorted capacitors, and burned traces. No
damage to the safety-related annunciator system was detected, as its design incorporated optical isolation
of inputs and outputs.

Once the annunciator system was returned t service, a program was begun to verify that it was operating
correcily and that the associated input circuits had not been damaged. Operators logged incoming alarms,
and the associated conditions were checked to verify that an alarm would be expected. In addition, a
statistical sampling of field inputs to alarm circuits were tested to ensure that the expected alarms were
received. Initially, operators intended to sample 57 of the approximately 2100 field inputs. 1f no failures
were observed in a sample of this size, this would imply that no mcie than 5% of the alarm inputs were
inoperable, at the 95% confidence level. When one failure was observed in the first sampling, additional
inputs were tested and the results were aggregated with the initial sampling. As no additional failures
were noted for a total sample size of 91 inputs, the annunciator system was considered to be operable.
This approach requires the annunciator system failures to be random. However, failures such as those
observed during the eveut can occur along pathways, and an assumption of randomness may be
inappropriate.

While the repairs were being performed, operators used th. plant simulator to rehearse a plant shutdown
with loss of annunciators. Because it was consideced a iow probability event, no training had previously
taken place for loss of all annunciators. Also, prior to this event, loss of all annunicators could not be
modeled on the simulator.

Once the annunciators and plant computer systems were returned to service, an orderly plant shutdown

was begun. Approximately 3 d after the start of the event, the reactor was manually tripped from 20%
power to complete the shutdown.

AIT NO: 530/92-019
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D.9.3 Modeling Assumptions

Thit event was not modeled as an accident sequence nrecursor.

AIT NO: 530/92-019
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E. POTENTIALLY SIGNIFICANT EVENTS
THAT WERE CONSIDERED IMPRACTICAL TO ANALYZE

Thirty-nine licensee event reports (LERs) have been identified as potentially significant but nooractical
to analyze. Such events are believed capable of impacting core damage sequences. However, they
involve component degradations where the extent of the degradation could not be determined or where
the impact of the degredation on plant response could not e ascertained.

For many events classified as irapractical to analyze, an assumption that the affected component or
function was unavailable even over » 1-yr period (as would be done using a bounding analysis) resulted
in the conclusion that a significant event existed. This conclusion was not supported by the specifics of
the event as reported in the LER or by ihe limited engineering evaluation performed in the Accident
Sequence Precursor (AZP) Program. A ceasonable estimate of significance for such events requires far
more analytical resources than can be applied in the ASP Program. Brief descriptions of these events are
provided in Table E. 1.

Table E.1. Events identified as potentially significant but impractical to analyze.

LER Number Title/Summary

[55/92-004 | Arcing Cable Found in Safety-Related Cable Tray at Big Rock Point. The non-
safety-related cable feeding a reactor coolant pump motor heater had become brittle
with age and subsequently crecked. Non-safety-related cables in this cable tray
were either replaced or deencigized.

155/92-006 | Inoperable Containment Water Level Monitors at Big Rock Point. Two
containment water leve! transmitters were returned from the vendor with water in
the scnsing line inscead of silicone. The water could have flashed to steam during
a design basis event degrading the accuracy of the iransmitters.

213/92-018 | Failure of Thermo-Lag 330 to Pass Fire Endurance Tests at Multiple Sites.
263/92-008 | Testing by the NRC and several utilities has indicated that Thermo-Lag 330 may be
282/92-008 | inadequate for meeting 1-h and 3-h penetration fire barrier requirements.
298/92-011 Degradation of the penetration fire barrier couid result in the loss of redundant
152/92-012 | eiectrical distribution trains in the event of a fire, thus negatively affecting a plant’s
445/92011 ability to achieve and maintain a safe shutdown: condition. This generic deficiency
has been documented in NRC Bulletin 92-01 and its supplements.

237/92-003 | Design Deficiency for Flood Analysis at Dresden 2. Design basis flooding in the
circulating water intake structure could cause the Unit 2/3 diesel generator cooling
viater pump to be inoperable. An unsealed power transfer junction box containing
control circuitry was located below postulated flood level.

249/92-013 | Motor Control Center (MCC) Distribution Panel Lost at Dresden 3. One phase
of a 120/208-V distribution panel for an MCC was lost because of damage at
installation. Similar damage, as yet undiscovered, could exist in other circuits.
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Table E.1. Events identified as potentially significant but impractical to analyze,

LER Number

Title/Summary

255/92-028

Diesel Generator Room Cooling Inadequate at Palisades. Only one of two fans
in the diesel generator cooling room is powered from a class |E source. This one
fan is inadequate to cool the diesel generator room to design basis requirements
when the outdoor temperature exceeds 75°F .

270/92-002

High Lift Pressure for Both Pressurizer Safety Relief Valves (PSRVs) at
Oconee 2. For unknown reasons the lift setpoint of the PSRVs drifted. Testing
determined that the valves would not lift within 10% of the setpoint (American
Society of Mechanical Engineers (ASME) boiler and pressure vessel code
requirement).

270/92-003

Cold Shutdown Low-Temperature Overpressure Protection (LTOP) Not
Maintained at Oconee 2. During startup LTOP was not established. This
resulted in the potential for brittle fracture of the pressure vessel had the high-
pressure injection system been operated.

277/92-003

Potential for Flooding of Residual Heat Removal (RHR) Rooms B and D at
Peach Bottom 2. The discharge check valves of the RHR sump pump were
replaced with pipe sections. A pipe break - either RHR Room A or C could have
resulted in the flooding of Rooms B any D, thus rendering three RHR pumps
inoperable.

281/92-003

Two Control/Switchgear Room Chillers Unavailable at Surry 2. One of the
three main control room/emergency switchgear room chillers ("C") was off line
because of high-heat-exchanger differential pressure. This was concurrent with the
"B" unit being declared inoperable while the emergency diesel generator (EDG)
that supplies it with power was down for maintenance. The remaining chiller
("A") would have been sufficient to mitigate a design basis accident had there been
a concurrent loss of offsite power,

282/92-002

No Redundant Fusing for Some ESF Control Power Circuits at Prairie Island
1. The dc control power for the safety injection, RHR, containment spray,
component cooling, and auxiliary teedwater pumps was not protected by redundant
fusing. These circuits are powered from the 4160-Vac switchgear. A fire in the
control room could damage these circuits before the local/remote switch was moved
to the "local” position. Control could not be reestablished without a fuse
replacement,

282/92-005

Fire in Relay Room Could Prevent Diesel Cooling Water Pump to Start at
Prairie Island 1. In the event of a fire in the control room, a resultant hot short
would continuously energize the shutdown relay for the No. 12 diesel-driven
cooling water pump (service water). This would result in an inability to start the
pump and a subsequent loss of cooling water,
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Table E.1. Events identified as potentially significant but impractical to analyze.

Title/Summary

282/92-006

Error in Control Room Fire Analysis at Prairie Island 1. In the event of a
control room fire, a hot short could develop and cause spurious operation of the
head vent solenoid valve(s) in the reactor vessel. The occurrence of such a short in
two valves in series could open the valves and create a leak path from the reactor
coolant system. Such leakage could result in a decrease of the pressurizer level
beyond the ability of the charging pump to make up the loss and drop the
pressurizer level off-scale.

285/92-017

Cracking of Cam Followers on General Electric Type SMB Control Switches at
Fort Calhoun. During an inspection, cracks were found on the Lexan cam
followers for GE SMB 4160-V switchgear control switches, Of the 55 switches
inspected, 40 were cracked, and 21 of these required control switch replacement.
The control switches for the following equipment required replacement: the two
EDG output breakers, one low pressure safety injection pump, two raw water
cooling pumps, offsite power supplies to the two safeguards buses, the motor
driven auxiliary feedwater pump and other safety-related equipment.

286/92-006

Lack of Fuse Coordination Renders Two Diesel Generators Potentially
Unavailable at Indian Point 3. Design deficiencies identified in the 125-Vdc
power system created the potential for deenergizing the distribution panels that
supply power to two of the three EDGs. This would render the EDGs inoperable.

295/92-010

Second-Level Undervoltage Setpoint Set Nonconservatively at Zion 1. Analysis
of the second-level under-voltage protection system determined that the existing
under-voltage set-point was nonconservative. Consequently, several engineered
safeguards features were considered inoperable because of the low voltages. These
components included two vent fans in the service water area, four vent fans in the
EDG room, and two penetration pressurization air compressors.

298/92-009

Appendix R Concerns With Motor Operated Valves (MOVs) at Cooper
Station. An engineering review of the alternate shutdown capability determined
that during a control room fire, a hot short was possible in the control circuits ot
certain MOVs. This short could bypass the torque switch and limit switch and
cause the actuator to cycle the valve out of its accident mitigation position,
potentially jeopardizing safe shutdown of the unit,

317/92-002

EDG Sequences Incorrectly Designed at Calvert Cliffs 1. Load sequencer design
could allow several large loads to attempt a simultaneous start. The total voltage
drop associated with such a transient could cause failure and/or damage to some or
all of the equipment attempting to start.
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Table E.1. Events identified as potentially significant but impractical to analyze.

LER Nuniber

Title/Summary

321/92-003

Solenoid Valve Failure Causes Loss of Emergency Equipment Room Coolers at
Hatch 1. Failure of two solenoid valves caused the Core Spray and RHR room
cooler isolation valves to fail in the closed position. The valves failed to open
when de-energized. The apparent cause is the gelling of an unanalyzed lubricant
used in the assembly process. The room coolers were not immediately unavailable,
however it is postulated that at some point the room temperature would exceed the
design limit of 148°F,

323/92-001

Diesel Generator Field Circuitry at Diablo Canyon Does Not Meet Appendix R
Criteria. Appendix R design basis review identified seven conditions with the
potential to degrade the safe shutdown capability of the plant. Six of the seven
incidents involved circuit separation or isolation; one incident involved inadequate
protection from the Thermo-Lag 330 fire barrier.

325/92-016

EDG Pedestal Seals at Brunswick | Violate Appendix A and R. The oil
collection system for the EDGs was leaking and saturated the seismic gap seals and
fire barrier seals with oil. Rotofoam 300 was used for the seal around the EDG
pedestals. While Rotofoam 300 is not combustible at temperatures under 700°F, a
fire could cause the foam to melt through the seismic gap and drip into the cable
trays on the elevation below. Loss of the seals could also compromise the halon
fire protection system on the level below.

325/92-017

480-V Substation Breaker Problems at Brunswick 1. The main contacts for a
480-V substation breaker were closing but not exerting full contact pressure against
the stationary contacts. Closure of this type of breaker has been previously
addressed in a 1989 10 CFR 21 report. The safety consequences of this event have
not been analyzed by the utility,

333/92504

Deficiencies in the Cable Tunnel Fire Protection System at Fitzpatrick, Safety-
related 4160-V and 600-V cables connecting EDG switchgear, safety-related load
centers, and MCCs are routed through tunnels that have inadequate fire protection.
These tunnels also contain power and control cables for motor-driven emergency
core cooling system pumps (RHR, low-pressure coolant injection, low-pressure
core spray, RHR service water, and emergency service water). A fire in these
areas could degrade the ability of the above systems to perform their safe shutdovn
functions.

333/92-015

Postulated Fire-Related Safe Shutdown Deficiencies at Fitzpatrick. Appendix R
analysis identified seven deficiencies that could potentially degrade the safe
shutdown capability of the plant. Analysis determined that fires within the design
basis could render either power or control circuits for certain valves, pumps, or
instruments inoperable.
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LER Number | Title/Summary

133/92-017 | Deficiencies in Vent Duct Fire Dampers at Fitzpatrick. Two dampers to the east
| and west electric bays were not installed with enough clearance to allow thermal
| expansion and thus prevent subsequent binding. There also is no indication of
| approval by a recognized rating organization (e.g., Factory Mutual or

Underwriter's Laboratory). These rooms contain equipment required for sate
shutdown of the plant. A fire in these areas could compromise the ability of this
| equipmant to perform safe shutdown

>
|
|

338/92-003 RHR Suction Uverpressure Relief Inadequate at North Anna 1. The discharge
from the RHR suction relief valve could flash to steam during a charging/letdown
mismatch event. Flashing would reduce the flow capacity of the valve and thus

degrade the valve’s ability to protect the RHR system from overpressurization

138/92010

?
’
{
‘J
|
|

EDG Fuel Oil Transfer Lines Not Missile-Protected at North Anna 1. The fuel
oil transfer lines for the EDGs are not missiie-protected as required by design

Damage to a fuel transter line could limit EDG operating time to the amount of
| fuel in the day tank (3 h), increase the possibility of a fire in the diesel generator
| building, or prematurely depiete the underground storage tanks

B et

144/92-010 | Low Temperature Overpressurization System Does Not Meet Licensing Basis at

Trojan. The backup air accumulators for the power operated relief valve do not
meet the design basis. They are not capable of providing the required volume of
air to mitigate a low-temperature overpressure protection event during the 10-min
period when credit is taken for operator intervention

o a——pe———

4

153/92-003 | Watertight Door Left Open at Limerick 2. A watertight door separating two
RHR pump rooms was left open. A high to moderate energy pipe break in one
room could potentially flood the other room. This door is also used for fire
protection and could have permitted the spread of fire had one occurred

s

| Main Steam Line Break Could Disable AFW System at San Onofre 2. A break
; in the steam supply line to the turbine driven auxiliary feedwater pump could cause
| an unanalyzed harsh environment in piping tunnels. Essential valves for the motor
} driven AFW pumps are located in the piping tunnels. Failure of these valves could
1
|

disable the motor driven AFW pumps, and with the loss of supply steam to the
turbine driven pump would disable the AFW system

368/92-004 : Foreign Material in Emergency Diesel Generator (EDG) Fuel Oil Tank at
| Arkansas Nuclear One 2. Routine surveillance testing of the “A” EDG revealed
! a blockage of the day tank foot valve suction strainer. An oil absorber sheet was
| inadvertently left in the tank during previous maintenance. It is possible that the
\ EDG would not be able to supply full load during a design basis event

SIS VSIS — S
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Table E.1. Events identified as potentially significant but impractical to analyze.

LER Number Title/Summary

397/92-034 | Failure of ECCS Pump Room Penetrations Could Result in Common Mode
Flooding at Washington Nuclear Plant 2. Design analysis revealed that a fire
bharrier foam used on certain ECCS pump room seals was not qualified as water
tight. Therefore, a common mode flood could effect all ECCS pump rooms.
Subsequent evaluation revealed that door seal leakage could resuit in concurrent
flooding of the pump rooms from stairwell flooding.

458/92-007 | Main Control Room Fire Common Mode Failure of Motor Operated Valves at
River Bend 1. A fire in the main control room could cause hot shorts in the valve
circuitry which by-pass limit and torque switches. Without thermal overload
protection, spurious operation may result in damage the valve and/or the operator.

528/92-010 | Postulated Fire-Related Safe-Shutdown Deficiencies at Palo Verde 1.
Non-safety fire protection detection and suppression circuits were not included in
the Appendix R evaluation. A fire in one train, concurrent with a loss of offsite
power, could result in the loss of the opposite train. This could result in a loss of

HVac cooling for safe shutdown equipment.
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This appendix contains Licensee Event Reports (LERs) cited in Appendices B, C, and D. The LERs are
listed in order by docket and LER number.

Note that copies of LERs used in the ASP program are also used in other Oak Ridge National Laboratory
programs and may contain markings made during work performed for those programs.
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On January 9, 1992 @ 2300, testing results showed that a Liquid Poison Systes
(LPS) equalization line relief valve did not meet the as-found relief
pressure acceptance criteria (1655 peig ve & required 1950-2050 psig). Due
Lo excessive seat leakage, the pressure test was not able to accurately
determine the lift pressure, This condition could have affected the volume
of poison sclution delivered to the core and the establishment of & siphon in
the equalizing line that assists in discharging the contents of the poison

tank, The plant is in cold shutdown and the fuel has been removed from the
reactor and placed in the spent fuel pool.,

To correct the deficiency, the failed valve was replaced with another like
relief valve and vas accepted after testing.

Conservatively assuming the as-found value was the lift pressure of the valve,
an analysis was performed to estimate the adequacy of the nitrogen system to
supply sufficient liquid displacement fr.m the LPS tank to initiate a siphon,
Assuming the nitrogen system pressure w-s reduced to 1500 psia, the analysis
concluded that sufficient nitrogen was available to establish the required
siphon for liquid poison injection,

To prevent recurrence, relief valve testing procedures will be revised to

accommodale seat leakage testing after valve rebuilding/resetting and set
point testing.
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LER NO: 155/92-002
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DISCUSSION OF EVENT

On January 9, 1992, a 3/4 by | inch Lonergran/Kunkle (L265) relief valve (RV)
model number LCT 40/54, was tested to determine the as-found relief setpoint,
(RV=5049 is designed to protect the 2 inch equelizing line entering the Liquid
Poison Tank (BR}TK) from overpresaurization by inadvertent nitrogen sctuation.
During this test, the plant was in the cold shutdown condition and defueled,
The Liquid Poison System is not required to be operable in this configuration.

The acceptance criteria in the surveillance procedure required the as-found
setpoint to be between 1950 and 2050 paig., When pressurizad, the relief
valve seat started to leak-by at 1655 psig and the setpoint could not be
determined, therefore it is considered to fail the test, Two additional
tests vere performed, and the valve seat leaked by ac 1590 ana 1575 psig
respectively.

On January 10, 1992 @ 1300, pursuant to 10 CFR 50.72(b)(2)(iii), the NRC
Operations Center was notified of the potential condition that alone could
have prevented the fulfillment of the safety function of the LPS, however
further analysis was needed to arrive at a proper conclusion.

CAUSE OF THE EVENT

The valve tailed the test because of seat leakage. The setpoint therefore
could not be determined. The root cause has been determined to be & lack of
post maintenance seat leakage testing, which would insure that the seat is
clear of any forvign particles after rebuilding, resetting or relief

testing. This line is normally not pressurized, preventing detection of seat
leakage while in service.

CORRECTIVE ACTION TAKEN

A rebuilt relief valve wvas installed and leak tested after setpoint adjust~
ment. The leak test insures absence of seat leakage prior to installation,

ACTION TAKEN TO PREVENT RECURRENCE

All relief valve procedures will be reviewed/revised to incorporate post
maintenance seat leakage testing by October 1, 1992,

RV=5049 will be tested during the next Refueling Outage as part of the ASME
Code Test Program to insure that corrective actions were effective.
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SAFETY SIGNIFICANCE

The LPS provides a means of rendering the reactor (RCT) subcritical and
holding it subcritical during cooldown, in the event of control rod drive
system (AA) failure, The LPS uses nitrogen pressurized to 2000 psig to
rapidly inject its contents into the reactor vessel. No pumps (P) are
utilized in the BRP design.

Upon initiation of the poison valves (INV) admitting full 2000 psig nitrogen
pressure to the poison tank (TK), poison is injected into the reactor within a few
seconds when the primary system (AD) is depressurized, however, if the primary
system is at full or above operating pressure (1335 psig), the nitrogen

volume is sufficient for injecting only a few gallons of solution. The

driving force for the remaining volume is achieved from the static head due

to the elevated position of the tank (roughly 30 feet above the reactor vessel)

to establish a siphon,

The primary purpose of nitrogen pressurization is Lo insure positive
displacement of poison solution when the reactor recirculation system is
static, such as during refueling, when there is no initial driving head to
establish a siphon through the discharge line in the poison tank,

An anslysis was performed in 1974 to evaluate the capability of the nitrogen
supply to the Liquid Poison System to initiate siphon. This evaluation
assumed & maximum primary system pressure of 1600 psia (besed upon the
maximum safety valve setting for operation at 1350 psia) and concluded that
sufficient nitrogen is available from the sixteen (16) size K bottles (TK) at
a pressure of 1945 psia to establish the needed siphon action.

The risk assessment analyses performed to address the ATWS rule regarding
recirc pump trips (1981) and alternate rod injection (1986) were reviewed
with respect to the primary system pressures at which liquid poison was
assumed to be functional. These analyses aseumed that the LPS would not be
functional for sequences in which the steam drum safety valves were cycling
in order to control pressure, This assumption was based upon the lack of
environmental qualification of the LPS components inside containment.
Therefore it was assumed that the primary system pressure would reach about
1400 psia (the bypass valve (JIj FCV) will control the primary system
pressure to abiut 1385 psia when at 100X open). It is important to note that
Emergency Operating Procedures (EOP's) for ATWS events, require LPS
initiation at a primsry system pressure of 1360 psig.

To evaluate whether the LPS would have functioned during the previous
operating cycle, it was assumed that at the point of initiation when
nitrogen 1s admitted to the LPS tank the relief valve would 1ift diverting
nitrogen until the valve reseated at some point below its lift pressure. To
determine the minimum allowable reset pressure, the 1974 analysis was
modified tor & primary system pressure of 1400 psia. At this pressure the
analysis concluded that the relief valve could stay open down L0 & pressure
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SAFETY SICGNIFICANCE (Continued)

peig. This is 90 pai above the 1500 psia value determined by the
which concludes the system was functionsl under these conditions.

to utilize Alternate Boron Injection to shutdown the resctor.

of 1500 psia and there would still be sufficient volume displacement to
initiste & siphon in the LPS, Revieving the data from the January 9, 1992
test shows that the lowest pressure at which leakage began to occur was 1575

analysis,

Under the extreme assumption that the LPS would not have functioned for any
reason, Emergency Operating Procedures (EOP's) would have directed operators

aRL oA ML
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BACKGROUND INFORMATION

The two service water filters (EIIS Code: FLT) are part of the
containment air recirculation (CAR) fan cooling system (EIIS Code:
BK) which is required to reduce reactor containment pressure after
a design basis accident (DBA). During normal operations, one
filter is in service and the other is in standby. These filters
remove particulate matter from the cooling water to the CAR fan
cooling coils and motor coclers. The filters have a non-safety
grade backwash system which runs continuously to extend the time
between filter plugging. During normal operation when the in-
service filter becomes -logged, as evidenced by operator
surveillance and/or a low-flow alarm on the line from the CAR fan
coolers, an operator is dispatched to manually switchover to the
standby unit thus isolating the clogged filter for cleaning. The I
filters are equipped with motor-operated bypass valves which
provide the capability of remotely bypassing the filters if they
become inoperable during an accident condition. Technical
specification 3.6.2 requires all four CAR fan units to be operable
in Modes 1 through 4. e

EVENT DESCRIPTION

On June 8, 1992, at 0822 hours, with the plant in Mode 1, at 99
percent power, a routine monthly test of the service water filters
indicated that the rate of debris accumulation on the filter
elements caused the differential pressure across the filter to
reach the maximum allowable in approximately two minutes.

Although this test was strictly for data gathering to support
ongoing service water analyses, the rapid fouling rate prompted an
expedited evaluation of the tilter design basis. This evaluation
was completed on June 10, 1992 and it was determined that post-
DBA, CAR cooler operation with filter differential pressure below
the maximum allowable differential pressure is required for 30
minutes to maintain acceptable containment temperatures and
pressure. At this time, the fouling rate test was reperformed and
the filters found acceptable. Over the next several days, the
river conditions caused the fouling rates to fluctuate between 25
minutes and 2 hours. Each time the fouling rate failed to meet
the design basis, a dedicated operator was stationed at a bypass
MOV switch to ensure a maximum opening response time of 10
minutes.

CAUSE OF THE EVENT

The root cause of this event was excessive silt suspension and
debris in the Connecticut River caused by heavy rains.

T N S S S S
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SAFETY ASSESSMENT

The potential for rapid fouling of the service water filters to
the point where insufficient flow may have been provided to the
containment air recirculation coolers is reportable under
10CFR50.73(a) (2) (1) (B) as operation in a condition prohibited by
the Technical Specifications,

In the event of a LOCA or main steam line break inside
containment, the containment air recirculation (CAR) cocolers are
required to operate at a specified capacity to limit the peak
pressure and temperature inside containment so that containment
structural and equipment qualification limits are not exceeded.
The design basis containment analysis assumes a CAR cooler heat
removal rate, based on a specific cooler flow rate and 90 degree
service water temperature, that is a function of the containment
temperature. In order to meet the assumed flow rate, system
pressure drop must be maintained within specified limits. If the
service water filters become plugged to a greater extent than
assumed in the analysis, service water flow to the CAR coolers
could drop below the flow rate assumed in the analysis.

The pressure drop across the service water filters must be
maintained relatively low in order to ensure adequate post
accident heat removal, Although the allowable pressure drop has
only a very minor effect on normal flow rates through the coolers,
analysis has shown that the CAR flows in an accident condition are
very sensitive to fouling of the filters. This is due to the fact
that the temperature of the water exiting the fan coolers (in the
accident case) would be above saturation temperature at
atmospheric conditions. When the water passes through the fan
cooler return throttle valves, flashing could occur if pressure is
not maintained above saturation. Excessive flashing of the
service water in the CAR cooler discharge line would, in turn,
result in a reducticn of cooler flow to less than assumed in the
analysis.

The design basis containment analysis assumes that one CAR cooler
is operating at cne minute, two at ten minutes, and three at
fifteen minutes following an accident., The coolers are assumed to
be operating at their design heat removal capacity. Due to the
potential for excessive clogging of the service water filters, in
the event of a LOCA or steam line break, the coolers could have
been operating at less than design heat removal until the point
where the operator opened the motor operated bypass valves. This
action is currently specified in EOP E~1, Loss of Reactor or
Secondary Coolant, if the automatic filter be:ax.~ash mechanism is
not operating, Further, if containment heat removal were
inadequate due to filter fouling and containment pressure exceeded

LER NO: 213/92-014
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35 psig (containment design is 40 psig), the Safety Parameter
Display System critical safety function status tree would direct
the operator to Emergency Operating Procedure FR-Z.1l, Response to
High Containment Pressure, which would also require that the
filter bypass MOV be opened to establish adequate service water
flow to the CAR coolers.

However, the standard assumption for operator action outside the
control room is 30 minutes. Thus, it would have been possible for
post accident heat removal to be less than assumed for up to 30
minutes. While analyses have shown that no cooling for up to 10
minutes would not result in exceeding current containment and
environmental qualification limits, this would not be true with no
cooling for 30 minutes. Although the flow to the CAR coolers
would have been less than assumed, there would still have been
substantial flow and heat removal available. However, since the
effect on flow and heat :emoval that would have resulted from
excessive filter clogging for 30 minutes is not known, it must be
assumed that flow would not have been adeguate.

At the time of the event, the service water temperature was below
70 degrees. This is significantly less than the 90 degrees
assumed in the analyses for the CAR coolers which were used to
establish acceptable clogging limits., This would prevent or
partially offset the reduction in flow that would result if
flashing were to occur in the return lines. Further, the short
term containment response is driven mostly by passive heat sinks
rather than acti - 2 heat removal. Thus, based on the low river
temperature at the rzime of the event, the fact that some flow
would still have been available to the CAR couolers, and the
ability of the operator to take manual action to restore adequd'.e
flow in accordance with existing procedures, it is concluded that
this even\ is of low safety significance.

CORRECTIV': ACTION

O.uce the service water filter design basis was clarified, short
term corrective action consisted of the following:

1. Reperforming the routine test which initially discovered the
deficiency to determine the current condition of the service
water filter, The inservice filter was found to exceed the

i design limits in approximately 40 minutes, thus the filter was

declared cperable.

2. A new procedure was created which provided Operators with
~uidance on performing operability tests on the filters to
naintain them within design basis limits,

LER NO: 213/92-014
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Long term corrective actions consists of the following:

completed.

rate testing and post-DBA operator actions for filter

commence in May 1993.

ADDITIONAL INFORMATION

None

PREVIOUS SIMILAR EVENTS

LER 90-023
90-032
92-012

1. Performing evaluations and procedure changes which will allow
the removal of differential pressure limits on the service
water filters whenever a dedicated operator has been stationed
at the MOV switch cue to river conditions. This has been

2. Evaluate feasibility of a modification which will allow the
service water filter bypass MOV's to automatically open upon
receiving a safety injection or high containment pressure
signal., This modification will eliminate all required fouling

operability. Design basis differential pressure limits would
also be eliminated. This is expected to be completed by
startup from the next refueling outage which is scheduled to

LER NO: 213/92414
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A reactor scram and subsequent Engineered Safety Features systems actuations were
caused by a turbine load rejection due to faults on off-site 230kV transmission
lines caused by a forest fire. The scram occurred at 1326 hours on May 3, 1992
and the event concluded at 0635 hours on May 4, 1992. The reactor was operating
at approximately 100% power before the scram. Numerous other engineered safety
features actuated including Isolation Condensers, Containment Isolation, Diesel
Generator fast start, Core Spray and Standby Gas Treatment. Several additional
scram signals occurred in the process of bringing the plant to cold shutdown and
returning power supplies to off-site sources. An Unusual Event was declared based
on high drywel] temperature, and an Alert was declared based on the potential of
the forest fire to further affect the piant. The plant was brought to cold
shutdown at 2234 hours on May 3, and the emergency condition was terminated at
0635 hours on May 4, after off-site power was restored to vital electrical buses.
Nff-site power had been available since 1331 hours on May 3, but plant management
decided not to place the vital buses on off-site power until reliability could be
assured. No plant structures or equipment were damaged by the fire. The forest
fire which caused the loss of off-site power was the root cause of the event, and
the safety significance was minimal because all systems functioned as required.
Corrective actions include a revision to the Diesel Generator operating procedure
to prevent an avoidable scram when securing diesel generator operation. Utility
personnel inspected off-site power lines and found ry damage. High resistance
contacts on the control rod d=ive pump time delay relay were replaced due to the
pump‘'s failure to start on a diesel generator load sequence.
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RATE OF OCCURRENCE
The event began on May 3, 1992, &t 1326 hours and concluded on May 4, 1992, at
0635 hours.
IDENTLFICATION OF OCCURRENCE

A reactor scram and subsequent Engineered Safety Features systems actuations were
caused by a turbine load rejection due to faults in off-site 230kV transmission
1ines. This is reportable in accordance with 10 CFR 50.73 (a)(2){111) and

(a)(2)(iv).
CONDITIONS PRIOR TO OCCURRENCE

The reactor was critical in the RUN mode at 1920 megawatts thermal (99.5% full
power' . Xanor buildup was in prognu following recovery from a power reduction
for Main Steam Isolation Valve (IEEE-SB, CFI-ISV) testing. The turbine-generator
(IEZE-TA, CFI-TRB) was on Tine at 64] megawatts electric with automatic voltage
conirol. Reactor recirculation (IEEE-AD) flow was 15E4 gop. with five pumps in
service. Reactor pressure was 1020 psig and level was 160" TAF (above top of
active fuel). Primary containment was intact and inerted.

DESCRIPTION OF OCCURRENCE

At 1310 hours on May 3, 1992, a maintenance supervisor reported to the Control
Room that a forest fire wes burning west of the plant. Security and Operations
Department personne! were assigned to observe the fire and the system dispatcher
was notified due to the clese proximity of the fire to the 230kV distribution
Tines. At 1325 hours electrical fluctuations were observed and 4160 volt vital
electric bus (IEEE-EB) low voltage alarms were received on Lhe Plant Computer
System (IEEE-ID), but not on the Control Room annunciators.

At 1326:30, a full reactor scram occurred, caused by operation of the turbine
controls acceleration relay (IFEE-JJ, CFI-RLY). The Turbine controls acceleration
relay operation resuited from a rapid lvad rejection which occurred after off-site
distribution breakers (CFI-52) tripped due to faults apparently Crom heavy smoke
and heat in the vicinity of the off-site 230kV 1ine insulators It s believed
that these smoke and heat conditions resulted in fonization of the air around the
insulaters (CFI-INS), causing arcs. The 34.5 kV 1ines (IEEE-EA) which supply
Startup Transformers S1A and SIB (CFI-XFMR) were also lost, resulting in a
complete loss of off-site power. When the generator tri . generator output
breakers GC1 and GO1 (IEEE-EL) tripped open, 4160V main breakers 1A and 1B (IEEE-
EA) (non-safety-related buses) tripped open, and Startup Transformer breakers S1A
and 518 closed to supply the plant with off-site power, although there was no
off-site power available (see attached Electrical Distribution schematic diagram).
The diesel generators (IEEE-EK, CFI-DG) , which had already received a signal to
start and idle on the generator trip, received fast start signals at 1326:34 from
Tow-low voltage signals on safety-related 4160V buses IC and 1D (IEEE-EB).

“m
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The diesel xountors and the loads sequenced as designed, except for Control Rod
Drive Pump A.

After the reactor scram, reactor high pressure (a scram n?ml) and Reactor
Recircuiation pump trips occurred. Electromatic Relief Valves (CFI-RV) (EMRYs) A
and D opened on high pressure (1060 psig). A reactor low level scram signal was
then received due to rapid void collapse. Isolation Condensers: (1EEE-BL) actuated
at 1326:33 from t..e reactor high pressure signal. The reactor high pressure
signal cleared at 1326:36, and EMRVs A and D closed. The reactor low level signal
“leared at 1326:46. The Standby Gas Treatment System (SGTS) (IEEE-BM) initiated
at 132€:46, apparently due to spurious radiation alarms resuiting from velur
transignts as the Diese] Generators restored vital bus power. The low-Tow voitage
alarms on safety-related 4160V buses 1C wnd 10 cleared at 1326:51. Two reactor
low level alarms were received and level vas approaching the low-low level
setpoint, so the Main Steam Isolation Valves (MS1Vs) were manually closed at
1328:57 in anticipation of a reactor isolation signal. The reactor low-low level
signal was then received at 1329:44 and initiated both Core Spray Systems (IEEE-
BM). Water was not injected into the reactor vessel due to the pressure
interlock. A pressure increase due to removal of Isolation Condensers from
service to control reactor pressure caused a void collapse which resulted in the
low-low reactor water level condition. As the Isolation Condensars were cycled in
and out of service for reactor pressure control, numerous reactor high and Tow
level alarms and scram signals were received. The Alternate Rod Injection System
(ARI) (IEEE-AA) initiated on reactor low-low level at :333:51.

JFf-site power became available to the Startup Transformers at 1331:03. At 1332,
4160V buses 1A and 1B were re-energized from the Startup Transformers. Upon power
restoration to these non-safety-related 4160V buses, Circulating Water Pumps
(1EEE-KE), Condensate Pumps (IEEE-SD), Feedwater Pumps (IEEE-5J) and Air
Compressors (IEEE-LD) were restarted. A decision was made by plant man t not
to place the safety-related 4160V buses on off-site power until reliability could
be assured. Fires continued to burn near the 230 kV lines.

As required by Emergency Operating Proc dures (EOPs), the Feedwater Pumps were
started. Their feed regulating valves (CFI-FCV) were locked up in the open
position due to the loss of air. Air compressors tripped on loss of offsite power
and do not automatically load on a diesel start sequence. Due to the significant
number of continuous alarms, the entry into EOPs and restoration of off-site
power, the operator did not recognize that the valves were Tocked up and failed tn
close in response to a manual closure signal. This caused a high reactor water
Jevel, requiring the Is:l.tien Condensers toc be removed from service to prevent
water hammer. EMRV- A »7d B were opened to control reactor pressure and reduce
reactor level. Tie Cuntainment Spray System (IEEE-BO) was started in the torus
cooling mode due to tae discharging EMRVs.
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The associated Emergency Service Water (IEEE-BS) pump started 45 seconds after the
Containment Spray Pump, as designed. Both EMRVs were soon closed and the high
reactor water level condition cleared.

At 1402 hours the Group Shift Supervisor in the Contro)l Room declared an Unusual
Event based on indicated high drywei]l temperature of 160°F. The scram and ARI
were reset. The Group Shift Supervisor then declared an Alert at 1434 due to the
potential for the off-site fire to further affect the plant. The Emergency
Response organization was activated.

At 1455 the reactor isolation signal was reset. Several low level scram signals
in succession were received while maintaining reactor level in the desired band.
At 1609 the Containment Spray System was taken out of the torus cooling mode and
returned to standby readiness. Isolation Condenser logic was reset at 1742, and
Shutdown Cooling (IEEE-BO) was placed in service at 1945. The Main Steam
Isolatfon Valves were opened at 2044 to vent the reactor. The reactor reached
cold shutdosn conditions at 2234.

At 0240 on May &, a reactor scram and containment isolation signal were received
when power was lost to 4160V bus 1D while securing Diesel Generator 2,

At 0505 the emergency classification was downgraded to an Unusual Event. By 0631
both 4160V buses iC and 1D were restored to their normal off-site power supplies
and the associated Diesel Generators shutdown. The plant secured from the Unusual
Event at 0635 hours on May 4, 1992,

No plant structures or equipment were directly affected by the fire. The fire did
approach within approximately 70 feet of the Fire Pump House (IEEE-KP), which is
located southwest of the main plant site and across the salt water discharge
canal. Local fire department and plant personnel were stationed at the Fire Pump
House during the period that it was threatened.

ANALYSLS OF OCCURRENCE AND SAFETY SIGNIFICANCE

The generator load rejection scram anticipates the rapid increase in pressure and
neutron flux resulting from fast closure of the turbine control valves (CFI-FCV)

due to a load rejection. The scram functionsd appropriately on a load rejection
signal and 2li control rods fully inserted.

The Diesel Generators are designed to start and automatically load all safety
related pumps and auxiliaries required for safe shutdown of the reactor in the
event of a design basis accident with a loss of off-site power. All required
loads started automatically except Control Rod Drive (CRD) Pump A (IEEE-AA). The

significance of this failure to start is minimal, since the other CRD Pump did
start.
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The high pressure an¢ low-low reactor water ieve! after the scram initiated the
[solation Londensers and EMRVs as designed The Isolation Condensers remove core
reitdual and decay heat, and depressurize the reactor vessel in the event the main
condenser is not available as a heat sink Both Isolation Condensers initiated
and functioned as des igned The EMRYs provide overpressure protection to avoid
unnecessary safety valve actuation during plant transients that result in a
pressure increase EMRVs A and D opered appropristely when their setpoint of 1060
PS1g was reached

Restart of Reactor Feedwater pumps with their reguiating valves locked open Caused
d& high reactor water leve], requiring removal of the Isolation Condensers from

ervice EMRVs were successfully used to control reactor pressure until level
returned to the desired contro band

vue to heavy oncentration of SMoke in the ares an assessment of equipment that

Mmight be affected by the Smoke was warrianted Engineering @nalysis determined
that operati ‘N a smoke environment @id not adverse y atfect the Diese
wenerators or esel Fire Pumps A sample charcoal canister from the Standby Gas
lreatment System was removed ang sent for aboratory ana ysis The results
ndicated n damage to the charcoal beds from the fire's smoke

A ther automatic function actuated and Operated as designed therefore, s:.taty
sriticance of this event i¢ onsidgered minima
APPARENT CAUSE 0F WELURRENCE
Ne cause of the 0ad rejection scram was the IS5 Of off-s1te Power initiated by
& forest fire when off-site power was lost the turbine contro 5 acceleration
relay responded to rapidly 0se the control Vaives to prevent 2 turbine over

speed condition 'he rapid responze by the acCeleratior relay was sensed by the
Reactor Protectiorn system, which in turn produced a scram

'he cause of the scram and isolation Signal at 0240 hours on May 4 was an
nadequate procedure A surveil lance procedure contained 4ppropriate instructions
Lo prevent a reactor scram when Securing diese) generztors, but the operating

procedure did not contain the same instructions i adadition, due to inadequate
self-checking, the Operator was monitor ng the incorrect voitage indicator wnile
securing Diese Generator ; the voltage ind Cators labeled *ng* and LINE® are
actually reversed during thi: electrica configuration

The cause of the fa ire of Control Rod Drive Pump A to start or the Diesel
enerator loading SEQUence was 3 set of high resistance contacts on the Lime delay
elay F1-2) for pums start on the automat |c 0ading sequence

eek 8101010 ) 4 Sleni O § oﬂ‘ 0
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CORRECTIVE ACTION

Utility personne] inspected off site power lines prior to placing the generator on
1ine and found no damage. The diesel generator operating proceaure will be
revised to include steps to prevent a scram signal when securing digeel nenerator
operation, and the revised version of the procedure 1s currently being rev.wed
with operators on the non-certified plant referanced simulator (operators are
partictpating n simulator development) The high resistance contacts o\ the
Control Rod Drive pump time delay relay were replaced.

SIMILAR EVENTS

LER 91-005 Automatic Reactor Scram Due to Loss of Feedwater Flow Caused by a
Grounded Condensate Pump Motor

Main Transformer Failure Causes Automatic Reactor Shutdown

Main Generator Trip Causes Automatic Reactor Shutdown Due to

Error

High RPV Leve)! Trip/Scram Caused by Lost Feedwater Flow Signal Due to
Procedurs] Inzdequacy and MSIV Auto Closure Due to Loot=e Wire

—
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L.
““Bn Febriary 21 1T82 et OBYE Toors. reverse flow cooling water iniet gate D to the

Screenhouse forebay was closed, thereby isolating the plant from Lake Ontario, The combined
flows of the operating service water pump and circulation water pumps lowered forebay levei
sufficiently to cause degradation of service water pump discharge pressure. At the time of the

event, Nine Mile Point Unit 1 (NMP1) was in cold shutdown with reactor water ternperature
approximately 140 degrees Fahrenheit,

The root cause of the event was the failure to comply with the Work Control Program due to
ineffective management oversight and supervisory control over the implementation of procedures
which govern this program and a lack of fundamental awareness of licensing basis requirements,

Immediate corrective actions included restoration of water 10 the forebay to within normal levels
by 0844 hours. Safety-related pumps that take suction off the forebay were operated te T8Iy
functionality through®observation of flow rates. In order to investigate the event, .*.s 7.ant
Manager issued a Restricted Work Order at 1030 hours under which work was restricter .o the
performance of required Technical Specification surveillances and non-impacting work as
approved by the Plant Manager.

Short term and long term corrective actions were identified to address programmatic concerns,
persannel performance issues, equipment concerns, organizational issues and plant personnel
training issues; the specific corrective actions are identified in Section IV of this LER.

WRC Form M8 040
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Background

On February 10, 1992, while corrective maintenance was being performed on the reverse
flow cooling water inlet gate D position control button, a configuration that differed from
design documents was discovered that consisted of an electrical jumper which bypassed
the gate load limit switch. On February 12, the jumper was removed, placing the plant into
configuration consistent with design documents. An Emergency Temporary Modification
was initiated under which the jumper was reinstalled. Deviation Event Reports (DERs) were
initiated upen the initial discovery of the jumper and upon reinstallation under the
Emergency Temporary Modification. The removal of the jumper on February 12 and the
subsequent jumper removal on February 21 were performed prior to the Engineering review
and authorization required by the DER procedure.

Between February 12 and February 21, discussions were held regarding D gate status,
which included Site Engineering, System Engineering, Maintenance and Operations
personnel. It was determined that continued application of the jumper raised industrial
safety concerns and that the jumper should therefore be removed and the gate tested. It
was also determined that the post maintenance test should consist ot stroking the gate
with the jumper removed by going into reverse flow operations to :nsure maximum
ditferential pressure across the gate. While the scope of the original Work request to repair
the gate pushbutton was changed to incorporate the jumper removal, the work package
was not re-reviewed for plant impact, as required by the Work Controls Program, nor was
a procedure identified under which the test was to be performed. The work package aiso
did not specify if the stroke test was to be performed as part of the normal evolution of
establishing reverse flow or performed while in reverse flow. On February 18, a blue
markup, 8n equipment tagout that allows for testing, was initiated under which the gate
would be stroked in accordance with the work package.

Chronology of Events

initial Conditions: On February 21, the plant was in cold shutdown with reactor water
temperature of approximately 140 degrees Fahrenhsit. The plant had
shutdown on February 16 due to unrelated causes. At the time of the
event, both circulation water pumps and one of two service water
pumps were in service. H

0700 hours The Station Shift Supervisor (858), Chief Shift Operator (CSO), and
fl Electrical Maintenance personnel discussed D gate testing.

$SS authorized system lineup to reverse flow configuration.

Lﬂ———ﬁ—’___i T T T
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i L_.RESCRIPTION OF EVENT (cont.)

0720-0740 hours Licensed operator dispatched to screenhouse to establish reverse flow
in accordance with procedure.

Electrical Maintenance discussed work package with §S§ and CSO.
5SS reviewed previous work completed and plant impact assessment,
SSS . vrified Work Request is on the daliy work plan and reviewsd the
Post Maimsnance Test (PMT),

S8S and CLO signed renotification in work package.

Electrical Maintenance discussed PMT with $8S inciuding operation of
D gate.

Electrical Mainterance discussed with CSO restoration of wiring to
design documents ond full open/close of D gate to test overload limit

switch,
0730 hours Licensed operator notitied CSO and SSS reverse flow established.
0735 hours First Nonlicensed Operator (NLO) dispatched to apply blue markup.
0740 hours Biue markup applied and verified by nonlicensed and licensed operator,
07861 hours Blue markup issued to Electrical Maintenance for C and D gate common
breaker.
0800 hours Blue markup verified by Electrical Maintenance and overload limit

jJumper removed. Electrical Maintenance requested operator support for
testing from CSO,

0820 hours Different NLO dispatched to screenhouse to support D gate testing.
~0825 hours System Engineer joined Electrical Maintenance to assist in evolution.
NLQ informed CSO that Eiectrical Maintenance wanted to check switch

with gate open, partially closed and fully closed. NLO closed and
reopened gate a few inches, then successfully cycled gate a few feet,

NLO closed gate fully; gate did not reopern.

T TSI T OOyt LN 5
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L._DESCRIPTION QF EVENT (cont.)
0829 hours High tunnel differential pressure alarm recelved in control room.

Control room called NLO to reopen gate. NLO notified CSO D gate was
stuck closed. CSO demanded closure of D gate contacts to raise gate.
Electrical Maintenanc s held jumper across contacts to raise D gate.

* Circ. Water Intake Level Low alarm received.
el #12 Circulatio . pump removed from service,
® NLO instruc ted Electrical Maintenance to reinstall jumper.

Licenss ator dispatched by control room opened the "B" gate to
restore \ovel () gate may have been opened first.

0832 hours Service V. ater Header Pressure Low alarm received.

3 '11 Service Water pump removed from service,

- L S0 attempted to start the Emergency Service Water pump #11.
Low discharge pressure was observed in the Control Room, the
pump was immediately shut down. H

NOTE: Subsequent to the event, it was determined that the
intake bay low level alarm was set nonconservatively low,
thereby not providing control room operators with early
indication of leve! degradation as designed.

0833 hours Fire Header Pressure low alarm received.
. Electrical Fire pump on.
0835 hours Circulation pump Intake Level normal.
0837 hours "0 gate reported open by NLO at screenhouse.
0838 hours Emergency Service Water pumps #11 and #12 on.
L Reactor Building Service Water Header Pressure normal.
0840 hours #11 Service Water pump vented.

LER NO: 220/92-005
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L_RESCRIPTION OF EVENT (cont.)

0844 hours #11 Service Water pump on,

“ Turbine Building Service Water Header Pressure normal.

0845 hours #11 and #12 Emergency Service Water pumps off.
0850 hours Electric Fire Pump off.
0900 hours Circulation Water intake flow returned to normal.

® Breathing Air compressor restarted {tripped on low Service Water
pressure).

v Fish screen closed and drain valve opened on #12 Circulation
Water pump.

e #12 water box vents opened.

IL._CAUSE OF EVENT

"D" gate to the screenhouse was closed without an approved procedure. This resulted
from inadequate review caused by a failure to comply with the Work Control Program and
a lack of fundamental awareness of licensing requirements in implementing Work Control
Programs. The root cause of this failure to comply with the Work Control Program was
ineffective management oversight and supervisory control over the implementation of
procedures which implement this program.

A root cause evaluation was performed for the intake bay low level aiarm setpoint being
set at 237'-6" versus the design setpoint of 238'-6". This evolution determined the root
Causa to be a programmatic deficiency as there was insufficient procedural guidance
addressing plant impact provided to engineers performing design basis calculations.

lL_ANALYSIS OF EVENT

This event is considered reportable under:

1. 10CFRS0.73 (a)(2)(ii)(B), operation “in a condition that was outside the design basis
of the plant.” FSAR Section IIl.F specifies the configuration requirements for normal
and reverse flow and tempering operations. No provision exists in the licensing basis
for closure of D gate while in reverse flow operations.

LER NO: 220/92-005
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1. _ANALYSIS OF EVENT (cont.)

- 10CFRS0.73 (2)(2)lii)(C), operation "in & condition not covered by the plant’s
operating and emergency procedures.” Existent plant procedures do not provide for
closure of D gate while in reverse flow operations nor was a procedure developed
for the evolution.

3. 10CFRS0.73 (a)(2)(v), "any event or condition that alone could have prevented the
tfulfilment of the safety function of structures or systems that are needed to
shutdown the reactor and maintain it in 8 safe shutdown condition; remove residual
heat; control the release of radioactive material: or mitigate the consequences of an
accident.”

For analysis of the event, safety-related systems/equipment considered inoperable due to
the loss of ultimate heat sink include Emergency Diesel Generators, Containment Spray,
Core Spray, Emergency Service Water, Reactor Building Closed Loop Cooling Water, Spent
Fuel Pool Cooling, Diesel and Electric Fire Pumps, and instrument Air Compressors.

Analyais at Event Conditions

A safety assessment by the Niagara Mohawk Independent Safety Engineering Group
conciudes that in response to the loss of ultimate heat sink, the plant was effectively
maintained in a cold shutdown condition, Operators and plant staff, in response to the
event, acted responsibly and effectively in mitigating the event in an expeditious fashion,
There was no impact on the health and safety of the public.

The safety significance of the event with respect to residual heat removal from the reactor
core were minimal based on the following:

1 The approximate duration of the intake low level condition was five minutes.

- & With reactor water temperature at 140 degrees Fahrenheit, approximately 1.9 hours
was required for 8 temperature increase to 212 degrees Fahrenheit with no operator
intervention. No increase in reactor water temperature was noted during the event.

3. Due to low decay heat conditions at the time of the event, sutficient reactor vessal
makeup was available for greater than 48 hours without restoration of intake level.

4. Core Spray remained available for service, with torus water available as an injection
source and power supplied by offsite power. Sufficient ime and aiternate mitigative
actions were avaiable 10 operators to ensure cold shutdown could be maintained.

. -]
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UL _ANALYSIS OF EVENT (cont.)
Analysis ax Qther Conditions

Had this event occurred at rated power concurrent with both & Design Basis Loss of
Coolant Accident (DBALOCA) and a Loss of Oftsite Power (LOOP), the requirements of
10CFR50.46 could not be assured. As a result of the loss of the ultimate heat sink, the
Emergency Diesel Generators are assumed to be inoperable due to the loss of Diesel
Generator raw water cooling. This in turn renders both Core Spray and Containment Spray
Systems inoperable. Without Core Spray, compliance to 10CFR50.46 cannot be assured.
Additionally, ioss of the Containment Spray System results in containment pressure
exceeding the Torus desigh pressure.

The rate of containment pressurization following a DBALOCA, concurrent with a complete
loss of both core spray and containment spray is documented in the second supplement
to the FSAR. From this rate of pressurization, containment design pressure is reached in
21.6 minutes. However, when engineering analysis is applied, containment integrity is
assured for approximately 1.5 hours.

This event would be mitigated by operator action to procedurally crosstie the Unit 1 and
Unit 2 Fire Systems and aligning the Unit 1 Fire System to provide for EDG raw water
cooling. This action would restore the Diesel Generators and hence Corr, Spray and
Containment Spray Systems to an operable status. Upon restoration of Containment
Spray, the rise in containment pressure would be terminated prior to reaching the analyzed
pressure. The loss of the ultimate heat sink can only occur when the plant is placed in the
reverse fiow condition. Reverse flow, used for de-icing the circulating water intake
structure, is an infrequent evolution. The probability of a DBALOCA coincident with a
LOOP for a five minute loss of the ultimate heat sink is less than one in 1,5E08 reactor
years,

As the loss of the ultimate heat sink is beyond the design basis of Nine Mile Point Unit 1,
equipment cited to mitigate this event has not been subjected to single failure criteria
beyond the loss of the ultimate heat sink.

Based on the analysis, the DBALOCA coincident with a LOOP and concurrent loss of the
ultimate heat sink is the worst case bounding scenario. All other scenarios evaluated result
In assurance that core cooling and containment integrity are maintained. The scenarios
evaluaied are as follows:
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lIL_ANALYSIS OF EVENT (cont.)

Loss of Off-Site Power (LOOP)

if the unit lost its ultimate heat sink concurrent with a8 LOOP, the event would be similar
to & station blackout. 10CFR50.63, "Loss of All Alternating Current Power,” requires that
for a specified station blackout duration the plant be capable of maintaining core cooling
and appropriate containment integrity. Assumptions made and actions taken to mitigate
station blackout would apply to this event. The event for NMP1 assumes that either offsite
or onsite power can be restored within 4 hours and sutficient core cooling capability is
provided by the emergency condenser system. NMP1 is capable of coping with a station
blackout as described in an NRC Safety Evaluation dated November 6, 1991. Therefore,
the consequences of a loss of the ultimate heat sink with concurrent loss of offsite power
are bounded by the station blackout event.

Loss of Ultimate Heat Sink During Refueling

If the plant was in a refueling condition and experienced this event the water contained in
the Reactor Head Cavity and Spent Fuel Pool would heat up from decay heat. Saturation
temperature would be reached within 10 hours and steaming would commence, thereby
removing decay heat. The boil off rate of 55 gpm would be made up by the 75 gpm
injection available from the Condensate Transfer System. Assuming Condensate Storage
Tank leve! at Technical Specification minimum, sufficient makeup water is available from
the Condensate Storage Tank for approximately 24 hours, thereby allowing tirne to provide
additional sources of water. This heatup and boil off rate were conservatively caiculated
using only the volume of water contained in the Spent Fuel Pool.

Design Basis L.oss of Coolant Accident (DBALOCA)

If the unit lost its ultimate heat sink and experienced a concurrent DBALOCA, the event
would be similar to the DBALOCA coincident with a LOOP, except that both Core and
Containment Spray Systems would be available to ensure compliance to the requirements
of 10CFRE0.46 and maintain containment integrity until the ultimate heat sink could be
restored.

Conclusion
Based on analysis of the event at event conditions, it is concluded that the safety
consequences of the event were minimal. The reactor was unalfected, no equipment

damage was sustained, and no radiation release occurred. Operator response to the event
was good and safety of the general public was not compromised.

L —
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Y. CORRECTIVE ACTIONS

Immediate corrective actions related to this event were restoration of intake bay level by
the operators, securing one circulating water pump and one service water pump, intake
level restoration, and starting emergency service water pumps in accordance with
procedures. All pumps that take suction from the forebay were subsequently operated to
prove initial functionality. In addition, the Plant Manager issued a Restricted Work Order
at 1030 hours in order to investigate the event.

Corrective actions related to this event are detailed in Attachment 1 and Attachment 2 to

this LER.

Y. ADDITIONAL iINFORMATION

A, Failed components: None.

B. Previous similar events: None,

G- Identification of components referred to in this LER:

COMPONENT

Cooling Water Inlet Gate D NN
Screenhouse Forebay N/A NN
Service Water Pump P 8BS
Circulation Water Pump P 8s
Cooling Water Inlet Gate D Position Control Button HS NN
Gate Load Limit Switch LDC NN
Circulating Water Intake Alarm LA BS
Emergency Service Water Pump P Bl
Shutdown Cooling Systemn N/A BO
Emergency Condenser COND BL
Condensate Transfer System N/A KA

M
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V. ARDITIONAL INFORMATIOQN (cont.)

C. Identification of components refaerred to in this LER: (cont.)

IEEE 803 IEEE BOS
COMPONENT FUNCTION SYSTEM 1D
Spent Fuel Pool Cooling N/A DA
Emergency Diessl Generators (EDG) DG EK
EDG Cooling Water Pumps P L8
Core Spray Pumps P BG
Containment Spray Pumps F BE
Containment Spray Raw Water Pumps P BE
Reactor Building Closed Loop Cooling Water System N/A cC
Dissel and Electric Fire Pumps P KP
Instrument Air Compressors CMmP LD

..________,__—_.___.._...—..--.-———-——-—'-II
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ATTACHMENT 1
CORRECTIVE ACTIONS
Short Term Corractive Actions - Unit 1
1. Trained various management, supervisory and

Racalled all wrk packages from field.

9. Performed Shutdown Safety Review on currently
scheduled work which will be updated on an on-going

10.  Directed Licensing group to ensure that all DERs
affecting plant equipment go to the SSS for operability

represented parsonnel in lessons learned from this event.

Waork Control group re-reviewed each work package for
completeness, accuracy and compliance to applicable

4, Operations Planning group re-veritied the Work-In-
Progress data sheet for completeness, sccuracy and
compliance to applicable procedures.

5 To provide management oversight, re-established the
Control Room Coordinator to enhance communications,
coaching and pre-job briefings.

QA reviewed a sample of the re-reviewed work packages Completed

Initiated simplified job aid as part of the work control
process to ensure compliance to the license.

8. Licensing personnel are on shift to coach and advise
personnel involved in the work control process,

11.  Revise intake tunnel differential pressure alarm set point.
Long Term Corractive Actions
1 Development of 8 Work Control Monitoring Program.

- Review open DERs relating to plant configuration to
determine if any plant changes have been made since
the DER was initiated before startup of Unit 1.

Rue Date
Completed

Completed
Completed

Completed

Completed

Completed
Completed

Completed

Completed

Completed

Completed
Prior to Startup H
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ATTACHMENT 1
CORRECTIVE ACTIONS (cont.) r’
Long Term Corractive Actiona (cont.) Que Date
3. SROs will re-review open DERs for affect on operability Prior to
before startup of Unit 1, Startup
4. Review Work Control Procedures for enhancements. 5/31/92 i
Corrective Actions for the improperly set intake bay low level

glarm are as follows:

) (% The Nuclear design calculation procedure (NEP-DES-340)  Completed
will be revised to include the requirement to perform a
review of potential affected Engineering and Generation
documents be completed prior 10 the issuance of the 1
calculation.

2 Generate 8 Lessons Learned Transmittal and submit to 6/16/92
Training Department for incorporation into Engineering
calculation procedure training.

3. lssue the Lessons Learned Transmittal to personnel in the  6/15/92
Electrical, Mechanical, and Structural Engineering groups.

LER NO: 220/92-005
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ATTACHMENT 2
ARDITIONAL CORRECTIVE ACTIONS

The following additional corrective actions related to the event have been identified by the
Management Assessment Team:

Equipment Concerns

1. Evaluate modification to "D" gate to ensure that failure of the controls when in full
up position in reverse flow will not allow gate closure.

2. Modify/resolve "D" gate controi circuit to assure proper operation during high
differential pressure conditions.

0 Yeaini

1. A new lesson plan will be developed to discuss gate operation, potential
consequences of improper operation and the affects of improper operation on other
plant systems or components.

2. Review training prograrn to identify other plant systems susceptible to similar events.

3. Develop simulator scenarios,

Additional Short Term Corrective Action

o (i

1. Review of Blue Markup process by the General Supervisor to prevent misuse during
implementation.

2. Discontinued use of rotational SRO until rotational $8S role reviewed.

3. Operating procedure N1-OP-19, "Circulating Water System," has been revised to
require a water watch when in reverse flow configuration.

Additional Long Term Corrective Action

1 Review the Operations shift organization's effectiveness.

2, Evaluate the DER and root cause evaluation processes for enhancements. Revise a3
necessary and train line organization.

< Review Biue Markup process relative to the tagging concept.

L e e e e P
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ATTACHMENT 2
ADRDITIONAL CORRECTIVE ACTIONS (cont.)

Additional Long Term Corrective Action (cont.)

4, As part of the Safety Review and Audit Board responsibility for overall assessment,
assess effectiveness in estimating and correcting problems related to the findings.

5. Review safety assessment results for enhancements to Operating Procedures.

6. Review safety assessment results for enhancements to design configuration.

L—_———w_-—_—l
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Facility Mame (1) Docket Nusber (2) |
Qresden Nucleacr Pawer Station. Unit 2 o0 1s 1o 1o 10 12 13 (7 1 lolola
Title (4,
Unplanned Loss of Contro)l Room Annunciators Due to Loose Power Supply Fuse
Koot Qate (80 [ LER Number (6) Bennct Qate (20 | Other Facilities lovolves (B)
Yonth | Day | Year | Year |///|Sequential{///|Revisian| Manth | Day | Year MW
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——A G el
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AICRNSEE CONTACY FOR THIS LER (12)
Name TELEPHONE NUMBER

AREA CODE

LOMPLETE MWW (3

CAUSE | SYSTEM | COMPOMENT | MANUFAC. |REPORTABLE 1" ;M SYSTEM | COMPONENT | MAMUFAC. |[REPORTABLE 14404
JURES. 10 8477 ﬁ mn......m.mm;;;;;;
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ABSTRACT (Limit to 1400 spaces, i.e, approximately fifteen single-space typewritten lines) (16)

On July 1, 1992, with Unit 2 and Unit 3 both operating at 76% power, intermittent audible and visual alamms
were received indicating momentary losses of power to the annunciators on Main Contro) Room (MCH) Panels
90E-d. ~d, <5, «b, <7, and -8 and 9231, <5, and -5A. Operations personne! secured a!l maintenance work in
the MCR and the Auxiiiary Electric Lauipment Room (AEER). At 1159 hours, an Alert condition was declared in
accordance with Dresden Emergency Action Levels. Troubleshooting began and the visua! function of the
annunicators was restored. Mowwver, various annunciator horns wers inoperable due to blown snaunciator
clrcutt cards.  The cause of the event was inadvertent movement of a lcose copper link during annunciator
modification work in the AEER. This 1ink i3 Jocated in fusze holder F31 which is the negative 125 VDC supply
for 11 Unit 2 annuncistor chassis commons. The failed annunciater cards were a result of power surges
resulting from the intermittent energization of the civcuit. The annunciator cards wers replaced and a
Jumper wire was placed around fuse holder F31, The Alert was terminated at 1905 hours. Corrective sction
«i11 also include review of fuse link fabrication policy. The safety significance of this svent was
considerad minimal because both Unit 2 and Unit 3 were operating 4t steady load and visua! annunciator
operation was promptly restored. In sddition, the Reactor Operators still had instrumentation and indication
of vital parameters to determine plant status. A previous event invelving the Unit 3 annunciators was
reported by LER 91.11/080249.

LER NO: 237/92-622
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i TEXY Energy Industry ldentification System (E115) codes are identified in the text as [XX]

PLANT AND SYSTEM LAENTIFLICATION:

Gensral Electric = Boi)ing water Reactor ~2527 MWt rated core thermal power.

Nuclear Tracking System (NTS) tracking code numbers are identified in the text as (XXX-XXX-XX-XXXXX).

EVENT IDENTAFICATION:

Unplanned Loss of Contrnl Room Annunciators (1B] Due to Loose Power Supply Fuse

A COMDITIONS PRIOR 10 EVENT:
Unit: 2 Event Date: July 1, 1992 Event Time: 1130 Moyrs
Reactor Mode: N Mode Name:  Kun Power Level: 7E%
Reactor Cooiant System (RCS) Pressure: 985 psig

8.  QESCRIPTION OF EVENT:

At approximately 1130 hours on July 1, 1992, with Unit 2 and Unit 3 both operating at 76% power
intermittient audible and visual alarms were received indicating momentary losses of power to the
annunciators for Main Contro) Room (MCR) Panels 902-3, -4, <5, <6, -7, and B, and 923.1, -5, -%4 I[n
addition, various annunciator horns did not function proparly. Upon the intermittent loss of the
annunciators, the Station Control Room Engineer (SCRE) sent the Shift Supervisor (55) to the Auxiliary
Electric Equipment Room (AEER) to secure annunciator modification work which was being performed by
Electrical Maintenance Department (EMD) personnel in the Annunciator Input Cabinet 902.34. The 902.34
Panel contains the ma'n power supply for the annunciator system. A1l maintenance activities in the MCR
and AEER were stopped. At 1150 hours, an Alert condition was declared in accordance with Condition 3 ¢
of Emergency Plan Implementing Procedure (EPIP) 20071, Oresden Emergency Action Levaels. Initial
troubleshooting of the horns determined that several annunciator circuit cards had failed resulting in a
horn that could not be silenced and a horn that would not sound. The cards were immediately replaced
and the horns were tested and found to be opersting properiy. Although the annunciators were
functiona), except during intermittent troubleshesting periods, the Alert condition was not terminated
until the cause was determined. At 1600 hours, the cause was determined to be a copper link located 'n
fuse holder F31 of the 902.34 Pane) not making sufficient contact. This copper link serves as the
negative 125 VOC feed to all annunciator chassis commons. The EMD personne! were installing two single
conducturs 1n Section AR of the 902.34 pane!. It iy believed that the copper !ink was inadvertently
disturbed during the wire puiling process. The EMD personne) were using appropriate caution and had
ettained proper Operstions approval prior to start of work,

Temoorary Alteration 1[-21-92 was initiated to place & jumper arcund fuse holder 31 The & ert
condition was terminated at 1905 hours

-

APPARENT ZAUSE QF EVENT.

This event is being voluntarily reported due to ity significance and NRC interest.

M
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The root cause of the copper !ink not making sufficient contact in fuse holder F3) way attributed to
inadequate tontrals concerning its previcus installation. Failure of the annunciator circuit cards 14
atiributed to power surges which resuited from the intermittent energization of the system.

The copper 'ink in guestion had been installed following & previous event whick invalved the unplanned
less of the Unit 3 annunciator system due to & blown fuse. This event was reported in LER
92-011/050249. The decision and design processes concarning the installation of this copper link were
reviewed. 1t was concluded that the coacept of installing & copper link to prevent future fuse failure
pending completion of annunciator modification work was proper. However, the actual implementation cf
the copper !ink installiation was deficient because the link type (copper tubing) was apparently not
compatible with the fuse holder. Field Change Request (FCR) D-6384. which implemented the change from 2
fuse to & copper link, did not specify the outside diameter of the copper tubing to install. The copper
tubing link configuration had a slightly smaller diameter than a standard !ink type, causing it to be
subject to movement as a result of vibration. Due to the "sadd)e” arrangement of the in-place fuse
holder, the fit of the copper link 45 difficult to check, especially {f the circutt i3 live. In
addition, there i3 no test which can be conducted to determine the gripping force being applied to the
Tink by the fuse clip. At the time of installation, visua) observations for looseness and thermography
were performed to determine if the fit was adequate. However, these qualitative checks are not a
direct, quantitative measure of the acceptance for fit,

In aggition to the drawing indicating the Tocation of the 1ink, the work instruction provided was to
replace the fuse with a link. This was delermined to be adequate instructions becsuse fuse/)ink
insta’lation is considered to be a "craft ccoability" function which is routinely performed. Ffurther
detar! in the work package concerning the type ~f link %y be utilized (i.e., & standard fuse )ink
product vs. & fabricated type) could possibly have insured & tighter fit,

0. SAFETY ANALYSLS OF EVENT:

The annunciator system informs the Reactor Operator audibly and visually of abnormal sauioment states.
Upon the loss of power to the annunciator system, the Alert condition was properly declared in
#ccordance with Condition 3.1 of Emergency Plan Implementing Procedure (EPIP) 200.T1, Dresden Emergency
Action Levels. Although the annunciators were promptly restored, as a precautionary measure, the Alert
was not terminated until troubleshooting was complated and the root cause was determined. The wire
Jumper which was placed around the fuse holder F31 is acceptable bacause the positive 125 VOC supply to
each branch circult in the 902-34 s adequately fused. The jumper will not be susceptible to
disturbances which caused this event. Prior to this event, both Unit 2 and Unit 2 were operating at
steady load. [n addition, an extra Reactor Operator was assigned to monitor the 902-5 pane!. These
Opwrators stil] had gauges and recorders of vital plant parameters to determine plant status. Therefore.
the safety significance of this event is considered minimal,

The immediate correctiva actions were to replace the blown aanunciator circuit cards under Work Request
(WR) 10250, ang to place & jumper around fuse block F31 per Yemporary Alteration [1-21-92, Additional
corrective actions included the placing of a jumper around fuse holder F25 in the Unit 3 90334 panel,
w=hich also cortained a copper link, per Temporary Alteration [11.22<92. This event was covered as a
topre ‘n ostation tarigate meetings and was also tssued as & Nuciear Network ttem to inform the [Adustry
of the ever

W

LER NO: 237/92-022



F-37

‘ ALCENSER EVENT REPORT (LER) TEXT COMIAMUALION foom Aev 2.0,
FACTLITY NAME (1) DOCKET NUMBER (2) hER MMBER (8) | Page ()
Year ;ﬁ Sequential ﬁ; Reviy fon
| L0 Mumber  1777| Mvaper.
| _Dresgen slolototata ezl -tolzalal-lo ta. i
| TExY Enargy Industry [dentification System (EIIS) coder are identified 'n the text as [XX]
Thess Temporary Alterations wil) be made permanent during compietion of the annuncistor modification
project. The Nuclear Engineering Department (NED) is completing their raview of & task force report
concerning difficulties that have occurred during performance of the annunciator work at the [rescen and
Quad Cities sites. This review will also consider potential policy improvements concerning
specification of fuse links, and wil) provide Further recosmendations to the site by 8/28/92
(237-200-92~12601) .
The Maintenance Staff is also reviewing current policy concerning fabrication of fuse links, and wil)
implement appropriste improvements. These improvements may include enhanced training and/or procedural
contrals, and will be identified by 9/4/92 (237.200-92-12602).
¥ PREVIQUS QCCURRENCES:
\E8/Document Numbers Litle
91-022/050249 Loss of Control Room Annunciators Due to Design Deficiency
While the unit was in & normal refuel outage all power was lost to Main Contro!
Room Panels 903-3, -4, .5, «6, <7, and -8 annunciators when a single fuse
blew. The root ceuse of the event was attributed to design deficiency which
had & single fuse supplying the negative 125 VOC to all annunciator chassis
commons . The corrective action was to replace the fuse with a copper 'ink on
both Units 2 and 3.
89.001/050259 Turbing Trip and Reactor Scram on Stop Valve Closure Due to Slow Transfer of
Houss Loads During Lows of Offsite Power
During this event, power to annunciator pane) 902-3 was interrupted due to Fuse
F-9 opening. Power was also interrupted for annunciator pans! 902-6 due to
another fuse opening: no other annunciators were atfected. The cause was
attributed to 125 VOC system spikes during the event. The appropriate fuses
were replaced.
Non Reportable Loss of Main Control Room Annunciator Power Due to Loose Electrical Connections
svent no. 12-3.92.%5%
White Unit 3 was in & normal refuel outage, power was Tost intermitiently to
Main Contro! Room Panels 9033, «d, <5, <6, ~7, and <8, The cause of the event
was attributed to louse wiring in Annunciator Input Cabinet $03.34. fuse Block
Foi% was replaced and other loose connections were tightensd.
é CRMPONENT FAILURE DATA.

As this event was not caused by component failure, this section is not required. This system i not
NFRDS reportable

LER NO: 237/92-022
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On April 13, 1992 at approximately 2213 hours, with the Unit operating at
25% pover, a reactor trip vas initiated by a turbine trip. The turbine trip
veeurred 88 a result of & high level in steam generator (8G) No. 23. The SG
level excursion occurred as a result of operator sctions in response to a
condenser lov hotvell level condition due to misalignment of condenser
hotwvell 22 B outlet valve CS5-1-3. The operators responded to the plant trip
event in accordance with established plant procedures and the plant systems
responded as expected, vith the exception of the motor driven auxiliary
feadvater pumps (MDAFWP). MDAFVP 21 started and tripped several times
vithin a period of approximately 74 seconds, and MDAFVP 23 did not auto
start at all due te lov suction pressure. This condition vae rectified by
the closing of condensate level control valve LCV-1128 vhich was opened
earlier by the operators in response to the lov hotwell level condition,
Also, the main boiler pump vas noted as cycling through trip/reset several
times after the reactor trip.

The plant entered normal recovery procedures at approximately 2227 hours. No
NRC limit was exceeded and there was no impact on public health and safety,

MRC Form 306 8 85
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PLANT AND SYSTEM IDENTIFICATION:

Vestinghouse % Loop Pressurized Vater Reactor

IDENTIFICATION OF OCCURRENCE:

Reactor trip on turbine trip initiated by high Steam Generator level.

EVENT DATE:

April 13, 1992

REPORT DUE DATE:

May 13, 1992

REFERENCES:

Significant Occurrence Report (SOR) 92-190, 92-191, 92-191A

PAST SIMILAR OCCURRENCE:

None

DESCRIPTION OF OCCURRENCE:

At approximately 2030 hours on April 13, 1992, a turbine supervisory
instrument (TSI) high vibration alarm vas received for 22 main boiler feed
pump (MBFP). Suction pressures and pump speads vere oscillaiing for both 21
and 22 MBFP. Abnormal Operating Procedure, A21.1.1 "Loss of Peedvater" vas
entered and a pover reduction from 100X commenced in order to maintain steam
generators (8G) within their required levels. SC blowdowvn was secured and
the motor driven auxiliary feedvater pumps (MDAFWP) vare manually started at
approximstely 2033 hours.

The load reduction was discontinued and the unit stabilized at approximately
70% reactor pover. At approximately 2036 hours the MDAFVFP vere secured.

LER NO: 247/92-007
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CAUSE OF OCCURRENCE: (Continued)

On April 9, 1992, work on condenser 2 had been completed and the condenser
returned to service. The tagout package that had isolated the circulating
vater side of the vater box vas cleared. Since the status change of valve
C8-1-3 had not been logged, the assumption vas made that valve CS-1-3 vas
open. With CS5-1-3 closed, condenser 22B hotvell vas isolated fros the
condensate pumps creating a condition for potential misindication of hotwvell
level. This indication caused the operator to reduce makeup to the hotwell
vhich resulted in a decrease in the actual hotvell level.

A subsequent human factors evaluation of the circumstances involved in this
event revealed that pertinent plant procedures did not address all the
appropriate alignments required to isolate the condenser vaterboxes for
cleaning. Efforts to correct these conditions and enhance procedures as
necessary are either planned or have already been initiated.

The root cause of this event is therefore attributed to cognitive error on
the part of operations personnel involved.

The reason for the MDAFWVPs anomaly when a valid start signal was generated
is believed to be due to a hydraulic phenomena that caused the pressure to
drep to or belov the lov pressure swvitch satpoint, at the suction of the
MDAFVWPs created by LCV-1128 being open and additional flov due to MDAFVP 21
starts. The root cause for the hydraulic phenomena as vell as the MBFP 21
cyeling is being evaluated and this LER vill be supplemented when this
effort is completed.

Subsequent to the trip a test wvas conducted on MDAFVP 21 to determine if the
successive rapid cycling had adversely impacted the pump’s functional
capability. The test revealed that the pump was still capsble of fulfilling
its functional requirements. Also, a temporary modification vas effected to
block valve LCV-1128 in the closed position in order to eliminate the low
pressure condition imposed at the suction of the NDAPVPs with LCV-1128 fully
open vhile the condenser is under a vacuum. A test vas conducted vhich
verified the ability of the MDAFVP to deliver the required flov while bypass
valve LCV-1128BA vas fully opened and making up to the hotvells. This is an
interim measure until a more thorcugh evaluation to escertain root cause for
both the MBFF and MDAFWP cycling is completed.
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CORRECTIVE ACTION:

; ADarws 21 condiiion vas verified by tests and determined acceptable
subsequent to its rapid successive cycling after the reactor trip. Alsc
as an interim measure, a temporary modification ves affected to block
valve LCV-1128 in the closed position and use bypass valve LCV-1128A
for normal make up to the condenser. This alignment vas confirmed by a
test to have no adverse impact on the MDAFVP to deliver the required
flowv.

2. The root cause for the anomalies observed for MBFP 21 and the MDAFWPs
is currently being evaluated by Plant Engineering. Vhen this
evaluation is completed this LER will be supplemented to reflect the
appropriate corrective action.

3. Our expectations for field operator log keeping, specifically with
regard to equipment status and turnover are being re-emphasized by
meetings vith vatch crevs and operations management.

4. Pertinent plant procedures regarding vater box isolation, log keeping
and equipment status are being revised to provide additional
clarification as appropriate.
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PACILITY mASE 111 DOCKET WUMBER (1) ASE (D)
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L () Automatic Auxiliary Feedwater Start on Main Feedwater Fump Trip
AVENT DATE (§) LEA NMBeA (4! DATE (1) OTARR FACILITIRS 1wV, ()
ou oAY " " a0 ¢ 0| wow DAY | YA PACILITY mAMEE soCcKEt ) 1B
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OFERATIMG WODR (9) 2 pMITT] RIVANT 1% 17 RE N A REM
10 CFR 50,73 (a) (2] (iv)
PONER LEVEL (1) "
LICENSEE CONTACT FOR THIS LER (12)
James E, Knorr, Licensing Engineer TELEPAONE MUMDEA
308-246-6757 I
COMPLETE ONE LINE POR EACH COMPONENT FAILURZ nunq_o IN THIS REPOAT (13)
CADSE srarTem COMPOMENT MANUFACTURER KPRDS Y TAUSE SYSTEN COMPONENT MANUTACTURER Ll L b
x BA 33 E081 N
SUPPLENINTAL RZPORT EXPICTED (14 w0 X ws O ::'.u'".ﬂ,. - et s
DATE (1§

(AF you, completa LXPRECTED SUBMISSION DATE)

asstmer 1 On September 29, 1992, Turkey Point Unit 4 was in Mode 2 at 2% I
reactor power. At 1450 EST, during the performance of a condensate polisher
backwash, an automatic auxiliary feecwater (AFW) actuation occurred., During
the backwash evolution, the inlet valve (CV-4-6351D), on the 4D condensate
polisher, opened causing the mair feedwater pump suction pressure to drop.
The pressure drop occurred becaure the open inlet valve (CV-4-6351D) allowed
the main feedwater pump suction pressure to be relieved through the 4D
polisher vent valve (CV-4-6353D) to the backwash receiver tank which is kept
at atmospheric pressure, The reduced suction pressure on the 4A main
feedwater pump caused a pump trip. This pump trip resulted in the automatic
start of the in-service auxiliary feedwater pumps and isolation of steam
generator blowdown. At 1520 EST the ‘A’ standby feedwater pump was started
to supply feedwater to the steam generators and the auxiliary feedwater
pumps were placed in standby. Other than the automatic start of the
auxiliary feedwater pumps no manual or automatic reactor protection system
or engineered safety feature actuations occurred or were required,

The NRC was originally notified of this event in accordance with 10 CFR
50.72 (b) (2) (ii).
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2.  EVENT DESCRIPTION

On September 29, 1992, Turkey Point Unit 4 was in Mode 2 at 2%
reactor power, At 1450 EST, during the performance of a condensate
polisher backwash, an automatic auxiliary feedwater (AFW) actuation
occurred, During the backwash evolution, the inlet valve (CV-4-
6351D) (E1IS-SF, IEEE-V), on the 4D condensate polisher (EII1S-SF, IEEE-
DM), opened causing the main feedwater pump suction pressure to drop.
This main feedwater pump suction pressure drop occurred because the
open inlet valve (CV-4-6351D) allowed the pressure to be relieved
through the 4D polisher vent valve (EIIS-SF,l1EEE-V) (CV-4-6353D) to
the backwash receiver tank (EIIS-SF, IEEE-TK) which is kept at
atmospheric pressure., As a result of this pressure drop, the
following expected actions occurred. The reduced suction pressure on
the 4A main feedwater pump (EIIS~SJ,IEEE~P) caused a pump trip. This
pump trip resulted in the automatic start of the A and C in-service
auxiliary feedwater pumps (the B AFW pump was out of service for post
maintenance testing) (EIIS-BA,IEEE-P) and isolation of steam
generator blowdown (EIIS-SB). At 1520 EST the AFW system was
returned to the standby condition. Other than the automatic start of
the auxiliary feedwater pumps no manual or automatic reactor
protection system or engineered safety feature actuations occurred or
were required,

The NRC was notified of this event in accordance with 10 CFR 50.72
(b) {2) (1i) at 1845 EDT, September 29, 1991.

II.

EVENT CAUSE

Immediate Cause

The immediate cause of the automatic start of the AFW pumps was
the trip of the 4A main feedwater pump upon loss of suction
pressure,

The loss of suction pressure to the main feedwa:er pump was
caused by the diversion of condensate flow to the "D" polisher
vessel, through the open inlet valve (C"-4-6351D) .nd out the
vessel vent valve (CV-4-6353D) to the backwash receiver. The
root cause for this flow path to be establisher, was the
malfunction of a limit switch on CV-4-6351D. This failure
resulted in a logic fault allowing the diversion of the
condensate flow. During subsequent inspection of other valves
in this non-safety related system, some valves and limit
switches in need of preventative maintenance were identified.
The maintenance work has been planned arJd prioritized., The
control system for the condensate polis'ier appeared to function
properly.

o R S e R g S e e T )
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IIX. EVENT SAVETY ANALYSIS

The condensate polisher (demineralizer) system is a non-safety
related system used to improve the purity of condensate water for use
in the steam generators by removal of dissolved and suspended solids
iiom the condensate water. In this event, suction pressure was
reduced resulting in a trip of the operating 4A main feedwater pump.
The trip of the main feedwater pump and the subsequent loss of the
main feedwater supply is a previously analyzed event. As a result of
these analyses, plant procedures were developed to provide operator
guidance in response to such a transient. The procedures and plant
design assure that the plant is stabilized in a safe condi'ion in
accordance with the plant Technical Specifications. For th.s event,
steam generator water levels were maintained within design c¢rizating
levels by the automatic start of the auxiliary feedwater syst m. A
standby feed water pump was subsequently started and the auxi. iary
feedwater pumps were secured and returned to their standby condition
in accordance with plant procedures.

During the event, the ’B’ auxiliary feedwater pump was out of service J
for required post maintenance testing prior to return to service.

Other than the automatic start of the auxiliary feedwater pumps no
manual or automatic reactor protection system or engineered safety
feature actuations occurred or were required. Engineered safety
tfeatures were designed to prevent by anticipation or by reducing the
severity through quick automatic response, events that could affect
the health and safety of the public.

Based upon the above, the health and safety of plant personnel and
the general public were not compromised as a result of the loss of
main feedwater and automatic start of the auxiliary feedwater

systems. J
IV. CORRECTIVE ACTIONS
a. Immediate Corrective Action

The ‘A’ standby feedwater pump was started and used to supply
feedwater to the steam generators. This feedwater supply
allowed the auxiliary feedwater pumps to be placed in standby.

b. Corrective Actions to Prevent Recurrence

1. The condensate polisher system valves and operators were
walked down in detail to determine needed component repairs or
replacement. Appropriate work orders for identified needs were
written. Work required to return the system to operation was
completed.

2. Procedure 0P-7001.3, Condensate Polishing System - Powdex
Vessel Operation, was revised to require manual control of inlet
and outlet valves to prevent inadvertent opening of the vessel
inlet or outlet valves, Further investigation may require other
appropriate corrective actions,

e ———————————————————————————————]
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V.  ADDITIONAL INFORMATION
a. Similar Events

LER 91-006 for Unit 4 discussed a similar auxiliarvy feedwater
actuation caused by a malfunction of the condensate polisher.

b. Reportability

This event was considered reportable in accordance with
10 CFR 50.73(a) (2) (iv) .
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Facility Name (1) Dockat Mumber (2) J
Quad Cities Unit One L0l sl olalolals] vJﬂlhlJ
F Title (4)
HPCL lngparable Dus To inadequate Weld Procedure Repair Qo Stop Valve (over And Popget Guide
hegnt Oate (23 L LER Mumper (6. Repars Qase (7) L Other Facilities lovelved (8) . |
Wonth | Day | Year | Year |///|Sequentiall///|Revision| Month | Day | Year —Eaci)lity Names | Dockel Mumberisl . |
Ll _Humber LL -
gl slololol 1 1

plzlolelolaletal™lotol2l™1oju lolaloleiol? olsiololol 1 £}

OMERATING THIS REPORT 15 SUBM(TTED PURSUANT TO THE REQUIREMENTS OF 10CFR

OOE (9) (Chrck one or morr of the followingl (11)
4 20.402(b) . |20.405(c) e |50 738N (2) () —|73.7000)

POWER . 120.408(a)(0)(8) | 150.36Mc)()) X_I150.73(a)(2)(v) e

LEVEL e |20.408(8)( 1) (41) | ___|50.36(c)(2) |50 73(a){2) (¥it) ___|Other (Specify

(10} [ l 3,1 9 | _[20.405(a)( 1) (i40) ] 1907302 (1) | ___|S0. 73 a)(2)(viii)(A) in Abstract |
LLLLLELLLELLLLLEL LA L0 ). 20,808 (a) (1) (dv) | [80.73(a)(2)(i1) | __.|90.73(a)(2)(viii}(®) below and in |
5i7555755545554457;;3;2223 " l20.408¢ay (1) (%) | 150.73ca)(2) (3440 | 1507300 (2) (x) Text)
UL LY

LACENSEE CONTACT FOR IHIS LER (12)
Name

CMPLETE ONE LINE FOR EACH COMPONENT FAILURE DESCRIBED IN INLS REPORT (13)

ABSTRACT:

At 1138 hours on February 6, 1992, Unit One was In the RUN mode at 99 percent rated
core therma! power. At this time,k Unit One High Pressure Coclant Injection (HPCI)

system was declared inoperable after the stop valve was verifled stuck in the open

posttion. The HPCI stop valve failed while an operator was testing the pushbutton

latch on the HPCI remote trip pushbutton.

Upon investigating the problem, it was identified that weld at the base of the
poppet guide of the stop valve had drawn the guide over enough to bind up the main
poppet disk during operation.

The fallure of HPCI was due to inadequate work instructions for the overhaul of the
valve. The stop valve was successfully repaired, tested, and declared operable on
February 19, 1992, at 0510 hours.

This event 15 being repoorted in accordance with 10CFR50.73(a)(2)(v)(D).

CAUSE | SYSTEA | COWPOMENT | MANUFAC. |REPORTABLE ;ﬁﬁ'/,; CAUSE | SYSTEM | COMPOMENT | MANUFAC- |REPORTABLE ;ﬁ/ﬁ
TRER__ L 10 NeROS 177777/ 10 NPROS 177777/
2 Bl SLalyl AL S| 8l % X ;MHH d S 4 1.4 4 Hﬁ“
1 bl 11 Ll 1 (0 ¢ 141 LUl
——SUPPLEMENTAL REPORT EXPECTED (14) Expected |Month | Day | Year
Suhhlun|
" ltes (1f ses. complete EXPECTED SURMISSION DATEL | X | M0 bte it} ; |31
ABSTRACT (Limit to 1400 spaces, 1.e, approximately fifteen single-space typewritten lines) (16)
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FACILITY NAME (1) DOCKET MMeIR (2) _hER_MMBER (61 Page (1)
Year ;/; Sequentia) ﬁ; 2:.1sion |
' L] Number. L1} Numper

Quad Cities Unis One jolsiololol2alslalol2zl-lolol2i-1 01 01]d9lz2i
TEXT Energy Industry Identification System (EIIS) codes are identified in the text as (XX]
PLANT AMD SYSTEM IDENTIFICATION:

General Electric - Bolling Water Reactor - 2511 MWt rated core thermal power.

el AWENTIFICATION: nrel incperable due to inadequate weld procedure repalr on stop
valve cover and poppet guide.

A CONDITIONS PRIOR TO EVENT:

Unit: One Event Date: February 6, 1992 Event Time: 1138
Reactor Mode: 4 Mode Name: RUN Power Level: 99%

This report was initiated by Deviation Report D-4-1-92-010

RUN Mode (4) - In this nosition the reactor system pressure is at or above 825
psig. and the reactor protection system s energized, with APRM protection and RBM
Interiocks in service (eicluding the 15% high flux scram).

8. DESCRIPTION OF EVENT:

On February 6, 1892, at 1138 hours, Unit One was in the RUN mode at 99 percent
rated cor thermal power. Prior to this, the Nuclear Station Operator (NSO) was
testing the High Pressure Coolant Injection (HPCI) [BJ] remote trip function with a
locking pushbutton becaus. of a new procedure. The NSO noticed the )ight
indication [SCV] on the "01-3 pane! did not display a full close signal when HPCI
stop valve, 1-2317, was tripped the second time. An Equipment Attendant (EA)
investigated and found the valve not fully closed.

Unit One HPCI was deciared inoperable at 1138 hours on February 6, 1992, and QCOS
2300-2, HPCI Qutage Report was initiated. The HPCI MO1-2301-3, WPCI Steam Supply
Valve, was taken out of service In order to prevent steam to the WPCI turbine in
case of an auto-initiation signal.

The Nuclear Station Operator (NSO) tried to stroke the valve again. The valve
opened, but the EA reported the vaive d1d not close when the valve was tripped.
Also, no stop valve light indication for full open and full closed positions were
received in the control room during this test.

A Shift Foreman, (SF) and Mechanical Maintenance Foreman were sent to Investigate
the problem. They ver:fied the HPCl stop valve was stuck near the full open
position.

ove &)
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TEXT
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ERR

Energy Industry ldentification System (EIIS) codes are fdentified in the text as [XX)

At 1308 hours on February 6, 1992, the NRC was not!ified of the event via the
tmergency Notification System in order to comply with the requirements of
10CFRS0. 72¢b)(2X(111)(D).

Technizal Staff (15), Maintenance Staff, and General Electric (GE) personne !
{nvestigated the stop valve. The upper stem had minimal movement when manual force
was applied downward on the coupling. An Operator started the auxiliary ofl pump
and pushed the HPCI reset and trip pushbuttons to cycle the stop valve. The stop
valve opened to near the full open position, however, did not close when the
operator pushed the trip pushbutton. Further, there was no full open or ful! close
1ight indication recelved in the control room. This was repeated without success.

Further \nvestigation determined that the collar which picks up the 1imit switches
for ful! open and full close 11ght ‘ndication on the stop valve had moved
downward. Also, the relay dump valve in the actuator part of the stop valve could
be heard closing, signifying it was operating properly. It was decided to loosen
the coupling connecting the upper stem to the actuator of the stop valve for
fFurther investigation. Mechanical Maintenance (MM) prepared Work Package Q97508.

MM loosened the coupling on the stop valve. They then tried to work the stem
loose, but could not. At this point, it was determined to remove the cover to the
yalve and disassembie the stop valve for possible binding of the uppei stem.

At 1300 hours, on February 8, 1992, the Unit One HPCI stop valve was disassembled
and internals inspected. The poppet guide was found to have severe galling on the
inside dlameter. A large weld repalr area was found around approximately 1/2 of
the outer base circumference of the poppet guide. The rest of the Internals were
removed, inspected and found to be within vendor recommended tolerances.

MM then performed dimensional checks on the Unit one poppet guide. The prppet
guide was found to be out of 1ts perpendicularity enough to exceed recommended
tolerance clearances. The poppet guide inside diameter dimensions were determined
not to be concentric. Also, linear indications were found on the stellite seat of
the stop valve body ring.

Discussions ensued, and 1t was decided that due to time constraints, the Unit Two
poppet guide and cover would be removed and placed on the Unit One stop valve.
Unit Two was currently in a refueling outage, any HPCI was not required. MM
performed this work under Work Request Q97992.

On February 9, 1992, dimensional checks were made on the Unit Two poppet guide.
Slight galling was found on the inside diameter of the guide. The poppet guide was
also ¢°¢ 1ts perpendicularity.

LER NO: 254/92-002
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TEXT Energy industry Identification System (EIIS) codes are identified in the text as (xx)

OVR 4!

It was decided to bore out the poppet guide in order to correct the poppet guide
perpendicularity offset. The vendor was contacted to determine the acceptable
guidelines for the work on ihe poppet guide for Unit Two. During the work, the
allowable inside diameter dimension ~n the poppet guide was slightly exceeded in
two of three different diameter readinas taken nt the top of the poppet guide away
from the cover. Also, the average clamiter reauing at the top of the guide
slightly exceeded the .endor recommendations. Bolling Water Reactor Site
Engineering (BWRSE) personne) were con.acted %o evaluate the final instde diameter
dimensions and clearance tolerances. The dimensions were evaluated and accepted.

MM reassembled the stop valve under dork Reguest Q97908. At 1101 hours on February
16, 1992, the stop valve was stroked four times successfully prior to running QCOS
2300-1, Perfodic HPCI 'ump Operability Test.

At 0510 hours on February 19, 1992, 0COS 2300-1 was completed successfully. The SE
declared HPCI operable and terminated Outage Report, QCOS 2300-2.

APPARENT CA/'GE OF EVENT:

This event 1s being reported to comply with 1OCFR50.73(a)(2)¢v)(D): the Iicensee
shall report any event or condition that alone cou'4 have prevented the fulfiliment
of the safety function of structures or systems that «re needed te mitigate the
consequences of an accident.

The cause of the Unit One HPCI stop valve falling to open »is due to inadequate
work instructicns during a previous overhau! of the valve in Februaryv, 1991,
During this work, a crack was discovered in the weld joining the popret guide to
the valve cover during disassembly and inspection of the valve. The weld was
repaired in the fleld.

The weld repalr resulted in the guide baing drawn towards the weld. N> dimensional
virivications or alignment checks were requested or stated in the work instructions
grior to or after the welding work was finished.

The weld procedure used was American Soclety of Mechanical Engineers (ASME) Sy+*ion
I' procedure for Pl to P6 weld. The valve cover ! A-515 grade 70 and the poppe.
guide cylinder is A-511 type 410. This was the correct type of weld procedure to
use In order to restore the fillet weld.

renteb——
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FACILITY NAME (1) DOCKET NUMBER (2) LER MARER (6) . aga (1)
Year ”; Sequent iz ﬁ/' Revision
1 LLLL Namber LU Mumber
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TEXY Energy Industry ldentification System (EIIS) codes are identified in the text as [XX]

. SAEETY ANALYSIS OF EVENT:

The zafsty of the plant and personnel was not affected 'n this event. Per
Technical Specification 3.5.C.2, 1f the WPCI subsystem |s inoperable, reactor
operation '3 a!lowed for fourteen days provided all active components of the
Automatic Pressure Relief (aPR) [SB] subsystems, the Core Spray CS) [BM]
subsystems, Low Pressure Coolant Injection (LPCI) mode of Residual Heat Removal
(RHR) (BN] system are operable. These system were operable throughout the event.

Unit One HPCI was last tested Janvary 21, 1992, and fully met Technical
Specification 4.5.C.3. pump flow rate requirements. Technical Specifications
require HPCI to deliver a minimum of 5000 gallons per minute (gpm) against a
corresponding reactor pressure greater than 1150 pounds per square inch gage (psig).

€. CORRECTIVE ACTIONS

The immed!ate corrective actions for the HPCI system consisted of declaring WPCI
fnoperable and initiating the system cutage report.

Because Unit Two was in a refuel outage, the Unit Two HPCI stop valve cover and
poppet guide was removed and installed in the Unit One HPCI stop valve. Prior to
installing the cover in Unit One, MM bored out the Unit Two poppet guide to the
required dimensions with the assistance from a GF turbine representative and
Technical Staff personnel to ensure correct alinsmant with the poppet and poppet
guide.

Aleo, MM verified tolerance measurements during the repalr to ensure correct
alignment within the stop valve.

The Unit One stop valve cover and poppet quide will be repaired or replaced and
installed in Unit Two prior to starting up the Unit Two reactor.

During the next disassembly of Unit One and Unit Two HPCI stop valves, the
tolerances of the poppet guide and poppet will be checked (NTS #2542009201001).

This event will be reviewed with Quality Control personnel, Mechanical Maintenance
Work Analysts and Engineering Construction personnel to look for proper tolerances
during reassembly of critical components (NTS #2542009201002, NTS #2542009201003,
NTS #2542000201004) .

Also. a sample of Unit Two work packages performed by contractors involving
detalled reassembly will be reviewed for the presence of proper tolerance ¢-iteria
prior to startup from the present Unit Two refuel outage (NTS #254200920100%) .

ove 4 I
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A search was conducted of the Nuclear Plant Reliability Data System (NPRDS) to
fdentify other stations that use this component In a safety related system. The
on'y other station found was Dresden Statlon. A copy of this report will be sent
to the Dresden Technical Staff Supervisor (NTS #2542009201006).

F. PREVIMS EVENTS:

A NPRDS search found no previous events Involving fallures of the MPCI stop valves
manufar tured by Atwood & Morri1l Co. Inc. that )nvolved the poppet and poppet guide
bindin; due to an incorrect weld procedure. Other HPCI stop valve occurrences are

listed below:
LERY ILTLE
91-012 Fatlure of HPCI to Inftiate during QCOS 2300-13

A review of these occurrences did not reveal any significant trends that would
require further action.

G COMPONENT FALLURE DATA:

The HPCI turbine stop valve 1s manufactured by Atwood & Morrill Co. Inc., model
number 20747-H.

IR MO A PN .|
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ABSTRACT:

At 0201 hours on February 7, 1992, Unit One was in the RUN mode at 100% power. A
Channe! “B" Main Steam Line (MSL) high flow annunciator was recelved in the Control
Room. Immediately thereafter, a full Primary Containment Isolation Group I
fsolation occurred and a subsequent reactor scram.

A1l automatic actuations occurred as designed with the exception that Reactor Feed
Pumps (RFP) did not trip on +48 inches reactor high level. Additionaliy, the “C"
Electromatic Relief Valve (ERV) failed to open upon manual fnitiation. Reacior
shutdown was accomplished by 1100 hours.

The root cause of the Group 1 isolation could not be determined. It is belleved to
be due to spurious initiation of MSL high flow instrumentation. Monitoring
instrumentation was installed to evaluate future similar events.

The RFP high leve! trip did not occur due to setpoint drift. The applicable A
Instruments were calibrated and functionally verified. The "C" ERV did not actuate
due to loss of continuity between solenold electrical contacts. The ERV's were
inspected and all worn parts were repaired or replaced.

This report is being submitted to comply with 10 CFR 50.73 (a)(2)(tv),
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PLANT AND SYSTEM IDENTIFICATION:
General Electric - Bolling Water Reactor - 2511 MWt rated core thermal power.

EVENT IDENTIFICATION: Unit One Reactor Scram Due To a Group I Isolation Belleved To
Be Caused By A Spurious Main Steam Line High Flow Trip Due To
An Unknown Cause.

A.  COMDITIONS PRIOR TQ EVENT:

Unit: One Event Date. February 7, 1992 Event Time: 0201
Reactor Mode: 4 Mode Name: Run Power Level: 100%

This report was initlated by Deviation Report D-#-1-92-012

BUN Mode (4) - In this posttion the reactor system pressure is at or above 825
psig, and the reactor protection system is energized, with APRM protection and RBM
interlocks in service (excluding the 15% high flux scram).

8. DESCRIPTION OF EVENT:

At 0201 hours on February 7, 1992, Unit One was in the RUN mode at 100% of rated f
core thermal power. The High Pressure Coolant Injection [BJ) (NPCI) system was
out-of-service In day one of a fourteen day Limiting Condition for Operation (LCO)
due to a stop valve [VLV]) fallure. At this time, Annunciator [ANN,IB) C-16,
“CHANNEL B MAIN STM LINE WIGH FLOW", was received on the 901-5 panel in the Control
Room. Immediately thereafter, a full Primary Containment Isolation [JM) (PCD)
Group I Ysolation occurred, and a subsequent reactor [RCT) scram due to Main Steam
Line Isolation Valve [SB,IM) (MSIV) closure. The Reactor Mode Switch was moved to
SKUTDOWN as per procedure QCGP 2-3, REACTOR SCRAM. The “B" Main Steam Line [s81
(MSL) flow indicator [F1] (FI) on the 901-5 panel! in the Contro! Room,
F1-1-640-23B, was observed to be spiking erratically during the event.

F1-1-640-23C was observed to be indicating off-normal.

Reactor water leve) dipped to approximately -20 inches due to rapid power decrease
and steam vold collapse and then immediately began to recover. As designed, upon
reactor water level reaching the low level trip of +8 inches, PCI Group II and I11
1solations occurred, Standby Gas Treatment [BH) (SBGT) autostarted, and Reactor
Bullding Vents [VA] (RBV) isolated. The "B" Reactor Feedwater Pump [P,SJ] (RFP)
was taken off to help control rising reactor water level. At 0202 hours, reactor
water level reached +48 fnches and continued to rise. The Main generator [TB,GEN)
protective relaying (RLY] scheme sensed a reverse power condition, causvd by no
steam flow to the Main Turbine (TA,TRB]. This reverse power condition energized
the back-up lock-out relay and tripped the Main Generator and Main Turbine.
Auxiliary power was transferred automatically upon the generator trip. The Shift
control Room Engineer (SCRE) initiated entry intc Genera! Abnormal Procedure QGA
100, REACTOR PRESSURE VESSEL CONTROL.

OVR 43
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At 0203 hours the Shift Engineer entered the Control Room and assumed command and
control following a short briefing from the SCRE. Reactor water level continued to
{ncrease to greater than +5z inches. The Unit One NSO recognized that the +48
tnches feedwater pump trip did not occur, and manually tripped the “A" RFP.

At 0205 hours, reactor pressure reached 104] pounds per square fnch (PSI). Under
Shift engineer direction, the extra NSO opened the "8" Electromatic Relief Valve
(RV.20,5B) (ERV) to control reactor pressure between 800 and 1000 pst. The
acoustic monitor [MON,SB,JE) for the “B" ERV gave erratic indication during this
event. At 0206 hours, reactor pressure peaked at 1052 ps!. In anticipation of a
rise in suppression pool [NH] water temperature due to ERV actuation, the Residual
Weat Removal [BO) (RMR) system was placed in operation in the torus [NK] cooling
mode at 0207 hours.

At 0208 hours, the Unit One NSO continued water level control and established
Reactor Water Clean-up [CE] (RWCU) blowdown, Although the MSL high flow
annunciation was the only condition present indicative of a MSL break, the Shift
Engineer dispatched the Snift Foreman to inspect for evidence of a steam line
break. Additionally, he directed Equipment Attendants (EA) to investigate the
possibility of accidental damage or bumping of the differential pressure (DP)
switches which initiate a MSL high flow signal. The Instrument Maintenance (IM)
Foreman was also sent to check the dp switches for any abnormalities.

At 0212 hours the Unit One NSO started the "A" RFP to maintain leve)! between +8 and
+48 \nches as per QGA 100. Reactor pressure had slowly decreased to 800 pst and
the extra NSO closed the "B" ERV at 0214 hours. At 0219 hours, the extra NSO
placed the Reactor Core Isolation Cooling [BN) (RCIC) system in service In the
pressure control mode to assist in reactor pressure control. However, pressure
continued to slowly increase to 1000 pst.

At 0228 hours, the extra NSO attempted to open the "C" ERV. The “8" and "C" ERV's
are to be opened alternately as per operating procedure QCOP 203-1, REACTOR
PRESSURE CONTROL USING MANUAL RELIEF VALVE ACTUATION. The "C" ERV did not open as
indicated by the following: the open 1ight [IL] did not f1luminate, the acoustic
monitor [MON,1J) did not actuate, and reactor pressure continued to rise.

At 0229 hours, the "B" ERV was re-opened. Reactor pressure peaked at approximately
1018 pst. As pressure began to drop, reactor level took a sharp increase due to
vold swelling. AT 0230 hours, noticing this change, the Unit One NSO tripped the
“A" RFP. MWithin three minutes , water level was approximately 30 inches and
decreasing. The "A" RFP was restarted. However, the pump did not achieve the
necessary pressure quick enough and, at 0233 hours, Group 11 and III solations
ovcurred at +12.7 inches indicated reactor water level. An additional reactor
scram signal was received but no rod motion occurred because the initial scram had
not been reset at this point.

At 0236 hours, the extra NSO closed the "B" ERV. RNCU blowdown was re-established
for water leve! contro! at 0239 hours.

OVR 43
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At approximately 0245 hours, the IM Foreman reported that the MSL high fiow dp
switches all appeared to be indicating normal. Investigations by the operating
crew could find no evidence of a MSL break, nor any evidence that personnel were in
the area of the MSL high flow switches at the time of this event. Thersfore, the
Group 1 isolatfon was reset and the MSIV's were opened. The “B" inboard MSIV was
left closed because of erratic behavior of Flow Indicator [FI,SB] (FI) 1-640-238 as
noticed by the Un't One NSO during the recovery operations. The reactor scram was
reset at 0317 hours and Reactor Bullding Ventilation was reset at 0330 hours. At
0400 hours RCIC was taken off, as the Main Condenser [SG,COND) was being uti)ized
as the heat sink for removing reactor heat. At 0402 hours, procedure QGA 100 was
exited.

An Emergency Notification System (ENS) phone notification was completed at 0412
hours on February 7, 1992, as required under 10CFRS0.72 (b) (2) (11},

At approximately 1100 hours, the reactor was brought to cold shutdown with reactor
water temperature less than 212 degrees. An investigation team was formed in
accordance with QAP 1780-11. An investigation report was glven to the station
prior to start-up.

Procedures QIS 21-1, MSL HIGH FLOW CALIBRATION, and QIS 21-2, MSL HIGH FLOW
FUNCTIONAL TEST, were completed for each of the 16 MSL high flow dp switches. As
per Technical Specification Table 3.2-1, the trip setting for MSL high flow is
<140% of rated steam flow, which s equivalent to 148 pounds per square inch
differential (psid). The as found data showed that all 15 switches tripped within
the Technical Specification Timit.

Work Request #Q97927 was written to investigate the fallure of the “C" ERV.
Troubleshooting the actuator, EM personnel identifled a resistance of 182 ohms
across the shorting bar and contacts of the cut off switch. The switch was
replaced and resistance measured to be less than | ohm. A reddish dust was
observed within the actuator housing. The "B", "D", and "E" ERV's were actuated
after cold shutdown and all were verified to operate properly.

Work Request #Q97935 was written to investigate the RFP reactor high level trip
which should have occurred at +48 inches. Level Indicating Transmitter With
Switches [LIT, LS, JB) (LITS) 1-263-59A and LITS 1-263-598 provide for this high
level trip. Switch #4 from each LITS 15 arranged such that both switches must open
to trip the RFP's and the turbine. LITS-1-263-59A Switch #4 was found to trip at a
reactor level of +53.5 inctes. LITS-1-263-598 Switch #4 was found to trip at a
reactor level of +48.1 Inches. The trip of the RFP's would have occurred at +53.8
Inches. The A and B switches were recalibrated to trip at 47.6 and 48.7 inches
reactor level, respectively.
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The erratic MSL flow indication was investigated. There are four MSL flow
indication loops, each composed of a dp transmitter (PDT] (DPT) (1-645A, B8, C, &
O}, power supply [J¥), square-root converter [CNV], and Contro! Room indicator
i£1.1-680-23A, B, C, & D). Thesc loops have no trip function. The “B" loop power
supply was found to be faulty, creating a spurious spike. All four square-root
converters were identified as having a non-linearity problem resulting in
\naccurate readings at low flows. The 1-6458 transmitter was replaced under Minor
Design Change #P04-1-90-092 which was implemented by Work Request #Q97971. The
6454, C, & D transmitters were calibrated satisfactorily.

C.  APPARENT CAUSE OF EVENT:

This report ts being submitted to comply with 10CFRS0.73 (a)(2)(1v); "The licensee
s required to report any event or condition that resulted in manual or automatic
actuation of any Engineered Safety Feature (JE] (ESF), fncluding the Reactor
Protection System (JC] (RPS), except an actuation which 1s part of a preplanned
sequence during testing or reactor operation.”

The apparent cause of this event !s a Group One Isolation caused by MSL high flow
signal due to an unknown cause. MSL high flow annunciation was received in the
Control Room and no evidence of a MSL break could be found. The MSL high flow
switches were calibrated and functionally tested and found to be within Technical
Specification 1imits. A search of past history of these switches showed excellent
accuracy and reliabiitty. A walkdown inspection of the sensing 1ine piping and all
electrical connections was performed and no abnormalities were found. An extensive
search of security data and radiation area access control revealed a very limited
number of personnel could have been in the vicinity at the time of the reactor
scram. Interviews concluded that no one was in the area near the racks at the time
of the trip. Two flow check valves were removed from the sensing 1ines of the dp
switches to inspect for possible blockage. No blockage was found. There are four
dp switches on each MSL. They are arranged in PCI initiation logic in a () of 4}
out of 2 taken twice logic, such that the right combination of 2 of the 4 switches
connected to the same MSL can initiate a full Group I fsolation.

The switches were pressurized to simulate normal operating dp, and vibration
induced testing methods were used to test the sensitivity of the switch

actuations, WMo actuations occurred during extensive testing. Since no evidence of
an actual steam flow or pressure transient could be \dentified and all the
assoctated equipment was found to be working properly, the root cause of the Group
1 1solation and subsequent reactor scram remains unknown.

WR a3
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The highest reactor pressure achieved during the event was 1052 ps!, which 1is 63
ps! below the lowest relief valve setpoint and 293 ps! below the reactor pressure
safety 1imit. Reactor pressure control during the time that the MSIV's were closed
was accomplished according to the Emergency Operating Procedure within a band of
780 to 1015 psi using the "B ERV. The failure of the “C" ERV did not hinder
reactor pressure control during the time that the MSIV's were closed. The “B" ERV
operation was sufficient to contro! pressure with the amount of decay heat present
at the time of the event. The “A", “D", and "E" relief valves would have been
avallable to control reactor pressure if they had been needed during the event. In
addition, the fatlure of the "C" ERV would not have degraded the performance of the
Automatic Depressurization System [SB,JE] (ADS) below that assumed in the transient
and accident analysis previously performed for Quad Cities Station.

-

A1l automatic actions. except for the RFP high level trip described above,
functioned as expected during the event.

£. CORRECTIVE ACTIONS:

The immediate corrective actions taken were to use procedures QCGP 2-3, REACTOR
SCRAM, and QGA 100, REACTOR PRESSURE VESSEL CONTROL, to safely control reactor
pressure, level, and other parameters following the scram. The reactor was
depressurized and b-ought to cold shutdown conditions.

A pressure trantsucer (TD) was installed in each of the eight sensing 1ines for the
MSL dp switches. Recorders [PR.POR) were installed prior to start-up to
continuous!y monitor MSL pressure and dp, and to monitor the MSL high flow switches
and the MSL low pressure switches at the 901-15 and 901-17 panels {pn1] in the
Control room. Minor Design Change (MDC) P04-1-92-021 was installed to log all PCI
Group 1 relay actuations on the Sequential Event Recorder [IQ]. The recorders and
MDC P04-1-82-021 will enhance the Station's ability to evaluate any future events
involving the MSL dp switches and PCI Group I relays.

The investigation of the ERV's identified that some vibration 1s inherent to the
MSL's and that complete mitigation of the vibration 15 not 1ikely. Therefore, the
following corrective actions have been completed or are in progress. The "B*, "D",
& "E" ERV actuators were also inspected. The resistance of the shorting bar and
contact of these valve actuators varied from 0.2 to 8 ohms. A1l were cleaned
reducing the resistance to less than 0.5 ohms. The reddish dust was observed in
the "D" and "E" ERV's as well. All worn parts were repaired or replaced on each
ERV actuator. The Statfon will enhance its maintenance procedures to include
acceptance criterta for resistance across the shorting bar, a periodic inspection
of the actuator parts, and lubrication of actuator parts which could exhibit wear
(NTS #2542009201201). The appl!icable parts were lubricated prior to starting up
Unit One. The Station will evaluate the actuator brass parts for possible materia)
replacement (NTS #2542009201202). To prevent repeat fallures, the Station will
evaluate 1ts fallure analysis process to assure critical equipment fallures are
sufficiently investigated prior to start-up from outages and re-start from scrams,
(NTS #2542009201203).

OVR 43

I

LER NO: 254/92-004



F-60

LICENSEE EVENT REPORT (LER) TEXT CONTIMUATION farm Rev 2.0
FACILITY NAME (1) DOCKET NUMBER (2) __LER MMRER (§) Pags (1)
Year ;;; Sequential 4;5 Revigion
LIl Nusber L) Mumbar I
Quad Civies Unit Ong lolslolololalstalel2al-| ol ol =1 0l o1ipsl
Texy Energy Industry ldentification System (EIIS) codes are identified in the text as [XX)

The Instruments that caused the RFP high reactor leve) trip, LITS-1-263-59A4B, were
vac2librated and functionally tested. The calibration interval of these
transmitters on both units w!!l be changed from once per refuel cycle to quarterly
to minimize the possibility of excessive drift (NTS #2542009201204). The system
engineer has provided Operations personnel with a discussion of the RFP high leve!
irtp tolerances and inaccuracy of the indications. This information has been
covered during shift turnover meeting. An evaluation on the replacement of the
transmitters with appropriate state-of-the-art technology determined that the
transmitters are functioning as designed, but the equipment is obsolete. The
Station wil) determine the need for upgrading the transmitters with new models (NTS
#2542009201205) .

The “B" MSL flow transmitter K FT-1-6458, was replaced with a new mode! as per MDC
PO4-1-90-092. The “B" MSL flow indication loop power supply was replaced. The
square-root converters for all four indication loops were replaced with calibrated
units having no non-linearity problems.

The "B" ERV Acousitc Monitor was repaired by tightening its clamp and verifying
proper operation. The other ERV acoustic monitors functioned properly during
startup testing.

F. PREVIOUS EVENTS:
The following previous similar events are summarized below:

Rate QVR# Rescription

CAUSE ASSOCIATED WITH MSL HIGH FLOW SWITCHES:

6/23/89 4-2-89-032 1/2 Group I due to Instrument Maintenance Tech
bumping MSL high flow switch after performing
functional procedure. L

1/30/90 4-2-90-003 1/2 Group I due to Contractors bumping the MSL high
flow switches.

CAUSE UNKNOWN:
11/3/%90 4-2-90-064 Spurious Group I Alarm

3/18/9 4-1-91-045 Spurious MSL high flow alarm and 1/2 Group 1
4/26/91 4-1-91-070 Spurious 1/2 Group 1 1

ASSQCIATED WITH ERV'S:

4-1-90-073 Failure of "C" ERV to open due to worn bushing in solenold valve.

4-1-91-13) Fatlure of "B" ERV to open due to a defective cutout switch and
binding of the actuator. The shorting bar exhibited high resistance 1
and the guide assembly of the actuator was found to be bent slightiy.

OvR 4}
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A nationwide Nuclear Plant Reltability Data System (NPRDS) search was conducted for
the 59AL8 LITS. the 6458 transmitter, the square-root converters, and the loop
power supply. The results are as follows:

Total Fallures Fatlures at Quad
59A & B LITS 8 3
6458 transmitter 21 (+]
Square~Root Converter 2 0

Power Supply 22 0

An NPRDS search was recently conducted for the ERV's as per Deviation Report
4-1-91-031. Eighteen fallures nationwide were reported. The ERV Acoustic Monitor
ts not an NPRDS reportable !tem.

G.  COMPONENT FAILURE DATA:

The MSL high flow switches are manufactured by Barton, model 288. LITS
1-263-59A48, which provide for reactor high level RFP and turbine trips, are
manufactured by Yarway, mode! 4418CE. The “C* ERV, 1-203-3C, s a 6-Inch automatic
relief valve manufactured by Oresser Industries Inc., model 1525-VX. The falled
MSL flow loop components are as follows:

Flow Transmitter FT7-1-6458 Barton, model 296

Square-Root Converters 1-640-39A,8,C40D foxboro, mode) 66AT-OH

Loop Power Supply 1-640-10 General Electric, model
50-570062FAACI

The "B" ERV Acoustic Mon!tor is manufactured by NDT International, model 104D,

OvR 43
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On February 14, 1992, Unit One was 1n the SHUTDOWN mode at 0 percent of rated core
Unit Two was in the REFUEL mode at 0 percent of rated core therma)
At 2235 hours, a lightning strike in or near the 345 KV
caused line 0405 to trip.

When this 1ine tripped,
Control Room (CR) ventilation [V

The apparent cause of the loss of the CR annunclators was
I1ghtning strike which caused fuse [FU] failures.
vent isolation was a power surge or failure to the Toxic Gas Analyzer panel (PL).

The corrective actions taken for the loss of annunclators included checks on the
breakers [BKR) and fuses, replacement of fuses, a walkdown of 125 VDC panels, and
requests for Site Engineering studies to increase the station's 1ightning

The corrective actions taken for the CR vent isolation included
verifying proper manval and automatic operation of the isu'ation dampers.

This report 15 being submitted to comply with 10CFRS0.73(a)(2)( v).

e —————————————————————————————————

switchyard [FK)
a1l Unit One annunciators [ANN)
1] isolation dampers [(DMP] falled

a power surge dus to the
The apparent cause of the CR
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PLANT_AND SYSTEM IDENTIFICATION:

General Electric - Bolling Water Reactor - 2511 MWt rated core thermal power.

EVENT IDENTIFICATION: Loss of Main Control Room Annunciators on Unit One and Control
Room Ventilation Isolation Follow!ng Loss of Line 0405 due to a
Lightning Strike.

A.  CONDITIONS PRIOR TOQ EVENT:

Unit: One Event Date: February 14, 1992 Event Time: 2235
Reactor Mode: | Mode Name: Shutdown Power Level: 00%

This report was initiated by Deviation Report D-4-01-92-017.

SHUTOOMN (1) - In this position, a reactor scram is initiated, power to the control
rod drives is removed, and the reactor protection trip systems have been
deenergized for 10 seconds prior to permissive for manval reset.

8. DESCRIPTION OF EVENT:

On February 14, 1992, Unit One was in the SHUTDOWN mode at O percent of rated core
thermal power. Unit Two was in the REFUEL mode at O percent of rated core thermal
power. At 2235 hours, lightning struck in or near the 345 KV switchyard (FK],

Transmission line 0405 tripped and all of the Unit | annunciators [ANN] were lost.

At 2240 hours, a Generating Station Emergency Procedure (GSEP) Alert was declared.
fer QEP 200-T1, "Quad Cities Emergency Action Levels”, the loss of annunciators on
the Emergency Core Cooling System panel (901-3), Reactor Control panel (901-5), and
the Electrical panel (901-8) in the main Control Room [NA] (CR) requires a GSEP
declaration.

A Shift Foreman (SF) and Equipment Operator (EQ) were immediately dispatched to the
Untt One battery charger (BYC] room to determine the condition of the DC feed
breaker [BKR] for the 901-34 panel, annunciator control panel. A1l DC power for
the Contro) Room annunciator panels is fed from the 501-34 panel. The SF and EO
reported that the annunciator feed breaker was in the normal ON position and no
problems were found.

The SF and EO proceeded to the 901-34 panel located in the Auxillary Electric

Room. The EO pulled the fuse [FU) block [BLK] that contained the main positive and
negative fuses for the 901-34 panel. Electrical Maintenance (EM) personnel
performed a continuity check on the fuses and determined that the fuses had not
blown. At 2256 hours, the fuse block was reinstalled with the original fuses and
annunciator power was restored except for the 901-6 panel.
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The apparent cause of the loss of annunclators was a lightning strike in the
vicinity of the plant., The Tightning strike initiated a power surge which caused
one of the main power fuses, F1 and F2, for the 901-34 panel to fall. The power
surge also blew fuse F24 In the 901-34 panel which protects circultry associated
with the 901-8 annunciator panel located in the CR.

The main power fuse fallure was determined to be a mechanical fallure rather than a
purely eiectrical fallure. This would explain why the fuse was found to have good
continuity on February 14 when 1t was originally checked and reinstalled and poor
continuity after Electrical Maintenance recommended replacing “he fuse. The metal
inside the fuse that carries current was degraded by the lightning strike to where
it was making fluctuations in continuity influenced by physical movement of the
fuse. [f the fuse failed electrically, the current carrying metal would have
disintegrated so that continuity through the fuse would have been impossible. The
EM Foreman also noted the fuse to be warm at the time 1t was replaced which was
attributed to 2 high resistance interna! fuse connection.

The apparent ause of the CR ventilation isolation was a power surge or disruption
to Motor Cor.rol Center [MCC] (MCC) 16-3-1 due to the lightning strike. MCC 16-3-1
fs the source of power for the Toxic Gas Analyzer panel, 1/2-9400-103. Upon a
power 1oss or surge to this panel, the CR isolation dampers are designed to fall in
the safe direction of closed.

D.  SAFETY ANALYSIS OF EVENT:

Safety of the public and plant personne! was not affected by the loss of Unit One
annunciators. Unit One was in cold shutdown during the event. This decreased the
number of evolutions which could cause alarms to annunciate, thereby making 1t
easier for the NSO to use monitoring Instrumentation for the status of the unit.

A walkdown was performed Immediately after the annunciators were restored, both in

the CR and in the plant, to determine !f any other equipment assoclated with the AC
or DC distribution systems were effected. WNo other signs of equipment degradation

or unusual indications were found.

Therefore, all indication and control equipment necessary to maintaln the reactor
in & safe shutdown condition were avallable and sufficient for operator use, 1f
required.

The safety significance of the CR ventilation 1solation was also minimal. When
power to the Toxic Gas Analyzer panel surged or was interrupted, the CR isolation
dampers falled closed causing the CR ventilation system to enter the recirculation
mode of operation. This system response wat the design response and was fall-safe.

R 82
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£, CORRECTIVE ACTIONS:

The immediate corrective action taken as a result of the loss of annunclators was
to check the 901-34 panel supply breaker and main fuses. The supply breaker was
determined to be ciosed and functioning properiy. Therefore, the main fuses were
satisfactorily tested for continuity, reinstalled, and the annunciators were
reenergized. A fuse was replaced in the 901-34 pane! to reenergize the 901-6 CR
pane! annunclators. Al) annunciators were then tested satisfactorily with no
unusual alarms 11t for the plant conditions.

Upon a recommendation by the EM Foreman, the main fuses for the 901.34 panel,
previously continuity tested, were replaced.

The Operations department performed a walkdown of fuses in the CR, Auxillary
Electric room, and 345 KV relay (RLY] house. 1In addition, all 125 VOC panels were
checked for tripped relays and breakers. No discrepancies were found.

On February 16, 1992, Nuclear Work Request Q98184 was Initiated to inspect all of
the Unit One annunclator fuses. The work package was completed with no degraded
wirtng or fuses found. The main fuses that were replaced were continuity tested a
second time 2t the request of station Technical Staff personnel. One of the maln
fuses tesied bad and was cut open. [t was then observed that the fuse falled
mechanically rather than electrically.

As further corrective action, Site Engineering will commission a study to determine
enhancements that can be done to the Station's lightning protection system (NTS#
2542009201701) .

The Immediate corrective actiors taken for the CR ventilation 1solation were to
dispatch an EO to the Toxic Gas Analyzer panel and the CR Standby MVAC local
control panel. At the paneit, the EO verified that the isolation dampers had
falled closed as des\gned.

i A SF was then dispatched to the panels to assist in the investigation. The €0 and
SF reset, 'solated, and reset the dampers again to verify proper manual operation
of the dampers. The IMD then performed QIS 79-2, "Chlorine Analyzer Functional
Test Procedure,” and verified proper automatic cperation of the dampers.

No further corrective actions for the CR ventilation isolation are necessary.
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. PREVIQUS EVENTS:

Previous events that involved a lightning strike in the vicinity of the station are
as follows:

1) DVR 04-02-87-031 (LER 87-007), "RWCU Isolation (Group II11) and One Half of a
Group T, Group 11, and a Channel A 1/2 Scram From Loss of Bus 28 Due to
Lightning y P

2) DVR 04-0Z-9u~054, "Lightning Strike Causing Valve 1-220-45 to Close."

3)  DVR 04-01-91-050 (LER 91-008), "Reactor Bullding Vent!lation Isolation Due to
Lightning Strike."

There was one previous event in the past five years that involved the loss of
annunclators. Deviation Report 04-02-92-016 reported that all annunciators for
Unit Two were lost due to a main fuse fallure on the 902-34 panel during a
modification to enhance the ann nciator system.

Previous events where the CR isolation dampers failed closed due to a surge or loss
of power to the Toxic Gas Analyzer panel are as follows:

1> DVR 04-01-87-048 (LER 87-010), "Control Room Ventilation Trip Due to Power
Loss to Toxic Gas Analyzer - Design Deficliency and Late Notification -
Personnel Error."

2) DVR 04-01-87-071 (LER 87-014), "Control Room Ventilation Isolation Caused by
Chlorine Analyzer Spike During Electrical Storm."

G.  COMPONENT FAILURE DATA:
The fuse wes manufactured by Bussman, part number #NON-60.

There 15 no component fallure data associated with the CR ventilation isolation.
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PRELIMINARY NOTIFICATION OF EVENT OR UNUSUAL OCCURRENCE PNO-111-92-17 Date April 6, 1982

This preliminary notification constitutes EARLY notice of events of POSSIBLE safety or
public interest significance. The information is as initially received without
verification .. evaluation, and s basically all that is known by the Region 111

staff on this -ate.

Facility: Dresden Unit ! irensee Emergency Classification
Commonwea1th Edison Co. Eiéoii? !h.Figncy TTte Ares Emergency

Morris, IL 60450 Alert_X___ Unusual Event N/A
Docket No: 50-249
Subject: LOSS OF ALL CONTROL ROOM ANNUNCIATORS

At B:25 p.m. (CST) on April 4, 1992, Dresden Unit 3 lost all its control room annunciators
and the licensee declared an Alert in sccordance with Dresden's Emergency Plan, Unit 3
was in cold shutdown mode and had been in a scheduled refueling outage for 210 days.

The reactor coolant temperature was at 133 degrees F and the system was at atmospheric
pressure. A1l control room instrume~*atior was functional with offsite and emergency
onsite power available, A1) Unit 3 systims and equipment continued to function as
required to maintain Unit 3 in its exist no safe shutdown condition. Unit 2 was not
affected by this event,

Sever11 brief losses of annunciators occurred ‘ntern1ttcnt\¥ fol\ou1n? the initial alert
declaration. The annunciators were restored at 8:58 p.m. They were lost again at
9:30 p.m. and restorad at 9:45 p.m.

A major upgrade of the annunciatort was perfo, ed during the current refueling cutage
and the licensee's investigation included thr areas which were affected. At 11:59 p.m.,
the licensee confirmed that the cause of the problem was a loose wire cornector within
:he ug?unc1ltor cabinet. The loose connector wes due to stripped screw threads on @

use block.

At 1:55 a.m. on April 5, 1982, the Ticensee terminated the Alert after replacing the
problem fuse block and testing the system satisfactorily,

The State of T114nofs will be informed. The information in this preliminary notification
has been reviewed with 1icersee management,

The licensee notified the NRC Operations Center of this event at 8:43 p.m. on

Apr®l 4, 1992, The NRC Senior Resident Inspector reported to the site. The appropriste
NRC staff at Region I!I and Headquarters were in communication with the 1icensee and
menitored the event until termination of the Alert. This information 18 current as of
4:00 p.m. on April £, 1992,

CONTACT: A, Hsia /;75 288-5543 B. Clayton FTS _388-5574
r

92041 7 920406
BB e o rom
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On July 8, 1992, at 2307 hours, H. B. Robinson Unit No. 2 entered a 24 hour
Limicing Condition for Operation (LCO) due to inadequate recireulstion flow
for "B" Safety Injection Pump. An investigation of the cuuse of the low flow
condition was initiated. At 2030 hours on July 9, 1992, a plant shutdown to
hot shutdown condition was initiated,

The cause of this event {s attributed to personnel error. Event investigation
identified the cause of the "B" Safety Injection pump's reduced recirculation
flow to be foreign material blockage wi* in the associated minimum flow
recirculaticn check valve and Tlow orifice. This foreign meterial was
subsequently identified as a plastic sheet material fabricated for use as
purge dam mater.(al for welding operations associated with a recent
modification tr the RHR minimum flow recirculation system. Removal of the
debris was ac.omplished through extensive system flushing. Repairs associated
with the "B" Safety Injection pump were satisfactorily completed at 0812 hours
on July 1Z, 1°7), and the plant was returned to service at 1301 hours.

This report is submitted pursuant to 10 CFR 50.73(a)(2)(4)(A) as the
completion of a plant shutdown required by the plant's Technical
Specifications

Bt e
WAL Faom M6 640

LER NO: 261/92-013



F-70

w

R Py e
e LICENSEE EVENT REVORT (LER] TEXT CONTINUATION B .*On;“l:‘::t‘t“;.‘* i
[ TRaIITY mast 1T o7 Butis @ LU et 0 a0t
Tlans
H. B. ROBINSON, UNIT 2
- sisiejeie)alalalolal=olalal=iglo olzL’ pla
TETY S awn o — . o— WG Foge A0 T

1. RESCRIPTION OF EVENT

On July 8, 1992, at 2307 hours, H. B. Robinson Unit No. 2 entered a 24
hour Limiting Condition for Operation (LCO) due to inadequate
recirculation flow for "B* Safety Injection Pump. An investigation of
the cause of the low flow condition was initiated. At 2030 hours en
July 9, 1992, a plant shutdown to hot shutdown condition was initiated.
The NRC was notified of this shutdown via the ENS as required by 10 CFR
S0.72(b) (1) (L) (A).

Following an additional day of investigation, it was determined that
repairs could not be made within the sllowed LCO time period. Technical
Specification 3.3.1.2 requires that if the system cannot be restored
within an additional forty eight hours of achieving hot shutdown
condition, the unit must be placed in cold shutdown condition using
normal plant cooldown procedures. This LCO would expire on July 11, 1962
at 2259 hours. On July 11, at 1600 hours, the licensee contacted the
NRC to request a Reglonal Waiver of Compliance that would extend the
period of hot shutdown condition from 48 hours to 96 hours.? Following
this discussion, NRC-Region II verbally granted the requested waiver,
effective until July 13, 1%92, at 2259 hours.

Repairs associated with the "B" Safety Injection pump were
satisfactorily completed st 0817 hours on July 12, 1992 and the plant
was returned to service at 1301 hours.

11, CAUSE OF EVENT

The casuse of this event {s attributed to personnel error. Event
investigation® has idencified the cause of the "B" Safety Injection
wump's reduced recirculation flow to be the result of foreign material
blockage within the associated minimum flow recirculation check valve
and flow orifice. This foreign material was subsequently jdentified as
a plastic sheet material which had been fabricated for use as a purge
dam materlial for welding operations assoclated with & recent
modification to the Residual Heat Removal (RHR) minimum flow
recirculation system. It {s belleved chat the material was introduced
as a result of breakage of one of four, nine inch diameter purge dam
pleces

'H. B. Robinson Steam Electric Plant Unit No. 2, is a Pressurized Water
Reactor in commercial operation since March, 1971.

? H. B. Rebinson Serial No. RNSD/92-1882, dated July 11, 1992,

* Adverse Condition Reports ACR 92-249 & ACR 92-250

g e Baas
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The i{nvestigation identified that use of the plastic purge dams was
abandoned after the attempted use of two dams was terminated by their
removal from the RHR system piping because the plastic dams could not be
adequately sealed. &4 small, unidentified portion of this material was
inadvertently introduced into the system piping associated with the RHR
system, the Refueling Water Storage Tank, and the Safety Injection and
Containment Spray Pump suction piping.

ANALYSIS OF EVENT

At the time of this condition, all ECCS systems were operable with the
exception of the "B" Safety Injection pump. With the plant at Hot
Shutdown, the berun concentration was raised to cold shutdown levels to
compensate for a steam line break accident, and licensee operators were
reminded of the Emergency Operating Procedure Function Restoration
Procedures that would mitigate an accident, should one ocenr with the
ioss of Safety Injection. Therefore, the Sufety Injection Pumps were
not an immediate concern to prevent a rastart accident during a steam
line break cooldown. The Charging Pumps were maintained fully operable
as & backup to the Safety Injection Pumps. The amount of decay heat
inventory was evaluated based on the Units’ operation prier te shutdown,
and it was determined that a single Charging Pump had capacity thet

“ vded the heat removal requirements. Additional operator attention

.ae capability of the Function Restoration Procedures would ensure a
e«iiable compensatory performance could be achieved,

The hasis of Techrical Specification 3.3 states that "For a single
component to become inoperable does not negate the ability of the system
to perform irs funct'on, but reduces the redundancy provided in the
systep design and thereby limits the ability to telerate additional
equipment fafilures.” The reactor had been placed in a hot shutdown
condi~ion at the time, borated to cold shuidown levels, and the decay
heat from the fuel continued to decrease during the additional time
repairs were being pe:formed. Additionally, a Probability Risk
Assessment of the additional risk associated with the additional 48 hour
extension requested was conducted by the licensees Nuclear Engineering
Department, and found to be negligible.

Since the plant was borated to cold shutdown boron concentration and the
Charging System was capable of providing adequate core cooling at the
reduced heat loading, any reducticn of margin created by one {noparable
Safety Injection Pump had been compensated for.
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IV,  COBRECTIVE ACTIONS

L Removal of the debris was accomplished through extensive system

flushing. The SI system was operated at design flow rates, with no
additional blockage of the orifice flow due to material present in that
system. Because of the plastic material geometry, it is believed that
any material introduced into the Refueling Water Storage Tank would have
settled to the bottom of the tank, It is unlikely for the material to
be caught in the flow stream due tc¢ the geometry of the material and the
relationship of the tank to the Safety Injection Systeam's supply line.
Therefore it was considered not to represent a 'lockage threat to any
related equipment and piping systems.

The "A" SI Pump had been operated at full flow following the completion
of the RHR minimum flow recirculation wodification, and has operated
greater than thirty minutes in the minimum flow configuration with no
evidence of foreign material blockage in that system. Additionally,
flow testing was completed on both Containment Spray Pumps in & minimum
flow configuration with acceptable results. These pumps are normally
aligned with the mwinimum flow recirculation lines closed, with the pusp
discharge aligned directly to the containment.

This report is submitted pursuant to 10 CFR- 50.73(a)(2)(i}(A) as the

completion of & plant shutdown required by the plant’'s Technical
Specifications

v ADDITIONAL INFORMATION

A Component Failures
None

B Previous Similar Events
None
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U 5. NUCLEAR REGULATORY COMMISSION
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L'CENSEE EVENT REPORT (LER) (FB30), U5, NUCLEAR RET JLATORY COMMISSION, WASMINGTON, DC 20883,
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MANAGEMENT AND BUDC 7 WASKINGTON, OC 20503
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on July 9, 1992, H. P Robinson Unit No. 2 was operating at one hundred percent powsr. A 24
hour Limiting Condition for Operation (LCO) was {n effect in accordance with Technical
specification 3.3.1.2.b for the "B" High Head Safety Injection (81) Pump dve to unscheduled
maintenance. At 1839 hours, whi’s starting "A" High Head S§I Fump to verifty flow measuring
equipment operation, one of *+ :ontrol power fuses blew in the jump bresker closing
circuit, and licensee opera seclared the "A" S1 Pump inoperable Due to the
inoperability of all High d..d Se“ety Injection pumps, the action statement for Technical
Specification 1.0 was enteved.

Both control power fuses vere removed from the "A" SI Pump breasker and replaced with
identical fuses from the “B" SI Pump bresker At 2009 hours, after three successful pump
starts from the Control Room, the "A" SI Pump was declared operable, and the action
statement for Technical Specification 3.0 was exited. Two possible causes hsve been
tden {filed for the fuse fallure. Elther the fuse failed to withstand its tested, nominal
breaker closing current under the fuse's closing curves, or thers occurred a current of
enough magnitude and duration to blow the fuse during this one closing.

This report is submitted pursuant to 10 CFR 50.73(a)(2)(4)(B).

LER NO: 261/92-014
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1. DESCAIPTION OF EVENT

On July 9, 1992, H. B. Robinson Unit No. 2' was o erating at one hundred percent
power. A 246 hour Limiting Condition for Operation (LCO) was in effect in accordance
with Technical Specification 3.3.1.2.b for the "B" “1th Head Safety Injection (8I) Pump
due to unscheduled msintenance.? At 1839 hours, whila starting "A" High Head SI Pump
to verify flow measuring equipment operation, one of two control power fuses blew in
the pump breaker closing circuit’, and licensee operators declared tha "A" SI Pump
inoperable. Due to the inoperability of all High Head Safety Injection pumps. Lhe
action statement for Technical Specification 3.0 was envered. This action requires
that, if a Limicing Condition fer Operation canno. be satisfied btu.cause of
circumstances in excess of those addressed in the srocification, the unit shall be
laced in hot shuctdown within eight hours, and i{n cold shutdown within the next thircy
ours, unless corrective measures are taken that permit operation under the permissible
Limiting Condition for Operation statements for the specified time interval as measured
from inicial discovery.

The NRC was notified of the entry into the Technical Specificacion action statement via
the ENS on July 9, 1992, act 1927 hours pursuant to 10 CFR 50.72(b)(1)(i1).

Both control power fuses were removed from the "A" SI Pump breaker and replaced with
identical fuses from the "B" SI Pump breaker At 2009 hours, after three successful
pump starts from the Control Room, the "A" SI Pump was declared operable, and the
action statement for Technical Specification 3.0 was exited.

IT. GAUSE OF EVENT

Although the root cause of this event cannot be specifically determined, two possible
causal factors have been identifiad. The manufacturer concluded the fuse was
rrogressively weakened by repeated breaker closures until it opened to clear the
cirzuit. Although it is presumed the fuse performed as designed, the first possible
causc is & failure of the fuse to withstand the tested and nominal breaker closing
currents under the fuse's published curves.

The second possible cause is thet & current anomaly occurred with a current of enough
magnitude and duration to blow the fuse during this one closirg cyele that did not
occur during previous or subsequent closings.*

“H. B. Robinson Steam Electric Plant Unit No. 2, is a Westinghouse
Pressurized Water Reactor in commercial operation since March, 1971

“LER 92-013, Plant Shutdown Due to Safety Injection Pump Inoperability
‘Westinghouse Tvpe DB-50

EIIS Codes System: BQ, Component: CKTBKR, Manufacturer  W120 #%&6

LER NO: 261/92-014
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I11. ANALYSIS OF EVENT

Entry into Technical Specification 3.0 represents a "condition prohibited by the
plant’s Technical Specificarions.” Therefore, this LER is submitted pursuant to the
requirements of 10 CFR 50.73(a)(2)(L)(B)

The safety significance of this condition is considered to be minimal. At the time
of *».s condition, all ECCS systems we:e operable with the exception of the "R" Safety
Ini:-tion pump. Due to the relativily short period of time that both 5 were
in/;~rable, the likelihood of & plant :ransient requiring safety injection during that
tin eriod' i{s considered to be negligible. n addition, Function Rescoration
Pro. :dure FRP-C.l provides oplant orerators with actions to restore core cooling
available if Safety Injection flow fa all trains is not obtained.

Iv.  CORRECTIVE ACTIONS

An investigation was “iftiated to determine the cause of the fuse failure ® The blown |
fuse was {n+talled ir this circuit on April 18, 1992 under Work Request WR/JO 91-AGNYL. |
replacing a “ussmann REN-10 fuse. Calculation No. RNP-E-9.005, performed under the
H. B. Robinso, Fuse ‘ontvol Program, verified the adequacy of the fuse for this
application.

On July 10, 1992, as part of the investigation, licensee engineers recorded the closing
cireuit current draw during closing of the breaker. The results demonstrated that the |
recorded value was 11.55 peak amperes during the 156ms closing cycle, which falls |
within the breaker manufacturer’'s nominal values. Time-current curves for the control
pover fuse indicates it could withstand up to 55 smperes for 150ms, which is tvo and
one half times the manufscturers’' nominal rating, and five times the measured current
drav on the DB-50 closing circuit. Additicnally, the fuse can withatand 15 amperes for
five minutes, or 20 smperes for 50 seconds. The time-current curves indicute the fuse
is adequate for the requirements of the breaker (when compared to the manufacturers
nominal time-current values and CP&L tested wslues) and should be caperoi. of
withstanding repeated closing operations. This fuse {s presently being used in DB-50
gliitn. circuits at H. B. Robinson and there have been no other reported incidents of
aliure .

The blown fuse was returned to the manufacturer for inspection. Based on the
manufacturer’'s analysis of the fuse, information was provided that the fuse opened
under load, and that theres was no apparent evidence of sny defect within the e
Therefore it is presumed the fuse performed as designed. The manufacturer concluded the
f:so :nn qro.tolnivcly wveakened by repeated breaker closures until it opened ro clear
the circuit

Work request WR/JO 92-ALHYl has been initiated to inspect the breaker to determine if
any function of the closing operacion of the breaker could have caused a condition of
excess current draw suffic{ent to blow the 10 ampere fuse,K and to perform any necessary

maintenance to correct such a condition.

The fuse manufacturer has recommended to use a LPN-RK fuse in DB-50 breaker closing |
circuits. This recommendation has been entered into the H. B. Robinson Technica ‘
Manual/Vendor Recommendation program under tracking number 92-0140 where it will be
:pYroprintuxy evaluated through the Fuse Control Program as a possible aliernate fuse
selection

' Adverse Condition Report 92-277

LER NO: 261/92-014
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v ADDITIONAL INFORMATION
A, Component Failures

None

B. Previous Similar Events !

None

LER NO: 261/92-014
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On Saturday, August 22, 1992, H. B. Robinson Unit No. 2 was opsrating at one hundred percent
power. At 1007 hours a loss of offsite power occurred due to & trip of the Startup
Transformer. The loss of the Startup Transformer caused & loss of Emergency Bus E-2 and
Instrument Bus 4, causing & turbine runback. At 1009 hours, 2 high level in "A" Bteam
Gensrsator caused @& turbine trip and a subsequent reactor trip. At 1010 hours the Auxiliary
Transformer tried to transfer its load to the Btartup Transformer as designed, and a loss of
E-1 resulted. At 1012 hours the Emergency Operating Procedurss network was entarsd and
{mmediste sctions were bagun for response to the reactor trip. In accordance with the
Emergancy Plan, an Unusual Event was declared at 1025 hours due to leas of offsite power.
The plant was stabilized and repairs were initisted on the Startup Transformer.

DATE (1)

oAy

§

EXPECTED 84 W DATE)

[ YES (¥ you,

The Starctup Tranaformer trip was caused by a short circuit in the sudden pressure fault
protective relay sensing circuitry. During the event, the plant response performed as
expected. There was no threat to public safety since both Emergency Diessl Generators
started as required and provided power to the Emergency Buzses. Repairs to the 8
Transformer wers completed and normal pover wes restored to the Emergency Busases at 0050
hours on Sunday, August 23, 1992, The Unusual Event was terminated at 0124 hours.

This report ia submitted pursuant te 10 CFR 50.73(a)(2)(4)(C) and
10 CPR 50.73(a)(2)(4v).

W‘.‘“

LER NO: 261/92-017
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I.  DESCRIFTION OF EVENT

On Saturday, August 22, 1992, H. B. Robinson Unit No. 2' was operating at one
hundred percent power, with no wejor evolutions or sctivities in progress. At 1007
hours a loss of offsite power occurred due to & tr:: of the Startup Transformer ?
The loss of the Startup Transformer caused a loss Emergency Bus E-2 and
Instrument Bus 4, ceusing & turbine runback. Due to the loss of E-2, ency
Diessl Genarator "B” started and loaded properly. The primary plant transiant
caused the Reactor Coolant System (BCS) inventory to shrink, lowering the level in
the Pressurizer to below ten porcent. At 1009 hours, 2 high level in "A" Steasm
Generstor caused a turbine trip and & subsequent reactor trip. At 1010 hours the
Auxiliery Transformer tried to tranafer its load to the Stertup Transformer as
designed, and & loss of E-1 resulted, causing the "A" Emergency Dissel Generator to
start and load as required. At 1012 hours the Emergency Operating Procedures network
wee entered and fmmediate actions we-s be for responss to the reactor trip. A
manual safery injection was initiated at 1018 hours dus to the decreass in
Pressurizer level and the inability to maintain ievel with the Charging Pumps.
Pressurizer level recovered within s short period of time and the safety injection

| vas resst at 1021 hours. In sccordance with the Emergency Flan, an Unusual Event
wes declared at 1025 hours due to loss of offsite power. As a precautionary msasurs

! dus to the nature of the event, the onsite Technlcal Support Center and Operations
Support Center were sactiveted to plant response. At 1037 hours, the safetry
injection was tarminsted. At 1052 , the backup Pressurixer Heaters were

energized from the smergency buses, and at 1103 hours Natural Circulation was
verified with RCS temperatures stable at approximataly 500 degrees F. The plant was
stabilized and repsirs were in{tisted on the Star Transformer, At 1348 rs, &
deviation from Emergency Operating Procedure EPP-021 was teken in ordsr to restore
power to the Deepwell Pumps to supply the Condensste Storage Tank.

The NRC was notified of this event via the ENS pursuant to 10 CFR 50.72(s&)(1)(i) as
s declaration of one of the Emargency Classes specified in the liconses’s spproved
Emexgency Plan. The HRC was notified vis the ENS of the procedure deviation
mentioned above pursuant vo 10 CFR 50.72(b(1)(1) as & deviation frow the plant’s
Technical Specifications pursusnt to 50 %54(x).

! H. B. Robinson Steam Electric Plant, Unit Mo, 2, 1is a Westinghouss
Pressurized Wacer Resctor (n commercial operation since March, 1971.

? Adverse Condition Report ACR 92-307 Il

Leeammi—— ———l

LER NO: 261/92-017
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II.  GAUSE OF EVENT

The start-up transformer trip was caussd by a short circuit in the sudden pressurs
fault protective relay sensing circuitry. This short circuit was the result of
water collecting in the base of the cable connector at the relay (ses attached
photograph). A cable connects the relay to & junction boz approximately two and ome
half feet away, and about six inches above the relay. The cable houses three
conductors which connect the relay to the trrusformer protective cilrcuitry. This
cable is hollow with the conductors loose im: ide. The function box, which s
deaigned with a drain hole for removal of moi ture, hai bsen inadvertently rotated

| to the point where the drain hole sllowed wate® to colisct inside. The water
subsequantly sntered the hollow cable and trav. led to the base of the relay/cable i
comnuctor, where it shorted across two soldered “onnec’ions.

g

The reactor trip wax caused by & high steam genarator level resulting from loss of
{nstrument busses powsred from the start-up transformer.

III.  ANALYSIS OF EVENT

During this event, there wss no threat to public safety since both Emergency Diesel
Generators 2tarted as required and provided power to the Emergency Buses. In
sddition, the Dedicated Shutdown Diese) Genarator was svailable throughout the event
to supply power if called upon. Appropriste provisions are available in the
Emergency Operating Procedures to control the Plant for an sxtended period of time
until some form of AC power is restored (i.e., offsite power, Emergency Diessls, or
the Dedicated Shutdown Diesel).

This report is submitted pursuant to 10 CFR 50.73(a)(2)(1)(C) end
10 CPR 50.73(a)(2)(1iv).

IV.  CORRBCTIVE ACTIONS
Repairs to the start-up transformer were completed and normal power was restored to

the emergency busses at 0050 hours on Sunday, August 23, 1992. The Unusual Event was
terminated at 0124 hours

V. ADDITIONAL INFORMATION
A Failed Component Informatiom
Nome
B Previous Similar Events
LER-86.00%

LER NO: 261/92-017
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On August 24, 1992, H. B. Robinson Unit No. 7 was in hot shutdown condition and ing
for startup. At 1826 hours during performance of a surveillance test, the licenses declared
Safety Injection pump "B" inoperable dua to inadequate recirculation flow. At 2258 hours,
Safety Injection pump "A" was declared inoperabls dus to an obssrved declining trend in the
pump’'s recirculation flow. With both Safety Injection pumps inoperable, Technical
Specification 3.0 was entered, which requires that the plant be placed in cold shutdown
condition within 30 hours, The plant achieved cold shutdown condition at 0020 hours on

August 25, 1992,

The cause of the Safetry Injection pump "B" ruduced recirculation flow is attributed to
foreign material blockage within the sssoclated minimm flow recirculation line flow
orifice. This material had been previously jdentified and raported in LER 92-013. A systex
recovery plan was initiated. which {ncluded exzensive system inspection, clesning, end pump
testing. and installation of parmanent recirculation line strainers.

This report is submitted pursuant to 10 CFR 50.73(a)(2)(1)(A) as the completion of a plant
shutdown required by the plant’s Technicel Specifications.

o —————————————————  ———

LER NO: 261/92-018
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RESCRIRTION OF EVENT

On August 24, 1992, H X < No 7‘.-" was in hot shutdown condition and
Freparing for startup following a reactor trip.* At 1826 hours, following performance
of an unscheduled surveillance test to redemonstrate Safety Injsction system
operability, the licensee declared Safety Injection pump "B" inoperabls due to
inadequate recirculation flow At 2258 hours, Safety Injection pump "A" was declared
inoperable due to an obaserved declining trend in the pump’'s recirculation flow
Although the recirculation flow acceptance criteris was satisfied, after consultation
vith the licensee’s Operations Manager, the pump was conservatively declared inoperable
based on a greater than ten percent decline in flow rete from the last three tests
With both Safety Injection pumps inoperable, Technical Specification 3.0 was entered
which requires that the plant be placed in cold shutdown condition within 20 hours
A shutdown was initlated and the plant achieved cold shutdown condition at 20 hours
on August 25, 1992 The NRC was notified of this shutdown via the ENS as vrequired by
10 CPR 50.72(b)(1 L)(A

CAUSE EVENT

Event investigation’ has been completed The cause of the Safety Injection pump "B’
reduced recirculation flow 1is attributed tc foreign material blockage within the
sssociated minimum flow recirculation flow orifice Through tracing materials used on
site, the likely source of the material and {ts svstem entry point were determined

It was confirmed through interviews that during Refueling ge 14, the construction
crew on Modification 1087, RHR Minimum Flow Recirculs ine Modification, had
experienced problems resulting from inadequa ! welding process They
employed the use of & plas shaet mataria mechanical line block, or
purge dam Four circular pleces were cut for §# dams to support instaliation
of check valves RHR-782 and RHR-783 All of ¢ were taken into the RHE Heat
Exchanger room, but only two were taken up the scaff lding to the immediste work area
The line was sufficiently large to attempt the installation of these pisstic dams, and
they ware taped in place inside the ten inch piping for RHR Train "A", However, it was
determined to be too difficult to obtain & satisfactory ssal in the line vith the
materisl, and this effort was subsequently sbandoned During completion of the job the
material was used to protect the seats of the check valves during grinding work

H. B. Robinson Steam Electric Plant Unit Nc y is Pressurized WVater
Reactor in commercial operation aince March, 197}

Licensee Event Report

Adverse Condition Rey

LER NO: 261/92-01%
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It is suspected that pieces entered the RHR system piping due to breakage. Alt

the exact amount and mechanism of material introduction is unknown, it is suspected
that a meximum of two discs (approximately 155 square inches) may have entered the
piping. Follow-up interviews an investigations were unsuccessful in quantifying the
amount of materisl that entered the piping or the mechanism for entry. During closure
of the Line, Quallity Control personnel employed the use of a camera to inspect the line
for cleanliness. This was K-rromd by inserting & camera into the vertical line, and
looking down and up through the open check valve. This did not include inserting the
camera beyond the albow balow the valve, and they were not able to ses around the elbow
{nto the horisontal run. As such, the QC inspection did not detect the presence of any
foreign material.

The modification was completed and the system refilled for testing and return to
service. Acceptance test for Modificat{on 1087 operated the RHR system at various
flowrates using various flowpaths. During testing and operation, it is sssumed that
the material was r-pod through the RHR system. It is further theoriszed that some of
the material was depositad behind the SI-863A valve, which was & "drad leg"” projecting
at & right angle sway from the main flov path during recirculation. This made a
natural trap for the material. Later, when the cavity was drained, this valve was
ogmod. and the material was swept toward the RWST and SI pump suction header.

the BWST level reached forty percent, cavity draining was suspended, and SI full
flow was conducted. Cavity draining wes then resumed. The material was discovered
during testing in July in the SI Pump "B" recirculation orifice.*

The blockage identified in August was thought not to be a new pilece, but a residual
that wes too large to enter the recirculation line during July. It is speculated that
subsequent use of the SI pumps eroded the material sufficiently to allow it to enter
the recirculation line during August. It had been originally thought that the material
was broken into very small pleces from the SI and the psaterial would easily enter
the piping. This observation was determined the fragments found (n the orifice in
July. No other material has since been recovered from the any of the S1 pumps or
associstad piping.

The only other material located has besn in the RWET as axpected and previously
communiceted.

ANALISIS OF EVENT

The blockage of the limiting flow orifice in the Bafety Injection recirculation
piptnﬁ;nnnud the minimum recirculation flows needed to assure rellsbility of the
ing periods when the pump i not flowing water to the Reactor Coolant Eystam.
periods of operation under minimum recirculatiom flow conditions, this
recirculation flov provides the only source of cooling to the pump.

Evaluation of the chemical composition and physical properties of the foreign material
found determined that, had the material entered the Reactor Coolant System (RCS), it
would dec se. No material remmants have besen found, and therc has been no evidence
seen through sampling of a substantial deposition in the RCS.

This tlg:t‘t is submitted pursuant to 10 CFR 50.73(a)(2)(1)(A) as the completion of &
plant shutdown required by the plent's Technicel Specifications.

A LER 92-013, Plant Shutdown Due to Safaty Injection Pump Inovperability,
July 27, 1992.
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IV, GORRECTIVE ACTIONS

Adverse Condition Report (ACR) 92-333 was initiated to document the unsuccessful
efforta to remove debris from the Safety Injection system as initially identified in
July, 1992 and documented by ACR 92-249,

Two teams wers established for system recovery which was initiated in August, 1992.
One team was established to determine operability and cleanliness of the Safety
Inzoctian pumps. The second team was to investigate the source, potential locstions,
effects, and significance of the foreign material. A single project manager was
established for the total effort. Special procedurss were developed to control work,
responsibilities, and evaluation of items found. The reactor was to remsin in cold
shutdown until all activities were completed to ensure the reliability and operability

of the BI System,
The recovery efforts were intended to accomplish the following:
¢ ldentification of the foreign material.

¢ Identification of possible entry points of the fore material, its possible
presant locations, and a meth to retrieve or flush material from cthe
system, as appropriate.

* Evaluate potentisl damage and assure ‘ounthny effected Emergency Core
2:01&1;; :’tnt.- (ECCS) equipment {s operable and can be relied upon during any
ow condition.

* Assure that the potential presence of foreign material will not impact the
operability of plant systems or components in the future.

¢ ldentify the root cause of the problem and the corrective sctions which will
be taken to preclude recurrence.

In order to facilitate identification of the foreign material and the potential impact
it may have had on plant ut:‘tl nznm. visual inspections of the interior of tanks,
components, and piping determined through evalustion to potentislly contain foreign
naterial were couxucnd. Documentaticon of the evaluation of ersas, piping, and

included:

The Reactor Coolant System

Portions of the Residual Heat Removal (RHR) System
The Chemical and Volume Control System Purification
The Spent Fuel Pool Cooling System

The rging Suction

Portions of the fety Injection System

The Containment Spray Pump Eductor

bo wais

o ents deturmined not to require visual {nspection was also prepared. Thess sreas L

e ———————————]
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The compoments inspected included:

As & result of the RWST inspection, cleaning of the tank was performed. For Safecy
Injection Pump "B", the tvu’ and oxifice were removed and the sourcs of blockage was
determined to be one thin I

diameter, ldentical to the foreign material discovered ing Investigations in
July 1992. Analysis of matsrial confirmed it to be Delrin, the same material found in
previous investigations.

le§ Modification ¥-1134 was developed and implemented to install permanent strainers

in 8

event plugging of the recirculation line flow orifices. These strainers, which would
clude flush snd wvent valvas for each SI L-y recirculation line, would serve to

facilitate removal of any foreign material that s

the orifices from plugging.

A high velocity flush of each SI pump was conducted to provide assurance that the pms
were free of additional foreign material. The §I Pump vendor was consulted, and 1
flow testing of sach pump was conducted on August 30, 1992 to assure no damage
ogoetm pump performance had occurred as a result of the passags of the material
t “‘h L
recirculation flow.

.'r:: .uxurocttom discussed above showed that the Delrin material was only in the RWST

pump
made regarding the rrend sesn dur the previous flow tests was considered to ba
conservative vith respsct to the condition of the §I pump "B". Evaluations and tests
of choke points and systesm intarcomnections reveal no other places where Delrin, if
snunt. could cause @ nr?autmt safety problem. Pump and valve tests have
emonstrated accaptable performance of ottmz, and clsaning and flushing of piping
and components has sssured that the mater

All results, evaluations, and conclusions were reviewed on September 10, 1992 by the
Plant Nuclear Safety Committee prior to plant restart.

V. ADRXTIONAL INFORMATION

The Refueling Water Storage Tank, (Using Divars and Cameras)
Both SI pump Minimum Flow Recirculation Line

The SI Pump "B" Discharge

The 81 and Containment ;ny Pump Suction Line
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