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1.0 INTRODUCTION

_

A crucial assumption in performing a risk analysis of nuclear power plants
is that basic events, the last events in a fault tree, are independent.-

Recent complex accidents, such as Three Mile Island-2 [1], Brown's Ferry-3
[2-6] and Crystal River-3 [7], however, have demonstrated that this assumption-

can, in some cases, be seriously in error. These events occurred primarily as
e

a result of dependent (common cause/ mode) failures.

Dependencies, such as, shared environmental conditions, shared support*

systems and dynamic human error are now being called systems interactions.
.

The NRC is presently developing guidance for the identification and evaluation
of systens interactions. Several national laboratories and utilities have

'

contributed preliminary procedures toward this effort. As a result two points
of view of the systems interaction problem have been identified.

.

One point of view is that systems interactions can be adequately analyzed .

by enhancing existing Probabilistic Risk Assessement (PRA). This could be

accomplished by expanding the scope and boundary conditions of fault tree
analysis and putting additional emphasis on dependency analysis through such

C

techniques as generic analysis [8], minimum cut-set common cause/ mode analysis

[8-13] or digraph-fault tree analysis [9,14]. NRC's initial guidance for
this point of view has already begun [15]. The advantage of pursuing this

point of view is based on the fact that there are numerous experienced
analysts and proven computer codes available to industry. However, this point
of view has been reproached primarily on the basis of completeness. Because
of computer limitations in finding the complete set of minimum cut-sets there
are two areas where traditional PRA may be considered incomplete. First, the

.

individual front-line systems composing an accident sequence have their fault
trees constructed separately. As a result, some involved interrelationships

*

and feedback conditions may not be completely represented when the individual

systems are ANDed together. Secondly, the fault trees limit themselves by
including neither the details of the front-line system's support systems, nor
the interrelationship between support systems.
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.

Fault tree analysis requires an analyst to flawlessly use deductive
reasoning as he works from the top event down to the basic events. There is

,

no unique mathematical algorithm that will result in a uniquely correct fault
tree. Indeed, there is often significant variation between analysts over the.

same system. In addition, in order to meet computer limitations a specific
failure mode in the form of the top event is chosen by the fault tree-

analyst. This choice precludes consideration of other types of failures or
,

partial system degradation which may be of interest in studying systems inter-
actions.

.

,

In attempting to overcome the question of completeness, an enhanced PRA
,

produces a second serious problem; that of saturating the analyst. As the
analyst is faced with modeling ever larger and more complex systems and groups

.

of systems, he faces a severe burden on his ability to correctly model the
combinatorical interrelationships.

.

A second point of view of the systems interaction problem is that a new -

methodology called Digraph-Matrix Analysis utilizing matrix representation of
logic diagrams may offer a more complete and possibly more efficient analysis
in certain areas. A review of the fundamental mathematical aspects of fault- ;

oriented and success-oriented risk analyses (including Digraph-Matrix Analy-
sis) was presented in [9], which offered insight into the trade-off advantages
and disadvantages of each. In particular, the disadvantages of the Digraph
Matrix Analysis include: (1) few trained analysts and few available computer
codes that can be used to develop and subsequently apply the analysis, and (2)
for certain types of logic diagrams the analyst's attempt to be more complete
may lead to more severe computer limitations than for fault tree analysis. On

, . the other hand, Digraph Matrix Analysis has the advantages of being more com-
plete than fault-oriented analysis because: (1) it analyzes each accident se-
quence as a single mo' del including its support systems and, therefore, any

.

partitioning done on the basis of independent subgraphs is more rigorous than
the usual fault tree analysis which partitions accident sequences in terms of
arbitrarily defined systems, and (2) it utilizes success-oriented modeling
which for large complex systems can be more easily accomplished by the analyst
than fault-oriented modeling.

-2-
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Tnis report will present proposed initial guidance on Digraph Matrix Anal-
ysis for application to systems interactions. It is expected that peer review
and subsequent example applications will provide feedback toward a final guid- -

.
ance in the future.

The proposed initial Digraph-Matrix Analysis guidance is presented in Sec-.

tion 2. It consists of a four step process (see Table 1), and exludes shared
* environmental conditions and most dynamic human error from consideration. The

shared environmental conditions are to be evaluated by an independent walk-
through evaluation by a multidisciplinary team of experts [16].

,

The first step of the Digraph-Matrix Analysis (DMA) guidance is similar to -

the start of a traditional PRA [8,15,17]. The first step consists of study-

ing plant design and continues with the development of functional (relating to -

the four vital safety functions) and systemic event trees to find the accident '

sequences.,Then instead of conducting an independent fault tree analysis on
each front line system in the accident sequences, the subsequent Steps 2 and 3

,

broaden the scope of the analysis, by considering the entire accident sequence
along with all the non-safety grade support systems as one model. In order to

perform computer analysis of such an expanded problem only singleton and

doubleton cut-sets (conmon modes /causes) are found. In an effort to solve for '

singletons and doubletons of very large models, Digraph-Matrix Analysis
[19-23,28] and such computer codes as CLAMOR or SQLEAK can be utilized which

find the path-sets of the model in prime implicant form. Step 2 consists of
constructing a global logic diagram model of the successful operation of each
accident sequence which consists of a group of systems along with their non-
safety grade support systems. The dual model is then forned by changing tha
original AND gates to OR gates and vice versa. (See Appendix A and [26, 27]

'

for a further explanation of the use of the dual model.)

*

.

-3-
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Table 1. Overview of Gigraph Matrix Analysis -

.

.

Step 1: Select combinations of systems for detailed evaluation.
(Similar to PRA event tree analysis to find accident.

sequences).
*

1

Step 2: Construct a global digraph model for each accident sequence.
'

. .

Step 3: Partition digraph models into independent subdigraphs and find
*

singleton and doubleton minimum cut-sets of plant function.

Step 4: Evaluate singletons and doubletons on basis of probability and -

<display answers.

.

o

O

I

I

.

9

-4-
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Step 3 is a computer efficiency effort. It tries to attack the large

computer problem by partitioning each accident sequence model into independent

subdigraphs. A rigorous partitioning of the accident sequence model will -

improve the completeness of the results while staying within computer limita-
tions.

.

The fourth and final step is the evaluation of the singleton and doubleton
cut-sets on the basis of probability, in order to assess their relative impor-'

tance. In addition, the doubletons found in the DMA effort will provide a
starting point for the walk-through evaluation by a multidisciplinary team of-

experts who will evaluate shared environmental can'ditions.
-

.

The final results of a Digraph-Matrix Analysis, it should be noted, will
not be an entire risk assessment of a plant. It will only find singleton and .

doubleton minimum cut-sets which are essentially the dependent (common cause/

mode) failures of systems interactions. DMA, therefore, must be considered
either as a " preprocessor" to a traditional risk assessment or as a stepping

'

stone to a new analysis that is as complete as DMA, but can overcome the
greater computer limitations necessary for a complete plant risk assessment.

(Note: Initial utility efforts on systems interactions have been based on -

a success-oriented operational diagram [24-25].)

.

e

_5_
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2.0 INITIAL GUIDANCE FOR DIGRAPH-MATRIX ANALYSIS OF SYSTEMS INTERACTIONS

In this section of the report, the proposed initial guidance for Digraph-
.

- Matrix Analysis (DMA) for Systems Interactions is detailed, with additional
explanation and examples to enhance clarity. The steps are broken down into
substeps as necessary. The four steps are listed in Table 1..

.

*
2.1 Step 1: Selection of the Combination of Systems for Detailed Evaluation

This step focuses on the four vital plant safety functions and using event
tree methodology results in the identification of combinations of front-line

.

-systems among which a system interaction might exist. This includes an under-
standing of their operating modes as well as the most general types of system

'

interactions.
<

This step is accomplishad in a manner similar to a traditional PRA by
event tree analysis. Event tree analysis is an inductive logic technique that .

sequentially models the progress of events, either success or failure, leading
from some initiating event to a series of logical outcomes. .An event tree
begins with an initiating failure, and then maps out a sequence of events on

.

the system level that forms a set of branches, each of which represents a
specific accident sequence whose consequence relates directly to the events in
the sequence. Complete event tree analysis requires the identification of all

possible initiating events and the development of an event tree for each.

The first step of finding accident sequences (combinations of systems for
detailed evaluation) can be accomplished by the following six substeps.

'

2.1.1 Suosteo la: Study Plant Design and Goerating History

,

* The analyst first gathers all pertinent existing information about the
,

plant. A large amount o." information is collected, synthesized, and
documented to form the basis for subsequent analytical activities. A list of

,

; plant systems it developed and reviewed for potential impact on risk.
i

j Appro:riate sources of information include: design documents, safety
! evaluation reports, and previous safety studies.

'

.
-

t -6-
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2.1.2 Substeo Ib: Development of a List of Accident Initiators

The Reactor Safety Study (WASH-1400) generic list of accident initiators
~

,

is reviewed to see which apply to the particular plant in question. This list,

should reflect applicable operating experience. . The accident initiators are
then grouped in terms of common mitigation requirements..

*

Accident-initiating events are identified and grouped according to simi-
larity of plant response. Generic lists, operating histories, and plant-

'

specific data can be factored into a generalized e,ngineering process wherein
'

an exhaustive listing of initiating events, including their occurence frequen-
~

cy, are eventually compiled and grouped,. Efforts must be made to ensure that
the set of initiating events considered [as complete and comprehensive as prac-
tical.

-

1

.
<

j Thele ,are two major classes of accident initiators, namely LOCAs and power
transients.

,

! <

2.1.3 Substeo le: Development of Funct acnt Treess
,

4

~

To avoid unacceptable reactor core damage and a release of unacceptable
levels of radioactivity to the site environs, the following basic safety func-
ilons have been specified [15]i

4

o To maintain the primary coolant inventory.
,

o To transfer the heat from the reactor to;the ultimate heat sink.
o To render and keep the entire core suberitical.

'

.o To maintain the integrity of the containment and control radioactiv-
ity releases.;

* *
m

Systems interactions that fail a single (or multiple) vital safety func-
tion are of concern.

For each category of accident initiators identified in Substep lb, the
four basic safety' functions [15) are further analyzed into subfunctions and'

'

the cc responding-fuCClional event trees are generated.-

-7-
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To summarize, when the group ' f initiating everts has been selected, theo

attendant response of the plant must be deteratined. This may be accomplished
-|through a functional analysis where safety functions required for each re-..

; sponse are defined and ordered in a function event tree. Success criteria for
each function are stated in terms of the required collection of systems that

'

perforin each individual function. Success criteria are then developed for
,

( individual systems and form the basis for characterizing the logic description
|* of the success'-oriented top desired event of the system event tree. The value

,

i of this approach is the stepwise ordered approach of identifying broad func-
'j- - tional considerations with specific systems. It provides a framework for the

; complex task of sorting system responses.
| -

.

2.1.4 Substeo ld: Assionment of Front-Line Systems to Functional Event Trees,

'

,

-

The safety functions utilized in preparing the functional event trees
'

(Substep Ic)" are performed by engineered systems designed specifically for
! this purpose. In other words, further analyses of the safety functions into
1

'

|
simpler functions' yields _the specific engineered systems. .The operability of

'

these systems defines whether the safety functions are performed or not and
therefore, completely defines the course of an accident. These systems are

,

called front-line systems (FLS). The success criteria for the FLS should also #i

: be defined in this step.

I

The event-tree headings are defined to be logic statements describing com-
I posite events representing the minimal operability states of front-line sys-
! tems and their required supporting systems. This approach leads to event

trees with a mi,nimum number of event tree branch headings, and thus facili-
tates the understanding of the overall accident-progression path. However, it

j' requires that support systems be included in the system models.
,

- Each event-tree heading must have a definitellagic statement of the mini-
num acceptable complement of equipment of sy, stem performance required to suc-
cessfully accomplish the event described by the event-tree. These success

j criteria should be stated in discrete hardjare terms, such as number of pumps
or repaired flow. The basis for such criteria may be derived from licensing

e.n, .,,

f

-8-
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information, which should be recognized as inherently conservative. Alterna-
tively more realistic information can be used, such as results of particular
thermal-hydraulics calculations that are supportable and documented.'

.

I 2.1.5 Substep le: Results of Event Tree Analysis
. ,

I' - The event tree analysis of Step 1 produces the set of accident sequences.

{' Each accident sequence is a combination of several front-line systems whose
; success or failure (as specified) results in serious consequences to the plant

,

' involving the loss of one or more vital safety fun _ctions.

.

In a simplifying assumption, as is done in PRA, it is nncessary to assume
that systems required to work in an accident sequence, work with probability

.

equal to one. We, then, are left with accident sequences which are cmbina-.

tions of front-line systems that must fail in order to result in a serious '

; consequence to the plant.

t

2.1.6 Substeo if: Assionment of Succort Systems to Front-Line Systems4

To successfully perform their function, the front-line systems depend on
.

the operability of other support systems. Support systems affect the accident
response of a plant only through their effect on the FLS.

i To identify the support systems for each front-line system, the following
procedures can be followed:

1. The operation of the front-line system is examined in detail, identifying
all the necessary inputs as well as all of its outputs. If, for example,

f the FLS is a fluid system, all potential sources of the fluid should be
identified. Next, all the systems with which the FLS interact directly

|- (e.g. as dischaIge points) or indirectly (e.g. as secondary sides of heat
exchangers) should be identified.

,

2. Tne power sources necessary for the operation of the active components,
e.g., electric power and steam, should be identified.

! -9-
>
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3. The modes of actuating and/or controlling the system must be identified.
In particular, one should examine whether the system is actuated and con-

trolled automaticalJy or by operator action. In both cases the signals -

necessary to initiate control systen or operator action must be identi-.

fled. The possiblity of manual overriding of automatic control should
also be established. In the case of automatic control the type of the,

controlling system should be identified (e.g., electrical pneumatic) along
*

with the systems associated with each type (e.g., power supply, instrument
air).

.

4. The cooling systems of the various components of the FLS should be identi-
fled. -

5. The lubrication systems (if any) of the various components of the FLS
should be identified.

6. The general location of the FLS should be established. More detailed lo-
.

cation identification will support the spatial coupling portion of the

study to be carried out by an 1 dependent walk-through evaluation.

The identification of the support systems that contribute to the initia- *

ting event are then compiled and used in Step 2.

2.2 Steo 2: Constructino a Global Dioraoh Model For Each Accident Seauence

The resulting accident sequences found in Step 1 are combinations of
front-line systems that must fail in order to produce a severe consequence to
the plant involving the loss of one or more vital safety functions. In

Step 2, a single global digraph model is to be constructed for each of these
accident sequences. Tne construction of this Global Digraph follows the
iterative procedure illustrated in Figure 1.

~

A3 shown in Figure 1, the analyst will construct the global digraph by a
series of expansion steps. These expansions are centered on each of the com-
ponents identified in the digraph and follow an algorithm. The expansion of

each of these components will identify new components which must then be

- 10 -
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| expanded. This procedure will be repeated until the analyst is satisfied that
the glebal digraph contains sufficient detail to allow discovery of all signi-

''

ficant failure sources.
,

.,

REPEAT "

.

CONSTRLET HIGH EXPANDkACH EXPAND EACH

;. LEVEL SUCCESS- ; C0bPONENT ;_ NEW C0bPONENT
ORIENTED INTO IT'S INTO IT'S

10ICRAPH DIGRAPH DIGRAPH,

t .

.
-

Ficure 1. Overview of Construction of Global Digr'aph.
.

..

Using this iterative procedure the analyst can fonnally assign the expan-
sions of each component to that person most familiar with that component's '

] operation and function *. The expansion of each of the assigned components is
performed ysing a specified algorithm. This algorithm specifies a description,

of the direct relationships of the component to the other components in the
,

system.

Figure 2 illustrates the procedure for the Global Digraph construction. .

*

The procedure follows the broad outline described above and includes substeps
which allow the verification of the modeling procedure and the generation of*

| Intermediate results prior to the completion of the Global Digraph. These

! intermediate results are useful for both verifying the input data and for
; identifying components which can cause system failure before the complete

digraph is constructed.

!

The construction of the Global Digraph in Substep 2a, starts with a single
success oriented digraph built for each accident sequence and includes a
combination of front line systems and their support systems. This digraph;

I serves as the foundation on which the Glcbal Digraph will be constructed by
|

|

!

| + Tne ccastruction of the global digraph may involve many specialists each

| concerned only with his area of expertise.

- 11 -
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successive expansions. The next substep is the conversion of the success-
oriented digraph into the dual digraph. The subsequent expansions will be

,

i performed on this dual. The dual is created by converting all original AND ~

gates to OR gates and all original OR gates to AND gates (see Appendix A for a
,

discussion of dual relationships.)
4

,

In Substep 2c, the analyst will convert the dual digraph into the adja-
' cency input required by a Reachability code [19-23). The Reachability code *

, used in Substep 2d will use a path finding procedure capable of Boolean mani-,

' pulation to process adjacency input to find all common mode failures (Single--

tons). The code should provide a printed list of the input data, the compo-
nent mnemonics, and the singletons. In Substep 2e, the analyst will use this *

output to identify any errors in the input data. After correcting any errors

in the input data, the analyst will process the adjacency information through -

the Reachability code for all Singletons and Doubletons. <

The model is now expanded through the use of a detailed model (called a
.

thit Model) for each component based on the Unit Models to be contained in a
Unit Model Library. Then Substep 2g begins the expansion process which will
eventually result in the detailed Global Digraph. The expanded digraph is now

j processed in the same manner as the original d1 graph (Substeps 2h-2j). After *

analyzing the results from this stage of expansion the analyst will again4

expand the digraph around the new components introduced in the preceeding
step. This iterative expansion and analysis procedure leads ultimately to the
Global Digraph and all of the Singleton and Doubleton cut-sets of the accident
sequence. As the digraph grows in size it may eventually exceed the size

,

limitation of the computer code. At this point it will become necessary to
partition it into subdigraphs and then to combine the results of processing

' each subdigraph. This process will be described in Step 3.

I

* Tnere are at least three versions of Reachability codes capable of process-
,

ing ccnditioned d! graphs, two at LLNL -- CLAMDR and SQUEAX, and one at AIP --
NEWARS. Tne first two codes were designed for the LLNL CDC7600 and the third
code is written in ANSI Fortran 4 and now operates on a Digital Equi,7 ment
Corpcration PCP 11/34.

- 12 -
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As the substeps are described in greater detail in the following section,
a simple example will be carried through all of Step 2 as an illustration.
The simplified version of a corewater injection system shosn in Figure 3 will -

serve as the example problem. Valves (V), pumps (P), normally open (NO),
nomally closed (tC) reserve water storage tank (RWST), notations will be
carried through the example.

.

'

.

.

O

e

e

G

%
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Substeo..

***

Construct success-oriented graph 2a
~.

. -

Convert S.O graph to dual 2b
.

%,5

* Convert daal to adjacency input 2c

.

se

Process adjacency input 2d,
'

thru code for singletons '
.

v .

Check code output for 2e
completeness and correctness

.

4NO
ok? ; Correct adjacency matrix

=

.

Process adjacency input 2f
thru codes for doubletons

-
,,

Check code output for
completeness and correctness

\ NO
ok? > Correct adjacency matrix

Identify unit models required

u

Select unit models from library 29

,

,

Align variable names
4

+
(see next page)

Floure 2. Overview of Step 2
1
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(see prior page)

.

/ .

Add unit model dual adjacency 2h
matrices to adjacency matrix,

v
*

Process expanded adjacency liotes:t

input thru code [1] [2] [1] same proce-
,

dure as above 2i
[2] partitioning

"
. may be required

Check code output for*-

completeness and correctness

.

11 0

ok? ;- Correct input
*

<

YES
-.

Expand models 2j -

,,

Partition Step 3
.

.

. Floure 2 (continued). Overview of Step 2

;

[

:
,

e

h

j

.

1
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2.2.1 Substeo 2a: Construct a Success-Oriented Digraoh Model for each
Accicent Secuence

:

In order to construct a success-oriented (S.O.) digraph .model for each -

accident sequence which will serve as a beginning foundation for the Global
'

Digraph, it is necessary to first identify each front-line system within a
given accident sequence and each support system required by the front-line

.

systems. Then all pertinent system information is gathered including: sche-
matic diagrams, piping and instrumentation diagrams, specifications, ando

operational and emergency procedures.

O

Once this comprehensive information is available, the analyst begins to
piece it together into a coherent success-oriented operational diagram of the -

systems within a specified accident sequence. This diagram must include:
(1) the success-oriented schematic representation of each front-line system, -

(2) the interconnectivity between front-line systems, (3) the success-oriented <

schematic representation of required support systems, (4) the interconnectiv-
ity between support systems and (5) operational, emergency, and human actions

'

must be integrated into the diagram.

The S.O. digraph will at this stage not capture all of the interconnec-
tions between subsystems nor will it identify all of the components which are -

necessary for system function. It will, however, identify all of the subsys-

tems, components, and procedures which are directly associated with the
front-line systems. This digraph will provide the framework around which a
dt tailed global model of the system will be built through expansion.

The analyst will construct the success-oriented digraph using AND and OR
gates to explicitly model the relationships between components necessary for

- successful functioning of the collective group of subsystems. The algorithm
for choosing the appropriate gate is:

.

If a component requires the successful operation of two or more compo-
nents which supoly it, these supply components are connected to the com-
ponent by an AND gate. For example, a pump may require both electric
power and lubrication. The use of the AND gate is shown in Figure 4a.

- 16 -
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If a component requires the successful operation of only.one of a group
of components which supply it, these supply components are connected to
the component by an OR gate. For example, a pump may be supplied with
electrical power from the ac mains or from an auxiliary generator. The .-

use of the OR gate is shown in Figure Ab.
'

ELECTRICAL POWER AC MAINS

O >o
=

.

PUW PUW

~

LUBRICATION AUX POWER

,
(a) Use of the AND gate. (b) Use of the OR gate.

.

Floure 4. Logic Symbol Conventions for Success-Oriented Digraph.

.

The direction of flow is indicated by the arrows on the edges between the
components of the system. This integration of connectivity, operational ,

infomation, and logic is called a conditional digraph for the cooling system <

example of Figure 3 and is shown in Figure 5. The pumps (P1 and P2) require
both a supply of water and a control signal to operate, thus there is an AND
gate which joins the Filter and Controller to the Pump. The spray into Con- '

tainment will occur if either a spray occurs through Spray Nozzle 1 or Spray
Nozzle 2, thus the spray nozzles are joined to the containment by an OR gate.

.

This integration of connectivity, operational information, and logic
produces a success-oriented logic diagram commonly referred to as a digraph.

2.2.2 Substep 2b: Forming the Dual Diaraoh Model

!

| The success-oriented digraph model produced in Substep 2a is now converted
{ into a dual-digraph model. (See Appendix A and [25, 26) for an explanation of

j dual and complement relationships.) The dual digraph model is formed simply
I by changing all AND gates in the original model into OR gates and vice versa.

The dual digraph for the cooling system example is shown in Figure 6.-

,

i
.

|
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2.2.3 Substeo 2c: Formino Adjacency Matrix Input

An adjacency matrix [20,21,27,28) can be used as a representation of a -

graph. The matrix, which is always square, indicates whether there can be i,

flow from node i to node J. An entry of 1 in element A(1,j) indicates that
component i is unconditionally and directly connected to component j and that

,

flow goes from i to J. An entry of 0 in element A(1,j) indicates that there
is no _ direct connection between component i and J. Any other entry for a pair-

of nodes (1,j) indicates that there is flow from i to j only with the condi-
tion indicated by the entry. The use of the conditional adjacency is a way of,

representing an AND gate in the matrix. Figure 7 ' presents a summary of the
conventiens used in creating the conditional adjacency matrix. -

^O 08^O 08 ^O qs -

| CO > c
'

A B A B C A B C
A 0 1 A10 C 0 A 0 1 0 ~

B 0 0 B 0 0 B 0 0 0
C 0 A 0 C 0 1 0

Direct Connection AND Gate OR Gate
'

c.

Floure 7. Adjacency Matrix Conventions.

To minimize the effort in inputting data into the Reachability code, only the
nonzero matrix elements are entered. The input for the available present
versions of such codes (CLAMOR, SQUEAK, NEWARS) follow the format:

from,to, condition

Therefore the input for the adjacency matrices of Figure 7 would be:

Direct Connection-

.

A,8,1
AND Gate

A,B,C< ,

C,B,A

OR Gate
A,B,1
C,B,1

Tne adjacency input for the dual digraph of Figure 6 is shown in Figure 8.

2
- 21 -
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RWST,P5 1
PS,V4A,1
V4A,V3,1
V3,F2,1 -

F2,PtP1,1
Pifl,P1,1,

P1,VS,1
P1,V6,1
VS,V9,V6
V6,V9,V5
V9,P2,1'

'

P2,SN1,1
SN1, CONT,SN2
SN2, CONT,SN1
TS1,Cl,1.

Cl,PtP1,1
Cl,VS,1

,

C1,V6,1
RWST,P6,1
P6,V48,1
V48 V1,1 *

V1,F1,1 <

1F, PIP 2,1
PlP2,P3,1

*

P3,V7,1
P3,V8,1 -

V7,V10,V8-
V8,VlO,V7
V10,P4,1
P4,SN2,1
TS2,C2,1 -

C2,PtP2,1
C2,V7,1
C2,V8,1
0,0,0

.

.

f

i .

1 ricure B. Adjacency Input for Dual Digraph.
t

!
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t!Jmber of Variables = 29

1 1 _

2 RWST
3 P5
4 V4A
5 V3
6 F2
7 PMP1
8 P1
9 V5'

10 V6
11 V9
12 P2.

13 SN1
14 CONT
15 SN2 -

16 TS1
17 Cl
18 P6 -

19 V48
20 V1
21 F1

~

22 PMP2
23 P3 -

24 V7
25 V8
26 V10
27 PA
28 TS2 .

29 C2

.

Ficure 9. Variable List for Dual Digraph.

- 23 -
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(The 0,0,0 entry at the end of the list is used to indicate the end of the
data.) Tnis adjacency information is then processed by a code which reads the
alphanumeric input and assigns a node number to each of the variables used. ~

The variable list found by this code for the example is shown in Figure 9.
This list should be checked by the analyst for missing or extraneous varia-
bles (this is a common source of error in all PRA types of analysis). The
code also converts the alphanumeric adjacency input into a numeric adjacency
irput which is used by the Reachability code in the next substep.*

2.2.4 Substeo 2d: Processing Adjacency Matrix.

The adjacency input created by the previous substep is now input for the -

Reachability code. This code links all of the connected components of the
adjacency matrix to determine all unique paths through the dual digraph. This -

operation can be illustrated by a few simple examples. First consider the 4

network and corresponding adjacency elements shown in Figure 10.
,

Input .

A B C A,B,1

O n B,C,1
v OFloure 10. Example Network.

.

The reachability calculation will determine the path between all pairs of
nodes finding that A is connected to C. The full set of reachability elements
is

A,B,1
B,C,1
A,C,1

As an example of a reachability calculation in the presence of conditional
.

infomation (AND gates), consider the network and adjacency information shown
in Figure 11.

,

aO >

n A,C,B

C D B,C,A

BO > c.o.1

Fioure 11. Example Network with AND Cate.

- 24 -
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The reachability calculation will determine that node A is connected to node D
if B and that node B is connected to node D if A. In the input notation the

full set of reachability elements is: '

- A,C,B

B,C,A
' C,D,1 '

A,D,B, ,

B,D,A

cThe reachability calculation determines all unique paths between all pairs of,

nodes. That is,, the technique will find all ' alternate paths in the network.
As an example, consider the network in Figure 12. .

A . A,C,B

C D B,C,A -p
Vp B,E,1 <

F B C,D,1
A

E>D>1. y ,

E F,B,1

Floure 12. Example of Network with Multiple Paths.

.

The reachability calculation would find the following set of reachability
j elements for this network.

i Adjacency Information

i A,C,8
| B,C,A

8,E,1t

|
C,D,1
E,D,1
F,B,1-

'

New Paths

A,D,B
; A,D,F
i A,C,F

F,D,1
| F,E,1
| F,C,A
I F,D,A

B,D,1

|
|
' - 25 -
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I It should be noted that there is no reachability element B,0,A. This path is

dominated by the path B,0,1. This effect can be seen by consideration of the
equivalent Boolean equation representation -

,

I
.

D=8*A+B;

i
.

which by the absorption rule becomes -

.

D = B.
'

.

The analyst will input the adjacency elements from the previous substep into a
Reacnability code which uses the above concepts to deterc.ine all single point *

! failure modes (singletons). A singleton occurs when an unconditional path
exists from any node to the end node. Figure 13 illustrates a system with a -

singleton failure.

.

8
''

EDA A
V v

so
~

-

.

:

Floure 13. Example of a System with a Singleton.

It is important to note that using a reachability code to find the singletons
of a path set is computationally more efficient than finding the singletons of
a fault tree using codes such as SETS or FTAP. Tne cuptut of the Reachability
code for the example is shown in Figures 14 and 15. The unconditional adja-
cency matrix is shown in the first of these figures. This matrix shows all,

j - direct connections between node pairs. For example, in Row 2 there are numer-
ous enes, indicating 2 is directly connected to many components. Any connec-

'

tion which requires a condition is not displayed here. The second figure
shows the sinaleton reachability matrix. This matrix contains all single
failure modes. For example, it can be seen that node 2 is a singleton to

t node 14. Node 14 is the Spray into containment and node 2 is the reservoir
(RWST).

\ - 26 -
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1 0000000000 0000000000 000000000
2 0010000000 0000000100 000000000
3 0001000000 0000000000 000000000
4 0000100000 0000000000 000000000 -

5 0000010000 0000000000 000000000
6 0000001000 0000000000 000000000
7 0000000100 0000000000 000000000
8 0000000011 0000000000 000000000
9 0000000000 0000000000 000000000
10 0000000000 0000000000 000000000
11 0000000000 0100000000 000000000

.

12 0000000000 0010000000 000000000
13 0000000000 0000000000 000000000
14 0000000000 0000000000 000000000

3

15 0000000000 0000000000 000000000'

16 0000000000 0000001000 000000000
17 0000001011 0000000000 000000000

~

18 0000000000 0000000010 000000000
19 0000000000 0000000701 000000000
20 0000000000 0 0 0 0 0 0 0 ,,0 0 100000000
21 0000000000 0000000000 010000000 -

22 0000000000 0000000000 001000000 <

23 0000000000 0000000000 000110000
24, 0000000000 0000000000 000000000
25 0000000000 0000000000 000000000
26 0000000000 0000000000 000000100 -

27 0000000000 0000100000 000000000
28 0000000000 0000000000 000000001
29 0000000000 0000000000 010110000

Ficure 14. Adjacency Matrix for Dual Digraph. -

.

- 27 -

|
- m



-
.

. .
o- 14.4 .

1 0000000000 000 0 000000 000000000
2 0011111111 111 1 100111 111111100
3 0001111111 111 0 000000 000000000
4 0000111111 111 0 000000 000000000

~

5 0000011111 111 0 000000 000000000
6 0000001111 111 0 000000 000000000*

7 0000000111 111 0 000000 000000000
8 0000000011 111 0 000000 000000000
9 0000000000 000 0 000000 000000000'

10 0000000000 000 0 000000 000000000'
11 0000000000 011 0 000000 000000000-

12 0000000000 001 0 000000 000000000
13 0000000000 000 0 000000 000000000
14 0000000000 000 0 000000 000000000<

*

15 0000000000 000 0 000000 000000000
16 0000001111 111 0 000000 000000000
17 0000001111 111 0 000000 000000000 .

18 0000000000 000 0 100011 111111100
19 0000000000 000 0 100001 111111100
20 0000000000 000 0 100000 111111100
21 0000000000 000 0 1OOOOO O11111100
22 0000000000 000 0 100000 001111100 '

23 0000000000 000 0 100000 000111100
24 0000000000 000 0 000000 000000000
25 0000000000 000 0 000000 000000000
26 0000000000 000 0 100000 00000010C

'

27 0000000000 000 0 100000 000000000
28 0000000000 000 0 100000 0 1 1 1.1 1 1 0 1
29 0000000000 0C0 0 100000 011111100

~

Flaure 15. Singleton Matrix for Dual Digraph.

2.2.5 Substeo 2e: Consistency and Comoleteness Check

The analyst will now review the outputs of the Reachability code for con-
sistency with the paths that he can deternine by eye from the dual digraph.
If any errors are detected, the analyst will correct the adjacency input and
repeat the preceding steps. Once the analyst is satisfied with the results,

'

he will inst:Lct the code to find all doubletons.

.

- 28 -
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2.2.6 Substep 2f: Finding Singleton /Doubleton Minimum Cut-Sets

The Reachability code will find all singletons and doubletons from the ~

input information contained in the adjacency element list. A doubleton is a,

pair of component failures which will cause system failure. Figure 16 illus-

trates a system with a doubleton. In this example, both A and C or B must.

fail to cause E.

AO 8n -

(E'V
~

co-
>

.

Floure 16. Example of a System with a Doubleton. .

The matrix shown in Figure 17 gives all of the singletons and doubletons
for the example of the simplified cooling system of Figure 3. An asterisk in -

row i , column 1 indicates that component 1 is a singleton. (

The row and columns indicate the number of the components which are fail-
,

ure modes of the accident sequence. For example, component 3 and component 15

are a doubleton for 29 (the spray into containment). In this way, the several
hundred doubletons can be completely listed.

-
.

.

2.2.7 Substep 2g: Constructino Unit Models

The analyst will now expands the basic digraph by using unit models for
each of its components. These unit models describe the direct dependence of a
component on other components and allow the analyst to expand the information

| in the digraph to contain these dependencies. The unit model for a pump is
shown in Figure 18a. This pump requires lubrication and power and a control

'

signal to operate. Thus the supporting components are connected to the pump
via an AND gate. Unit models will be attached to the dual digraph, hence the

,

dual form (as shown in Figure 18b) is used.

Many components will be supplied from a redundant system. For example,

the pump might receive its electrical power from either the electrical mains
or an auxiliary power system. In this case the dual digraph will show the

supply components connected to the pump by an AND gate as shown in Figure 19.
|
'

- 29 -
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1 2 3 4 5 6 7 8 9 10 11 12 13 34 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
1 * *

2* * * * * * * * * * * * * * * * * * ********* ~

3 * * * * * * * * * * * *

4 . * * * * *** * . * *
.

5 e e e e e e a s e * * *

6 * * * * * *** * * * *
7 * * * * * *** * * * *
8 * * * * * * * * * * * **

9 *

10 *
,

11 * * * * * * * * * * * *
12 * * * * * * * * * * * *

.13 * * * * * * * * * * * *
* 14 *

15 ** **** *** * *
.

16 * * * * * * * * * * * *

17 * * * * * * * * * * * *
18 * ***** *** * * *

19 ****** *** * * *
'

20 ****** *** * * * <

21 ****** *** * * *

22 **see * *** * * *
_

23 * ***** *** * * *

24 * '

25 +

26 ****** *** * * *

27 ****** *** * * *

28 ****** *** * * *

29 ****** *** * * * ''
,

Floure 17. Singletons and Doubletons for Example.

LUBR POWER CONTR LUBR POWER CONTR

O O O
2 a

3

PubP pub?

* (a) Digrapn (b) Dual Digraph

Ficure 18. Pump Unit Model..

MAINS AUX

v v

PUbP

Fioure 19. Unit Model with Redundant Supplies for Pt..ap.
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A library of these unit models will be developed into a Digraph-Matrix
Handbook. A typical set of unit models is shown in Figure 20. The analyst

will select the appropriate unit model from this handbook and make the varia-
-

ble names consistent with the variables used in the basic dual digraph in-

preparation for the expansion of the dual digraph. The addition of unit
.

models for the controlled valves of our example is shown in Figure 21.-

.

t

2.2.8 Substeo 2h: Expand Adjacency Matrix
.

*
e The analyst will now attach the adjacency information from each unit model

to the end of the original adjacency list. The attachment of a set of unit
~

models for the valves of our simplified cooling system example to the adjacen-
cy input is shown in Figure 22 with the variables as shown.

.

'
2.2.9 Substep 21: Repeat Reachability Processing

The expanded adjacency information is now processed through the same ,

Reachability procedure as above. After the input data has been corrected, the
data is processed for all singletons and doubletons. Figure 23 shows the
results of this processing for the expanded adjacency input of Figure 22.

.

e

%

e

- 31 -



,_ _

.e o .

Maintenance

location Maintenance Power Control*

Actuator Maintenance

Lubrication
locationLocation

Location

Pipe Valve Filter Pump
$
e
$ e ,

OMaintenance Prime power y n |Location o n i
'

Power Power Control A Aux. power I ,

\J a r

* '

Location 5,,,,

Maintenance |
,

ElTemp. Sensor Valve Actuator v o
Power Unit Model 8

u.
o

.
t

b
*

!
,

-

.

O

*e 1
e



.
.

e

*,

' 5"e n * WXE E *1 o g 3&Sr.
8 -

* 2O
,

e
s
e

e R
W
S .

T .

p P
6 5

V
4

A s'A -V .

/4
B

4

-

VVA V UA3_ 1

I

VAFVA
F .

1 2

,

_
.

I i I i i g |

L

V5
.

~P
M

SAP
- VoE P

_- M fx 1 5

vO P/ P p _
2 Va

6n _ W'

oE s P R
fx P i 1 _

.

p 3 o
Va n ?,

8n _s A P
i v U R

.\n X
o V 5 M

) P. Mn 8
V _ 4 7I '7 oE V R R E

fx 6 x e

p p
Va a*

7n n

Cv s
2 i

,; i \ s; ,

i
o / o'

_ D S nn '

.\h I VA Y
,

S S o_ J T B f'

R
V _ V

1 9 5.

0 .

-

PvO hP4 2 - A M
AU

bA I_ rX
/ _G t

!

' S- Ee
e

_S
p t

SvO ht !

- _
i
l i

2 l

- P _
aW; ? .

VO R
-

_O

h _ U
T _

-
! I ; I I I g 1 3

Co
n
t
a
i
n

T m
S e
2 n

t

Qi *
i



- ..

?*
, . . ..

RWST V6A1,V6,1

P5,V4A,1 C1,V6Al,1

V4A,V3,1 V5PWR,V5Al,1
~

V3,F2,1 PRtPWRVS,V5PWR,AUXPWRV5 Unit
F2,PFP1,1 AUXPWRV5,V5PWR,PRhPWRV5 Model

PFP1,P1,1 SYSBRVS,PRtPWRV5,1 for.

P1,VS,1 DISTV5,AUXPWRV5,1 Valve'
P1,V6,1 MAINS,5YSBRV5,1 V5

'

V5,V9,V6 PWROUT, MAINS,1 -

' '

V6, V9,V5 AUXGEN,DISTVS,1,

V9,P2,1 V6A1,V6,1

P2,SN1,1 C1,V6Al,1 *

SN1, CONT,Ste V6PWR, val,1 thit

SN2, CONT,SN1 PRbPWRV6,V6PWR,AUXPWRV6 Model
'

*

TS1,Cl,1 AUXPWRV6,V6PWR,PRFPWRV6 for '

C1,PMP1,1 SYSSRV6,PRFPWRV6,1 Valve
C1,VS,1 DISTV6,AUXPWRV6,1 V6

,

C1,V6,1 MAINS,SYSBRV6,1

RWST,P6,1 PWROUT, MAINS,1

P6,V48,1 AUXGEN,DISTV6,1

V48,V1,1 PWROUT,tGINS,V1
~

V1,F1,1 AUXGEN,DISTV6,1

F1,Pt P2,1 V7A1,V7,1

PMP2,P3,1 C2,V7A1,1

P3,V7,1 V7PWR,V7A1,1 Unit e

P3,V8,1 PRFPWRV7,V7PWR, AUXPWRV7 Model

V7,VlO,V8 AUXPWRV7,V7PWR,PRtPWRV7 for
V8,VlO,V7 SYSBRV7,PRbPWRV7,1 Valve
V10,P4,1 DISTV7, AUXPWRV7,1 V7

*

P4,SN2,1
.

MAINSSYSBRV7,1

TS2,C2,1 PWROUT,tMINS,1

C2,PPP2,1 AUXGEN,DISTV7,1

C2,V7,1

C2,VS,)

Ficure 22. Input Data for Expanded System.
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VB A1,V8,1

C2,V 8 A ,1 Unit
V8?WR,V8A1,1 Model

~

PRf PPdRV8,V8PWR, AUXPWRV8 for,

AUXPdRV8,V8PWR,PRMPWRV8 Valve

SYSBR/8,PRFPWR/8,1 V8
,

DISTV8,AUXPWRV8,1
*

PAINS,5YSBRV8,1

PWROUT,lMINS,1
<.

.

.

,

.

c

.

.

.

.

|

%

Ficure 22 (continued). Input Data for Expanded System.
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12345678910111213141516171819202122232425262728293031363738394045465152
1= *

2= ===*a =* * * * * * * * * * * * * * * * * * * * * * * * * * * *
3 . * * * * * * * * * , *

4 . * * * * * * * * * * *
*

5 * * * * * * * * * * * *
*6 * * * * * * * * * * * *

7 * * * * * * * * * * * * x
8 * * * * * * * * * * * *
9 *

10 *

11 * * * * * * * * * * * *
'

12 * * * * * * * * * * * * *

13 * * * * * * * * * * * *
14 *
15 ****** * * * * *

16 * * * * * * * * * * * *
17 * * * * * * * * * * * *

18 ****** * * * * * *

19 ****** * * * * * *

20 ****** * * * * * *

21 ****** * * * * * *

22 ****** * * * * * *

23 ****** * *' * * * *

24 *

25 *

26 ****** * * * * * *

27 ****** * * * * * *

28 ****** * * * * * *

29 ****** * * * * * *

30 *

31 *

36 *

i Floure 24. Result of the singleton and doubleton processing on expanded
.

graph.

'
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"?.2.10 Substep 2j: Exoand Model

.

tJew components will have been introduced by the expansion step. A unit
- model should be added for each of these new components and the resulting

expanded adjacency matrix processed again. This iterative expansion process
will generate a constantly more detailed (and larger) Global Digraph which-

will utlimately represent as much detail as the analyst feels is necessarp' to
'

analyze the accident sequence. As the adjacency matrix expands, it may exceed
the size which can be processed at one time by the Reachability code. To
overcome this problem, the analyst must rigorously partition the digraph into*

,

smaller subdigraphs which can be Boolean processed separately. If the parti-
~~

tioning is performed rigorously, the singletons and doubletons from the analy-
sis of these subgraphs can then be directly combined into the singletons and

'

doubletons of the Global Digraph without introducing error of Boolean indepen-
'

dence. Partitioning can and should be perfomed by the computer since it is
easy for a. human to incorrectly partition the network. Partitioning will be
discussed in more detail in the following section as part of Step 3. .

2.3 Steo 3: Partitionino the Global Diorach Model into Independent

Subdiorsohs
.

The global digraph produced from Step 2 is the dual-digraph of the expand-
ed success-oriented operational model for the specified accident sequence.
The digraph and its corresponding adjacency matrix will grow larger with each
expans' ion step. At some size, the matrix will exceed the memory space limits
of the Reachability code or will take excessive amounts of computer processing
time. There are two ways of overcoming these computer limitations. First, we
can separate the global digraph into independent subdigraphs which may be

,

.

solved thrcugh Boolean minimization as independepent modules.

Partitioning into independent subdigraphs can be accomplished according to*

the following definition:

A connected graph G is separable (capable of being partitioned) if there
exists a subgraph g in G such that the complement of g (g') and g have
only one vertex in common.

- 37 -
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Wherever possible, the global digraph can be partitioned into' independent
subdigraphs directly by the analyst. 'In addition, a second way to overcome
computer limitations deals with matrix partitioning and Boolean reduction that -'

takes advantage of Boolean absorption within the Reachability code used for.

the analysis (available on CLAMOR). The adjacency matrix can be partitioned
into s>bmatrices which can later be recombined into the Global Digraph. The_

processing of the submatrices will lead to smaller submatrices. That is, -

nodes which are not on the boundary of the graph represented by the submatrix
will be eliminated through Boolean absorption before the recombination.

'
,

The partitioning / recombination procedure must not eliminate any singletons
!

i or doubletons from the Global Digraph. The steps in this partitioning proce-
dure are shown in Figure 24, and will be briefly discussed in the following:

subsections. Figure 25 schematically illustrates this partitioning, reduc- .

tion, recombination, expansion process. It must be emphasized that the parti- c

tioning should be performed by the computer and that the operation should bei-
'

transparent to the analyst. It will appear that the Reachability code is pro-
'

cessing the full global adjacency matrix and therefore the following explana-
tion will not be as detailed as that provided for Step 2.

2.3.1 Substep 3a: Partitionino the Global Dioraoh Model -

The global digraph is partitioned into independent subdigraphs by the

; analyst according to the above definition. Each subdigraph is labeled
(i=1,...n). If no independent subdigraphs are found a partitioner subroutine,
as follows, can be used that takes advantage of Boolean absorption with the

: processing matrices.

f~ Tne Reachability code is based on the basic structure success-oriented
dual digraph and the unit model expansions around this graph. The unit model

- expansions from " natural" partitions due to the operational and geographic
considerations. That is, one would expect most of the components connected to
a given valve to be different than components attached to a different valve.

|
As an illustration of this natural partitioning, consider the global dual

| digra:n shown in Figure 25a.

|
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,

- . .,,
. .

'

Partition into
subgraphs.

.

' Process
subgraphs. .

'

.

i.

Eliminate interior components
' from subgraph reachability matrix.

,

.

. . .

e

; .

' Construct reduced
adjacency matrix.

-

.

Process reduced matrix for-

singletons and doubletons.
,

i

! Add interior
'

components.
,

.

; -

,- -
i

|

.

.

f Figure 24. Partitioning the Global Digraph.

.
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A B C D E F G'

A 0 1 1 0 0 0 0
Bd D B 0 0 0 1 0 0 0 .

O C 0 0 0 0 1 0 0
-

D 0 0 0 0 0 1 0A . G
A E O O O O O 1 0

'

C E F 0 0 0 0 0 0 1
G 0 0 0 00 0 0

,

(a) Global digraph. (b) Global Adjacency Matrix.
.

~ A B C D E F G
P2 P1 A 0 1 0 0 0 0 1 0

B 0 0 1 E O O 1 0
D(

B-
*

D 0 0 0 F 0 0 0 1g
g P2 G 0 0 0 0

P1 .,
P3 p - A C E

O A 0 1 0
C 0 0 1 -

E O O O .c

P3

(c) Digraph Partitions. (d) Partition Adjacency Matrices --

'

A B D D E F G A C E
A 0 1 1 D 0 0 1 1 A' 07 1
B 0 01 E O O 1 1 C 0 0 1
D 0 0 0 F 0 0 0 1 E O O O

G 0 0 0 0
,

P2 P1 P3

(e) Reachability Matrices for Partitions.

A,8 = D D,E,F = G A,C = E

(f) Singletons for partitions.

A 0 E G A D E G,

A 0 1 1 0 A 0 1 1 1
D 0 0 0 1 D 0 0 0 1

^

E O O O 1 E O O O 1-

G 0 0 0 0 F 0 0 0 0

(g) Reduced Adjacency Matrix. (h) Reduced Reachability Matrix.'

A becomes A,C,E
D becomes 0,F
E becomes E,F

therefore the full set is A,B,C,D,E,F

(1) Full Set of Singletons.

Ficure 25. Partitioning Process.
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As can be seen, each of the two " unit models" added to the structure at F

share only one component with each other A and one component with the. basic
,

structure F. In addition, each of the three partitions shown in Figure 25c
. contains components which do not link outside of the partitions and each of

the subgraphs could be reduced (by Boolean Absorption) to include only those
components which link outside of the partition. Components which do not come
from any other component are defined as lying on the boundary of a partit[on.

,

By removing the components which are fully contained within a partition, the
size of the adjacency matrix can be reduced. The code should identify these

,

' interior components and record their identity. The actual selection of sub-*

graph partitions is performed by an algorithm which traces through the graph
.

backwards from the components of the basic structure dual digraph. The trac-
ing for each component continues until all subgraph with the following condi-

'

tions exists:
<

(a) Number of components less than or equal to the maximum size the
Reachability code can process.

~~

.

(b) A set of " interior nodes" which can be eliminated exists in each
subgraph.

.

It is not necessary to make the subgraphs disjoint when conducting the Boolean
absorption process. That is, subgraphs may share common components. These

shared components will not be interior nodes and hence will not be eliminated
in the subsequent processing. The next step is to process each subgraph
through the Reachability code.

t

| 2.3.2 Substeo 3b: Reachability Processino of Subdioraohs

..

The adjacency matrices of the subgraph partitions are now individually
processed through the Reachability code. The Reachability matrices for each

,
.

of the subgraphs are shown in Figure 25e.

- 41 -
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2.3.3 Substep 3c: Interior Component Elimination

_

Components which are totally interior to the partitions are now identified
and eliminated (on the basis of Boolean absorption) from the subgraph reacha--

bility matrices. The unreduced subgraph reachability natrices are retained
for use later in determining if these " eliminated" components are singletons*

or doubletons of the Global Digraph,
, ,

2.3.4 Substep 3d: Construction of the Reduced Adjacency Matrix
L.

The reduced reachability matrices of the subgraphs are now combined into a
,

" reduced global digraph adjacency matrix." This is shown in Figure 25g. This

matrix is not the same as the original adjacency matrix with interior compo-
nents eliminated. This matrix contains all of the connectivity information

'

between non-eliminated components that is contained in the original adjacency
matrix, whereas a component eliminated adjacency matrix would not.

..

4

2.3.5 Substep 3e: Reachability Processino on Reduced Adjacency Matrix

The reduced matrix is now processed by the Reachability code. This step
,

links up the partitions. The result of this processing is shown in Figure
25h. In this processing sequence, the size of the global adjacency matrix has
been reduced, thus overcoming the size constraint of the code. The reduced
reachability matrix contains all singletons and doubletons for the components

,

! which have not been eliminated. These eliminated components will now be con-

sidered.
,

2.3.6 Substeo 3f: Addition of Eliminated Comoonents, ,.

The adjacency matrices for the partitions contain all essential informa-,
,

tion abcut the eliminated components. Each of these components which is con-

nected to a component which is a singleton or part of a doubleton in the
reduced reachability matrix must be considered as a potential singleton or
double tn. The type of connection is important. If there is a direct (uncon-
ditional) element between the component in the reduced matrix and the interior
compcasnt, then the interior component has the same impact as the component in'

- 42 -
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the reduced matrix. If the component has a conditional relationship, the'

effect of this relationship must be considered.:

~

i

;
'Each accident sequence would result in the violation of one of the four-

basic safety functions. In this step, the accident sequences of Substep 3d
are organized according to the four basic safety functions. Within each-

function, the reachability matrices are combined to provide a single such"
,

matrix for each major function.
'

.

'

Once all singleton and doubleton minimum cut-sets of the global digraph*

,

' model of the accident sequence have been found, the following Step 4 will
j

''

evaluate and rank order them.
i
.

.

.

!
-

i .$

.

1

' , . !

)-
1

I

!

|
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2.4 Step 4: Evaluate Sinoletons on the Basis of Probability and Disolay

Answers
.

- Once the singleton and doubleton minimum cut-scts for all accident
sequences have been found, it is necessary to evaluate the systems
interactions by a ranking criteria. These can be evaluated through normal PRA-

techniques such as risk which combines the accident sequence consequence Uith
,

probability of failure.

^* The ranking evaluation will be displayed by listing minimum cut-sets of
the plant functions in order of risk value.

.

.

Singleton minimum cut-sets are likely to be considered unacceptable in all
'

cases. Doubletons, however, can form the starting point for the multidisci-
plined team of experts that are to physically review the plant for shared
environmental conditions.

.

1

C

.

1

i
-,.

,

{
:

i

!
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3.0 CONCLUSIONS

.

Recent events such as Three Mile Island-2, Brown's Ferry-3, and Crystal-
River-3 have demonstrated that complex accidents can occur as a result of-

systems interactions (common cause/ mode failure). The NRC is preparing an
- Initial guidance that will aid industry in analyzing systems interactions.

Part of that guidance covers enhanced PRA approaches for solving the systems,

interaction problem and has already been well documented. However, additional
, guidance for an alternative approach utilizing Digraph-Matrix techniques is '1
~.

now being developed. This report contains a four , step procedure that will aid
the development of the initial guidance for digraph-matrix analysis for

~

,

systems interactions.

.
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