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FOREWORD

The Systematic Evaluation Program Branch (SEPB) of the Nuclear Regu-
latory Commission 'NRC) is responsible for the conduct of the Systematic
Evaluation Program (SEP) whose purpose is to determine the safety margins
of the design and opssation of the 11 oldest operating commercial nuclear
power plants in the United States. These 11 plants are being reevaluated
in terms of present NRC licensing requirements and regrlations. Ia addi-
tion, SEP must:

1. establish documentation that shows how these operating plants compare
with current acceptance criteria and guidelines on significant safety
issues and provide a techmical rationale for acceptable departures
from these criteria and guidelines,

2. provide the capability for making integrated and balanced decisionms
with respect to any required backfitting, and

3. provide for the early identification and resolution of any potenmtial
safety deficiency.

The SEP is evaluating specific safety topics (called the Tepic List)
based on an integrated review of the overall ability of a plant to respond
to certain design-basis events (DBEs), including normal operatiom, trans—
ients, and postulated accidents. The evaluation will result in a re-
assessment of the overall safety margins for each facility and documanta-
tion of the reassessment on the basis of current criteria.

The review approach #ith respect to c(perational events (forced shut-
downs and reportable occurrences) consists primarily of a three-step pro—
cess: (1) compilation of information onm the events, (2) screening of

events for significance using selected criteria and guidelines, and (3)



evaluation of significance and importance of the events from a safety
standpoint. Treads in equipment failures and events where systems failed
to perform their intended fumcitom are identified. Other types of operat-
ing information as noted in Sect. 1 are compiled to provide am overall
view of the operating historias of the plants.

In this report, *he operating experience of the Big Rock Poiat 1
nuclear power plant is . wiewed for the purpose of compiling and inter—
preting data on plant operatiomal occurrenmces ind events for application
and input to the SEP. The results of thi: report will be used by SEPB in
performing the integrated assessment of overall plant safety for Big Rock

Point 1.



REVIEW OF THE OPERATING EXPE 'i“NCE HISTORY
OF BIG ROCK POINT THROUGH 1981 FOR THE
NUCLEAR REGULATORY COMMISSION’S
SYSTIEMATIC EVALUATION P OGRAM
R. H. Guymon* C. Kogielkat
G. T. Mays*

ABSTRACT

A review of the opesrating experience of the Big Rock Point
nucle 'r power plant from initial criticality through 196. was
performed by the staff of the Nuclear Safety Information Centar
for the Nuclear Regulatory Commission’s Systematic Evaluation
Program (SEP). Undar the SEP, the safety margins of the design
and operation of tem of the older operating commercial auclesar
power plants in the United States are being reevaluated.

The review of the operating experience for Big Rock Point
included data collection and evalvation of availability and ca-
pacity factors, forced shutdowns, power reductions, reportable
events (reportable occurrences, licensee event reports, etc.),
and ervirommental comsidsratiors. As well, the review method-
ology and procedures a: used in the review and evaluation are
discussed. Data and informationm collected for forced shutdowns,
power reductions, and reportable events are presented in Appen—

dixes,

*0ak Ridge National Laboratory, Oak Ridge, Tennessee.
tSAL, Inc., Oak Ridge, Teanessee.
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REVIEW OF THE OPERATING EXPERIENCE HISTORY
OF BIG ROCK POINT THROUGH 1981 FOR THE
NUCLEAR REGULATORY COMMISSION'’S
SYSTEMATIC EVALUATION PROGRAM
R. H. Guymon®* C. Kukielkat
G. T. Mays®
1. SCOPE OF REVIEW

The assescment of the operating experience review for Big Rock Point
covered the time from initial criticality through 1981. The data collec-
tion and evaluation izcluded the following aspects of operation: avail-
ability and capacity factors, forced shutdowns and power redactions, re—
portable ¢vents, events of envirommental importance and radioactivity
releases, and evaluation of the operating experience in total. Tables at
the end of Thap. 1 show the codes assigned to operationmal aspects of
forced shutdowns, power reductions, and reportable events. These codes
are us=d in the reporting of data collected during the review of operating

experience.

1.1 Availability and Capacity Factors

Both reactor and unit availability factors were compiled for all
years. Starting with 1974, the unit capacity factors using the design
electrical rating (DER) in net megawatts (electric) and the maximum de-
pendable capacity (MDC) in net megawatts (electric) were compiled as well.

Data for the capacity factors were not available from earlier years.

*Oak Ridge National Laboratory, Oak Ridge, Tennessee
tSAI, lnc., Oak Ridge, Tennessee
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The two availability and two capacity factors are defined as follows:

1. reastor availability =

hours reaccor critical + reactor reserve shutdown hours

period hours ® 300,
2. unit availability =
hours generator om line + unit reserve shutdown hours
31000
period hours
3 (DER net eiectrical energy generated 100
+ WBit capasity ) = period hours x DER net . !
net electrical energy generated
4. unit capacity (MDC) = x 100 .

period hours x ¥DC net
Reserve shutdown hours are the amounts of time the reactor is not critical
or the unit is shutdown for administrative or other similar reasons when

operstion could have been continued.

1.2 Review of Forced Shutdowns and Power Reductions

Forced shutdowns and power reductions were reviewed, and data were
collected on each inciQont. Scheduled shutdowns for refueling and main-
tenance were not included in the review. However, if a utility had a re-
fueling outage scheduled, the plant experienced a shutdown as & result of
an abnormal event prior to the scheduled refueling, the utility reported
that the refueling was being rescheduled to coincide with the current
shutdown, and the utility reported the cause of the shutdown as refueling,

then this shutdown was considered as forced. Only that portion of the
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outage time concermed with the abnormal event, not the refueling time, was
included in the compilatioms.

The power reductions were included to provide information and details
that may have been associated with a previous or subsequent shutdown. The
power reductions are included in the proper chronmological sequence with
the shutdowns in the data tables for the forced skutdowns and power reduc-
tions (see Appendizxes).

The following data were compiled annually for the forced shutdowas
and power reductions:

1. date of occurrence,

2. duration (hours),

3. power level (percent),

4. notation of whether the shutdowns were also reportable events [e.g..

i licensee event report (LER) or abnormal occurremnce report (AOR)],
5. summary description of events associated with the forced shutdown or

power reduction,

6. cause of shutdown (Table 1.1),
7. method of shutdown (Table 1.1),
8. system taken from NUREG-0161 (Ref. 1) that was directly involved with

the shutdown or power reductiomn (Table 1.2),

9. component directly involved with the shutdown or power reduction

(Table 1.3), and
10. categorization of the shutdown or power reduction.

Each shutdown or power reduction was placed in ome of two sets of signif-
icance categories. The shutdowns and power reductions were first evalu—
ated against criteria for DBEs as described in Chap. 15 of the Standard

Review Plan.? If the shutdown or power reduction could not be categorized



as a design-basis initiating event, them it was placed in ome of a series
of Nuclear Safety Information Center (NSIC) catepories. For further dis-
cussions of the two sets of significance categories, use of the categor—-
ies, and a listing of them, see Sect. 3.1.

The listings for the cause, shutdown method, system iavolved, and
component involved along with their respective codes are those used in the
NUREG-0020 series? ("Gray Books") on shutdowns. Note that the information
listed under the "System involved" columm in the data tables in the appen—
dizes indicates (1) a general classification of systems (fully written
out) and (2) a specific system, which is coded with two letters, within

the general classification.

1.3 Review of Reportable Events

The operating events as reported in LERs and LER predecessors [e.g.,
AORs, unusual event reports, reportable occurrences (ROs)] were reviewed.
These types of reportable events were retrieved from the NSIC computer
file. Approximately six years ago, operating experience information for
operating nuclear power plants was input to the NSIC file for the period
of time before LERs was reviewed. Any documents that contained LER-type
informetion (such as equipment failures or abnormal events) were coded or
indexed so that they could be retrieved in the same manner as an LER.
Primarily, this involved various types of operating reports and general
correspondence for the late 1960s and early 1970s.

The following information was recorded for each reportable event

reviewed:



1. LER nmmber or other means of identificatiom of report type,
2. NSIC accession number (a unique identification number assigned to
each document entered into the NSIC computer file),
3. date of the event,
4. date of the report or letter transmitting the eveant descriptionm,
5. status of the plant at the time of the occurrence (Table 1.4),
6. system involved with the reportable event (Table 1.2),
7. type of equipment involved with the reportable event (Table 1.5),
8. <“ype of instrument involved with the reportable event (Table 1.5),
9. status of the component (equipment) at the time of the occurrence
(Table 1.4),
10. abnormal condition associated with the repcrtable event (e.g.,
corrosiom, vibration, leak) (Table 1.6),
11, cause of the reportable event (Table 1.4), and
12. significance of the reportable event.
As a step in the evaluation process, each reportable event was screened
using the criteria further discussed in Sect. 3.2.
Note that in the tables of reportable events in Appendix A for Big

Rock Point, comments and/or details on the events were included.

1.4 Events of Envizonmental Importance and
Releases of Radioactivity

Any significant or recurring envirommental problems were summarized
based on the review of forced shutdowas, power reductions, reportable
events (envirommental LERs), and operating reports. Routine radicactivity
releases were tabulated as well, and releases where limits were exceeded

were reviewed and are discussed in Sect. 4.5.1.5.



1.5 Evaloation of Operating Experience

The operating history of the plants was evaluated based on a review
that iovolved screening, categorizing, and compiling data. Judgments and
conclusions were made regarding safety problems, operations, trends (re-
curring problems), or potential safety concerns. Events were analyzed to
determine their safety significance from the informationm provided through
the various operating reports and the review process. The final safety
analysis reports prouvided specific plant and equipment deta’'ls when

necessary.
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Table 1.1. Codes and causes of forced
shutdown or power reduction and
methods of shutdown

Canses
Equipment failuce

Maintenance or testing

Refuel ing

Regulatory restriction

Operator training and license exams
Administrative

Operational error

Other

H O m m O o W >

Methods

Manual

Manuai scram
Agtomatic scram
Continuation
Load reduction
Other

O W e W D -
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Table 1.2. Codes and systems involved with the forced
shutdown, power reductiom, or reportable event

System Code
Reactor RX
Resctor vessel intermals RA
Reactivity contrcl systems RB
Reactor core RC
Reactor coolant and connected systems (004
Reactor vessels and appurtenances CA
Coolant recirculation systems and controls 3
Main steam systems snd controls cc
Main steam isolation systems and controls CcD
Reactor core isolationm cooling systems and comtrols CE
Residual heat removal systems and controls CF
Reactor coolant cleanup systems and controls G
Feedwater systems and controls (& |
Reactor coolant pressure boundary leakage detection systems CI
Other coolant subsystems and their controls a
Engineered safoty features SX
Reactor contaimment systems SA
Contaimment heat removal systems and controls SB
Contaimment air purification and cleanup systems and conmtrols SC
Contaimment isolation systems and contrils SD
Contaimment combustible control systems and controls SE
Emergency core cooling systems and controis SF
Core reflooding system SF-A
Low—pressure safety injection system and controls SF-B
High-pressure safety injection system and controls SF-C
Core spray system and controls SF-D
Control room habitability systems and controls SG
Other engineered safety feature systems and their controls SH
Containment purge system and controls SH-A
Cortainment spray system and controls SH~-B
Auxiliary feedwater system and controls SH~C
Standby gas treatment systems and controls SH-D

Instrumentation and controls

Reactor trip systems

Engineered safety feature instrument systems
Systems required for safe shutdown
Safety-related display instrumentation

Other instrument systems required for safety
Other instrument systems not required for safety

Electric power systems

Offsite power systems and controls

AC onsite power systems and comtrols

DC onsite power systems and controls

Onsite power systems and controls (composite ac and de)
Emergency generator systems and controls

Emergency lighting systems and controls

Other electric power systems and controls

ERRBREY A HRABREY R
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Table 1.2 (continued)

System Code

Fuel storage and handling systems FX
New fuel storage facilities FA
Spent—-fuel storage facilities FB
Spent—-fuel pool cooling and cleanup systems and controls FC
Fuel handling systems FD

Auxiliary water systems WX
Station service water systems and controls WA
Cooling systems for reactor auxiliaries and controls WB
Demineralized water makeup systems and controls wC
Potable and sanitary water systems and controls WD
Ultimate heat sink facilities WVE
Condensate storage facilities WF
Other auxiliary water systems and controls WG

Auxiliary process systems PX
Compressed air systems and controls PA
Process sampling systems PB
Chemical, volume control, and liquid poison systems and PC

controls
Failed-fuel detection systems PD
Other auxiliary process systems and controls PE

Other auxiliary systems AX

Air conditioning, heating, cooling, and ventilation systems AA
and controls

Fire protection systems and controls AB
Communication systems AC
Other auxiliary systems and controls AD

Steam and power conversion systems HX
Turbine-generators and controls HA
Main steam supply systems and controls (other than CC) HB
Main condenser systems and controls HC
Turbine gland sealing systems and controls HD
Turbine bypass systems and controls HE
Circulating water systems and controls HF
Condensate cleanup systems and controls BG
Condensate and feedwater systems and controls (other than CH) HH
Steam generator blowdown systems and controls HI
Other features of steam and power conversion systems (not J

included elsewhere)

Radioactive waste management systems Mx
Liquid radioactive waste management systems MA
Gaseous radioactive waste management systems MB
Process and effluent radiological monitoring systems MC
Solid radioactive waste management systems MD
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Table 1.2 (continued)

System Code
Radiation protection systems BX
Area monitoring systems BA
Airborne radioactivity monitoring systems BB
Other X
iz

Not applicable




Table 1.3.
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Components involved with the

forced shutdown or power reduction

Component type

Including

Accumul ators

Air dryers

Annunciator modules

Batteries and chargers

Blowers

Circuit closers/interruptors

Control rods
Control rod drive mechanisms
Demineralizers

Electrical conductors

Engines, internal combustion

Filters

Fuel elements
Generators

Heaters, electric

Scram accumulators
Safety injection tanks
Surge tanks

Alarms
Bells
Buzzers
Claxons
Horns
Gongs
Sirens

Chargers

Dry cells

Wet cells
Storage cells

Compressors
Gas circulators
Fans
Ventilators

Circuit breakers

Contactors

Controllers

Starters

Switches (other than sensors)
Switchgear

Poison cu cains

Ion exchangers

Bus
Cable
Wire

Butane engines
Diesel engines
Gasoline engines
Natural gas engines
Propane engines

Strainers
Screens

Inverters
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Table 1.3 (continued)
Component type Including
Heat exchangers Condensers
Coolers
Evaporators

Instrumentation and controls

Mechanical function units

Motors

Penetrations,
air locks

primary containment

Pipes, fittings

Pumps

Recombiners

Relays

Shock suppressors and supports
Transformers

Turbines

Valves

Valve operators

Vessels, pressure

Regenerative heat exchangers
Steam generators
Fan coil units

Mechanical controllers
Governors
Gear boxes
Varidrives
Couplings

Electric motors
Hydraulic motors
Pnemmatic (air) motors
Servo motors

Steam turbines
Gas turbines
Hydro turbines

Valves
Dampers

Containment vessels
Dry wells

Pressure suppression
Pressurizers

Reactor vessels
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Table 1.4. Codes for data collected on plant

status, component status,

and caase of

reportable events

Code Miest stains C::z:::n: Cause o:':;zortablc
A Construction Maintenance Administrative error
and repair
Operation Cperation Design error
Refuel ing Testing Fabrication error
Shutdown Inherent error

- RO m m O n W

Installation error
Lightning
Maintenance error
Operation error
Weather
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Table 1.5. Codes for equipment and instruments involved
in reportable events
Code Code
Eguipment

Accumulator Internal combustion engine
Air drier Motor

Battery and charger Nozzle

Bearing Pipe and pipe fitting

<ArHLUELOYOZECrMY~NEHOTMEmOOW»

PAHY~EHOTMmON W@

Blower and dampers
Breaker

Cables and connectors
Condenser

Control rod
Control rod drive
Cool ing tower
Crane

Demineral izer
Diesel generator
Fastener
Filter/screen
Flange

Fuel element

Fuse

Generator

Heat exchanger
Heater

Alarm
Amplifier

Electronic function unit
Failed fuel detection instrument

Flow sensor
In-cors instrument
Indicator

Intermediate range instrument

Level sensor

Meteorological instrument

Position instrument

E BE8ZEFRONERIRE88 num=

AHUEO WO Z

Power supply
Pressure vessel
Pressurizer

Pamp

Recombiner

Seal

Shock absorber
Solenoid

Steam generator
Storage container
Support structure
Transformer
Tubing

Turbine

Valve

Valve, check
Valve operator

Power range instrument
Pressure sensor
Rediation monitor
Recorder

Rel ay

Seismic instrument
Solid state device

Start-up range instrument

Switch
Temperature sensor
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Table 1.6. Codes used for reportable events—abnormal conditionms

& E

R B

Z&E EFEREEE B

5 B

B

&

AT

AV

Mechanical

Normal wear/aging/end of life: expected effect of normal usage

Excessive wear/clearance: component (especially a moving component)
experiences excessive wear or too much clearance or gap exists be—
cause of overuse, lack of lubrication

Deterioration/damage: component is no longer at an acceptable level
of quality (e.g., high temperature causes rubber seals to chemically
break down or deteriorate, insulation breaks down)

Break/shear: structural component physically breaks apart (not when
something "breaks down")

Warp/bend/deformation: shape of component is physically distorted

Collapse: tank or compartment has an external pressure exerted that
results in deformation

Seize/bind/jam: component has inhibited movement caused by crud,
foreign material, mechanical bonding, another component

Excessive mechanical loads: mechanical load exceeds design limits
Mechanical fatigue: failure due to repeated stress

Impact: the result of the force of ome object striking another
Improper lubrication: insufficient or incorrect lubricatiom

Missing/loose: component is missing from its proper place or is
loose or has undesired free movement

Wrong part: incorrect component installed in a piece of equipment

Wrong material: incorrect material used during fabricatiom or inm
stallation

Weld-related failure: failure caused by defective weld or located in
the heat-affected zone

Vibration other than flow induced: vibration from any cause other
than fluid flow

Crud buildup: buildup of foreign material such as dust, sticks,
trash (not corrosion or boron precipitationm)

Corrosion/oxidation: unanticipated attack

Dropped: component is dropped (includes control rod that is
"dropped" into core)

Leak, internal, within system: leak from ome part of a system to
another part of the same system

Leak, intermal, between systems: leak from one system to a different
system

Crack: defect in a component does not result in a leak through the
wall
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Table 1.6 (continued)

AY

BA

BC

BD
BE

BF

BI

BJ

Leak, external: defect in a compoment results in a leak from the
system that is contained in an onsite building

Leak to enviromment: 1leak not resulting from a cracked or broken
component

Was opened/transfers open: component is/was opened by error or spur-
iously opens

Was closed/transferred closed: component is/was wrongly closed by
error or spuriously closes

Fails to open: component is in the closed state apnd fails to open omn
demand (e.g., the circuit breaker "fails to open" when an overcur—
rent occurs)

Fails to close: component is in the open state gad fails to close on
demand

Malposition or maladjustment: component is out of desired position
(e.g., normally open valve is closed) or adjusted improperly (not
for instrument drift or out of calibratiom)

Failure to start/turm on: component fails to start om demand

Stopped/failed to continue to run: component fails to continue run-
ning when it has previously started

Tripped: component automatically trips on or off (desired or unde-
sired) (e.g., the turbine tripped because of overspeed, the circuit
breaker tripped because of overspeed, or the circuit breaker tripped
because of overload)

Deenergized/power removed: component on system loses its driving
potential but not necessarily electrical power [e.g., (1) a fuse
blows and there is no power to a sensor, and the sensor is deemer—
gized; (2) a valve closes off the steam supply to a turbine, and the
turbine has no driving power]

Energized/power applied: component or system gains its driving po-
tential but not necessarily electrical power (e.g., valve is opened
allowing steam to turn a turbine)

Unacceptable response time: component does not respond to a demand
within a desired time frame but does not otherwise fail (e.g., a
diesel generator fails to come to full speed within the time con-
straint)

High pressure: higher than normal or desired pressure exists in a
component or system (does not include instrument misindications)
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Table 1.6 (continued)

BK

BL

BN
BO

BP

BS

BT

BU

BV

BW
BX

BY
BZ

CA

Low pressure: lower than normal or desired pressure exists in a com—
ponent or system (does pot include instrument misindicationm)

High temperature: component experiences a higher than normal or de-
sired temperature

Low temperature: component (or system) experiences a lower than nor—
mal or desired temperature

Freezing: fluid medium (e.g., water) freezes in or on a component

Excessive thermal cycling: frequent changes in temperature that
could result in metal fatigue or cracking

Unacceptable heatap/cooldown rate: heatup or cocldown rate exceeds
limits

Thermal transient: system experiences an undesired or unstable
thermal transient or thermal change

Excessive number of pressure cycles: system experiences an undesired
number of significant pressure changes (e.g., pressure pulses as
from a positive displacement pump)

High level/volume: higher than normal or desired level or volume
exists (actual or potential) in a component, such as tank or sump,
or area, such as auxiliary building (not for insctrument misindica-
tion)

Low level/volume: lower than normal or desired level or volume
exists in a component (not for instrument misindicationm)

Abnormal concentration/pH: an abnormal (either high or low) concen—
tration of a chemical or reagent exists in a fluid system or an ab-
normal pH exists (does not include abnormal boron concentrations)

Abnormal boron concentration: process system control rod has an ab-
normal boron conceantration from buraup, dilation, or overaddition

Overspeed: speed in excess of design limits

Cladding failure: cladding of a component fails (e.g., the cladding
of a fuel pellet is breached, and radioactive fuel leaks out)

Burning/smoking: component is on fire or smoking

Engaged: component engages or meshes (this is not to be uscd when a
component binds or becomes stuck or jammed)

Disengaged/uncoupled: component disengages, loses required fric—
tion, or is no longer meshed (as in gears), for example, the clutch
on the motor disengages from the shaft (this should not be used for
dropped control rods)
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Table 1.6 (continued)

EI

HA

HC

Electric/instrugents
Excessive electrical loads: electrical loads exceed design rating

Oyervol tage/undercurrent: component failure produces an over—
vol tage/undercurrent condition other thanm open circuits

Undervoltage/overcurrent: component failure produces an under—
vol tage/overcurrent condition other than shorts

Short circuit/arcing/low impedance: electrical component shorts or
arcs in the circuit or has a low impedance including shorts to
ground

Open circuit/high impedance/bad electrical contact: electrical com—
ponent has a structural break, or electrical contacts fail to conm~
tact and fail to pass the desired current

Erratic operation: component (especially electrical or instrument)
behaves erratically or incomsistently (if an instrument produces a
bad but comstant signal, use "EG", if an instrument produces an inm
consistent signal use "EF")

Erroneous/no signal: electrical component or instrument produces an
erroneous signal or gives no signal at all (not for out-of-calibra—
tion error)

Drift: a change in a sstting caused by aging or change of physical
characteristics (does not include personnel errors or a physical
shift of a component)

Out of calibration: component (particularly instruments) become out
of adjustment or calibration (does not include drift)

Electromagnetic interference: abnormal indication or action result-
ing from unanticipated electromagnetic field

Instrument snubbing: dampening of pulsating signals to an instrument

Bydraulic
High flow: higher than normal or desired flow exists in a compo~

nent/system (does not include instrument misindication (see code
EG)

Low flow: lower than normal or desired flow exists in a component/
system (does not include instrument misindication)

No flow or impulse: fluid flowing through a pipe, filter, orifice,
or trench or the fluid in an impulse line (e.g., instrument sensing
line) is blocked completely or decreased due to some foreign mate-
rial, crud, closed (either partially or completely) valve or damper,
or insufficient flow area



Table 1.6 (continued)

Flow induced vibrationm
Cavitation

Erosion

Vortex forxation

Water hammer

Pressure pulse/surge
Air/steam binding

Loss of pump section

Boron precipitation

Other

Declared inoperable: component or system is declared inoperable as
required by Technical Specifications but may be capable of partial-
ly or completely performing its desired duties when requested (a

compenent/system that is completely failed should not use this
code)

Flux anomaly: flux characteristics of the reactor core are not as
required or desired (e.g., flux spike due to xenon burmnout)

Test not performed: operator or test personnel fails to perform a

required test within the required period

Radioactivity contamination: component, system, or area becomes more
radioactive than desired or expected

Temporary modification: an installation intended for short term use
(nsually this is for maintenance or modification of installed equip~
ment)

Environmental anomaly
Airborne release
Waterborne release
Operator communication
Operator incorrect action

Procedure or record error




2. SOURCES OF INFORMATION

Seve.al sources of information including periodic (annual, gquarterly,
and monthly) NRC publications were used in the review. Some sources con
tained information relative to more than ome area within the scope of the

review.

2.1 Availability and Capacity Factors

The availability and capacity factors were either extracted or calcu~
lated from data given in the Gray Books? from 1974 through 1981 (the first
Gray Book was issued in May 1974). Prier to 1974, annual or semiannual

reports were nsed to compile availability factors only.

2.2 R S P R i

Review of the forced power reductions involved checking the following
sources for accuracy and completeness of details.

1. HNuclear Power Plant Operating Zzperiemce for 159XX, for the years 1973~
1979 (Refs. 4=11). The report for 1981 has not been published. How-
ever, because work onm the section on outages in these reports has
been performed by NSIC since 1973, the draft copy of this report for
1981 was available.

2. NURE;-0020 series? (Gray Books).

3. Annunal or semixnnual reports of the Big Rock Point plant from the
time of startup through 1977. For 1977 through 1981, monthly operat-
ing reports were used because the utilities were no lomger required
to file annual reports. The review of power redactioms involved pri-

marily the annual, semiannual, and monthly reports.
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2.3 Reportable Evegts

The NSIC computer file of LERs was the primary source of informationm
in reviewing reportable events. Material om the NSIC computer file conm~
sists of the appropriate bibliographic material, title, 100-word abstract,
and keywords. When additional informationm on the e¢vent was needed, the
original LER (or equivalent) was consulted by examiping (1) those full-
sized copies on file at NSIC (for the years 1976-1981); (2) the microfiche
file of docket material at NSIC; or (3) the appropriate operating report
(semiannual, annusl, or monthly).

Two computer files on RECON (a computer retrieval system containing
~40 data bases operated at ORNL) were used extensively. Printouts were
obtzined from the files for Big Rock Point to provide coverage on many

types of "docket material," including reportable events, where the licens—
ee may have been in correspondence with NRC [or the Atomic Energy Commis-
sion (AEC)] concerning a particular event. Licensees are often requested
to submit additional information or perform further amalysis. Before the
LERs came into existence in the mid-1970s, it was not unusual for licens-
ees to submit, on their own or at the request of NRC or AEC, more than one
letter transmitting iaformation on a particular event. Thus, these print-
outs provided additional sources of informatiom on reportable events.
Several special publications were reviewed to provide details on
events of significance. After further analyses and examination of the
following publications, details, eviluations, or assessments could be

found other than those provided in the appropriate NRC-requasted transmis—

sion.
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1. Reports to Comgress om Abmormal Occurrences, NUREG-0090 seriest?;
2. "Power Reactor Event Series" (formerly Current Event Series)
published bimonthly by NRC;

3. "Operating Experiences," a soction of each issue of the Nuclear
Safety journal; and
4. the publications of NRC's Office of Inspection and Enforcement (IE),

such as operating experience bulletins, IE bulletioms, IE circulars,

and IE information notices.

2.4 Egvizonmental Evepts agd Releases of Radioactivity

Events of envirommental importance were obtained as a result of con-
ducting the overall review of the plant’s operating history, and the
sources of informatiom involve all types of documents listed thus far.

The data for radiocactivity releases were compiled primarily from
Radioactive Materials Released from Nuclear Power Plants — Amnual Report
1977 (Ref. 13). This report presents year-by-year comparisons for plants
in a nomber of different categories (such as solid, gas, liquid, noble
gas, and tritium). Data for 1978 were taken from Zadioactive Materials
Released from Nuclear Power Plants — Amnucl Report 1978 (Ref. 14). Data
for 1977, 1980, and 1981 were compiled from the annunal envirommental re-

ports submitted by Big Rock Point.



2.5 Use of Computer Files on RECON and Specia] Pablications

Two computer files on RECON (a computer retrieval system containing
~40 data bases operated at ORNL) were used extensively for another purpose
in addition to those indicated thus far. Printouts were obtained from the
files for Big Rock Point to provide coverage om other types of 'docket ma-
terial’ besides reportable events where the licensee may have been in cor-
respondence with NRC [or the Atomic Energy Commission (AEC)) concerning a
particular event. Licensees are often requested to submit additional in-
formation or perform further analysis. Before the LERs came into exist-
ence in the mid-1970s, it was not unnsual for licensees to submit om their
own or at the request of NRC or AEC more thanm one letter tranasmitting in—
formation on a particular event. Thus, these printouts provided addition=-
al sources of information om reportable events.

Several special publications were reviewed to provide details on
events of significance. After further analyses and examination of the
following publications, details, evaluations, or assessments. could be
found other than those provided in the appropriate NRC-requested transmis-

sion.

1. Reports to Congress om Abmormal Occurremces, NUREG-0090 seriesi?;

2. 'Power Reactor Event Series’ (formerly Current Event Series) pub-
lished bimonthly by NRC;

3. 'Operating Experiences,’ a section of each issue of the Nuclear
Safety journal; and

4. the publications of NRC's Office of Inspection and Enforcement (IE),
such as operating experience bulletins, IE bulletions, IE circulars,

and IE information notices.
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3. TECHNICAL APPRCACH FOR EVALUATIONS
OF OPERATING HISTORY

Forced shutdowns (and power reductions) and reportable events were
the two areas focused on in the evaluation of the operating history of
Big Rock Point. Given the large number of both forced shutdowns and re-
pertable events, it was necessary to develop consistent review procedures
that involved screening and categorizing of both occurrences. After the
events were screened and categorized, the study then assessed the safety
significance of the events and analyzed the categories of events for var-
ious trends and recurring problems.

The approach in evaluation of operational events (forced shutdowns
and reportable occurrences) consisted primarily of a three-step process:
(1) compilation of information om the events, (2) screeming of the events
for significance using selected criteria and guidelines, and (3) evalua-
tion of the significance and importance of the events from a safety stand-
point. The evaluations were to determine those areas where safety pro-
blems existed in terms of systems, equipment, procedures, and human
error.

Shutdowns were evaluated against the DBEs found in Chap. 15 of the
Standard Review Plan.* The DBEs are those postulated disturbances in
process variables or postulated mal functions or failures of equipment that
the plants are designed to withstand and that licensees analyze and in-
clude in safety analysis reports (SARs). The SAR provides the opportunity
for the effects of anticipated process disturbances and postulated com—

ponent failures to be examined to determine their consequences and to
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evaluate the capability built into the plant to control or accommodate
such failures and situatioms (or to identify the limitations of expected
performacce).

The intent is to organize the transients and accidents considered by
the licensee and presented in the SAR in a manner that will:

1. ensure that a sufficiently broad spectrum of initiating events has
been comnsidered,

2. categorize the initiating events by type and expected frequency of
occurrence so that only the limiting cases in each group need to be
quantitatively analyzed, and

3. permit the consistent application of specific acceptance criteria for
each postulated initiating event.

Each postulated initiating event is to be assigned to ome of the following
categories:

1. increase in heat removal by the turbine plant,

2. decrease in heat removal bty the turbine plaat,

3. decrease in reactor coolant system flow rate,

4. anomalies in reactivity and power distributionm,

5. increase in reactor coolant irventory,

6. decrease in reactor coolant inventory,

7. radioactive release from a subsystem or componeni, or

8. anticipated tranmsients without scram.

Those shutdowns identified as design~basis initiating events were
categorized as such. If the shutdown was not a DBE, then it was assigned
a category from a list developed by NSIC to incicate the nature and type
of error or failure. The NSIC categories for shutdowns not caused by DBEs

were examined as part of a trends analysis.



Reportable events were screemed using the criteria presented in Sect.
3.2 and were categorized according to their significance. The information
collected on the reportable events was used to analyze trends for all re-

portable events, both significant and aot significant.

3.1 Sigaifi Sh Power Re ti

For the purposes of compiling information and evaluation, power re—

ductions were treated in the same manner as forced shutdowns.

As indicated previously, the occurrences identified as DBEs were used

as criteria to categorize and note significant shutdowns. These events

are listed in Table 3.1 at the end of Sect. 3 as they are fouand in Chap.

Standard Review Plan.?

Use riteri

reductions
Generic design-basis initiating events such as "'increase in heat re—
moval by the secondary system" or "decrease in reactor coolant system flow
rate,” were used as primary flags for reviewing the forced shutdowns (and
power reductions). Once the generic type of event was identified, the
particular initiating event was determined from the details associated
with the shutdown. For example, if the reactor shuts down becaunse of an

increase in heat removal because a feedwater regulator valve faile! open,
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the shutdown is a generic type 1 DBE. Specifically, based on the initiat-
ing event (valve failed opem), it is a 1.2 DBE — "feedwater system mal-

' Some shutdowns

function that results in an increase in feedwater flow.'
were readily identifiable as specific DBEs, such as tripping of a main
coolant pump, a 3.1 DBE. Once categorized as a DBE, the shutdown was con—
sidered significant regardless of the resulting effect on the plant (be-
cause a DBE had been initiated).

Loss of flow from ome feedwater loop was considered sufficient to
qualify as a 2.7 DBE — "loss of normal feedwater flow." The closure of a

main steam isolation valve in ome loop was considered sufficient to qual-

ify as a 2.4 DBE — "inadvertent closure of main steam isolation valves.”

3.1.3 Nop-DBE shutdown and power reduction categorization

Those shutdowns that were not DBEs were assigned NSIC categories
(Table 3.2) to provide more information on the failure or error associated
with the shatdown. With these categories, more specific types of errors
and failures could be examined through tabular summaries to focus the re—
viewer’'s attention on problem areas (safety related or not) that were not
revealed by the DBE categories.

The causes (Table 1.1) for non-DBE shutdowns taken from the Gray
Books are limited and very general, while NSIC cause categories are more
specific. Thus, as an example, the number of Gray Book causes noted as
equipment failure should not be expected to equal those identified as
equipment failures with the NSIC categories. Other NSIC categories, such
as component failure, could be classified as an equipment failure if the

only available designations for cause were those listed in the Gray

Books.



3.2 Sigaificant Reporzable Events
3.2.1 Czisteria fcg sigaificant reportable events

Two groups of criteria were used in determining signif icant report-
able events. The first set of critesis (Table 3.3) indicates those events
that are definitely significant in terms of safety; they are termed sig-
nificant. The second set of criteria (Table 3.4) indicates events that
may be of potential concern. These events, which might reanire additiOnal
information or evaluation to determine their full implicstiom, were noted

as conditionally significant.

3.2.2 _Use of critexia for determining siipificant reportable events

The reportable events were all reviewed, applying the two sets of
criteria for significance rather liberally. A npumber of significant
events and conditionally significant events were noted. 7The events
initially identified as significant or conditionally significint were
analyzed and evaluated further based on (1) engineering judgment' (2) the
systems, equipment, or components involved, or (3) whether the safety ot
the plant was compromised. The final evalvation for .ignificance consid-
ered whethor a DBE was initiated or whether ¢ safety function was compro-
nised so that the system as designed could not mitigate the progression of
events. Thus, the nmmber of events finally categorized as signif icant was

reduced considerably by these steps in the review process.

3.2.3 Reportable events that were aot significant

Those reportable events not identified as significant or condition

ally significant were categorized as not significant (wiih an 'N’ in the
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significance column of the coding sheets in the appendixes). These events
and the events rejected during the additional review step were further
roviewed by compiling a tabular summary of the systems to detect trends

and recurring vroblems (Table 1.4 provides a listing of the systems).
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Table 3.1. Initiating event descriptions for DBEs as listed

in Chap. 15, Standard Review Plan (Revision 3)

1.

Increase i heat removal by the secondary system

1.1

Feedwater system malfunctionm that results in a decrease in
feedwater temperature

Feedwater system malfunction that results in an increase in feed-
wvater flow

Steam pressure regulator malfunction or failure that results in
increasing stsam flow

Inzdvertent opening of a steam generator relief or safety valve
Spectrum of steam system piping failures inside and outside of
contaimment in a pressurized-water reactor (PWR)

Staztup of idle recirculation pump

Inadxortont opening of bypass resulting in increase in steam
flow

Decrease ip heat removal by the secondary system

RPN
.
=T N
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C o 3

Steam pressure regulator malfunction or failure that results in
decreasing steam flow

Loss of extermal :zlectric load

Turbine trip (stop valve closure)

Inadvertent closure of main steam isolation valves

Loss of condenser vacuum

Coincident loss of onsite and extermal (offsite) ac power to the
station

Loss of normal feedwater flow

Fesdwater p.ping break

Feedwater system a;lfnnctions that result in an increase in feed-
water temperature

Deczease in reactor coolant system flow rate

Single and multiple reactor coolant pump trips

Boiling-water reactor (BWR) recirculation loop controller mal-
function that results in decreasing flow rate

Reactor coolant pump shaft seizure

Reactor coolant pump shaft break

Reactivity and power distribution apomalies

4.2

4.3

Uncontrolled control rod assembly withdrawal from s suberitical
or low-power start-up condition (assuming the most unfavorable
reactivity conditions of the core and reactor ccolant system),
inclnding control rod or temporary control device removal error
during refueling

Uncontrolled control rod assembly withdrawal at the particular
power level (assuming the most unfavorable reactivity conditions
of the core and reactor coolant system) that yields the most
severe results (low power to full power)

Control rod maloperation (system malfcaction or operator error),
including maloperation of part length control rods
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Table 3.1 (continued)

4.4 Start-up of an inactive reactor coolaant loop or recirculating
loop at an incorrect temperature.

4.5 A malfunction or failure of the flow controller in a BWR loop
that results in an increased reactor coclant flow rate

4.6 Chemical and volume control system malfunction that results in a
decrease in the boronm comcentration inm the reactor coulant of a
PWR

4.7 Inadvertent loading and operation of a fuel assembly in an im—
proper position

4.8 Spectrum of rod ejection accidents in a PWR

4.9 Spectrum of rod drop accidents in a BWR

5. lpecrease ia reactor coolant igvegtory
3.1 Inadvertent operation of emergency core cooling system during
power operation.
5.2 Chemical and volume control system mal function (or _perator

error) that increases reactor coolant imventory
5.3 A nmber of BWR transients, including items 1.2 and 2.1-2.6

6. Decrease in reactor coolant javentory

6.1 Ipadvertent opening of a pressurizer safety or relief valve ina
either a PWR or a BWR

6.2 Break in instrument line or other lines from reactor coolant

pressures boundary that penetrate contaimment

3 Steam generator tube failure

.4 Spectrum of BWR steam system piping failures outside of contain

ment

6.5 Loss-of-coolant accidents resulting from the spectrum of postu—
lated piping breaks within the reactor coolant pressure boundary,
including steumm line breaks inside of contaimment in a BWR

6.6 A nmmber of BWR transients, including items 1.3, 2.7, and 2.8

7. Radioactive release from a subsvstem or compoment
7.1 Radioactive gas waste system leak or failure
7.2 Radioactive liquid waste system leak or failure
7.3 Postulated radioactive releases due to liquid tank failures
7.4 Design basis fuel handling accidents in the contaimment and spent
fuel storage buildings
7.5 Spent fuel cask drop accidents

8.1 Inadvertent control rod withdrawal

8.2 Loss of feedwater

8.3 Loss of ac power

8.4 Loss of electrical load

8.5 Loss of condenser vacuum

8.6 Turbine trip

8.7 Closure of main steam line isolation valves

“These initiating events were added for BWRs to be more specific than
DBE events 5.3 and 6.6.
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Table 3.2. NSIC ovent categories for non~DBE shutdowans

N 1.0 Equipment failure
N 1.1 Failure on demand under operating conditions
N 1.1.1 Design error
N 1.1.2 Fabrication error

N 1.1.3 Installatiop error
N 1.1.4 End of design life/inherent failure/random failure
N 1.2 Feailure on demand under test conditions
N 1.2.1 Design error
N 1.2.2 Fabrication error
N 1.2.3 Installation error
N 1.2.4 End of design life/inherent failure/random
failure
N 2.0 Instrumentation and control anomalies
N 2.1 Hardware failure
N 2.2 Power supply problem
N 2.3 Setpoint drift
N 2.4 Spurious signal
N 2.5 Design inadequacy (system required to function outside de~

sign specifications

N 3.0 Non-DBE reductions in coolant inventory (leaks)
N 3.1 In primary system
N 3.2 In secondary system and auxiliaries

N 4.0 Fuel/cladding failure (densification, swelling, failed fuel
elements as indicated by elevated coolant activity)

N 5.0 Maintenance error
N 5.1 Failure to repair component/equipment/systew
N 5.2 Calibration error

N 6.0 Operator error

N 6.1 Incorrect action (based on ciyrrect understanding on the
part of the operator and prcper procedures, the operator
turned the wrong switch or valve — incorrect actioa)

N 6.2 Action on misunderstanding (based on proper procedures and
improper understanding or misinterpretation on the
operator’s part of what was to be done — incorrect action)

N 6.3 Inadvertent action (purpose and action not related, for
example, bumping against a switch or instrument cabinet)

N 7.0 Procedural/administrative error (incorrect operating or testing
procedures, incorrect analysis of an event - failure to consider
certain conditions in analysis)

N 8.0 Regulatory restriction
N 8.1 Notice of generic event
N 8.2 Notice of violation
N 8.3 Backfit/reanalysis
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Table 3.2 (continued)

N 9.0 External events
N 9.1 Human induced (sabotage, plane crashes into transformer)
N 9.2 Eavironment induced (tormado, severe weather, floods,
earthquake)

N 10.0 Eavironmental operating constraint as set forth in Technical
Specifications
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Table 3.3. Reportable event criteria - significant

Category of —
significance Event description

S1 Two or more failures occur in redundant systems duriag the
same ovent

52 Two or more failures due to a common cause occur during the
same event

53 Three or more failures occur during the same event

54 Component failures occur that would have easily escaped
detection by testing or examination

Ss An event proceeds in a way significantly different from
what wonld be expected

S6 An event or operating conditiom occurs that is not eamvel~-
oped by the plant design bases

$7 An event occurs that could have been a greater threat to
plant safety with (1) different plant conditionms, (2) the
advent of another credible occurrence, or (3) 2 different
progression of occurrences

S8 Administrative, procedural, or operational errors are com—
mitted that resulted from a fundamental misunderstanding
of plant performance or safety requirements

S9 Other (explain)




3-12

Table 3.4, Reportable event criteria — conditionally significaat
Category of
conditional Event description
significance
C1 A single failure occurs in a norredundant system
Q Two apparently unrelated failures occur during the same
event
c3 A problem results iz an offsite radiation release or ex~-
posure to personmnel
C4 A design or manufacturing deficiency is identified as the
cause of a failure or poteantial failure
cs A problem results in a long outage Or major equipment
damage
Ccé An engineering safety feature actuation occurs during an
event
c7 A particular occurrence is recognized as having a signif-
icant recurrence rate
c8 Other (explain)
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4. OPERATING EXPERIENCE REVIEW OF BIG ROCK POINT

4.1 Summary of Operational Events of Safety Importance

The operational history of Big Rock Point has been reviewed to indi-
cate those areas of plant operation that compromised plant safety. The
review included a detailed sxamination of plant shutdowns, power reduc—-
tions, reportable events, and events of special eanvirommental importance.
The criteria used to show degradations ian plant safety were (1) events
that initiated a DBE and (2) events that compromised safety functions de-
signed to mitigate the propagation of the initiating events.

Shutdowns and power reductions indicated the number and types of DBEs
entered. The reportable eveats and special eavirommental events iadicated
the number of times each engineered safety function was compromised. The
analyses identified twenty-three DBEs entered. Additionmally, four events

were identified in which a loss of safety system function occurred.

4.2 Gegeral Plant Description

Big Rock Point Nuclear Power Plant is a Gemeral Electric boiling
water reactor owned and operated by Consumers Power Company. The plant is
located four miles northeast of Charlevoix, Michigan, on the Little Tra-
verse Bay of Lake Michigan. There are no large population centers within
sixty miles of the plant. Traverse City, with a population of 18,300, is
the largest urban area near the plant at a distance of forty-five miles.

The reactor has a licensed thermal power of 240 MWt and a design
electric rating of 72 MWe., Big Rock Point achieved initial criticality on

September 27, 1962. The turbine gemerator was first sychromized to the



tranmission system on December 8, 1962, The plant reached full temporary

licensed power of 157 MWe on March 21, 1963, A permanent forty-year

operating license for 240 MWe became effective on May 1, 1964,

4.3 Availability and Capacity Factors

Table 4.1 presents the Big Rock Point availability and capacity fac—
tors [reactor availability, unit availability, unit capacity using the
maximum dependable capacity (MDC) and unit capacity using the design elec—
trical rating (DER)]. For 1966 through 1980, the reactor availability
factor averaged 74.6% while the unit capacity factors, DER and MDC,
averaged 57.9 ana 60.7%, respectively. From 1966 through 1968, and 1972
through 1980, the average unit availability factor was 69.1%.

Availability and capacity factors were low during 1965, 1976, and
1979. The unit was shut down during the first seven months of 1965 for
analyses, testing, and repair work on the thermal shield hold-down assem
blies, The lower values for 1976 were due to a refueling outage, inm
stallation of the reactor depressurization system, and modification of the
emergency core cooling system. In 1979, the plant performance was low
because of a 5000-hour shutdown to correct problems with the inlet dif-

fusers.

4.4.1 Review of forced reactor shutdowns and forced power reductions

From startup in September 1962, through December 31, 1980, Big Rock
Point experienced 123 forced shutdowns and sixty—six forced power reduc-

tions, Tables Al.1 through Al.18 present a compilation of data describing



Table 4.1, Availibity and capacity factors for Big Rock Polat
Average 1962-1963 1964 1965% 1966  1967°  1968®  1969°  1920®  19n1 1972 1973 1974 1975 1976 1977 1978 1979 1980
Keactor avallabllfty a ¢ 14.8 75.1 83.7 81.5 89.7 931.5 9.7 80.0 80.0 0.8 60.3 S1.4  74.l 8.9 4.0 19.2
Unit avatilability d d 14.6 73.6 81.8 80.2 d 4 4 79.9  7%.9  70.3  59.8 0.1 713.4 17,9 235 8.9
Unit capactity e)© d4 d 13.2 60.5 5.7 o8.8 67.3 64.6 9.3 10.7 6.9 54.3 4.7 9.2 63.4 71.9 20.6 71.5
Unit capacity (DER)® d d 13.0 59.7 74.6 67.8 66.4 63.7 8.5 69.7 67.0 53,5  46.1 8.7 57.2 636 18.0  64.1
®November to Novesber
bﬂov--bot 1969 to Deceaber 1970
“MDC = Maxiwua Dependable Capacity &
e

dNo Data (NO)
“DER = Design Electrical Rating



each forced shutdown and power reduction. Limited information was aval~-
able for 1962 through 1965, Tables 4.2 and 4.3 summarize the forced shut-
downs and forced power reductions.

The consequence of some of these shutdowns and power reductions was
solely the inability to produce power. However, many of the events have
safety implications., Some of the shutdowns were design basis events
(DBEs). DBEs are postulated failure events which result in system tran-
sients, challenging one or more safety systems., Because they challenge
safety systems and are the initiating events in postulated accident se~

quences, DBEs warrant special attention.

4.4.1.1 Xearly summaries

The following is a discussion of forced shutdowns, forced power re—
ductions and other important events by year for 1962 through 1980,
1962-1963

Criticality was first achieved on September 27, 1962, twenty-nine
months after initial ground breaking. The initial full power rating of
157 MWt was reached on March 21, 1963,

During pre-startup in December 1962, resins were inadvertently in
troduced into the primary coolant water and thus into the conmtrol rod
drive water, Although attempts were made to remove the resias, troubles
were still encountered with the rod drives and it was necessary to remove
the fuel from the reactor vessel for cleaning., This event revealed prob-
lems with the reactor inlet diffuser design and the cap screws from a tube

and channel assembly.
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1964

There were three forced shutdowns in 1964, All three were due to
equipment failures, Two of these were due to spurious opening of the
turbine bypass valve, The third was due to a spurious trip of a channel 2
picoammeter during testing of channel 1.

Power operation ceased in February and resumed on May 21 following a
shutdown to reload the eighty-four fuel bundles and to inspect the turbine
generator. The generator required rewinding of the gensrator field.

The reactor shut down om July 13 for a gamma scan of the core and
reconstitution of a forty-four bundle core. Another shutdown occurred
from August 26 to September 15 to inspect core internals in an attempt to
find the cause of observed flux oscillatioas,

On September 18, a scram occurred due to a spurious opening of the
turbine bypass valve, During startup and routine control rod tests fol-
lowing the scram, evidence of galling of the rod drives was noted. The
plant shut down for examinmation of intermals which revealed that foreign
particles had lodged between the index tube and the upper guide sleeve of
the control rod drives. While inspecting the control rod blades, six
thermal shield hold-down studs were found to be cracked. The unit re~
mained shut down for the remainder of the year to investigate methods of

repair,

1963

In 1965, there were three forced shutdowns., All three of these (and

one continuation of a forced shutdcwn) resulted from equipment failures,
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The 1964 shutdown for thermal shield -~odifications continued uatil
September 4, 1965, After startup, the reactor operated at full power for
the remainder of the year. On September 17, a load rejection occurred due
to a relaying malfunction. The plant shut down for several days to repair

turbine steam leaks and modify twenty-two control rods.

1966

Twelve of the thirsteenm forced shutdowns in 1966 resulted from equip~
ment failures., The thirtsenth was due to a storm, All five of the forced
power reductions resulted from equipment failures,

On August 3, the plant was shut down for the eighth time because of
tube leakage in the high-pressure feedwater heater. At this time, the
heater tube sheet was blanked and the water box divider tube removed.
Permanent piping allowed the feedwater to bypass the heater and thus
eliminate the tube leak problem.

Fuel cladding failures necessitated reducing the plant power level as
follows: to 79% from February 10 until the refueling outage in April; to
85% on Jume 2; to 71% after the feedwater heater outage on Jume 18; aand to
46% from July 26 until the refueling outage in September. Following re=
fueling, the plant was operated at reduced power for the rest of the year
because of the failure of the seals on the No. 2 reactor recirculating
pump.

1967
Nine forced shutdowns and nine power reductions were required in

1967, Eight of the forced shutdowns resulted from equipment failures and

one was due to maintenance and testing., All nine of the power reductions



were due to equipment failures. The plant cperated at full power uatil
January 20, vhen the reactor scrammed due to difficulty with the initial
pressure regulator (IPR). Power was reduced several times during February
to make repairs on the IPR, The IPR functioned satisfactorily after the
repairs were made on February 17.

After the May refueling, the plant operated continuously uatil Octo~
ber 26 except for two shutdowns for operator training and examinmationm.

Failure of fuel elements necessitated a power reduction,

1968

There were thirteen forced shutdowns and six power reductions iz
1968, Eleven of the shutdowns resulted from equipment failures, one was
due to maintemance and testing, and ome was due to an operatiomal error.
All six of the power reductions were due to equipment failures. The plaat
was operated in the 'all-rods-out’ core configuration uantil the refueling
outage in February. The plant resumed operation on March 15. However,
due to problems with the lower bearing in recirculating pump No. 2, it
was necessary to resume operatiom with omly ome recirculation pump in
operation., During the approach to critical, following the pump repairs in
early April, conmtrol rod drive B-4 could not be withdrawn and had to be
replaced. Plant operation was resumed on April 9 but the load was derated
antil the June 21 refueling because old fuel bundles had been used to re~
constitute a full eighty-four bundle core. Following the startup, the
plant operated around 90% of full power with no significant difficulties
until December 14 when fuel cladding failures forced a power reductionm to

83%.
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1269
There were nine forced shutdowns in 1969 of which eight resulted from

equipment failures. An operatiomal error caused the ninth. Both of the
power reductions were due to equipment failures.

The plant continued to operate at reduced load due to fuel cladding
failures until the 'all-rods—out’ coast down started om April 10. Refuel-
ing began on April 18 and power operation resumed on May 9. Due to pre-
mature failure of several 'E' fuel bundles, the plaant operated around 69%
power for the rest of the year.

High conductivity of the primary coclant due to previous overheating
of the demineralizer resin caused one shutdown. The remainder of the
forced shutdowns were due to steam or cooling system leaks.

Members of the company—-wide union were on strike from April 8 to June
30, Refueling cperations, necessary maintenance, and operation of the
plant were performed by supervisory personnel, engineers and technicians

during this period .

1970
Eight of ten forced shutdowns in 1970 resulted from equipment fail-~

ures and two from faults in the transmission line external to the plant,
The only power reduction occurred as a result of maintenance operationms.
The plant continued to operate at reduced power because of the fuel
failures in 1969, During the six-week refueling outage starting on
February 13, a turbine inspection was conducted, a control rod drive sup-
port structure was ianstalled, portions of the redundant core spray system
were installed, and the containment leak rate test was conducted. On June
28 and December 3, high pressure trips occurred because of lead rejections
caused by faults in the 138 kV transmission line, Both load rejections

were the result of severe storm conditions in the area,
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There were nine forced shutdowns ia 1971, Six resulted from equip~
ment failures, one was due to an operational error, ome due to a local
storm, and the other was apparently due to sabotage. The two power reduc~
tions were caused by equipment failures.

The plant continued to operate at 70% due to premature failure of
several 'E' fuel bundles. On January 23, the plant shut down to repair
turbine condenser leaks. During testing of the ccataimment isolatiom val-
ves prior to startup, the main steam isolation valve failad to close. The
canse was a defective solenoid due to moisture in the instrumentationm.

The instrument air dryer and four similar valves were replaced during the
Februsry refueling outage. Also, during the February outage, installation
of the redundant core spray system, begun in 1970, was completed aand two
in-core detector assemblies were replaced.

Members of the companmy-wide union were on strike from May 12 to Sep~
tember 1 and the plant was once again operated by the supervisory preson
nel, engineers, and technicians,

On May 12, the reactor scrammed due to load rejection resulting from
a fault in the 139 kV transmission line, The fault resulted from a cut
guy line and a cormer strain pole cut approximately half way through the
thickness of the pole. Another scram occurred on September 28 due to load
rejection caused by a local storm.

Two forced power reductions and ome forced shutdown were caused by

failure of recirculating pump seals.
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There were twelve forced shutdowns in 1972, Ten of these resulted
from equipment failures, ome occurred during testing, and onme was due to
an operational error. Five of the six forced power redunctions resulted
from equipment failures. The sixth occurred during maintenmance.

A turbine trip occurred on January 25 following a line fault om the
offsite 138 kV electric system which was not cleared by the Big Rock Point
relaying scheme. As a result, the plant became momentarily isolated from
the rest of the 138 kV transmission grid with essentially no load. Con~
currently, the redundant 46 kV offsite power supply was also lost due to
unusual weather conditiomns., The diesel gemerator started and supplied
plant loads,

The plant operated in the coastdown mode from January 4 until the
refueling shutdown on March 18. During the shutdown, the clean-up system
heat exchangers containing Cufenloy tube bundles were replaced. The new
heat exchangers utilized stainless steel tube bundles in an attempt to
eliminate crud deposits on the fuel cladding and thus decrease the rate of
premature cladding failures.

Af ter soveral miscellaneous equipment failures caused power reduc-
tions o. shutdowns, power increased to 83% on July 6 and remained at this
level most of the time until December 30. On December 30, increased ac-
tivicy levels in the off-gas due to fuel cladding failures required a

power reduction to 68%.

1973

There were only two forced shutdowns in 1973, Both of these resulted
from equipment failures. There were tenm forced power reductions, Seven
power reductions resulted from equipment failures, two occurred during

maintenance, and one during testing.
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The plant operated in the coastdown mode until March 3 when it was
shut down for refueling., Fuel crud levels were lower than previous
cycles,

In the middle of April, power operation resumed at 92% of full power,
Power remained at this level until December 3 when it was reduced to 76%
due to high off-gas activity from fuel cladding failures, Another power
reduction (to 70%) was necessary om December 6 because of high off-gas ac—
tivity.

On December 8, the unit was forced off-line dues to a packing failure
on the reactor steam drum level instrument valive, The plant remained down

for the rest of the year to repair the leaking emergency condenser.

1274

There were one forced shutdown and seven forced power reductions in
1974, All resuited from equipment failures,

After completing the repairs to the emergency condenser, the plant
was returned to service at 50% power. On Janumary 12, a special operationm
1l test was successfully completed on the emergency condenser to assure
adequate cooling capacity. The power was raised to 70% and it was main
tained at this level until the refueling outage starting om March 23,

Following startup after the refueling outage, the power was increased
in an attempt to reach 100%, However, the stop on the initial pressure
regulator was reached at 98%, After three hours operation at this power
level, a reduction to 93% was initiated dne to flooding of the intermedi-
ate pressure feedwater heater and condenser vacuum upset, Further power

reductions were necessary on May 17 and 20 doe to fuel cladding failure,
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On October 6, an incore detector failed leaving omly tan operational,
The plant was put into coastdown mode from November 5 through November 26
at which time the administrative limit was reevaluated and raised from 80
to 90% of the technical specifications thermal-hydraulic limits, Opers—
tion was resumed at 83% on November 26 and maintained at this level for

the remainder of the year,

273

Of the three forced shutdowns in 1975, two resulted from equipment
feilures and one was due to regulatory restrictions, There were six
forced power reductions, Four resulted from equipment failures, one was
administrative, and one was for modification of an external substation.

At the start of the year, the power was being maintained at 83%, On
January 7, power was reduced to 80% due to encroachment on the 90% maximum
average planar linear heat gemeration rate limit om 'F’ type fuel. On
January 16, approximately one week prior to the scheduled semiannual out-
age, the plant shut down when studies revealed that there was a design
deficiency in the instrumentation for the post—incident cooling system.
Modifications, as & result of the special task force investigation, were
completed by the first week of June, at which time power operations were
resumed., The power fluctuated around 80% until October 18 when a power
reduction was required to permit modifications to the Living:cton substa-
tion. While at reduced power the initial pressure regulator (IPR) failed
and load was carried at 68% with the synch-govermor control until Ocotber
24 when repairs on the IPR controls were completed. Omn October 30, the
IPR failed again due to a malfunction in the control system involving a

valve bellows,
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1276

There were three forced shutdowns in 1976. Two resulted from equip~
ment failures and one was due to regulatory restrictions, The single
forced power reduction resulted from equipment failure.

Work during the six-month outage starting on January 31 included re-
fueling and installation and startup of the reactor depressurization sys—
tem. Also included were several minor modifications to the emergency core
cooling system (ECCS). On July 28, the 14th cycle began but a power limit
of 88% of rated power was imposed due to loss of coolant accideat (LOCA)
peak clad temperature restrictions, Operation from August throughout the

remsinder of the year was essentially continuous,.

977

Only onme forced shutdown was required in 1977. This shutdown and one
of the two forced power reductions resulted from equipment failures. The
second power reduction was necessary in order to investigate noise in the
No, 2 rmactor feed pump.

Operations continued at 85% of full power for the first part of the
year with only two minor power reductions. When the plant shut down
July 23 for refueling, it had accumulated 343 days of coamtinous operationm.
After operations resumed, power gemeration was ianterrupted only omce
through the remainder of the year when turbine control problems resulted

in an eighty—eight hour outage in October.

1978

There were five forced shutdowns in 1978, Four resulted from omsite
equipment failures and ome was due to a substation wiring error. One of
the three forced power reductions resulted from omsite equipment failure,

The remsining two were due to substation and relaying difficulties,
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The plant operated most of the year around 90% of full load. Rod
drive problems accounted for 1765 hours of outage time., Two shutdowns and

two power reductions involved substation or tome relaying troubles.

973
Of the foor forced shutdowns im 1979, three resulted from equipment

failures and one was due to regulatory restrictions. There were no forced
power reductions,

The plant operated at 82% of full power uantil the start of the re-
fueling outage on February 3. During the outage the welds of the new core
spray ring were reworked.

On April 17 at low powey, the turbine bypass valve failed to open
causing a high pressure trip. During subsequent testing, a reactor ialet
diffuser vibration problem was discovered and reactor vessel repairs were
made. On November 4, power operation was resumed. Another shutdown was
required on November 6 to replace a recirculating pump, repair incore
flange leaks, and repair leaks in the turbine bypass drain line,

On December 31, a shutdown began to address Three Mile Island (TMI) 2
concerns, Modifications provided indication of the relief valve positionm,
the ability to manually reset contaimment isolation valves, and a radia—

tion monitor for assessing core damage.

1980

All four forced shutdowns and all six of the forced power reductions
in 1980 resulted from equipment failures, The short-term lessons—learmed
changes required by NUREG/0598 (Ref. 14) because of the TMI 2 accident

were completed and che plant returned to operation on January 13, A



forced shutdown occurred on January 15 dee to failure of the initial pres-
sure regulator (IPR). The plant operated at about 88% of full load until
the refueling outage which commenced on October 31, During this period,
there were six forced power reductions including one which was caused by

the loss of a reactor recirculating pump.

4.4,1,2 Systems involved

Tables 4.2 and 4.3 present yearly summsries of the forced shutdowns
and forced power reductions that occurred at 3ig Rock Point, As indicated
in the tables, the systems involved ian forced shutdowas and power reduc~
tions were dominated by three systems., These systems were involved in

approximately 80% of the 189 forced outages and power reductions. The

three systems are the reactor system (38 events), reactor coolant system

(51 events), and the steam and power conversion system (60 eveats).

Each of these system categories contains subsystems. Over half of
the reactor svstem forced shutdowns and power reductions were due to fail-
ures in the remactivity coatrol system (RB). Mechanical failures of the
control rod drives or leaks in the control rod drive system caused most of
these failures, The reactor core system (RC) was not respoasible for any
forced shutdowns but was responsible for fifteen of the power reductions,
These reductions were required due to fuel cladding failures (see Sect,
4.4.3.1).

The forced shutdown and power reductions involving the reactor cool-
ant systems were dominated by failures in the coolant recirculation system
(CB) and the feedwater systems (CH). Seventeen outages and power reduc—
tions were attributed to the recirculation sytem with eight of these re~
sulting from leaking recirculating pump seals. Leakage in the feedwater

heater caused seven of the twenty feedwater system events.
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Of the sixty forced shutdowns and power reductions in the steam and
power conversion system, thirty-three occurred in the iurbine generator
and controls system (HA). Of these, thirteen were due to steam leaks in
various parts of the system and ten were due to difficulties with the ini-
tial pressure regulator, Six of the initial pressure regulator outages
occurred within the first twec months of 1967, After cleaning and adjust-

ing the regulator on February 17, no failures were reported until 1970.
4.4.1.3 Capses of forced reactor shutdowns aad
forced power reductions

As well as presenting yearly summaries of forced shutdowns and power
reductions for systems, Tables 4.2 and 4.3 slso present yearly summaries
for causes of these events, Equipment failures dominated the causes for
forced shutdowns and power reductions (81%). Approximately half of the
equipment failures were due to leaks in piping, heat exchanger tubes,
valve packings, and pump seals. Only fourteem percent were caused by
human errors with the majcrity of these caused by maintenance and resting
errors. The remaining causes (’'others’ in the tables) accounted for five

percent of the events and were adverse emvironmental conditions.

4.4.1.4 Nop-design basis events

There were 175 force shutdowns or forced power reductions which were
not categorized as DBE initiating events, Table 4.4 lists the number of
these per year by NSIC category. Seventy—-four of the 175 forced shutdowns
or forced power reductions were assigned to NSIC event category 1.0 event
types — Equipment Failure; nineteen were category 2.0 event types — In-
strument and Control Anomalies; fifty—one were category 3.0 event types

— Non-DBE Reduction in Coolant Inventory; sixteen were category 4.0 event
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types — Fuel/Cladding Failure; one was a category 5.0 event type —
Maintenance Error; four to 6.0 -~ Operator Error; onme to 7.0 - Procedural/
Administrative Error; four to 8.0 — Regulatory Restriction; and five to

9.0 - External Event,

4.4.2 Review of design basis events

Design basis events (DBEs) are tramsients which challenge the safe
operation of a plant and the ability of engineered safety features to
safely shut the plant dowa., Big Rock Point has experienced twenty-three
forced shutdowns or forced power reductions caused by DBE imitiating
events, Table 4.5 gives the number of these events by DBE type for each
year. This section discusses the forced shutdown and forced power reduc-

tions in each DBE category.

4.4.2.1 DBE category 2 - decrease in heat removal The seveateen events

in category I were of five types:
1. DBE 2.1 Steam pressure regulator malfunction or failure that
resulted in decreasing steam flow (3),.

2. DBE 2.2 Loss of external load (9).

3. DBE 2.3 Turbine trip (3).

4. DBE 2.5 Loss of condensar vacuum (1),

5. DBE 2.7 Loss of normal feedwater flow (1),

All of these events were followed by a safe reactor shutdown. In one
type 2.3 event (11/26/71), the turbine gemerator tripped. [owever, there
was no scram siace the condenser and tvrbine bypass valves were able to
handle the load. All other category 2 events resulted in automatic

scrams,
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Table 4.5,

DBE inttiatling evenl suammacy

LBE
Cate~ Description 1962-196) 1964 1965 1966 1967 168 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 Tota)
gory
2.1 S cam pressure i 1 1 3
regulator mal-
functlon or
tatlure that
results In de-
Creaslng steam
flow
2.2 loss of exter- 1 1 2 2 1 2 9
nal electrical
load
2.3 Turbloe txip 1 2 3
2.5 Loss of con- 1 ]
denser vac-
AL )
et loss of norwal I 1
feedvwater flow
3.1 Stongle and wul- 1 1 1 3
tiple reactor
coolant puamp
trips
4.3 Control rod i 1 1 3
Total 3 0 1 2 i 1 0 2 5 3 o ] 0 ¥ L 2 G 2 23

18-y
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Two of the three UBE 2.1 events (steam pressure regulator mal func-
tion) were caused by failures of the initial pressure regulator ia 1967,
1976, and 1980.

Four of the nine scrams caused by a DBE 2.2 event (loss of external
electrical load) (138 kV line) were caused by electrical storms, four were
dae to relaying malfunctions, and ore was due to wiring errors at an off-
site substation. The ninth was apparently due to sabotage. A guy wire
had been cut and a cormer strain pole had been sawed approximately half-
way through.

Two of the three UBE 2.3 events (turbine trip) occurred in 1971,
Accidental tripping of the 2400-volt station power breaker (September 22,
1971) caused a los= of most major equipment and subsequent turbime trip
and rod scram, Failure of the linkage armm of the turbine trip solenoid on
November 26, 1971 caused a turbine trip. The load was carried by the by—
pass valve and condenser until the reactor was manually shut down for re-
pairs to the linkage. The fourth DBE 2.3 event occurred om February 20,
1963, and the only information available is that there was a momentary
generator loss.

The sicngle type 2.5 event (loss of condenser vacuum) occurred in
1963. A low vacuuom scram resulted from loss of station power.

The only type 2.7 event w:s caused by inadequate feedwater supply
during a load rejection test on July 6, 1972, This caused a reactor and

turbine trip.

4.4.2.2 DBE Category 3 - decrease in reactor coolant system flow rate,
All three events in category 3 were caused by the loss of ome of the reac-
tor coolant pumps (Type 3.1 event ’'single and multiple reactor coolant
pump trips’)., Two of these were due to leaky seals (See also 4.4.3.2).

The cause of the third one is not kanown,
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4.4.2.3 DBE category 4 - reactivity snd power distribution apomslies,

All three events in DBE Category 4 were type 4.3 -~ control rod malopera-
tion. All occurred at low power, The first was on February 17, 1963,
Demineralizer resin which had accidentally been released into the primary
system caused a malfunctioning of the rod collet fingers. The second
event occurred on October 13, 1968, While returning to power, a rod would
not move from notch 15, After shutdown, the rod was exercised using in-
creased hydraunlic pressure and it functioned properly. The assembly was
removed from the reactor, However, there was no apparent reason for the
malfunction. The third occurred on November 12, 1972, when a short period
scram occurred because of high notch worth in the withdrawal sequence. A
new control rod withdrawal sequence was developed to minimize this dif-

ficulty.

4.4.3 Tzends and safety implications of forced reactor shutdowns aad
forced power reductions

4.4,3.1 Summary of events relating to fuel olement cladding failure, Big
Rock Point is a high power demsity reactor which has been involved in a
development program for high performance fuel elements., Its license per—
mits insertion of powdered or pelletized fuel elements with Iaconel, Inco-
loy, and Zircoloy cladding.

Big Rock Point has experienced comsiderable difficulties with failed
fuel element cladding and these experimental elements accounted for a num
ber of the failures, The problem was costly but did not pose any real
safety problems. The power was reduced as necessary to keep the off-gas
activity within acceptable limits,

Crud buildup was found during most of the early fuel inspectioms.

Chemical analysis showed that the crud consisted mainly of zinec, nickel,
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iron and copper, which are constituents of the feedwater heater tube ma-
terial. Therefore the copper nickel tubes were replaced with stainless
steel in 1968, However, crud buildup and tube failures continuned. These
were attributed to 'hide out’ of inventory material in the system and from
'fluffing’ of the demineralizers plus new material from the cleanup heat
exchangers. These heat exchangers were replaced in April 1972,

Flow tests indicated flow pattern difficulties which caused regions
of higher power in the fuel rods. To correct this, fuel chanmel-orifice
hardware on sixty—-nine of the eighty—~four fuel support-tube-and-channel
assemblies were replaced in 1972 and 1973, The combination of the afore
mentioned corrective actions resulted in lower off-gas activity levels and
a reduction in fuel element failures,

The first indication of possible leaking fuel cladding was evideat om
September 4, 1965 when the off-gas activity started to increase. From
mid-September through mid-October, the off-gas activity rose comsistently
on an expomential curve to a iate of about 15,000 uCi/s, and then showed
signs of leveling off, This level had remained essentially comstant since
November 1, 1965, However, on February 10, 1966, the off-gas activity
rate of release reached 50,000 uCi/s., This increasing release rate iadi-
cated an increased deterioration of the fuel cladding, Therefore, power
was reduced from 70 to 60 Mwe (net) to reduce fuel deterioration.

During the April refueling outage, four (out of thirty) bundles were
found to have gross defects, Omne rod had approximately eight inches of
fuel missing below the middle spacer. There was no significant amouat of
crud buildup.

Following the startup in May 1966, the activity in the off-gas contin
gsed to increase. Due to high off-gas activity, power was reduced to 64

MWe on June 2, to 54 MWe on June 19, and to 35 MWe on July 26.
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During the September 1966 shutdown, dry sippiug located eleven failed
bundles in the central core region. Four developmental Incoloy-800 clad
bundles were the primary source of activity, These failures were not ex~
pected since the lead bundle of this group only had an approximate 700
MWd/T exposure (designed for 15,000 Mwd/T). Three other elements failed
grossly due tc lonmgitudinmal splits in cladding or to circumferential
cracks at pellet interfaces. The other identified clements had very low
leakage signals and were visually inspected. It appears that failure was
due to intergranular stress corrosiom, similar to that experieanced with
other stainless steel clad material.

Prior to the May 19, 1967 shutdown for refueling, the off-gas activ—
ity rate had been steady at 800 uc/s. This indicated no gross fuel fail-
ures in the core. Dry sipping indicated a 19 mil Incoloy 800 clad devel-
opmental bundle (D-4) as a leaker., This bundle was eliminated from subse~
quent core loading. It was also noted that several fuel elements had 1-3
mils of c¢rud buildup since October 1966.

In early December 1967, plant load was reduced after off-gas activity
rates had increased from 13,000 to 21,200 puc/s. This reduction was made
to preserve fuel integrity.

Refueling was started February 11, 1968, Dry sipping results showed
twventy-nine out of thirty-three reload-2 'C’' fuel bundles leaked. These
are vibratory packed powdered fuel, Impurities on the fuel particles
reacted chemically with the cladding to form local blisters of Zirconium
bydride. These blisters breached the cladding. The copper, nickel tubes
of the feedwater heater were replaced with stainless steel tubes during

this shutdown,
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On June 9, 1968, off-gas activity again started to increase. The
activity rate rose from 3400 to 14,000 upc/s indicating fuel failure.
Plant load was reduced on June 12 and 13 to 57 MWe (gross) and 52 MWe
(gross), respectively. A power increase to 60 }MWe (gross) was made on
June 21, 1968 to satisfy requirements set forth in the centermelt fuel
program, Off-gas activity increased to 11,000 uc/s during this power iz~
crease., Shutdown for refueling began after this test., Two standard
stainless steel clad fuel elements, two Zirconium—clad powder elements,
and two of six centermelt fuel elements had leaked. During refueling,
forty-one 'E' bundles were loaded. These were pellet UC, rather than the
'C' powder UO, elements that failed early.

During the last week of October 1968, off gas activity rate increased
from 3700 to 12,500 uc/s indicating clad failure in the new core. FPower
was reduced to 68 MWe (gross) om December 14, to 62 MWe (gross) om January

2, 1969 and to 53 MWe (gross) on Februmary 18, 1969 to lower off-gas activ—

ity.

Refueling started April 18, 1969 and eighty—two of eighty—four assem—
blies were dry sipped. Nine failed assemblies were found. Intermediate
performance centermelt assembly (D-50) severly failed. Also, three out of
thirty 'B’ assemblies, and two of tem 'C’ UO, powder assemblies failed. A
big surprise was that three of the forty-ome 'E’' UO, pellet assemblies
failed., All failures occurred in the same location in the core - a hot
corner on the side closest to the center of the core. Significant crud
accumulation and crud spalling was evidenced on all of the failed assem-

blies, Hot cell examinations were conducted on two fuel rods from the
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intermediate performance centermelt assembly D-50. The cause of the se-
vere clad deterioration was accelerated corrosion on the rods outside sur-
face driven by local overheating. Since the preliminary investigations
showed accelerated corrosion due to high cladding temperatures, subsequent
power operation was limited to 165 MWt,

The stainless steel cleanup heat exchangers replaced their copper
nickel predecessors in 1972, The poor core flow distribution was cor-
rected in 1972 and 1973. Since then, the crud buildup has decreased and
the number of fuel failures have cdecreased considerably even while operat-

ing at higher power levels.

4.4.3.2 Summary of reactor recirzculating pump failures. The shaft seals

of the reactor recirculating pumps failed ten times between 1966 and 1980.
A new type cartridge seal was installed during the Februnary 1968 refuelisag
outage. This had to be replaced shortly after startup due to inadequate
seal leak off flow. However, the new type seal cartridges were easier to
replace and resulted in shorter duration shutdowns. Until the middle of
1972, the rate of seal failure remained about the same. There have only

been two losses of reactor recirculating pumps since 1972,
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4.5 Reportable Events
This review of the operating history at Big Rock Point included a
study of 324 reportable events which were submitted to the AEC and NRC
concerning technical specificatiom violations and limited comditious of
operation. These reports came in the form of letters, telegrams, abnormal
occurrences (AO's), reportable occurrences (RO’s), and licensee event
reports (LERs)., The reports were reviewed «nd coded as per Sect, 1.3 and

are arranged by year in Part 2 of Appendix A.

4.5.1 Review of reportable evemts from 1966 to 1980

Although Big Rock Point achieved initial criticality in 1962, this
review found no reports prior to 1966 containing reportable event type of
information. Events prior to 1966 were obtained from letter correspond-
encs between the AEC and Consumers Power Company. Figure 4.1 illustrates
a histogram of reports filed by Big Rock Point for 1966 to 1980. Environ-
mental reports are discussed in Sect. 4.5.1.4,

4.5.1.1 Yearly summaries. The following sections present a summary
of reportable events for each year at Big Rock Point,

Prior to 1966

Big Rock Point had trouble with the control rod drives beginning in
1962 when the reactor first went critical. An accidental resin release in
December 1962 revealed a design deficiency in the condensate de. neral-
izer, Galling of the control rod drive index tubes also caused maslfunc~
tions in the drive system., In 1963, metal chips were present in tie guide

sleeve windows, After several occurrences, the index tubes were r:placed
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with 304 stainless steel index tubes. This resolved the problem of gall-
ing. Also in 1963, loose bolts from the fuel-channel-support tubes fell
into the control rod drives, causing the control rods to jam. To alle-
viate the problem of falling bolts, an additional flow distributor was
added along with welding of 'keepers’ on the cap screws and inserting
stabilizer blocks on all unused fuel channels.

On three separate occasions in December 1963, a safety system mal-
function involving a scram annunciation was not followed by a scram ac—
tion., It was impossible to tell which sensor caused the trip. However,
it was postulated that vibration on a remote pannel caused a spurious trip
of the steam drum low water level semsors. Tests conducted on the system
showed the vibration to be of sufficiently short durationm to trip the
annunciator relays but not the actual scram relays. Additionally, some
'non~fail-safe’ failures of certain transistors in the safety system scram
logic circuits occurred. However, other (redundaant) transistors in the
circuit would have had to fail to negate the system.

Failed fuel cladding became a problem in 1965. The of f-gas activity
rose consistently until it reached 15,000 uc/s, where it leveled off.

This level remained essentially constant until 1966.

1366

The first year reportable events were submitted for Big Rock Point
was 1966. The problems involving the control rod drives and the fuel ele-
ments continued. Four developmental fuel bundles were the primary contri-
butors to the high off-gas activity. These failares were not expected
since the fuel had only reached half of its design life.

A design error in the scram dump tank caused several control rods to

drift out of the core. The scram dump tank was being pressurized by water
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leakage through line seals from the insert heuder to the withdraw header.
When the control rod drive pumps were operat:nz, the leakage would pres-
surize the scram dump tank enough such that the c<o.let pistonm locking de~
vice would open. This allowed the control rods to drift, Installation of
a vent line between the scram dump tank and the reactor vessel corrected

this design error.

1967

The control rod drive problems and leaking fuel elements were still
presenting problems in 1967, Several drives stuck when bolts from the
grid bar assembly became lodged. As a result, sixty-eight of the seventy
grid bar assembly bolts were replaced.

No gross fuel failures occurred this year. In December, power was
reduced after the off-gas activity started to increase. Reducing power

preserved fuel integrity.

1368

There was only ome incident of a stuck coatrol rod in 1963. A bolt
lodged in the drive mechanism and prohibited rod movement. This bolt re=
mained from early test work where torque wrenches broke the upper—grid
bolts prior to their replacement,

During refueling in February, dry sipping showed twenty-nine of
thirty-three reload-2 'C' fuel bundles leaking. These bundles were vibre
tory packed powdered fuel. The off-gas activity again increased in June.
During the June refueling, pellet UO, rather than powdered UO, was loaded
into the core, An indication of a clad failure in the new core occurred
in October when the off-gas activity again increased. The off-gas

activity continuned to increase into 1969,
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1269

Only one reportable event was recorded during 1969. An alamm circuit
on a recorder failed to warn the reactor operator of high coolant tempera-
ture.

Power was reduced in January and again in February in order to reduce
of f-gas activity. Refueling in April revealed nine failed assemblies.
All of the failures occurred in the same location in the core, a hot cor-
ner on the side closest to the ceanter of the core. All of the failed as-
semblies had evidence of significaat crud accumulation and crud spalling.
Hot cell examinations om two of the fuel rods showed that the accelerated
corrosion on the rod suzface was drivem by local overheating. Since pre—
liminary investigations revealed accelerated corrosion due to high clad-
ding temperatures, the power was temporarily limited to 165 MWt. The re-
loading of pellet UO, and derating the thermal output of the core solved

the problem of leaking fuel elements.

1270

Only three events were reported in 1970. The only event of impor-
tance was a diode failure which caused the diesel generator to fail in
developing proper voltage.

371

In 1971, four events were reported and two of these involved control
rods, The other two events involved the replacement of a section of
cleanup system piping due to cracks and the failure of the diesel genera-
tor to run., The diesel failed due to high temperature in t. e cooling

water system. The centrifugal cooliag water pump had lost its prime as a
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result of leakage at the pump shaft packing. The leak depleted the pri-
ming water supply during the two weeks between tests. A manual valve for
water makeup was left open and steps were taken to provide priming water

makeup during a loss of statiom power,

972

The number of reportable events for 1972 totaled eleven. Valve fail-
ures represented 50% (five out of ten events) of the equipment failures.
The diesel generator experienced two failures during this time period.

The diesel failed to start whem the set points on the lube 0il pressure
switch were low, and on another occasion, the diesel failed to achieve
rated voltage. A significant event also occurred in the electric power
system when offsite power was lost during a storm. A trip coil ia aam oil
circuit breaker burned out, A more detailed descriptionm is provided in

Sect, 4 5.2 which discusses the significant reportable events.

273

The L[irst year for reporting events as abnmormal occurrences (AQ's)
was 1973. The number of reportable events increased to eighteen. Five of
these events were due to setpoint drifts. An administrative error oc-
curred during draining of the fuel pool for reliming of the pool. A spent
fuel rod was found on the pool floor, and drsining was halted. The fuel
rod had been on the fuel pool floor since the last refueling ountage. The
rod was stored temporarily in a fuel transfer cask. Procedures for exer

cising closer control of all spent fuel operations were implemented.
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The number of reportable events doubled from 1973 to 1974 (eighteen
to thirty—seven). Along with the continuing problems of control rods be-
coming stuck, on three occasions the control rods were withdrawn too
quickly. Other problems occurring during the year included valve failures
in the engineered safety features system. The occurrences involved valves
that were leaking, tagged out, or not tested as per technical specifica-
tioas.

No significant events occurred during 1974, but an event considered
noteworthy occurred on July 15. During refueling operations, the supply
root valves ian the post—incident system were closed and tagged out. The
valves had previously been considered part of the fire system. Analysis
showed the valves were really common tu both systems. Had the post-
incident system been required, the operator would have had over two hours
to take corrective action before the water level dropped to the reactor
flange level. This event was a techmical specification v'olation and

operators are now required to check the root valves prior to refueling.

1973

Three of the thirty—-four reportable events which occurred at Big Rock
Point in 1975 were noteworthy and none were significant. The first event
occurred in January when a design deficiency was discovered in the reactor
level sensors and pressure sensors. Ihe sensors were not qualified to
meet the high temperature specifications for LOCA conditions.

The second event concermed several valves in the reactor cleanup sys—
tem that were rated lower than the design limits required. Five valves
were found to be deficient in either their temperature or pressure re-

quirements.
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A procedural error was responsible for the third event. Reactor
pressure was reduced for work on the condenser and personnel inadvertently
removed the accumulator to a coantrol rod drive system. The accumulator is
required for a scram when the reactor pressure is below 450 psi. The
cause was a misunderstanding of an operations memo concerning the shutdown
margin. The operations memo was revised to clarify the operating require—

ments.

1976

The number of reportable events increased to forty-four im 1976.
Thirteen of the events were attributable to the reactor depressurization
system (RDS), which was installed during the year. The RDS is a part of
the ECCS and is used to rapidly reduce the pressure of the primary system
during LOCA conditions. The reduction in pressure permits the core spray
system to spray water into the reactor vessel.

One event considered noteworthy in 1976 involved the RDS. The RDS
test procedures were being reviewed when it was realized that the monthly
on-line tests were not adequate to meet technical specifications. See
Sect. 4.5.1.2.2 for further discussion of this event.

Another event considered noteworthy involved the emergency power sys—
tem. The diesel generator was supplying 95 kW to busses 1A and 1B follow—
ing a breaker that tripped due to an overload. The diesel subsequently
tripped on high cooling water temperature. The diesel cooling deficien—
cies were corrected and it was tested with a fire pump load. The plant
was in cold shutdown at the time of the event.

Overall, the diesel generator was involved in sixteen of the forty-
four reportable events for 1976. Nine of these events were failures of
the diesel generator to start within time limits as set forth in the

technical specificationms.
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277

The RDS accounted for fifteen of the fifty-two reportable events sub-
mitted ian 1977. On nine occasions, the specific gravity of an RDS battery
was low, Even though the specific gravity was below techanical
specifications, the battery was still able to perform its functioa.

The diesel generators were again responsible for a proportion of the
reportable events (eight of fifty-two). As in the previous year, the gen—
erators failed to start within the time limit set forth by the techmical
specifications.

No significant events occurred in 1977, however, two noteworthy
events did. On August 5, one of the noteworthy events occurred in the
emergency power system. The event involved the diesel generator. How-
ever, the generator was not held accountable. The generator was operating
properly when automatic and manual transfers of power to the ’'2B’ bus
failed. The auxiliary switch, which was installed in 1976 to ensure pro-
per operation of the generator’s output breaker, was not wired properly.
Normal station power was available during this incideant.

The second event occurred om April 21 iavolving inadequate testing
procedures, A review of the ten—~year inspection plan revealed several ia—
stances where the minimum number of inspections had not been performed to
meet the 25% criteria for the first quarter of the tem-year plan. The ten-

year plan was revised to correct its deficiencies.

1378

Failures in the RDS again resulted in a substantial number of report-

able events in 1978 (ten of forty—-seven), Five of the events ian the RDS
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resulted from the failure of one of the four RDS channels being inoper—
able. The RDS was also involved in a significant eveant. During a mainte-
nance activity om the control circuitry of the RDS, the fire pump coatrol
switches were placed in the inhibit position. The fire pumps provide ini-
tial flow to the ECCS system. If the pumps had been required, the opera-
tor would have had to realize the switch was in inhibit aand then manually
initiate the pumps. Therefore, the system was no longer automatically
operable., The fire pump control consoles have been marked with ianstruc—
tions for the use of the inhibit condition. See Sect. 4.5.2 for further
details.

On April 7, a significant event occurred iavolving the reactor pro-
tection channels. Two of the reactor protection system channels failed
during a loss ¢f offsite power., The failure was attributed to a binding
level sensor switch/pointer mechanism on a scale plate inside the cover
because of inadequate testing. All four level sensors were repaired and
retested prior to plant startup. For further details, see Sect. 4.5.2.

An event worth mentioning occurred in the coantrol rod drive system.
A control rod was removed and the reactor mode switch was not placed in
the shutdown position as required by technical specifications. This con—
dition existed for several hours uantil the drive was reinstalled., The
incident was reviewed with all repairmen prior to the January 1979 refuel-
ing.
1972

[he number of reportable events decreased for the second straight

vsar in 1979 (twenty—nine events). The containment isolation system
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accounted for nine of the reportable events while the reactor coolant sys—
tem was responsible for eight. Seven of the reportable events were due to
valve failures and nine of the reportable events concerned leaks. Nome of

the reportable events involved the RDS.

1380

In 1980, the engineered safety feature (ESF) instrumentation ac-
counted for twelve of the thirty-four reportable events. All of thsse ESF
related events involved set poiant drift of a level sensor. No eveants were
categorized as significant during 1980.

The RDS appeared to be functioning properly as there were six report-
able events in 1980 and zero in 1979, as compared to thirteen, fifteen,
and ten in 1976, 1977, and 1978, respectively. All but onme of the events
involving the RDS in 1980 were reported when the specific gravity of the
RDS batteries fell below technical specifications., The remaining event

involved one of the RDS channels being removed from service.
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4.5.1.2 Review of reportable events by systems, Table 4.6 preseats

a compilation of reportable events by system and year. Subsystems having
a small number of reportable events were combined into the broader system
titles where applicable. The code used for the reactor depressurization
system (RDS), also known as the asutomatic depressurization system (ADS),
was SF~A. The RDS is a part of the ECCS and was installed in 1975. For
the emergency condenser, the system code for reactor core isolation cool-
ing system and controls, CE, was used.

Approximately 77% of the reportable events ianvolved the the following
systems: reactivity comtrol system (13.9%), RDS (13.2%), reactor coolant
system (12.9), emergency power (12.4%), contaimment isolation (11.4%),
instrumentation and controls (8.8%), and radiocactive waste management
(4,1%). Radioactive waste management, reactor coolant, and instrumenta-
tion and controls are genmeral system categories. The other four systems
are unique subsystems with a sufficient number of reportable occurrences

such that they were considered seperately.

4.5.1.2.1 Resctivity control system, The reactivity control system
accounted for 13.9% of the reportable events. The control rods aand cono-
trol rod drives were involved with most of the occurrences for this system
(thirty=five of forty-sevean). Jamming of coutrol rods due to galling of
the index tubes or lodging of loose parts in the drive system accounted
for thirteenm occurrences. The other major contributor for the reactivity
control system concerned the C(RD’s. The withdrawal time was less than the
technical specifications requirement (six occurrences).

Trouble with the control rod drives was noted during rod performance

-
checks on December 18, 1962. One control rod continued to move downward



Table 4.6,

Svamary of systems involved In reportable ovents

1972

System 1966 1967 1968 1969 197 191 1973 1974 1975 1%7e 1977 1978 1979 1980 Total
Resctor “4 2 3 1 10 9 3 6 b 58
Reactor coolant 1 1 1 2 1 4 1 7 1] ° 4“
Engincered safety features 2 b ] ] ] 19 25 15 13 12 107
Instrumentation and contrels 1 2 s 1 2 1 4 12 i
Electric power 1 1 1 1 3 i 5 - 18 L] s 2 53
Fuel bhandling 1 i 2 2
Other auxiliary systoms 1 1 4
Steam and power 1 1 2 2 1 3 1 11
Radistion protection 1 1 1 3
Radiocactive waste management 1 2 3 E 2 2 14
No system spplicable 1 2 2 2 7
TOTAL 8 5 7 1 3 4 11 18 37 35 .CC 2 51 29 34 339

o7=%
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out of the core after the demand signal was turned off., Examination of
this drive indicated that resins in the drive had prevented proper opers
tion of the collet fingers. The resins were introduced into the primary
system when several of the outlet diffusers shifted allowing the risins to
leak through. Failure of one of the outlet strainers then premitted resin
release into the feedwater system. On February 17, 1963, another rod
drive would not relatch., Inspection of the drive revealed nothing appar—
ently wrong, However, the drive was rebuilt anyway since it was in the
core position where the resin was deposited earlier, After the reactor
was cleaned, no drive failures due to resin deposits occurred.

One of the major concerms for the control rod drive system appearad
several years after the resin deposits were cleaned uo. On June 22, 1966,
several rods again drifted out of the core, It was detemmined that the
scram dump tank was being pressurized by leakage of water through line
seals from the insert header to the withdrawal header. Whean the control
rod drive pumps were operating, the leakage pressurized the scram dump
tank., This pressure buildup was enmough to open the collet piston locking
device, thereby allowing the rods to drift, Therefore, a vent line was
installed between the scram dump tank and the reactor vessel. No occur

rence of this type has occurred since this modification.

4.5.1.2.2 Reactor depressurization system, The reactor depressuri-

zation system accounted for 13.2% of the reportable events, This system
was incorporated into Big Rock Pc.at’'s ECCS in 1976, A large majority of
the reportable events were due to the specific gravity of the RDS bdat-
teries (twenty—six of forty-five) being below the techmical specifications
limit, The RDS instrument channmels were involved in eleven of the report-

able events., Several events occurred as a result of a new system being



installed. The first event occurred on September 7, 1976. Procedures for
the fire pump actuation tests had not been developed. Testing of the fire
pumps had been done during the initial checkout of the system, but the
method used was not feasible during operation. Procedures were developed
and testing was completed. The next two reportable events occurred on
December 9, 1976, During a review of surveillance test procedures as a
result of a minor test malfunctiom, it was realized that the monthly oo
line test method was subjecting the system to violation of the single
failure design criteria for inadvertent operation. The procedure develop~
ment was inadequate due to insufficient knowledge of the actuatiom system.
Subsequent review indicated that through weekly verification of the conm
tinnious automatic test circuitry and additional testing during refueling
operations, adequate testing would be accomplished. The last event of
interest occurred on February 15, 1978. During msintenance activity on
the control circuitry, the fire pump control switches were placed in the
inhibit position. Therefore, the system was no longer automatically
operable. The fire pump comtrol switches on the RDS console have been

marked with specific instructions for the use of the inhibit position.

4.5.1.2.3 Reactor coolant system and connected systems, The eleveu

rsactor coolant system (RCS) and connected systems accounted for 12.9% of
the reportable events, The emergency condensor and reactor core coolant
cleanup systems accounted for 50% (twenty-two of forty—four). Valves,
piping and welds were the most common equipment failures (twenty—-six
events or 58.7%). The most common occurrence involved a leak or a crack
which had not propagated through-wall (fourteen events or 31.8%). The

next major contributor was weld related failures (six events or 13.6%).
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Another important event involved the RCS and connected systems,
specifically the coolant recirculation and controls system. During in-
spection for leakage in the control rod drive room om April 20, 1979,
noise was heard in the primary system with the recirculation pump in ser—
vice. On June 9, 1979, it was discovered that a diffuser dislodged from
the No. 1 recirculation inlet, while on June 13 a loose diffuser on the
No. 2 recirculation inlet was found. Based on geametry factors and flow

data, flow blockage did not occur.

4.5.1.2.4 Emergency power. The emergency power system accounted for
forty=two (12.4%) of the 339 reportable events. The diesel generators
were responsible for 95% of the emergency powers reportable events. The
major contributors to these system failures were the failure of the die-
sels to run (five times), failure to start (nine times), and unacceptable
response time (sixteen times). The unacceptable response time represents
failure of the diesel to start within the time limits required by the
technical specifications., The failures to start were mainly due to de-
sign, maintenance, Or operator errors, One of the failures to run over
the full mission occurred wiaile the diesel generator was supplying a load
to buses 1A and 2B following an overload tripping of breaker 52-2A on May
16, 1976, The diesel gemerator tripped om high cooling water temperature.
The cooling pump shaft was scored and the inlet screen was partially
plugged.

On August 5, 1977, another event ocvurred ianvolving a diesel. The
diesel genmerator was operating properly when automatic and manual a trans-
fers of power to the ‘2B’ bus failed to close the generator output
breaker., The cause of the failure was improper wiring of the auxiliary

switch.,
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4.5.1.2.5 Containment isolation, The containment isolation system
accounted for forty-ome (11.4%) of the reportable events. Valve failures
contributed to twenty—-two of the occurrences for this system, while tem of
these faiiures resulted in leaks. Of all the system failures, eighteen
were iuherent failures and tem were a result of administrative error. No

significant events occurred ianvolving this system.

4.,5.1.2.6 Instrumentation and controls, Instrumentation and con~

trols accounted for thirty (8.8%) of the reportable events. The major-
ity of these events involved engineered safety feature instrumentation
(nineteen events). Two equipment failures, a valve failure and a cable
faiiure, were experienced. All remaining failures were attributable to
instrument errors, and of these, failure of level sensors dominated. Most
of these events involving level sensors were due to set point drift of the
sensors. Overall, setpoint drift accounted for fifteem of the reportable
events.

One event occurred which was categorized as significant. On April 6,
1978, two reactor protection channels failed to operate during a loss of
of fsite power (LOOP). The level sensors switch/pointer mechanism was
binding on a scale plate inside the cover. After the new covers were in
stalled, they were not adequately tested. All four sensors were repaired
ana retested prior to plant startup. Further details of this event are
discussed in Sect. 4.5.2.

Two noteworthy events also occurre” in this system. The first event
occurred on January 16, 1975 when a design review of the e¢xisting core
spray switches revealed that eight reactor pressure switches and eight
reactor water level switches did not meet the high temperature specifica—

tions for the design basis LOCA. Due to these deficiencies, it was not



known whether the core spray or backup core spray systems would automati-
cally operate under all postulated accident corditions. However, manual
actuation of the core spray system was available.

Another noteworthy event occurred on September 11, 1978 when &« con~
trol rod was removed and the reactor mode switch was not placed in the
shutdown position required by techmical specificatioms., This condition

existed for several hours until the drive was reinstal led.

4,5.1.2.7 Radioactive wastc management, Radioactive waste manage-

ment accounted for fourteen (4.1%) of the reportable events., A majority
of the events occurred in the radiological monmitoring subsystem (ten
events)., Valve failures due to design errors, inhereant failures, or ad-
ministrative errors were involved in six of fourteen or 43% of the events
for the radicactive waste management system. None of the reportable

events for this system threatemed plant safety.

4.5.1.3 Cause of reportable events. Each reportable event was cate-
gorized by the cause codes listed in Table 1.4, The number of reports
attributed to each cause is found by year in Table 4.7 and is graphically
depicted in Fig. 4.2.

These cause codes can be Jdivided into two groups, non-human causes
and human causes., The nom-humen category includes inherent failure, light-
ning, and weather. The human failure category includes all the remaining
codes., Human failure can be further subdivided into two groups: out-of-
plant personnel error and in-plant personnel error. Out-of-plant person—
nel errors iavolve administrative, design and fabrication errors which

generally concern the reactor or componeant vendor, the A/E, or the utility




Table 4.7. Cause of reportable events at Big Rock Polnt by year

Cause 1966 1967 1968 1969 1970 1970 1972 1973 1974 1975 4976 1977 1978 1979 1980  Total ::‘::l“:l
Admintistrative error (A) 1 “ 8 13 7 i 3 2 3 48 14 .8
Deslign error (®) 2 1 1 7 3 b) 6 5 43 13.3
Fabrication ercor ) 1 2 ] 10 3.4
Inherent error () 3 5 . 1 2 . | 4 4 1 7 21 30 28 " 6 166 51.)
Installation ercor (E) 1 2 - 2 2 1 15 4.6
Milntenance error (G) 1 3 3 3 1 3 26 8.0
Operator error (W) ] 2 2 i S 1% 4
Weather (1 1 1 2 0.6

TOTAL 8 o 6 1 3 3 I 1) 37 3o &5 47 47 27 E 1) 324
Percent of total 2.5 1.9 1.9 0.3 0.9 0.9 3.4 4.0 L3 Y . 13.9 14.5 14.5 8.3 10.5 100.0

9%~y
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management. In-plant personnel errcrs concern hands on human iavolvemeat
such as installaticn, maintenance or operator errors and in most cases
pertains to the plant operating staff itself.

The nuaber of reports were evenly divided between non-human and
human causes with each group contributing 168 and 156 reports respec—
tively. Out-of-plant human errors contributed 101 reports while in-plant
human error resulted in onmly fifty-five reports. Thus about 2/3 of the

human errors were caused by people removed from the plaant,

4,5.1.4 [Lvents of environmental importance, A summary of radioac~—
tivity releases from Big Rock Point is shown in Table 4.8. The table
gives the airborne ard liquid releases and the solid waste shipped for the
years 1966 throogh 1979.

Seven events have occurred at Big Rock Point which imvolved or could
have involved radioactivity release ersonnel exposure. These events
are listed in Table 4.9. Only four ..volved actual releases beyond the
plant houndary or possible personnel exposura, Two events involved radio—

activity releases in gaseous or liquid form. Four events concerned onsite

releases that could have caused a radiological hazard.
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4.5.2 Review of sigpificant events, A tabulatiom of the number of
each tyne of significant event appears in Table 4,10, Significant event
codes are defined in Table 3.3. Each reportable event considered sigaif-
icant is identified in Table 4,11, The events which _.graded a safety
function ox initiated a DBE are: three losses of offsite power, and one

involving the emergency core cooling system (ECCS),

4.5.2.1 Los« of offsite power with radiosctivity release. On August

9, 1966, a violent storm caused the 138 kV breaker to opean. The turbine
bypass valve opened too slowly, thus the reactor scrammed on high pressure
before tae turbine could be runm back to supply house loads. The turbine
continued to supply station loads uantil it was maavally tripped four min-
utes later, When station power was lost (i.e., the turbine tripped), the
bypass valve opened before the d.c. operated isclation valve closed. This
caused the turbine rupture diaphram to rupture. The plant airborme ac~-
tivi.y became high enough to warrant a local evacuation, and was finally
cleared four hours later by the turbine building ventilation system.

Prior to Marcn of 1968 only ome cffsite line existed. Thus, every load

rejection represented s complete loss of offsite power.

4.5.2.2 Loss of offsite power followed by several compoment fail-

uges, On January 25, 1972, a severe winter storm caused the tramnsmission
lines to became ice ladem (LIR March 3, 1972). High winds on the follow—
ing day caused the gemeratiom of several momentary line faults when the
conductors moved relative to one amother. Protective circuits operated
successfully on twelve occasions to clear these faults. However, on the
thirteeath fault, a trip coil burmed out im an o0il circuit breaker and the

circuit breaker failed to open. Protective relays in the substation



Table 4.10. Number of significent events at Big Rock Polst

Total
s
Sondtinnnse 1966 1967 1968 1969 1970 i¥11 1972 1913 1974 1915 1976 1917 1918 1979 1980  musber
category sssigned
s, Two or more i 1
fallures due
to common
Cause
S, As event 1 . i 2
which could
have been o
greater
threat
S, Other i 1
Total 1 1 2 4

(4%}



Table 4.11. Tabulation of reports categorized as significant

NSIC R R

accession ;por Description
o.

Nol
$2 - Common cause/Common mode failure during the source evenmt.
138236 RO-78-18 Two steam drum level sensors became stuck during a load rejection.
$7 - An eyent that could have been a greajer threst to plant safety,
11038 Operations Bypass valve problems during s loss of load.

report

39024 LTR 3/3/72 Several independen failures occur during a loss of offsite power.

S9 - Other events considered significant.

135891

RO-78-08

Both fire pumps not automatically opersble. Therefore, ECCS pot sutomatic.

£S=%
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operated to clear tne “ault, but in doing so they momentarily isolated the
gjenerator from the load and it tripped om overspeed. The reactor sub~-
sequently tripped on high flux, Since the fault occurred on the distribu-
tion side of the substation, s load rejection signal was not sent to the
circuit breaker protecting the generators. Thus, a turbine runback was
never initiated. The 138 kV lime circuit breaker was manually opened
because tne line became intermittenly de—~enmergized over a twenty minute
period. This resulted in an undervoltage signal and an automatic transfer
to tue 46 kV alternate source., During the transfer however, a stuck com
tact on au instantaneous overcurrent relay in the 46 kV bus protection
relay scheme, coupled with the operatiom of the undervoltage bus fault
detector relay, caused the circuit breaker serving the 46 kV line to trip.
This de—energized the 46 kV line back to Big Rock Point. Normally, the
bus fault detector would have reopened had the fault cleared within a fow
cycles, however, the fault lasted sixty-nine cycles. Thus both offsite
power sources were lost, The diesel generators started and provided power
to essential loads. Within twenty minutes, full potential was provided to
the 1358 kV line. When attempts were made to reclose the breaker, a false
tripping signal was generated by audio tome relay equipment and .he
breasker immediately retripped. The audio tome trip was defeated and the
138 kV line was restored. The tome controls were reconnected and the
plant loads were transferred to tae 138 kV source. The diesel genmerator
started and assumed plaat loads.

The two emergency condenser valves, MO-7063 and MO-7053, automati-
cally opened during the tramsient in order to control reactor pressure,

Approximately two and one half hours later, it was decided to close the
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valves to cunserve reactor pressure, Valve MO-7063 failed to operate. An
investigation revealed an improperly set torque switch caused the valve's
motor operator to buram out,

A design error in tne spent fuel pool piping coanfiguration and valve
slignment was also discovered. When normal power was lost, the speat fuel
pit, the radwaste and treated waste pumps ceased to operste and the spent
fuel pit to radwaste isolationm valves automatically closed. Due to the
valving and piping arrangement, an 11~1/2 ft head was established between
the fuel pool and treated receiver tanks.

When tae isolation valves were reopened, a siphoning action from the
fuel pool to tae clear waste receiver tanks was created. The situation
was discovered when the operator realized the radiation level in the fuel
pool area was gradually increasing. Corrective actions were taken to

eliminate tae creation of a hydraulic head.

4.5.2.3. Failure of the ECCS to auto-imitiste or suto-tragsfer. Onm

February 15, 1978, both fire pumps were unavailable in the automatic mode
due to a maintenance error om the reactor depressurization system control
circuitry (RO-78-08). The fire pump control switches were inadvertently
placed in tne inhibit mode with both pumps shutdown., The fire pumps pro~
vide initial flow to tne ECCS system. Should the pumps have been re—
quired, the operator would have had to realize the switch was in inhibit
and then manually initiate tne pumps. The fire pump control switches on
the RDS panel have been marked with specific instructions for use of the

inhibit position.

4.5.2.4. Iwo resctor protection chanmels fail durisg s loss of off

site power. An event in which a common mode failure was iavolved cccurred
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on Aprii 7, 1978 (RO-78~18), The 138 kV transmissicn line was lost which
resulted in a load rejection., The cause for this event was not discussed
in tne report., The reactor scrammed on low condenser vacuum. During the
transient however, ome of two low drum level scram sensors in both of the
reactor protection channels became stuck at the +5 in drum level. An
investigation revealed that the switch/pointer mechanism was binding on 2
scale plate inside the instrument’s cover. A new cover and scale plate
had been installed a month and a half earlier but the problem was not de~
tected during the test, All four sensors were repaired and tested prior
to plant startup. This event represented a degradation of the reactor
protection system.

Iaspection of the diffuser over the No., 2 recirculation pump 20 in
diameter inlet revealed that the single lower attachment was loose. This
would allow that diffuser to move om its upper attachments in a hinge
fashion aua make contact with the large baffle. This probably wes the
source of the vibration type noise first moticed om April 20, 1979.

Based on geometry factors and flow data, it is not believed that flow
blockage occurred, however, this does represent an initiated event to core
blockage.

A total of four failed bolts were missing: three from the No. 1 dif-
fusers ana one from the No. 2 diffuser. One well-worm bolt piece was re-
trieved during the outage and other well-wornm pieces are believed to have

been retrieved inm prior years dating back to 1974,



4.5.3 Tzends and safety implications of reportable events

As an additional step in the overall evaluation process, the events
at Big Rock Point were examined to find discernible recurring events that
indicate potential safety problems. The four types of recurring events
fcund were:

1, diesel gemerator failures,
2., emergency condenser failures,
3. control rod drive problems, and

4, failed fuel elements,

4.5.3.1 Diesel gemerator fajlures. There were seventeen failures of

the emergency power system of Big Rock Point. This greatly exceeds what
one would sxpect based on industry wide emergency power system failures.
All but ome of these events involved the failure of the single diesel
generator.* One event, however, involved a failure of the '2B’ (emergency
power) bus, No emergency power failures occurred during a loss of offsite
power.

Eight of the diesel generator failures were failures to start on
demand, There was no single dominant cause for these failures which oc-
curred from 1971 through 1980, In addition to the failures to start,
there were eight failures to run., Four of the failures to run were caused
by high coolant temperature from cooling water pump failures. The remain-
ing four events were caused by voltage regulator, armature, and fuel

transfer pump (twice) failures,

*Information available during this review suggested a second 'stand-
by' diesel generator was available as early as 1972, This generator must
be manually initiated at its site, which is sbout 220 yards from the tur
bine building. Once the engine is stablized, the operator must emergize
the generator and manually load to '2B’ bus. The relationship of this
generator to the plant, however, is not known (ie, intended use, date of
installation, test frequency, etc.). Thus, it was not included as part of
the emergency power system.
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4.5.3.2 Eme:rgency condenser. Failures in the emergency condenser
were also reported in LERs. Two of these failures were system failures,
This system utilizes two condensing loops to provide a heat sink during a
number of transiemts, OUme loop is sufficient to remove decay heat within
a few minutes of shutdown. However, should an outlet valve in ome loop
fail to open upon dc-nné the ability of the single loop to provide for
reactor cooling is unknown. The system could either settle out at a
higher mass flow rate through the operating loop or the resistance to flow
could be too great and the remaining loop would vapor lock (i.e., the
pressure drop due to friction could be greater than the head created by
the density gradient), Both events identified as failures involved the

failure of emergency condemnsers’ valves to open ujpon demand.

4.5.3.3 Control rod dgive problems. The control rods and the CRDs

experienced difficulty in the earlier years at Big Rock Point., Reoccur
ring problems involved: the control rods drifting out of the core, gall-
ing of the control rod index tubes, jamming of the rods, and the with-
drawal times less than technical specifications limit,

Trouble with the control rod drives was noted during the rod perfor—
mance checks on December 18, 1962, Ome control rod continued to move
downward, out of the core after the demand signal was turned off, Exzami-
nation of this drive indicated that resins in the drive had prevented
proper opersation of the collet fingers. The resins were introdaced iato
the primary system when several of the outlet diffusers shifted allowing
the resins to leak through. Failure of one of the outlet strainers then
permitted resin release into the feedwater system., On February 17, 1963,

another rod drive would not relatch, Inspection of the drive revealed



nothing apparently wrong., However. the drive was rebuilt anyway since it

was in the core position where the resin was deposited earlier. After the
reactor was cleaned, no drive failures due to resin deposits occurred.

On June 22, 1966, after the resin deposits were cleaned up, several
rods again drifted out of the core., It was determined that the scram dump
tank was being pressuized by leakage of water through line seals from the
insert header to the withdrawal header. When the control rod drive pumps
were onmerating, the leakage pressurized the scram dump tank. This pres-
sure buildup was enough to open the collet pistom locking device, thereby
allowing the roas to drift, Therefore, a vent line was installed between
the scram dump tank and the reactor vessel. No occurrence of this type
has occurred again since this modification.

The first incident of index tube galling occurred during a scram
test on February 20, 1963, Flow measurements indicated high leakage
through tane drive system., Some resin was still present, but a large num
ber of metal chips were also preseat in the guide sleeve windows., After a
aumber of such occurrences, nitrided 304 SS index tubes were installed in
place of several 17-4 PH SS index tubes. On October 31, 1965, four drive
systems stuck due to metal particles, Nome of the previously modified
drives were among the four., Therefore, all remaining drives were modified
and no galling of index tubes has been reported since this modificationms,

Jamming of control rods due to galling of the index tubes or lodging
of loose parts in the drive system accounted for thirteen of the occur—
rences. The first occurrence of a control rod jamming occurred on
December 18, 1962, Several control rod drives jammed when loose bolts
lodged on top of the core support plate., The bolts were the same type as

those used to bolt together the fuel channels and their support tubes. As
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s result, all Zircaloy support-tube-and-channel assemblies were modified
by staking the cap screws, A drive in the same core position jammed on
May 26, 1963, Additional modifications included an additional flow dis~
tributor alomg with welding of 'keepers’ on the cap screws,

Loose bolts continued to cause the coamtrol rods to stick. On
December 25, 1967, several drives stuck when bolts from the grid bar as-
sembly became lodged. As a result, sixty-eight of the seventy grid bar
assembiy bolts were replaced. Onm April 6, 1968, another loose bolt in the
control rod drive mechanism caused a cemtrol rod to jam. The bolt re=
mained from the previous year when torque wrenches broke off several of
the upper—grid bar assembly bolts prior to replacement.

The control rods became jammed on several other occasions, however,
their occurrences were infrequent.

The last major contributor to the reportable events in the control
rod drive system involved the withdrawal time being less than the techai-
cal specifications limit, The first three occcurremces were in 1974, with

two occurring in 1975, and the last ome occurred in 1978,

4.5.3.4 Failed fuel elements, Failed fuel cladding became a problem

in 1965. The off-gas activity rose comsistently until it reached 15,000
ue/s, where it leveled off. This level remained esentially constant until
1966. The primary contributors to the high off-gas activity were four
developmental fuel bundles that failed. These failures were not expected
since the frel had only reached half of its design life.

No gross fuel failures occurred in 1967. In December, power was re=
duced after the off-gas sctivity started to increase. Reducing power pre~
served fuel integrity. During refueling in February 1968, dry sipping

showed twenty-nine of thirty-three reload-2 'C’' fuel bundles leaking.
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These bundles were vibratory packed powdered fuel., The off-gas activity
again increased in June, During the June refueling, pellet UO, rather
than powdered UO, was loaded into the core. An indication of a clad fail-
ure of the new core occurred in October when the off-gas activity again
increased. The off-gas activity continued to increase iato 1969,

Power was reduced in January and again in February of 1969 in order
to reduce off-gas activity, Refueling in April revealed nine failed as~
semblies, All of the failures occurred in the same location in the corve,
s hot cormer om the side closest to the center of the core, All of the
failed assemblies had evidence of significant crud accumulation and crud
spalling, Hot cell examinations om two of the fuel rods showed that the
accelerated corrosion on the rod surface was driven by local overheating.
Since preliminary investigations revealed accelerated corrosion due to
high cladding temperatures, the power was temporarily limited to 165 MWt,
The reloading of pellet UO, and dersting the thermal output of the core

solved the problem of leaking fuel ol ments.
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4.6 Evaluation of Operating Experience

The major sources of informationm utilized during this evaluation were
(1) forced shutdowns and power reductions and (2) reportable events. Two
significant areas were identified in the review of shutdowns and power
reductions, These are failed fuel elements and loss of the 138 kV line,
Failed fuel was mainly a problem during the 1960's, This problem was
solved by replacing powdered fuel with fuel pellets which resulted in
deratiug the core thermal power, changing heat exchanger tube material to
reduce corrosion which contributed to crud build-up on the fuel elements,
and modifying reactor core flow patterns. The 138 kV line had been lost
nine times at what appears to be a constant rate, Two of these events
were complete losses of offsite power, a typical number for a plant oper
ating for 18 years, The first complete LOOP occurred prior to the instal-
lation of the 47 kV line and little is known about this event including
the duration of the LOOP, The second event (see Sect., 4.5.2) which was
well documented, involved failures in other systems during the tramsienmts,
however none of these failures impacted the plants’ recovery., Offsite
power was also restored within 20 minutes, thus minimizing the signifi-
cance of this event.

There were no significant problems identified through the search of
LERs. Events caused by human errors contributed about half of the re=
ports, Several emergency power failures were identified., However, these
events were judged to be failures without adequate knowledge of the emer
gency power system, and it is possible the number of emergency power fail-
ures w'.l be substantually reduced once this informatiom is obtaimed. It
does appear, however, that the 'onsite’ emergency power system only loads

the ‘2B’ bus antomatically. This possibility should be investigated.
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The emergency condenser was considered failed on two occasions. Both
of these events involved the failure of a dc operated emergency condenser
outlet valve to open, thus rendering one of two emergency condenser loops
inoperable., Based on the information available we were unabie to predict
how the emergency condenser would respond to a transient given one loop
failed and thus assumed it would become vapor locked. This potential
failure should also be investigated in greater depth.

Overall the operatiom of Big Rock Point has been satisfactory from a
safety point of view. A concern was identified about the ability of the
emergency power to respond given a loss of offsite power. There were no
incidents identified, however, where the emergency power failed to respond
adequately given an actual undervoltage on the 138 kV lines. Again, no
period was identified were the operation of Big Rock Point posed a great

threat to the genmeral public,
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Appendix A: Big Rock Peoint

Part 1. Forced Shutdowns anu Power

Reduction Tables



Table Al.}

1962 and 196) Forced

Shutdowms and Power Reductions at Big Rock Potat

DBE(D)/
Date Duratton Power  Reportable Shutdown Systew Component NSIC(N)
o, (1gg2)  (es) (0 Event Descript ton Method involved Iavolved Event
Cate
1963 st
1) 12/62 <1 Sput lous perfod or flux tetp. 3 Instrumenta- Iastrument a- N4
to tion & tion &
/el Contvels Contruls
(1A)
2) 12/62 <1 Spur lous pertod or flux trip. 3 lost rusent a- lastiomenta- N2 &
Lo tion & tlon &
/63 Controls Contiuls
(1)
3) 12/62 <1 Spurious perfod or flux trip. 3 lostrument s~ Instrumenta- N2 &
to tion & tion &
/el Controls Controls
(ia)
&) 12/62 <1 Spurfous perfod or flux trip. 3 instrusenta- lnstrumenta- N2 &
[ tion A tion &
/63 Contrels Controls
(A
5) 12762 «1 Sputious petlod or flux trip. L] Instrusenta- lostrumenta- N2 4
to tion & tion &
Yol Controls { Wontrols
(1a) '
6) 12/62 2 Low drum level (contrel on manual 3 Steam & Turbioe
to during tes mg). Power
363 (HA)
7) 12/02 2 Inadvertent simultancous ¢losure 3 P.osctor Valves Ne .0
to of reactor rvecirculating pusp Coolant
3/63 discharge va:ves. we)
8) 12/62 29 Low drum level (drum level trans- 3 Steam & Instrusenta- N2.O
to fent Jutiog IPR adjustment). Power tion &
/el {HA) Controls

Tey



High neutrom {(resulting trom

sule Lran caused by

valve

Low steam

Malfunctl
to et




Table Al.] (v ootinued)

DBE(L)/
Date Duration Power Reportable Steut Jown System Component NSEC(N)
%o (1962)  (rs) () Event Descripeion Coves  ethod Invelved lovolved Event
o
1963 Lategory
15) 10/27/63 When tesetting & chanoel scras A 3 Instrumenta- Control N2.0
aonuaciation, & tod scram occurted. tion & kods
Controls
(ia)
19) 11/5/63 Electrical short due 1o & water A 1 lastrumenta- Control N2.O
leak. tion & Rods
Controls
(1a)

Gt 4



Table Al.2

1964 Forced Shutdowns and Power Reductions #: Big Rock Point

DBE(D)/
Date Duration Power Reportable Shutdown System Component NSIC(N)
Wo.  (1964)  (Hes) (1) Event Shateipsiee Method Iavolved lavolved Event
Category
1) S/3 150 29 Spur fous opening of the bypass 3 Steam & Valves N1
valve. Power
(HE)
2) /1 Spurious trip of channel 2 3 lnstrumenta - Instrumenta- N7.0
plecoammeter colncided with test tion & tion &
of channel 1. Controls Controls
(18
3) 9/18 65 Spurious opening of the turbine 3 Steam & Valves Ni.1
bypass valve. Power
(HE)

=V



Table Al.2

1965 Forced Shutdowns and Power Reductlons at Big Rock Polac

bBE(D)/
Date Duration Power Reportavle Bescrintd Shutdown Systea Component NSLC(N)
Noo (196%)  (Mrs) ) Event gt Method lavolved lavelved tvent
Category
1) 9/117 4 97 Turbine trip and reactor screm due 3 Electric Relays 0.2
to a loss of 138 Kv load due to a Power
relaying malfunction. (EA)
2) 9/30 18 97 Stess leak in turbine stage draian 1 Steam & Pipes NL.L
line. Power
(HA)
3) 10/30 ? 97 Repatr minor steam leaks under the 1 Steam & Fipes Nl.1
turbine. Power
. (HA)
&) 10/3%0 ? 97 Modiiy 22 control rods. (10 others & Reactor Control Nl.1
were soditied during the shutdown (KB) Rods

in August.)



2)

1)

4)

5)

6)

7

8)

9

10)

()

Table Al.4 1966 Forced Shutdowns and Power Reductions at Big Rock Polix
DRE(D)/
bDate Duration  Power  Reportable Shut down System Component NSIC(N)
(1966) (Mrs) (%) Event Resceipston Can Method Involved lavolved Event
Category

1/18 120 97 Repalr leaking tube in high pres- A 1 Reactor Heat N3 L

sure feedvater heater. Coolant Exchangers
u)

22 97-26 Pover reduction. Tighten packing A 5 Reactorx Valves N3
on valve In vent line from reactor Coolant Instrumenta- N2.0
to steam drwm and repalr recycle (CC)  (Cw) tion &
vialve conteols on No, | & 2 reactor Controls
feed pumps.

2/10 97-83 Power reduction. Fuel cladding A 5 Reactor Fuel N4 O
fatlure. (KC) Elements

/22 48 83 Remove valve In vent line from A 1 Reactor Valves N3 L
reactor to steam drum. Coolant

(o)

an 48 83 Repalr & leaking tubes in high A 1 Reactor Heat L

pressure feedwater heater, Coolant Exchangers
(cu)

5/11 48 Replace cracked tee fn control rod A 1 Reactor Pipes, L B |
drive system, (RkB) J,l'uu-.-

5/26 48 Repatr & leaking tubes in high A 1 Reactor ! Heat N3
pressure feedwater heater, Coolant " Exchangers

i)

6/2 97-89 Power reduction. Fuel cladding A b Reactor Fuel N&O
fatlure, (KC) Elements

6/18 3 89 Repalr & leaking tubes fn high A 1 Reactor Heat N3
pressure feedvater heater. Coolant Exchangers

)

171 “8 75 Repalr leaking tubes in high pres- A 1 Reactor Heat N3

sute fecdwatcer heaster. Coolant Exchangers

9-v



Table A).4 (Continued)

Date Duratton  Power Reportable " Shutdown System
Moo (1966)  (Mrs) (1) Event Seouriontan Casse  pethod Tavolved
1) /13 ~8 5 Repalr leaking tubes in high pres- A 1 Reactor
sure teedwaler heater. Coolant
: (cu)
12) 1/20 8 5 Tepalr leaking tubes in high pres- A 1 Re actor
sure feedwater heater. Coslant
wn)
13) 1/26 75-49 Power reduction. Fuel cladding A b Reactor
fatlure. (RC)
14) 8/3 24 49 Blank off hMgh pressure feedwater A 1 Reactor
heater tube sheet to eliminate Coolunt
tube leakage. ) (cu)
15) 8/8 24 49 LTR 138 Kv breaker opened during a H 3 Electrical
12/20/66 storm.  The bypass valve opened Power
but did not prevent pressure bufld- (EA)
up and reactor scrammed on hipgh
pressure.
16) 11/10 295-55 Power reduction. Seals on No, 2 A 5 Reactor
reactor recirculating pusp tailed. Coolant
Cs)
17) 1/1z 24 55 Examinat ton and removal of No. ! i 1 Keactor
feactor rectrculating pump. Coolant
(s)
18) 12/15 72 69 Refnstallation of No. 2 reactor A 1 Reastor
recirculating pump. Coolant

(CH)

Component
Tavolved

Heat
Exchangers

Heat
Exchangers

Elements

Heat
Exchangers

Clrcutc
Closures/
Interrupters

Pumps

Pumps

FPumps

DBE(D)/
NSIC(N)

Event

LCategury

N3l

N3L

N& O

LEN

D2.2

b3

Nl 1

L=V






Table Al.S5 (Continued)

DBE(D)/
Date Duration Power Keportable D Shutdown System Component NSIC(N)
.. (1967) (Mrs) (%) Event *iptien Method lovolved Involved Event
Category
9 2/ -0 Power reduction. Repalr turblne 5 Steam & Instrumenta- Ni.1
initial pressure regulator. Power tlon &
(HA) Controls
10) /10 8 96-0 Power reduction. luspect the 5 Steam & Generators Ni.1
generator exciter brushes. Power
(ha)
11)  3/10 ~6 0 Ervor durlng instrusent work. 3 Tost rum. .ca~ Instrumenta- N5.0
tion & tlom &
Controls Controls
()
12) /27 ~6 96 Repalr steam leaks o packing gland 1 Steam & Pipes, LEN
of butterfly valve on discharge of Power Fittings
No. 2 vecirculating pump. (ux)
13) /27 ~1 0 Short pertod when attempting to 3 Instrumenta- Instrusenta- N2 0
ralse reactor pressure. tion & tiom &
Controls Controls
(1a)
14) L/ 21 46 Leaks 1n packing of the isolation 1 Reactor Valves N3
valve for the west steam reference Coolant
line to the drus level Instrumenta- ()
15) 10/26 24 96 Repalr steam leak in the bonnet of 1 Reactor Valves N3L
the high pressure bleeder trip Coolant
valve, (o)
16)  11/25 7 96 Replace offgas filter due to high 1 Radloactive Filters Nl.1.4
differential pressure. vasste
Management

(Mn)

6=V



Table AlL.S5 (Continved)

DBE(D)/
Date Duration Power  Reportable Shutdown Systea Component KSIC(N)
No.  (1967) (Hrs) (2, Eveat Sassripeion Method Tavolved lavolved Event
Category
17) 1277 100-718 Power reduction. Offgas activity 5 Reactor Fuel N4 O
to pressure fuel fategricy. (RC) Elements
18) 1277 18-13 Power reduction. Make temporary 5 Reactor Valves N3
tepalrs 1o stop steaw leaks on the Coolant
turbine trip valve to the high (cc)
pressure heater.
19) 12/17 82-13 Power reduction. Make temporary 5 Reactor Valves LI
Tepalrs to stop steam leaks on the Coolant
turbine trip valve to the high (cc)

pressure heater.

0T-¥



Table Al.6

1968 Forced Shutdowns and Power Reductions at Big Rock Polac

OBE(D)/
Date Duration Power Keportablg . Shutdown System T ompouent NSIC(N)
Koo (1968 (Hrs) (2) Event PRakEApEIh Coust  ethod Tnvolved Tavolved Event
Lategory
noan 82-1 Power reduction. Repack No. 1 & A s Reactor Pumps T
2 reactor feed pumps. Covlant
(CH)
2) 1/? 82-1 Power reduction. Repack No. 1 & A S Reactor Pumps Ni.l
2 reactor feed pumps. Covlant
(Cu)
3) /1 82-? Power reduction. Repack No. 1 & A : Keactor Pumps N1
2 reactor feed pumps. Coolant
WCH)
&) L/ 24 Retostall No. 2 veclrculating pusp. A H Reactor Pumps Nl
Coolant
wa)
5)  4/e Low Install new shaft seal cartridge in A 1 Reactor Pumps N
No. 2 vectirculating pump . Coul gt
a)
A 1 Reactor Control NL. ]
“d Low Control rod drive B4 could not be
&) i o withdrawn trom the fully inseited (kB) ::::"
position. It was veplaced. siin
sensor rument @ lnstrumenta- N6. 3
h sphere pressure s 8 L] inst -
n /23 6 9 The hig i i
b » tion & Controls tfon
were accldentally busped (1A Cosnenin
8) 6/3 24 83 Repalr teaks in unions adjacent to A 1 Reactor Plpes, Nl
the explosive valves on the rteactor (kB) Fittings
polson systems.
9) /12 83-75 Power reduction. Fuel cladding * 5 Reactor Fuel Ne.O
fdtlwme. (RC) Elemnnts

T1=-¥



10}
11)

i2)

13)
14)
15)

16)

18)

19)

Date
(1968)

6/13

9/10

9/21

10/13

10/?

10/?

10/7

11/6

12/14

12/14

Table Al 6 (Continued)

Duration Power

(Hrs) (2)
75-68
A20 97
~21 97
~20 95
~8 Low
~l2
a2
23 95
95-89
17 99

Reportable

Rivant Description

Power reduction. Fuel cladding
taflure.

Repack No. 2 reactor veclrculating
pump butterfly valve.

High delta P in stack off-gas
silren.

Repalr 2 steam lesks and replace
the high-pressure heater draln
valve dlaphram,

While returniug to power, control
rod B-5 could not be woved from
notch 15,

Inspect and replace O-cings in
coutrol rod flanges.

Tospect and replace O-rings in
control rod flanges.

Packing leak on the maln steam
bypass isolation valve.

Power reduction. Fuel cladding
fallure.

Puacking leak on the steam supply
to the condenser alr ejectors,

Cause

A

Shutdown
Method

5

DBE(D)/
System Component NSIC(N,
lavolved Involved Event
Category
Reactor Fuel N4 O
(RC) Elements
Reactor Valves N3
Coolant
s)
Radloact lve Fllters Nl.1.4
Waste
Management
(MB)
Steam & Pipes, N3.)
Power Flttings
(HG) Valves
Keactor Control D4.3
(RB) Rod De fve
Mechanisms
Reactor Control N1.1
(RB) Rod Drive
Mechan fsms
Reactor Control N1.1
(kB) Rod Drive
Mechan lsms
Steam & Valves N3.L
Power
(HE)
Reactor Fuel N4 O
(RC) Elements
Steam & Pipes, N3 1
Pover Fittings

ey

4 g



Table Al.7 1969 Forced Shutdowns and Power Reductions at Big Rock Polnt

oo Date Duration Power Reportable Besceiptl c Shetdown System Component :::‘:::
3 scription
(1969) (MHrs) () Event P e Method Involved Iavolved Event
L _. ol B | ) Category
1y /2 89-81 Power reduction. Fuel cladding A 5 Reactor Fuel M40
fatlure. (RC) Elements

2) 17 24 81 Bteam lesk in turbioe stage drain A 1 Steam & Heat N3 2

heater. Power Exchangers
(HA)

1) 2/18 81-70 Power reduction. Fuel cladding A 5 Reactor Fuel N4 .0
fatlure. (RC) Elements

4) 3/1 29 o8 Stesam leak In valve packing on the A 1 Steam & Valves N3
atr efection supply line. Power

(HA)

5) /3 ~10 68 Excessive cooling water leakage at A 1 Reactor Cont.ol Ni.1

the D-3 control rod drive flange. (RB) Rod Drive
Mechanises

6) 373 ~18 Replace 3 control rod drives. A 4 Keactor Control Nl.1.4
Replace shaft seals on (E8) Rod Drive
No. | veactor Mechan isms
recirculating pupp.

‘.l

7 6/7 a24 69 Repack outside gland on the butter- A 1 Reactor © Valves LEN
fly valve in the No. | reactor Coolant
recirculating loop. (Cs)

#) 6/21 24 69 Repalr 4 steam leaks in the turbine A 1 Steam & Pipes, N3.1
pipe tunnel agea. Power Fittings

(ns)

2 /1 ~24 69 Kepafr leaks in the turblne stage A 1 Steam & Plpes, N3
deatns and in the B-3 control vod Power Fittings Ni.1
duive cooling water connectlon. (ha)

Reactor

(Ri)

% s



Table Al.7 (Continued)

DBE(D)/
Date Duratfon Power Reportable Shetdown System Component NSIC(N)
.- (1969 (Mes) ) Event Suncrierion Coute Method lavolved Iavolved Event
Category
10) 8/11 48 69 Repalr steam leaks and lnspect A 1 Steam & Heat N3 L
tor koown leakage in the turblne Power Exchangers Ni1.1
wain condenser and core spray (HC)
heat exchanger . Engloneered
Safery
Features
{sr-p)
1) 10726 24 69 LTR High conductivity of the primary G 1 Reactor Deminer- N6.O
2/20/0 coolant caused by previous wal Coolant allzers
operation which resulted o over- (cH)
heat lng the resin in the ¢leanup
demineralizer,
12) 1/ ~8 69 Kepair steam leak fn the turbine A 1 Steam & Pipes, N3 )
stage draln line to the inter Power Fittings
medlate pressure heater. (HA)

?1=¥



Table AL.8 1970 Forced Shutdowns and Power Reductlons at Big Rock Poine
DBE(D)/
Date Duration Power  Reportable Shutdown System Component NSIC(N)
Wo. (1970) (Mrs) () Event Sescviption Caes Hethod Involved Involved Event
Category
1) 1/8 ~“24 76 Replace off gas filter. A 1 Radioact tve NI}
Waste
Minagement
(MB)
2) 3/30 ~8 Turbine problems. A 1 Steam & Turbloes N1.1
Power
(HA)
1) 35 8 Turbine problems. A 1 Steam & Turbines Ni.1
Power
(HA)
4) 4/ ~8 70 Minor adjustments to the turbine A 1 Steam & Instrumenta- N2.0
initial pressure regulator. Pover tion &
(HA) Controls
5 4724 70 Leaking core spray heat exchanger A 1 Englneered Heat N}
tube. Safery Exchargers
Features
(SF-D)
6) 6/28 12 10 A tault in the 138 Kv transmission W 3 Electric Clreutt D2.2
line caused a load rejection due Power losures/
to a severe storm. The reactor (EA) interrupters
teipped on high pressure.
1) 10/5 70-17 Power teduction. Replace solenoitd [} S Radloact lve Valves N1.1
valve assembly on the dirty sump Waste
discharge isolation valve. Management
(MA)
8) 10/7 24 170 Repack maln steam bypass valve, A 1 Steam & Valves LEN
Power

(ne)

5Ty



Table Al.8 (Continued)

DBE(D)/
Date Duration Power  Heportable . 2 Shatdowa System Component NSIC(N)
Noo (91 (mes) (1) Event M -~ Hethod Involved lavolved Event
Category
9) 11/13 24 0 LIR Plug 3 tubes in the post incident A 1 Engineered Heat N3. )
12/1710 heat exchanger. Safery Exchangers
Features
(58)
10) 11/14 4 Low Erratic operation of the period A 3 Instrumenta- Ilostowmenta- N2.4
amplifier ftao the channel 4. log N tion & tion &
aeutron monitoring equipment caused Controls Coutrols
a short pertlod scram. (IA)
1) 12/3 10 70 A fault fn the 138 Kv transmission H 3 Fiectric Clrcult 02.2
line caused o load rejection due to Power Closures/
a severe storm. The reactor tripped (EA) Intertupters

on high pressure.

) S



Table AL.9 1971 Fourced Shutdowns and Power Reductions at Big Rock Point

DBE(DL)/
Date Duration Power Reportable Shutdown System Component NSIC(N)
No. (1971 (Hes) x) Event Reeceiption e Method Involved Involved Event
Category
1) 1/23 40 10 Kepalr tutbioe condenser tube leaks A | Steom & Heat N3
and 4 steam leak 1o the jutec- Power Exchangers
mediate - pressute heater line. (HC) (Condensers)
216 70-63 High seal temperature on the No. 2 A 5 Keactor Fumps Nl.)
recirculating pump . Coolant
(CB)
24 70 Repalir steam leak from the packiug A 1 Reactor Valves N3. 1
of the buttertly valve located un Coolant
the discharge of the No. | reactor (CB)
recitculating pump .
24 70 Make adjustments to the turbine A i Steam & Instrumenta- Nl.1
inittal regulator. Power tion &
(ha) Controls
2 0 load rejection due to a fault in H 3 Electric Circult D2.2
the 138 Kv transmission line caused Fower Closures/
by a corner strain pole which had (EA) Interrupters
been cut hall way through and a
guy wire which had been cut.
'
25 70 Stcam leak in the turbine stage A 1 Steam & ‘ Pipes, N3 1
drain piping to the high pressure Power ‘Fittings
heater. (HA)
18 10 Loss of all major rotating equip- G 3 Electric Clrcult D2.3
ment due to accldental tripping of Power Closures/
the 2400 volt station power relays. (EB) Intervupters
14 70 High flux scram folluwing loss of H 3 Electric Clecuit D2.2
the 138 Kv transmission line aturi- Power Closures/

buted to a local storm, (EA) Intercupters

LTN



Table Al.9 (Continued)

DBE(D)/
Date Puration Power Reportable ’ Shutdown System Component NSIC(N)
. (s (Hrs) (2) Event Description Cange Method Iavolved Involved Event
Category
9) 10/18 70-53 Power veluction. Fatlure of No, 2 A 5 Reactor Pumps DIl
reactor recirculating pump seals Coolant
necessitated pump shutdown. s)
10) 10/23 1 S? Shutdown to replace the No. 2 A 1 Reactor Pumps Nl.]
recliculating pump seal carcridge. Coulant
s)
11) 11/26 11 S7 Fallure of the linkage arm of the A 1 Steam & Instrumenta- D2.3
turbine trip solenold caused a Power tion &
turbine and generator tuip. (HA) Controls

BI-V




Table Al.10

1972 Forced Shutdowns and Power Reductions at Big Rock Potnt

LEE(D)/
Date Duration PYower Reportab Shutdown System Component NSIC(N)
o, (1972) (1. 3) (%) 'Ezcnt " Pedceipyion Cvan Method Involved Involved Event
Category
1) 1725 80 55 LTR Turbine trip on overspeed due to A 3 Electric Relays n2.2
33 no load. This was casused by the Power
Big Rock Polnt relaylng schewe (EX)
ot ¢learing when a system |ine
fault occurred.
2) 2/11 8 53 Adjust the inttial-pressure regula- A 1 Steam § Instrumenca- N2.0
tor which would not regulacte the Power tion &
turbine control valves effectively (ny) Controls
at low power.
3) 5715 60 0 Primary coolant leaskage at the B 5 A i Feactor Pipes, NL.1.3
control rod delve flange. During (RB) Fittings
walntenance the teflon O-ring had
been replaced with a4 new type
sllver plated fnconel O-ring.
4) 5/18- 0-1 Several power retactions to isolate A 5 Reactor Heat N3.1 ?
S/19 a leak into the component cooling Coolant Exchangers s
water system. The leak was traced n)
to the No. | reactor reclrculating
water pump seal cooling water heat
exchanger . i‘
s) 519 70-67 Power reduction.  Shutdown No. | A 5 Keactor Heat N3
reactor recirculating water pump Coulant Exchangers
due to leaking heat exchanger. (cs)
6) 6/10 15 67 Replace No. | reactor recirculating A 1 Reactor Heat Ni.l
punp seal heat exchanger. Coolant Exchangers
(cs)
1) 6'17 20 6/ Replace seal cartridge on No. 1 A 1 Reactor Pumps N1.1
teactor recirculating pump. Coulant

(CB)



Table Al.10 (Continued)

No.

8)

*)

10)

12)

14)

16)

Date
(192

6/18

1/6

/27

/29

9/30

1176

i1/8

11/12

11723

DBE(D)/
Duration  Power  Reportable Shutdown System Component NSIC(N)
(Mrs) (%) Event Bencription Coune Method lavolved Tavolved Event
Category
o 71 Replace leaking offgas rupture A 1 Radioacrive Pipes Ni.)
diaphram . Waste Fittings
Minagement
(MB)
3 83 low drum level scram due to inabil- B 3 Keactor p2.7
ity to maintain an adequate feed- Coulant
water supply during a load rejec- (CH)
tion test.
83-70 Poswer reduction. Scram valves vere B 5 Reac tor Control N1.1
Inadvertent ly opened while working (RB) Rod Drive
ou a scram valve solenotd. This Mechan tsms
caused rod drive E-1 to fully
faserc.
30 83 Repack the turbine main steam bypass A 1 Steam & Valves N3 L
valve. Fower
(HE)
40 B3 Repalr steam leak on the turbine A 1 Steam & Pipes, N3 1
high pressure eaxtraction line. Power Fittings
()
83-13 Power reduction. Pump bearing A 5 Reactor Pumps Nl.1
failure caused the clesn-up system Coolant
pump to fatll, (C6)
83-13 Power reduction. Replace clean-up A 5 Reactor Pumps N1.1
system pusp Jue to beartng fallure Coolant
(L)
8 Low Short pertod scram because of a high c 3 Keactor Control D43
notch worth in sequence durlng with- (kB) Hod Deive
dravwal of control rod B-5. Mechanisas
33 83 Excessive leakage through the O-ring A 1 Reacior Control Nl
oo control rod drive C-5. (k) Rod Drive

Mechanisms

OT=v






Table Al 11 1973 Forced Shutdowns and

Power Reductions at Big Rock Polnt

DBE(D)/
System Component NSIC{N)
o (‘l);ll'l) D.::l::;m P‘(’;N)"‘ Reaceiption Involved ITovolved Event
Category
1) 1/ 25 66 Leak in the packing of the re- Reactor Valves N3. 1
actor cleanup system dlscharge Coolant
valve to the No. 1 reactor (CG)
reclrculating pump discharge
piping.
2) 313 91-39 Power reduction. System substa- Electric Other N9.0
tion work. Power (Xx)
(EB)
3 5/12 91-39 Power reduction. System substa- Electric Other N9 .0
tion work, Power (xx)
(EB)
4) S/ 91-83 Power reduction. Flux tilting test Reactor Fuel N&.O
to determine location of leaking (k) Elements
fuel bundles.
5) 6/29 91-87 Power reduction. In-core detectors Instrumenta- Instrumenta- N2.3
No. 12 and No. 14 were alarming. tion & tion &
Later tests indicated that no Controls Controls
thermal limits had been exceeded (18)
and these were recalibrated.
6) 1/20 92-3 Power reduction. Leak in component Auxiliary Plpes, N3
coolant line to the motor thrust Water Fittings
bearing of No. 2 recirculating (WB)
pump .
)  B/16 92-13 Power reduction. Leak in flex line Auxiliary Plpes, N3
from heat exchanger on the recirculating Water Fittings
pramp . (W8)

=y



No.

#)

9

10)

11)

12)

13)

Table AL.11

{Cont inued)
DBE(L)/
Date Duration Power Reportable Sthutdown System Component NSIC(N)
(1973)  (Hes) I3 Event Sheralesion Couse ethod Tavolved Iavolved Event
Category
9/19 92-113 Power reduction. Cleanup pump A 5 Reactor Pumps NL.1
stopped and could not be re- Coovlant
started. Reduced power to (we)
enter the recirculating pump
room to Isolate the cleanup
system.
9/22 92-13 Power reduction. Enter recirculating A 5 Reactor Pumps N1 1
pump room to valve the cleanup Coulant
system Into service after haviag (ce)
replaced cleanup pump.
12/3 92-76 Power reduction. HWigh offgas A 5 Reactor Fuel N4.O
release rate. (RC) Elements
12/6 J16-10 Power reduction. High offgas A 5 Reactor Fuel N4. O
release rate. (RC) Elesents
12/8 12 70 Packing fatlure on the level A 1 Reactor Instrumenta- N2.0
lustrumentation lower root valve Coolant tion &
at cast end of reactor steam drum. () Controls
12/8 Leaking tubes on the emergency A 4 Engloneered Heat N1 .}
condenser and wmodifty baffle plater. Safety Exchangers
Features

(58)

£z-v



Table AlL.12

No Date Puration Power
) (1974) (Hrs) x)
(cont inuat ton)
12/8/713 253
1) 5/5 98-93
2) 5/11 95-83
3) 5/20 83-70
4) 6/2 48 70
S) 6/5 744
6) 9/28 12 B3-64
1) 10/6 83-1

—

Reportable
Event

Description

1974 Forced Shutdowns and Power Reductlions at Blg Rock Polat

UE74-07
UET74-08

Repalr emergency condenser. Modify
baftles in inlet water box.

Power reduction. Flooding of inter-
wedlate pressure feedwater heater
and condenser vacuum upset.

Power reduction. Fuel cladding
fatlure.

Power reduction. Fuel cladding
fatlure.

Steawm leak on 3 in. drain line
from WP section of turbine
to WP feedwater heater.

Control red drives stuck. Other
matuntenance performed.

Power reduction. Remove No. 1
condensate pump for replacement
of (wo upper motor thrust bearlogs.

Power rveduction. Fallure of another
in-core detector, This reduced the
number of operationsl detectors to
10, Plant was placed in coastdown
le.

DBE(D)/
Ca Shutdown System Component NSIC(N)
e Mechod Involved Involved Event
Category
A 4 Enginecred Heat N1.1
Safety Exchangers
Features
(SB)
A 5 Keactor Heat N1.1
Coolant Exchangers
)
A 5 Reactor Fuel N4.O
(RC) Elements
A 5 Reactor Fuel N4 .O
(RC) Element s
A 1 Steam & Plpes, N3.1
Power Fittings
(i)
A “ Reactor Control N1.1
(kB) Rod Drive
‘,Iachaahu
A 5 Steam & b Pumps Nl.1
Power
(He)
A 5 Instrumenta- Instrumenta- Ni.1
tion & tion &
Controls Controls
(1)

9~V



Table Al.12

Description

System
Involved

Tavolved

LBE(D)/

NSIC(N)
Event

Category

Power reduction. Repalr turbine
Intermedlate pressure extraction
line to Intermediate pressure
fecdwater heater.

Power reduction. Repalr turbine
fntermediate pressure extraction
line to Intermedlate pressure
feedwater heater.

Steam &
Pover
ey

Stean &
Power
(ne)

Pipes,
Filttings

Pipes,
Fittings

N3.1

N3. 1

cT-v



Table Al.13 1975 Forced Shutdowns and Power Reductions at Blg Rock Point

3

4)

3)

6)

7

(He)

DBE(D)/

Date Duration Power Reportable Shutdown System Component NSIC(N)

(1975) (Hes) () Event Banckiption Caune Method lavolved Involved Event

Category

177 83-80 Power reduction. Encroachment of Reactor Fuel N8O
the 902 MAPLMGR liwic on “F" (RB) Elements
type fuel.

1/16 80 Unit was shut down when it was found Englueered Instrumenta- N8.J
that design and QA deficlencies exlsted Safery tion &
in fastrumentation for the post Features Controls
fncldent cooling system. (58)

9/25 80-70 Power reduction. Repair a ground in Steam o Electrical N1.1
a wiring junction box to No. 2 Power Conductors
condensate pump motor. (ne)

10/19 80-42 Power reduction. Modifications to Electric Transformers N9.0
the Livingston substation. Power

(EA) T

10/19 42-11 Power reduction. The turbine bypass Steam & Instrumenta- Ni.1 4
valve opened partially due to faflure Power tion &
of the initial pressure regulator. (HE) Controls
Turblne governor control was also
untespons lve .

10/30 80-7 Power reduction. Leak tn UP stage Steam & Pipes, N3.L
dratin line frow WP turbine to HP Power Flitivgs N1.1
heater. IPR falled during power (HE)  (HA)
reduct lon.

11/13 83 Plug leaking tubes in maln condenser. Steam & Heat N3.1

Power Exchangers



Table Al.13 (Continued)

bBE(D) /
Date puration Power  Reportable Shutdown System Component NSIC(N)
(197%)  (Hes) x) Event St aae i Method Iavolved Involved Event
Category
12/3 12-1 Power reduction. Attempt o repalr A 5 Steam & Plpes, N3 L
leak in high pressure turbine Fower Fittings
castog reducer. (HA)
12/6 50 74 AD-75-27  Repair leak in high pressure turbine A 1 Steam & Pipes, N1
casing reducer and perform control Power Fletings

rod drive testing. (HA)



Table Al .14 1976 Forced Shutdowns and Power Reductions at 8ig Rock Polut

DBE(D)/
Date Duration  Fower Reportable Shutdowa System Component NS1C(N)
ar (190 (Hes) (%) Event feacription Conpe Method Involved lavolved Event
Category
1) 1/ 1215 ~J0 Installation of the Reactor 4] 1 Engincered Pipes, N8.O
Depressurlcation system and minor Safery Fittings
modification to the ECCS. Features
(SF)
2) 1/28 18 Low Piohole leak in valve on alr ejector A 1 Rad loactive Valves LEN |
system, Waste
Management
(MB)
3) 8/11 66 88 The TG Initial Pressure regulator A 3 Steam & Clrcult D2.1
fatled vesulting in high flux and Power Closures/
a reactor trip. (Ha) Intercupters
4) 11/22 24 88-69 Power reduction. Repack No. | A, 5 Reactor Pumps NL.1
teactor feed pump tnboard shaft Coolant
seal. (CH)

8-V
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pRE(D)/
shutdown NSIC(N)

M. thod v ¢ Event
Category

Control
Rod Drive

Mochaniswms

Pipes,
Fittings

Investigate source
Visual Inspection
it was from CRD

Faulty ‘ aying equipment Clrcult

resulte opentng of the 199 Closures/

OCB even the 138 KV powel Interruptel
line remal 1 nergleed Reactorx

C ¢ anuned ' y condenser vacuum

Electric
Powet

(EA)

Power reductlion. Modifilcation

to the Eamett o tat fon

OL et

(XX)

iwing moditd
bstat ot
In tlpping | thel
Unacceptable Lesl T sult L
talnment supply ventilation alve
leak rate test Valves were

cpalred

e problems high ’ " Control
) Rod D ive

Mechanliams




Table AlL.17

1979 Forced Shutdowns and Power Reductions at Big Rock Polmt

DBE(D)/
Date Duration Power Reportable Shutdown Systea t NSIC(N)
%o a®m9)  (Hes) (x) Event Suecvipeio Cause yethod Iavolved Involved Event
Category
1) 2/2 18 87 LER Replace valve disc with modifled A 2 Engluecred Valves Nl.2
19-001 design, after unacceptable leak Safery
rate test on contalnment ventilae- Features
tion valve. (SA)
2) &/ s lLow  LER High pressure reactor trip caused A 3 Steam & Valves N1.1
79-018 by the turblne bypass valve Powcr
tatling to open. (ME)
3 &/ 4847 LER Correct inlet diffuser vibration A “ Reactor Diffusers Nl.1
79-020 problem in reactor vessel and (Ra)
vepalr leak 1o CRD housing.
4) 11/e S« Low keplace recirculating pump seal. A 1 Keactor Pumps Nl.1
Couvlaut
(cs)
5) 11/0 3 Repalr leaks fn turbine bypass A - Steam & Pijes, N3 1
drain line. Power Fittings
(HE)
&) 12/ 2 Regulatory shutdown for checking D 1 Iastrumenta~- Tnstrumenta- N§.0
relief valve position. Manual tion & Alon &
reset of contalnment isolattion Controls ‘,Cootroh

and radlation wonitors.

(1)

TE=-Y



Table Al 18 1980 Forced Shutdowns and Power Reductions at Big Rock Polat
N DBE(D) /
Date puration Power Reportable Shutdown System Component NSIC(N)
o (1980) (Hes) (%) Event Rescription Fowns Method Involved Involved Event
Categury
(cont fnuat tou)
12/31/719 296 Regulatory shutdown to fmplement b 4 lostrumenta~ Instrumenta- NE.O
requirements of NUREG-0578, tion & tion &
Controls Controls
(is)
1) 1/13 4 Low Fallure of intermedlate power A 3 Instrumenta~ Instrumenta- N2.0
range monitor. tion & tion &
Controls Controls
(1A)
2) /13 5 Low Failure of intermedlate power A 3 Instrumenta~ Ilustrumenta- N2.0
cange monltor. tion & tion &
Controls Controls
(i)
1) 1/13 15 Low Intermedlate power range trip A 3 Instrumenta- Instrumenta- N2.0
on peciod due to prompt effect. tion & tion &
Controls Controls
(1A)
4) /1S 15 Fallure of Intermediate pres- A 3 Steam & Jostrumenta- n2.1
sure regulator. Power 1 tion &
(Ma) Controls
5) 1/18 Power reduction. lIntermediate A 9 Steam & Instrumenta- Nl.1
pressure regulator test. Power tlon &
(HA) Controls
6) 4/17 27 88-7 Power reduction. Repalr piping A 5 Steam & Pipes, N3.1
in high pressure turbine drain Power Fittlngs

line.

(Ha)

'A%



Appendix A: Big Rock Point

Part 2. Reportable Event Coding Sheets
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Table A2.

| Coding Sheet for Reportable Events at Big Rock Poimt - 1966

REPORT PLANT

“ATE STATUS SYSTEM EQUIPHENT INSTRUBENT

NSIC

ACCESSION EVENT
NUIBER HUMNBER DATE
66-1 1ap92 050 166
66-2 10568 062266
66-3 11038 080866
t6-4 16521 120066
66-5 - 120066
66-6 23393 120066

122G¢€6

070466

122066

1200066

061781

1220¢6

C

aE

CE

6

CH

1,3

-———-

CCHEONENT

AEKOBRNMAL

-

STATUS CCOCNDITION CAUSE

SIGHNIFICANCE

CATEGORY

CCHBENT

B AlL,AG

b BJ,0D

A EOAV

B,C

1,F

Cs

s?

Cracking in CED hyrraulic
systeas and tvo CPBs

fail to withdraw

(24646) .

Leak into CHD would
unlock collet allowing
CR to drift out.

Loss of offuite pover and
tupture of condenser
rupture diaphrags
(14893) .

dew approach to
recirculation pump
maintenance,

Parts of clean-up systes
piping replaced due to
cracks.,

Feedwater heater tube
failures.

2e-V



Coding Sheet for Reportable Evests at Big Bock Poimt - 1967

- - g— -

REPOAT PLAMT "ONECHENT ABNCHMAL SIGNIFICANCE
DATE STATOS SYSTEN PQUIPMENT INSTROBENT STATUS CC(HDITION CAUSE CATEGORY CONAENT

010067 £ BE J BER,AG D,G Reactor scram due to
pLessure transient,
restart vas inhibited
by jJasmed CSD,

050067 » - { ! Fuel eleaent leakiog due
to crud (27477).

1106e7 ! ) Off gas systea had leaky
diaphram, exposure to
sorker fixing 1t,

CRD rod F-5 would aot
vithdraw but would
iasert.,

010868

Rod F-5 jamsmsed by plece of

steel,




NUNBER

Table A2, 3 Ceoding Sheet for Reportable Eveants at Big Rock Point - 1968

...... — — S— po— = - - P
NSIC ’
ACCESSION EVENT REPORT PLANT CCBEONENT AENORMAL SIGNIFICANCE
NUNBEF DATE DATE STATUS SYSTEM EQUIPNENT INSTEUMENT SIATUS CCHDITION CAUSE CATEGORY CONMENT
30032 0u0068 0430068 E RC F - B AU [ c? 2 fuel bundles leaked.
25305 0u0cEB 0u423¢€8 D KB 1,3 - B AG ] c7 Hod B-4 wculd not withdraw
31307 De2ué8 071108 D ce DD, 00 - A AW, 0D A 3 Personnel overexposed
ducring repair of
reciiculation pump,
33048 073068 0670068 - CE BB - B BU D N High steams drus
conductivity.
61319 110068 121671 E KC K - B AQ,BL B N Crud buildup causes fuel
failure,
- 113068 020489 - EE N - C EL,CA B N DG linkage pin designed
wcong.
31010 120068 1227¢8 B bC B - B AU D c? Puel elements leak and

pover reduced due to
off~-gas.

9E~-v



Coding Sheet for Regortable Events at Elg Fock Polut

- SE—————— - - — - -

CUREONENT AENCEAAL SIGNIFICANCE
CAUSE CATEGORY CONNENT

EVENT FEPOET PLAMNT
DATE DATE STATUS SYSTEM EQUIPMENT INSTRURENT STATUS CONDITION

102069 022070 ) kG N Alarm circuit on recorder
failed to warn RO ot
high coolant
teaperature,




70-3

Table A2. 5 Coding Sheet for Feportable Eveats at Big Fock Polmt - 1970

...... po— = - kel W—— e - i

NS1C y

ACCESSION EVENT EREPORT PLANT COMPONENT ABNOBMAL SIGNIFICLNCE
NUNBEER DATE DATE STATUS SYSTERM EQUIPMENT INSTRUMENT STATUS CCHDITION CAUSE CATEGORY CONNENT

42001 020070 022470 - s - 1 - BC B N Hoved water level sensors
to area ot lower
tadiation for
accessitilaity,

57230 080670 100870 B EE N, T c C 119 [ (o8 ] piode failure caused DG to
fail to develop proper
voltage,

60903 111370 120170 D Hc H,nn - 1] AU, OH D Cc3 Condenser tube leaks and

ge-v

noncondensible gas
deawn into cooling
vater.



T1-2

T1-3

71-4

— e

Table A2. 6 Coding Sheet for Reportable Events at Big Rock Point - "n

— -

————— - T ———

¥SIC
ACCESSION EVENT HEPORT PLANT CONPOBENT AENOBMAL SIGNIFICANCE
NUMBER DATE DATE ST'TUS SYSTEM EQUIPAENT INSTRUBENT STATUS CCHNDITION CAUSE CATEGORY COMNENT

660240 020071 ot M C c6 z - A EC MY /] 1] Section of cleanup systes
piping replaced due to
cracks (€£548).

74353 03027V 032671 c KB 1,9 - e tD,AG D L] CkD stuck im insected
position due to rollerc
being stuck in drive.

63790 052671 060771 B RE 1 - B AG Y * Coutrol rod C-3 would not
withdrav but would
fpsert,

65547 0Nns1t o8t -1 B EE N - € BE,BL D ci DG fails to run due to

high cooling water
tesperature.,

6E-V



Table A2. 7 Coding Sheet for Reportable Events at Big Fock Poinmt - 1972

.......... S R — oS i et S S i S i
NSIC .
ACCESSION EVENT FREPORT PLANT COMPOMENT AENCEHMAL SIGNIFPICANCE
NOSBES NUNBER DATE DATE STATUS SYSTEM EQUIPMENT INSTRUMENT STATUS CCNDITION CAUSE  CATEGORY CCHBENT
12-1 39024 012572 030372 E Ed 00 - B EF 1 57 Off-site power lost during
stors and switchgear
malfunctioned.
72-2 71399 032872 051172 C RE 00 - C An B ' (o] Liguid poison systes
explosive valve fails
to fire,
72-3 710037 040072 041972 RC - ¥ A AR B N Outer encapsulation of
peutron sources fail,
72-4 738010 052572 062372 B EE N - C ED,BC H c1 piesel gemerator fails to
start due to low
pressure set point,
72-5 712453 061072 062672 B uc 00 - C cA D N Off gas isolation valve
fails to seal. ?
b
12-6 715136 072972 091372 C HE G - - BL B [} Failure of startup o
channels due to faulty
cable.
12-7 74355 082872 090172 13 nC 2 - C EU D N Off gas systea holdup
time shorter than
expected (75077) .
72-8 715973 083172 092672 E sSP 00 - - EB C N Containment isolation
valve fails to opesn
due to faulty solenoid.
72-9 7446 112372 122072 B sD 00 - B BB C N Countainment isolation
valve fails to open
due to solemnoid
failure.
72-10 7786 1 1201672 032373 B CE H - v AX D €3 Leéak into emergency

condenser secondary
yields radiation
release.



Coding Sheet for Feportable Events at EBig Rock Foimt - 1973

- o - -—

EVENT REPORT LANT COBECNENT AENCHHAL SIGNIFICANCE
DATE DATE STATUS SYSTEM EQUTIPNENT INSTRUNENT STATUS CONDITION CAUSE CATEGORY COYNEM

Gi2613 C AL N Cobalt target rods becoac

loose.

040573 ; HS1Y packing was binding
the valve stes,

040573 050873 . Time delay relay swvitch
set poipt drife.

040573 050873 ; Esergency condenser outlet
valve falls to opan.
080573 050873 ! High condensor prossure
s¥itch set joint draft.,

050873 - 1 Keactor enclosuze high
ptessure switch set
point drift,

050873 5 Heactor building vacuus
relief pressure switch
set point doife,

040573 050873 High reactor pressure
scram swvitch set poiunt
drife.

051873 C DG shutdown due to high
coolant teap.

081973

0500713 050273 Radiation level at control
fence 1s high.

101273 112113 S Sphece vent valve operatox
teserve nitrogen
supply leaked.

112073 Spent fuel rod found on
spent fuel fool floox
(91119).,

10173 ) ! ) . Stack off-gas 1solation
valve left open.




Table A2,

8 [(centinued)

- —— T ——— - —— -, —— ——

NSIC
ACCESSION EVENT FEPOET PLAMNT
NUMBER NUMDB ER DATE DATE STATOUS SYSTEM EQUIPMENT INSTROBENT
AO07312 85590 110273 1ves D HH
AOT3NN 855173 110273 111473 D 1D
AO7313 85590 110273 101373 D 10
AOT316 87053 11173 1126173 B SF
- 88106 113073 012174 D nc

v

CONPONENT AENCHEMAL

- —— v .

00

13 El
C El,OC
E EF
- AULAE
E OL AW

STATUS COCNDITION CAUSE

SIGHEIFICANCE

CATEGORY CONNENT

N Calibraticn errors.

L] Instrument calibratioa
€Lrrors om neutron-
sonitoring systeam.

] Calibration errors.

N Leak in esergency
condenser tubes,
divider plate warped
(87091).

] Off-gas isolation valve
still leaking.

'A o 4



NSIC
ACCESSION
NUMBEP

Talr!

e A2. 9 Coding Sheet for Peportable Events at Eig Rock Palnt - 1974

EVENT ERZPORT PLANT

DATE

DATE

STATUS SYSTEA EQUIPAENT INSTRUSENT

- — 2 —————— T ——— T —— . ——— - —— —— . =

ACTuON

AOT402

AOT403

A074804

UET402

AOT405

UET4O4

ADT406

AOT40D7

ACT408

ACT7409

89319

897395

89747

90650

91120

90374

90576

905717

91000

olers

03017a

030774

032374

033174

033174

0uo47s

0aoe 74

040774

04t

LERRRL

ULRRRL]

042374

021174

031274

031878

04034

040478

043074

040574

050774

Quir774

041874

042374

Oule74

050374

D BE
e ip
E EE
D ®B
C ik
D RE
C CE
D EC
C SED
RE
C EE
- L1
4 ne

00

o

CONECHENT AENORAAL

STATUS CCNDITION CACSE

ED

C

HD,AG

CK

EO

AC

Ca

CA

SIGNIFICANCE
CATEGORY CONBENT
N Stack gas ettluen. wonitor

c

(%)

installed wrong.

Neutron flux level
jostrumentation
malfunctions.

Diesel generator fails to
start,

CHD withdrawval tise less
than lieit,

Reactor protection logic
system test perforaed
5 days late.

Coatrol rod blade lower
roller came loose and
ChD stuck.

Failed to check core spray
heat exchanger as
required.

Anomal ies in cobalt
distribution in target
rods.

Backup core spray systes
pressure switch leaks
vater.

Fabrication error on
several control rods,

Diesel geperator starting
wotor mechanisa fails.

Off-gas drain valve
1eproperly adjusted,

Off-gas isolation valve
fails to seat properly.

Fo=¥



NUABER

NSIC
ACCESSTION
MUNBER

Table A2. 9 (cootinued)

EVENT
DATE

—— - ———————— e —— - - - -_—

REFORT PLANT COBECHNENT AENCEMAL SIGNIFICANCE
DATE STATUS SYSTEA EQUIPHMENT INSTRUBENT STATUS CCHDITION CRUSE CATEGORY CONRENT
050674 C st 09 - < AX AL E N Vent valve leaks due to

AO7808

AOTH10

AT

AOTuY 2

AO7813

AOT4 1y

AOT4IS

UR AT T

AOTHYIE

AOT&N?

DETNO7

gE7810

ACTHIS

91150

91151

91187

91667

92611

92438

92612

92613

ga3inm

95750

98393

N42e74

0500749

050174

050374

050474

050774

N53174

0c0074

060374

060u74

06047y

0€0774

060874

improper installation.

050674 ] sD 0o - C AX,EC G N Coutainmsent vent valve
flange bolt not
tightened and leaks.

051374 C SD - 1 C EN B L] Containeeat vacuua
pressure switch set
point drifts,

"051374 D = - - - CK A B Stacrtup checklist not
cospleted just prior
to critical approach.

051674 D BE J - C El D El CaD withdrawal tiame less
than limit,

052318 B 10 - 4 A cJ ] N Ducing irradiation of flux
‘ wires, reactor powver
increased.

061074 B EP ¥,DD - C EE AR D ] DG tramnsfer pump falils due
to key on pusp shaft
corroding,

061074 - SD E C HA B N Hiigh flow on plant exhaust
fan.

06137 1] EE J - C 1 3% D ] CiD withdraval tiame still
less than laisit,

061474 )} 18 - ;4 C AR D ] Scram duap tank level
switch fails.

070574 L RE J - C AG D N CRDs stick due to wedged
tollers and tolts
(UE7308) .

072674 C A 0 - A ab G N feactor baftle plate
latchinug tolts shear.

072674 C KE J, DD - 1] AT D L] Water to CHD paap excecded
diain capacity
tesulting in tlooding.

9=V



ue7409

Table A2, 9 (continued)

NSIC
ACCESSION
NUSBER

060B74

.

REPORT PLAMT CONPONENT ABMOBMAL SIGNIFPICANCE
DATE STAT0S SYSTER BQUIPMENT INSTRUMENT S1AT0S CCNDITION CAUSE CATEGORY CONNENT
070374 C BC K - A AR D N Neutron source saterial 1o

AQ7Ta18

AOT& 21

AOT422

AOT420

GEI4IT

ACT 423

uerse

(R 2R R E]

AOTH28

AOTE25

94751

94752

98915

95542

97138

97513

97496

97742

061274

070774

0n274

071574

DRAR-REY

091774

101574

102274

10778

111474

vessel accelerated
fuel degradation

(9643122).
061374 C Ax [ - C CK H L} by sipped wrong fael
updle.
012374 C - - - - K A L] Failed to report OE7410
within 30 days.

‘072674 € sD 0o - A x,0C ) " Solenoid valves replaced
but not tested for
iutegrity.

072574 C SHB 00 - A oK A ce Post-incident systes

supply root valves
tagged out during
refueling.

Co=¥

081674 C 1cC - P B EY D b Relay burned causing coil
to overheat closing
isolation valves.

092774 B sD 00 - < CK A 13 Test fixture on
containment emer jency
escape lock left
installed on lock.

1M1s - ac - C E CK B Cca off-gas flow recorder to
be rescaled to conforms
with correct
specifications.

ti2eie - ¥ R - C CK A N Higher enriched fuel than
capected inserted in a
fiel rod.
tHigre B EE R C EA C ci Detect ive diode causes
battery chaiger to
fail.

[ g]

112074 B EE N - C ED A cl DG did nox start due to
corroded tattery
terminals,



' Table A2.10 Coding Sheet for Reportable Events at Eig Fock Point - 1975

MBS - — S—— o e e e s e PR e -
MSIC .
ACCESSION EVENT REPORET PLANT CCNECHNENT AENOERMAL SIGNIFICANCE
NUMBER NUMBEE DATE DATE STATOS SYSTEM EQUIPHENT INSTHUMENT STATUS CCOCNDITION CAUSE CATEGORY CONNENT
AOTS5D g32m 0NETIS5 0127175 B 1E - I.n B A B cH4 heactoir water level
sensors and pressure
sensors design
deficlent.
UETS01 99662 011775 021175 D RE J -~ A AG G 5 CiD jammed in fully
inserted position.
A07503 913505 011875 013175 D FE J - C EI D N CED withdrawal time less
than lieit.
DEIS02 93506 012275 013175 D SPD z - * OoD,OH A c3 Radicactive water poured
down floor drain.
A07502 100048 012375 022115 ] A ] i A AL B,B cs Bar beam clamplock bolt
missing on locking
device for lower grid u
bars. L
o
AOTS04 93504 012475 020375 - ED K - - K A L] Safety evaluation of dry
sipping technique to
be reperformed.
AOTS505 - 013075 021075 C ccC 2 - C AV E L] Weld defect 1n main steam
line,
A0T507 100043 020675 022475 D Cce z » b AC C Cc4 Emergency condenser outlet
pipe cracked.
AOTS508 101151 031835 0331715 L SD 0o - C AU,BC G N Containment vent valve
leaks during test,
AOT509 102299 04IN?S 042175 D EE N - C ED D 1 DG fails to start,
FOT603 112729 051675 040576 C SFD z - - AO G L} Defective weld ip core
spray piping.
AOTSI 103070 052075 053075 HC - ¥ C 1] B ca Condenser pressure switich
cannot te set low
enough.
A0TS512 103186 052175 060275 L SED 00 - C AL B cu Core spray valve operator

lock nuts loose,



ONENT AEMORNAL 3 FICANCE
SYSTES EQUIPHENT INSTFUBE)D SIATUS CCHNDITION CAUSE EGURY CONNENT

Esergency condenser outlet
valve operator lock
nut loose.

060575 ! ) : | ; Containsent vent supply
valve leaks,

061075 SD ) Containeent isolatios
valve leaks.

108210 ) K " Valve inspections and
repair procedures
being reviewved,

Frocedures fur post-
lecident systea
conflict with corxe
spray systepn,

07001/5 5 4 g B During construction power
soved fros cne panel
to another,

073175 . > pischarge canal water not
analyzed due to no
sasple taken,

CikD would not withdraw
further.

Coutrol rod worth
calculations contain

erLiors.,

Off-gas sonitor ftailed to
tgip on sigual,

Valves rated lower than
design lisits require,

091975 " Load added to light panel
due to unapproved
cigcult change.




' Table A2.10 (ccotinued)

A S A PO TP P —— P ——— < i
NSIC .
ACCESSION EVENT FREPOSRT PLANT CONECHENT AcHOBMAL SIGNIFICANCE
HONBER NUMBEF DATE DATE STATOS SYSTEA ZQUIPMENT INSTHEOMENT STATUS CONDITION CAUSE CATEGORY CONRENT
rAoI521 106298 090975 0919715 E sD 0o - - CK A cs Contiinwent isolation
valves rnot tested
propecly Aue to plaat
dcaving errors.
A07523 106986 092575 1009715 £ KX ] - - oK A N Unlicensed reactor fuel
received,
AO752¢ 198251 102475 112475 B AE z - A OK ) ] Changes to fire systea
without authorization.
ADTS528 100082 110075 111775 - EX ¥ - - K B * NO analysis performed on
additional load to
Lbeecaker.
AD7525 108250 1113715 112405 D HC BB H,A - A cK H c8 Reactor pressure reduced
for work on condensec
aud accusulator to CERD
removed in violatioa,
A07527 108805 120675 1216175 D KE J - C OK u N CEb scram tests pecrformed
without use of written
procedures,
A07529 108807 120675 121675 D RE z - C ACLAT D L] CED pump discharge piping
leaks,
A0T7528 108806 120775 121675 ] BE J - C El D N CRD withdraval time less
than 11.“0
AO7530 109196 121875 122675 8 - - - - CK . L] Coustruction crew L2gan

digging withou' a work
package,

gy=v



NUNBER

LEET602

ROT604

EOT605

ROT606

¥07607

FOTEDS

ROTE08

FOT€10

ROTENN

KEO7612

Table A%.17 Coding Sheet for Feportable Events at Big Fock Point - 1976

NSIC

ACCESSION
HUNB EF

110357

111650

113200

11321

113550

113982

115066

115042

1156453

1157137

—— - - -— --— - —— e —— =
.

EEPORT PLANT CONPONENT AENORMAL SIGNIFICANCE
DATE STATUS SYSTEN EQUIPMENT INSTROMENT STATUS CCNDITION CAUSE CATEGORY CGARENT

- - ——————— - - —— _— —_———

01i97¢

020276

032476

022776

0481776

042876

05167¢

051676

052876

060576

061976

020276 £ S0 - n,T C (8} B ci Pressue sensors have too
lovw design pressure
rating.

030176 L EC ¥,00 - A CK,BG H L] Power supply to core spray
valves not tagged out
as required,

041576 C EE L} - C BE D ci DG tripped due to high
cooling water
temperature,

040976 C CE 00,Y - C AV, AR C w Surface cracks on steam
drue reliet valve
nozzles (116898) .

050376 C SHA 00 - AU,BC D » Containment vent sapply
valves leak,

Y=Y

051276 C SD 00 - C BB D N Hesip sluice line
isolaticn valve failed
to close,

0€0970 D EE N, F - B EA B N DG oreaker interlock did
no. function
automatically due to
wionyg fuse.

060976 [ EE N - B BE D ci Bnergency DG tri pped while
supplying load due to
high cooling water
teasperature,

062576 D RE - T C EH ] L} Set point drift on CRD
accumu lator pressure
switch,

01C278 ) EE N - - oK AB N DG coantrol circuit
completed without
.review, wrong fuse
slze used.

070276 D SHA 0o & C AULRQ D N Cortaingent vent supply
valves leak daring
test,



Table A2.11 ({coutipued)

e e . s . . e e o e . . e . . . S e, A o e . e e . e . e i — —

NS5IC
ACCESSION
NINBEE

EVENT
DATE

REPOFT PLANT COMFCHNENT AENCOBRMAL SIGNIFICANCE
DATE STAMIUS SYSTENR EQUIPHMENT INSTRUNENT STATUS CCHDITION CAUSE CATEGORY CCANENT
0onsie C 1B 00 1 C CK G N Heactor wvater level

FOTe V3

FOT614

ROV615

ROT6 16

rROT617

ROT618

ROTEN9

RO7620

ROT6E20

EO7623

FOT622

ROTE24

115880

115881

116535

116880
1166881

116786

116787

116788

117676

1176717

N62076

06z176

063076

0710476
071876

0712276

072276

072976

0B0OS576

080576

081276

081376

instruments in ~rror
due to egualizing
valve left open.

Q71976 L SEA 00 - C AW n u Heactor degressurizing
systea valves leak,
273076 ] EC C - B |18 D N Battery charger fails and
battery voltage
reduced.
080476 D us J - C AG G N CED fails to withdraw,
080476 D SFA > - C B G cr Specific gravity ot

station battery acid
low due to addition of
water.

081976 0 EE N - [ ~ Bl D c? Starting timse of DG
exceeds 1limit,

081976 D SFA c - C BU G c1 Hater added to RKDS battery
and lowers its
specific gravity,

081976 B SFA C - C E0 G 1 Water added to FDS battery
and .overs its
specific gravity,

09037¢ B EE N - C Bl D cl DG failed to start within
time limit.

090376 E EE N - B CK,0C H 8 DG returned to operable
status without
retesting.

090776 D EE N - C BL D 1] DG failed to start due to
battery cable faults,

090776 9 1B - S B kG ‘6 N Pover range neutron
sonitor had wrong
polarization,

0s~v



KO7625

FO7626

807627

ROTE28

RO7€29

ROT€30

KGI634

RO7631

K07632

RO7633

KO76306

BO76137

Table A2.11 (comtinued)

NSIC
ACCESSION
NUJBER

119154

119162

119465

119460

119516

119769

119750

119751

1202710

12027

120680

120676

EVENT
DATE

KEPORT
DATE

PLANT COMPONENT ABNCEMAL SIGBIFICALCE
STAIUS SYSTES EQUIPMENT INSTRUBENT STATUS CCHNDITION CAUSE CATEGORY CORAENT

096276

090776

0927176

100476

101476

102176

102776

102876

110476

110476

111876

11307¢

10017

100676

102676

102676

102876

112276

112378

1123786

12017¢

120176

1217116

123076

E (31 N - C Bl D c? DG failed to start withain
time limit,

B TFA op - C CK ,0C A ce Fite ru-p actuation test
associated with FD5
not pertormed,

] Sk z » B CK,0C A N Expansice joints at
containment
penetrations not
iuspected as per tech
specs.

B SFA C - C EU G c? Water added to ED5 battery
and lovers 1ts
specific gravity,

L] S¥ 3 - B K B L] Errors found in allovable
leak rate lisit
Casculations,

B SEA & » C BU G c? Water added to FPDS Lattery
and lovers 1its
specific gravity,

B SED - C € oa D N RDS system chanuel resmoved
from service for
maintenance,

] EE N - C Bl D c? DG failed to start within
tise lismit,

B EE N - C Bl D 7 DG failled to start within
time liait,

B SFA C - C BU D c? BDS battery has low
specific gravity.

E EE 1 - C BI D c7 DG fails to start within
tise limit,

B BB - Cc C ocC A L] Ligeid foison circuit test
not performed.

6=



Table L2.11 [coutinued)

B —— —— i g — —— prasiey
nIYC ;
ACCESSION EVENT HREPORT PLANT CONIONENT AENCRNAL SIGNIFICANCE
NUMBEER NUMBLE DATE DATE STAT0S SYSTEN EQUIPHENT INSTRUBERT SIATUS CCNDITION CAUSE CATEGORY CCARENT
ROTE38 120677 120276 123076 B EE N - C Bl [ cr DG fails to start within
time limit,
FO7639 120679 120276 123076 B SEA C - C BO D c? RDS battery has low
i specific gravity.
EOT640 120678 120376 12307¢ B HH - N c CK ? N Cendensate radiation
asonitor flow
inadequate due to
survel llance
procedures,
ROT643 121053 120976 010777 B SFA c - C Eu D ] Lo specific gravity in
ADS battery “B." 1.
|
ROT642 120675 120976 122276 E SEA - C C K A 8 Iasufficient knowledye ot kﬂ
EDS actuation systeas
violated tech specs.
FOT641 120674 120976 122276 E SEA - - - CK ' c8 RDS test procedures
inadeguate to cover
tech specs.
ROT644 121052 122076 0120717 EE N - C El B N DG fails timing test by &
sSec.,
POTE4S 121523 122776 0126177 B EE N - C El B b DG fails timing test,
nodifications made to
fuel governor lub oil
supply.
FOTG4E 121524 12287¢ 012677 3 EE N - C ED D ci DG fails to start; the

starter talled,



kG1701

ROT702

ROT70S

RO7703

KOT706

RO7704

ROTT70

RO7708

POTI09

EOT710

ROTT 1M

Table AZ.12 Coding Sheet for Reportable Events at Eig Rock Point - 1977

== ool P S

NSIC '

ACCESSION EVENT PEPOKT PLANT CONPONENT ABNCRAAL SIGNIFICANCE
NUNBER DATE DATE STATUS SYSTEM EQUIPHENT INSTRURENT STATUS CCHNDITION CAUSE CATEGORY CCANENT

121525 010377 o126 M 3 EE N - C bD B Ccl DG fails to auwto-stact.

122184 010477 o020mN E SEM c - C EU D c? Low specitic gravity in
ADS batteries.

122186 0wy o208M B EE N - A (@ - L] DG out of service 8 hrs to
modify fuel o1l lLub
gavernor,

1222010 0877 021677 B sD FF¥ - ] A D N Damper lock broken on
stock far. Alr supply
to damper worn through.

122202 0118771 021677 13 SEM - c € CE - 3 ADS out twice for 24 hour .L
period for saintenance. w

122187 0127771 020877 B SFA - 1 ] Ck B N RDS switches not
environmentally
yualified.

123020 oz oxvIMm E SFA c - C BU ] ci Lov specific gravity in
ROS battery cells.

Tech specs change
submitted.

123798 022477 032317 E SEA C - C EU D c? Lovw specific gravity in
RDS battery cell,

124103 Q31777 081477 B SEA < - C 111 D c? Lov specific gravity in
FDS battery cell.

1248900 0374771 0821 B EE N - C El D N Diesel falls start test by
0.8 sec.

£25210 033077 0u2877 B SFA G - "] AL E N lLdose connectors ou
uninterupted power
supply.

125032 Qu2177 0517717 B - - - C cC B c8 Several tests missed due

ROT714

to poor 10 yr plan.



’ Table R2.12 (continued)

- - — . - T ——————— - — —————— —

¥SIC .
PCCESSION EVENT FREFORT PLANT COBECNENT LENOBRMAL SIGNIFICANCE

NUABER NURBER DATE DATE STATUS SYSTEN EQUIPHENT INSTRUBENT STATUS CONDITION CAUSE CATEGORY COMNENT

ROT713 125360 042177 051677 B bB - N B BT B ] Opecration of both aac
ejector radiation
sonitors degraded.

EOT712 125339 042177 051677 B SFA c - C BO [ C?7  Specific gravity of BRDS
low.

ROIIT 125342 050377 051677 E SEA - C B EG D N One RDS channel pover
supply tails,

POTT1S 125341 050377 0S1e77 8 SFA - C C oc A N EDS channels not tested
after ope failed.

ROT716 125180 050577 060377 B CE 0,2 - b cJ A E ¥ pefective hose installed T
in post incident wr
systems heatl exchanger. »

ROVI718 125549 051877 060177 B EE L] - C EI 1 N DG fails starting test by
1.3 sec.

EO7119 125550 052677 061737 B EE [ - C El D £l DG fails startiug test by
1.9 sec.

ROT 720 125312 0527771 060877 B 5C R - B CK B L] MAFLHGE limits
noncon servative ftor
single loop operators.

RO7721 176492 061677 071577 3 SEA C - c BO D c? Specific gravity low on
RDS battery cells,

RG1722 126318 0720771 08197 L. EA LL - Cc AC D L] Bushing inselator oa power
transformer fails.

FO1723 128317 072877 081977 C SEA - 1 C £n D N Set point drift in steas
dcum level sensor.

ROTT7.4 127981 0802717 0OB1677 C CE z - C AC E N Poor weld in ;-orgency
conder zer pipe.

ROT726 126945 080477 09021 C 1A - n A En D N Set point drift in RDS

prisary systea
pressule sensor
{1380672) .,
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EOVT2

NSIC
ACCESSICH
NOnBER

128946

Table 32.12 [continued;

——

EVENT EEPORT PLANT COMFONENT AEMOBMAL SIGNIFICANCE

DATE DATE STATUS SYSTEM EQUIPHENT INSTRUMENT STATUS CCNDITION CAUSE CATEGORY CONNENT

080577 090277 C EE ¥ - C 3] E cs Tcanster of 0G power to
“2pB* bus fails
(134083) .

080677 o0902M < ce u,2 - B cJ A N Defective hose fustalled

KOT733

FO7738

EO7735

RO I28

ROT729

RO7730

ROY731

kOT1:8

FOT736

ROT737

BO77125

128947

128948

129548

128222

128221

128220

128223

130024

1256829

130025

129827

081077

081277

08277

oa1z2m

081377

oBIw??

081677

n8231

0829177

090477

ia post accident heat
exchanger (132710).

090277 C CG 4 - C AC E " Tvo Bid welds in
desincralizer piviag
fail.

0909717 C SE - E A EG D N Containment sp.ay [low
transmitters fail,

0825711 C SD 00 - C AX D i Cleanup sluice systes
valve leaks =
excessively.,

G-V

osz251 C SO 123 - AX D L} Bod diive check valves
leak.

0825717 C se Z,PP - L CK A L Design deficiency in CFD
systea could
cospromise containment.

o8251Mm C C6 PP - C AQ D N Demincralized water line
check valve leaks.

092977 C CH 123 - C AQ, AT (4] N Ccud buildup results an
feedvater check valve
leakage,

09231 C KE J e C Ew D N 3 CEDs withdraw too
gyickly.

692917 & SEL,AB N,G - C BD D ct Diesel fire pump fails to
start due to loose
cables,

091677 | sp 00 - B EB ] L] Coutainment isolation
valve fails to close
(130907).



807732

RO7739

ROJT740

ROT741

FCTT42

ROT743

ROT744

FOT745

BEO7746

ROTT97

ROTT51

FOT749

FO7750

Table A2.12

{continued)

STATOS SYSTEM EQUIPHMENT INSTRUBENT

NSIC

ACCESSION EVENT REPORT PLANT

NUABESR DATE DATE

129828 090977 0923717 ¢ SED
130913 092977 102777 © S¥A
130908 100477 110177 SED
130997 102077 111877 ¢ EE
130998 102077 111877 SEA
131705 103077 112977 0 BE
130883 103177 110377 ¢ cx
131706 103177 1128717 D HE
131791 TUNIT7 120977 B RE
132949 111777 120977 B SKEL
133612 121577 011378 B -
133610 121677 011378 B 8B
133610 122277 011378 B SEA

LL

oo,r

y———

——

CONFOMENT AENCanAL
STATOS CCNDITION CAOSE

AT

- El
C E0
C L]
C El
C EV
B «
] AY
C Bl
c ED
- K
C C
B ap
C Ev

———————

SIGNIFICANCE
CATEGORY CCHMENT

L3 Study indicates sone
uncertainty in core
spray distribation,

c? Specific gravity lowv on
EDS battery cell.

L} Six of eight core spray
pressure switches set
points drife.

c? Diesel generator fails
starting test,

c? Specific gravity low on
EDS battery cell.

N CRD removed with reactor
mode switca in run,

[} Reactor coolant backs up
into plant heating
systea,

L CR withdrawal speed
excess lve,

N CED malfunctions.

c? Defective procedure
capahle of reducing
ECCS capability.

N Serveillance schedule
skipped.

L] One dropssec leak in veld
betwveen valve and pipe
”ldo

cr Specific gravity low on

RDS battery cell.



——— .

EOT806

FOJ801

RO7809

RO7812

ROTB02

RO7803

RO7805

ROT8B07

R07808

ROTBI0

ROTEIY

ROTEDN

FOT813

Table A2.13 Coding Sheet for Reportable Events at Eig Fock Polat - 1978

NSIC

ACCESSION EVENT FEPOFT FLANT

NUNEEF  DATE  DATE
136470 010878 0320778
134504 010978 020878
136472 011478 030778
136478 011778 030778
134981 011978 021778
134273 012076 020178
136876 020378 030178
136470 020978 030778
135891 021578 021578
136477 021778 030178
136473 021778 0320778
136475 022078 030178
137025 022378 032373

SFL,AB

SKA

EC

sD

AE,SFA

cC

50

STATUS SYSTEN EQUIPAENT INSTHOUNENT

COMFCONENT ABNOENAL
STATOS CCNDITION CAUSE

NG

C

kG

El

G

AR

114

EC

(]

Bl

SIGNIFICANCE
CATEGORY CCANENT

] Oue of fouwr ADS chasnels
defoctive.,

ct Diesel fire puep fails to
start within 20 sec.

] One of four ADS chapuels
made inoperable tor
troubleshooting.

N Solenoid in rad waste
systes not gqualified,

c? lovw specific gravity in T
EDS battery. w

\‘

o Containsent isolation
valve leaks
cxcessively,

W Lov flow in off-gas systea.

N Diesel generator trips
after 25 min.

s8 Both fire pumps
unavailable with ADS
out for maintenance.

L} Mongualified flow svitches,

N One scram pilot vaive
untit for conditions.

C? Diesel generator exceeds
starting timse by 15
seconds.

] Barginal electrical

circuitry for Big Pock.



: Table A2.13 (ccotipued)

............. ST —— > . S —
NSIC !
ACCESSION EVENT BREFORT PLANT CONFONENT AENOEMAL SIGNIFICANCE

NUNBER NUSBER DATE DATE STATOS SYSTEM EQUIPHENT INSTROMENT STATOS CCHNDITION CAUSE CATEGORY CCHNENT

807815 136980 030978 032878 B SKEM - C E kG 0 N One of four ADS chamnels
out of service for
tcoubleshooting.

RO7814 136981 031178 032878 B SFA - Cc E tG D b One of four KDS chaumsels
fails.

Eor8; 137503 032078 041978 E RE - T A EC G N Control switch on CFD
pilot valve
ipcorrectly set.

RO7816 137502 032078 041978 ] 1)) 144 - B [ 1] D L Containment leak rate
exceeds limits,

ROT78B 8 138236 040778 050278 B I - I B kG b s2 Failure of two KPS
channels during LOOP.

EO7619 138237 040778 050278 o 13 - " B 11] D L] Oue RPS vacuum sensor
deifts slightly.

ROT820 138238 041178 050278 B BB 0o - B W D ] Crud causes off-gas flow
to be low.

EOr7821 138295 041578 051578 B EA LL - 8 CE - n Modification to substation.

PO7822 138296 081778 051578 B EA LL - B - - N Loop with runback.

KOTB23 138821 0506478 060178 B AE,SFA C - C kU D cr Lovw specif{ic gravity in
diesel fice pusp
starting tatteries.

EO7T824 139646 051278 061278 EE - n C EH 4] N Deift in C%D accumalator
level swvitch,

RO7825 139¢€45 052578 061678 B AE,SFA - C BO Y C Low specific gravity in
diesel fire pllf
starting bt tteries,

RO7826 141046 053178 063078 D 1] RN - B E1 H C6 Comdensate storage tank

level drops below tech
specs limit after
sCram.

gc-v



Table A2.13 (ccmtipued)

NSIC

ACCESS ION
NUMEEF

- —_——- - — —— - — -

EVENT GHEPORT PLANT CONMFCUENT AENORMAL SIGNIFICANCE
DATE DATE STAT0S SYSTEN EQUIPAENT INSTRUNENT S314TUS CCHDITION CAOSE CATEGORY CCARENT
0S3178 063078 C RE J - E AG H N Failure of a CR to

E078217

LERT828

LER7829

PO7830

ROIB3N

EOl832

EO7833

ROT834

ROI83S

ROTB36

ROTB37

LERT838

LER784D

LERT7839

LER784 1

fal048

151049

141050

139900

180383

130350

140700

14307048

02N

140735

180213

141519

11524

141522

11192

060578

060678

071278
081078

081978

082978

083173

090478

030578

090678

090978

091078

091178

092278

wit hdrav beyond
position 20,

063078 B ce 113 - B AG G (% ] Esergency condenser outlet
valve inoperable.

063078 E Cc1 144 - B acC D L] Excessive leakage of
primary coolant,

080778 B SKA = C b G D N Au RDS channel failed,

082278 B cG z - B AO B L} Minor defect in rovactor

cleanup systes piping.

091578 E HH 123 - v AN D c3 Failed check valve causes
desineralized vatar to
leak 1nto containacnt.

092778 E Fx 00 - C AC D M Reactor and fuel pit drain
line valve leaks.

0927718 B S¥a C - C EU ] c? Lov specific gravity in
EDS batteries.

091278 B SD 0o - C AW D N Containment valve leaks.

100578 ] HH JJ - B BT L] N Condensate storage tank
level drops telow tech
specs limit,

091278 C co 00 > C aAC b » Aa HSIV failed to close.

100978 E EE J - ] EL B N Reactor scramsed due to

high CED tesperature.

100978 © EC AA - B A D N Containsent relief valve
igvertor fuse blows.

100978 N 1t - T B J ] c8 CF removed with reactor
wot in shatdown mode,

100078 C FD L - B AB D L] Refueling cask trip line
fails.

“C-Y
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s07842

LERTBUS

ROTB4S

LEKT7840

LERT84T

%07848

Table 42.13 [(ccmipued)

— — . g e e e e

e ——— —————

NSIC
ACCESSION EVENT GHREPORT PLANT COBEUNENT AENOBMARL SIGNIFICANCE
NUMBEE DATE DATE STATUS SYSTEA EQUIPSENT INSTSONENT STATUS CCHDITIOM CAUSE CATEGORY CCINENT
4184y 092878 102678 D RE J > C CK A N CED coufpling test may be
deficient.
141453 101878 103178 E cG A - B Al D c8 Ccack in nonisolatable 3%
pape (148063).
181485 102078 110278 1] 1B G - ] L ) N Nomlock gualified cables
aud connectars.
181703 102578 111078 D %E J - Bl D ] One CR exceeds scras liamit,
zk
182288 103178 112978 B KB J - C EL D ] One Cn" temperature o
exceeds limit, See
153975,
142209 110878 120678 B CE 0 - b EL A N Emergency condenser shell

side temperature
exceeds lisit [153836).



Table A2.14 Coding Sheet for Eeportable Events at Big Fock Point - 1979

- ——— o ——— — - -———— — e - — - - - - —— . -

NSIC
ACCESSICN EVENT FEEPORT PLANT CONPCHENT AENORNAL SIGNIFICANCE

NONBEF NUABER DATE DATE STATUS SYSTEM EQUIPMENT INSTRUNENT STATUS CCNDITION CAOSE CATEGORY CONNENT

LERTS01 147305 020179 0226719 B sp (o]V] - B BC D N Coutainment ventilatiow
valves out ot
ad justaeent.

LERT902 147304 0203279 030279 C HC oo - B 11} D N Condenser hotwell valve
fails,

LER7903 187303 020879 030279 C sp 133 - C AW D ] Containsent isolation
valves leak
excessively,

LERTS04 187302 02197° 030579 < CE z - C AV E ] Bad welds in emergency
condenser inlet line.

LEET906 147300 022179 030579 C c6 2 - C AV B N Cracks in reactor cleanup
system pipimg (153904).,

LER7905 147301 022179 030579 C FE - T C LE D c8 Seven of 32 CRD
accusul ator level
switches fail.

LEET7910 188200 022179 0321719 C SHE z - C An A L] Backup hose for post
iacrdent heat
exchanger to short.

LER7907 147299 022279 0305719 C CE z - C A0 z N Weld does not meet present
tequireaents,

LER7508 1482010 022279 0321719 C EE N - C Bl D 7 Diesel generator exceeds
starting tiase.

LERT30Y 148199 022579 032179 C CH 143 - C AU [ N Feedwater check valve
leaks,

LER79 11 1383137 030179 032179 C KB PP - C AC D ] ChD pump check valve icaks.

LEET913 148339 030279 0527719 C c6 ©o - C AV D L} Beactor cleanup systes
siuice valves leak
cxcesgively.,

LEZT7912 138338 030279 0327719 C sD 123 - C AW 1] N Containment isolation

check valve leaks.

19-v



LEF7914

LERTI1E

LERT915

LERT91Y

LERT918

LERT919

LEE 1920

LERT921

LBR7922

LEBR7923

LEFT924

LERT7925

LEF7926

LERTY927

LERT7928

Table A2.18 [comtinued)

NSIC
ACCESSION
NURBEER

149438

189432

149433

149977

149976

14971

150275

151824

151825

152017

152016

154266

154265

154268

154263

-

EVENT REPORT PLANT CONECNENT ABNOEMAL SIGNIFICANCE

DATE DATE STATUS SYSTEM EQUIPHMENT INSTROMENT STATUS COCNDITION CAUSE CATEGORY CONNENT

021279 041179 C EE N - C 18 o 7 DG output voltage zero.

031379 041979 C SED ¥ - A BC G N Ficre pusp broken, damaced
during maintenance.

031979 041919 C st S - ] EE B N Fuse blown on am 1pverter
[also see LESRIY02V).

0481079 051079 C SH GG - c an B N Inadequate snubbers.

041779 050279 C CA Q - C AQ E N Leak between CED housing
and reactor vessel
{15391395).

081679 0502719 B KB F¥ - C AN D N CED tlanges leak,

060979 062279 C CE Y - B AD D ce Recirculation diffusers
bceak off,

061679 071379 C SD S - B EE B ] Fuse blows on an inverter
{also see LERs 7840
and 791%).

082279 090579 C IA - 1 B EG ] cu Cosmon mode probleam with
KPS and ECCS ({153973).

091179 101079 C so 00 v C AV D N reactor and fuel pit drain
line valve leaks,

091379 101079 C 18 - T C EH 1] N Migor drift in PDS
switches.

103079 110979 C sD 00 - E D r Power supply to
coutajinment vent
valves falls,

110179 120379 D SFA c - C BU D c? Low specitic gravity in
RDS batteries.

111579 127479 B CE 00 m~ B Al ] N Emergency condenser outlet
valve leaks ([154558).

121379 122679 B SD 00 - B - B M Containment i{solation

valve might not close
given worst LOCh,

z9=Y



. Table A2.1% (continued)

e . S —————

T

o —

NSIC
ACCESSION EVENT REPOET PLANT CONEONENT ABHORMAL SIGNIFICANCE
NUSBEFR NUMBER DATE DATE STAI0S SYSTER EQUIPHENT INSTRURENT STATUS CCNDITION CAUSE CATFGORY CORYENT
LERT7929 153498 121519 011580 B st DD - A o1 A ] poth plant vent fans
usavailable,

£o-Y



Table AZ.15 Coding Sheet for Eeportable Events at Big hock Point - 1980

- -

EVENT FEPORT PLANT CONECNENT AEDOERAL SIGNIFICANCE
DATE PATE STATUS SYSTEN EQUIPHENT INSTRUNENT SIATUS CCHNDITION CAUSE CATEGORY CONAENT

011480 021280 L AN C Ll Esergency condenser outlet
valves leak throughk
seal.

022180 S - One chapnel of FDS resmoved
from service,

012480 022180 Lovw specitic gravity ir
FDS batteriles,

.ERB004 459 020180 021280 y ; Countrol air tubing to
auxiliary s steas
cooling valve brokean.

022480 031980 A CRD pusp failed.

030180 080280 1 RDS level sensor drifts,

040380 050180 ) I ADS channel set point
drafe,

0415860 - . Leak test not perforsed,
0u23i8) - J . ADS level channel dritt,

050180 Low specific gravity 1in
EDS batteries,

050780 5 beactor level indicator
doifes,

N50980 052380 A NEC dictated failure.
e 1180 4 I 3y A ADS channel drifts,
Q1180 J 3 L ADS channel drifts.
0el 180 ADS channel drifts.
070380 0s0 180 p test channel dritts,

071080 080480 - specific gravity 10
batteries,




A2.15 [continued)

NS1
ACCESSION EVENT FEPORT PLAM CONPOMNENT ABNORAALI SIGNIFICANCE
INSTPOURENT IATUS CCHDITION CAUSE CATEGORY CCANENT

NUMDEW HUMNBEF DATE DATE STATUS SYSTEN EBEQUIPHENT !

AO 4 N Crack in weld.

LEEBOW2 161911 120680 121880 L

AR . L] Crack in reactor cleanup

LERBO4? 161913 121280 122380 3
systea pilpe,




Table 22,15 (continued)

- —— e —— - ——— e — - - -—— —————— - - —— e e =

#51C .
ACCESSION EVENT HEPORT PLANT COMPCHMENT ABNOEMAL SIGNIFPICANCE

HOMBER NUNBER DATE PATE STATOS SYSTEM EQUIPMENT INSTROMENT STATUS CONDITION CAUSE CATEGOAY CCaRENY

LERBO Y 160291 071380 081280 E o - n ] RE b N Containaent fressure
sensor falls,

LERBI21 159288 072980 0825860 B 18 - 1 B Bl Y] N Set point dcift in level
tcansaitter,

LERBO22 159256 080780 090580 ] SEM C - c E0 D c7? Lovw specitic gravity iu
EDS batteries,

LERBD23 159293 081280 082680 B sD - - - - - N Procedures revised for
small LOCA.

LEFBO2Y 1592517 081480 091280 B Ie - i L] kK L Ll Set point drift in level
transaitter, >

i

LERB028 160071 090980 101080 B 1E - I B EY B N Sensor channel D of ROS by
fails.

LEFB030 160043 091980 101780 E SD 00 - C AR D N Containmwent leak rate
cxcessive,

LERBO29 160072 091960 101080 e SF) € - 3 EU D N ADS battery fails to hold
a charge.

LERBO3 16017 092380 102080 B iE - 1 B EH G N ADS level switch set below
limit,

LERBO3S 161869 102480 111980 B CF JJ - b A0 A,D N Anion resin tank leaks,

LERBO 34 161674 110180 111980 B (8] 00 - B AC D L] Au ASIY failed to close on
first attemt.

LERBD3H 161983 111680 121280 L CH PP - C AU 1] N Feedwater check valve
leaks,

LES8) 36 161980 111830 121280 D EE N - C EC G (8} DG fails tc reach rated
vbltage,

LERBO37 161982 111880 121280 C EE N - C EE D ci DG fails to run.

LERBO3Y 162017 112780 122280 [} SC 00 - C AV ] N Containment isolatr: on

valve leaks,



