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INTERIM RELIABILITY EVALUATION PROGRAM

BROWNS FERRY TEAM FAULT TREE GUIDE

1. INTRODUCTION

Fault trees will be used to fault model systems in the Interim Reli-
_

ability Evaluation Program (IREP). A modified and abbreviated version of
the fault tree method is used to determine system failure probabilities
where the system, in turn, is related to the overall public risks associ-*

ated with the nuclear plant. Fault tree analysis is a systematic procedure
used to identify and record the various combinations of component fault
states that can result in a predefined, undesired state of a system. Unlike
the familiar inductive method of first postulating a component failure mode
and then determining its effect on the system, fault tree analysis is an
opposite deductive approach whereby the analyst first defines an undesired
system effect and then identifies all the component failure modes that can,
by tnemselves or in combination with other component failure modes, produce

i tnat predefined system effect. A fault tree, as opposed to fault tree
analysis, is a result of the fault tree analysis and is a grapnic display
of all the component fault modes and the combinatorial AND and OR logic
that relates those fault modes to the predefined, undesired state of the

It is a fault model of the system which, when expressed in itssystem.
non-reaundant Boolean form, can be used as a probabilistic model to deter-

mine a probaaility of the system failing in that predefined state, based on
known, or easily computed, probability values for individual events shown

A complete treatise on fault trees is contained in the faulton the tree.
Itree handbook .

This guide describes the abbreviated fault tree method to be used by
tne Browns Ferry team in IREP. To facilitate description and understanding
of the aDDreviated methodology, it is first necessary that the conventional
approacn be described briefly. Essentially, the abbreviated method is the
same as the conventional method except that basic fault events are shown on
the tree by code name only, and the basic event statements are shown in a

(.
f ault sumary table. A few rules are presented for handling other kinds of
events, such as interf acing system events and common cause events, human

1
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2. SYSTEM FAILURE DEFINITION AND UNDESIRED EVENT
I

Fault tree analysis begins with a statement of the undesired event.

Embodied in that statement must be the conditions which constitute failure
of tne system. For example, the undesired event, " insufficient coolant

_ flow tnrough the reactor core when the reactor is generating heat" is
considered. This event statement is a complete logic statement specifying

the requirements for reactor coolant. If a fault tree were to be developed

about the undesired event, the analyst would examine all systems, normal
,
'

operating and emergency systems, which deliver coolant to the reactor
vessel. The analyst may define a more restrictive undesired event, for
example, " insufficient emergency coolant flow when normal flow is lost,"
for which a f ault tree is developed for the auxiliary coolant systems only.
In any case, the top event, including conditions, must be compatible with
tne event tree sequence for which it pertains.

The undesired event examples previously presented are stated rather

generally which, in most cases, is perfectly acceptable. For example, the
word " insufficient," implies that below some flow value, the system will
have failed. Where redundancy has been provided, however, the generalized
statement must be translated into a statement more specific in order to
account for the redundant capabilities of the system. For example, the
statement, " insufficient coolant flow . . . ," might be translated into the
more specific statement, "less than two-pump coolant flow . . . ." where
more tnan two pumps have been provided.

The fault tree will be developed about the selected undesired e,ent,
and only events which relate logically to the occurrence of that undesired
event will be identified. Component failures that produce other undesired
events (for example, inadvertent operation of the system) when loss of flow
is of concern will not be identified unless the particular component fail-

ures relate to the occurrence of both undesired events.

The undesired event and all subsequent events shown on the fault tree

are ainary. Tnat is, if the event, as stated, occurs, the system (or com-j
in more detailed parts of the tree) has failed; if the event doesponent,

3
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( 3. FAULT TREE CONSTRUCTION;
,

Once an undesired event has been de'ined, a fault tree can be con-
structed about that undesired event. To illustrate the procedure, a PWR

high pressure injection system will be used as an example. First, the top
tiers of the f ault tree will be constructed using the conventional method;

,

then, the tree will be restructured using an abbreviated approach.

I Figure 1 is a simplified schematic of the high pressure injection
system (HPIS). It is used to provide emergency coolant to the reactor

vessel in the event of a s! 111 loss of coolant accident where the reactor
coolant system (RCS) is not depressurized sufficiently for core flood or-

for low pressure coolant injection. The HPIS is initiated automatically by .

an engineered safeguards actuation system (ESAS) upon 1500 psig decreasing
RCS pressure or 4 psig increasing containment pressure. Upon receipt of an
ESAS signal, the three pumps start, refueling water storage tank (RWST)
valve 6 opens (RWST valve 5 is normally open), and injection valves 1, 2,
3, and 4 open. All valves (not shown) in connecting piping are assumed to'

be closed for this example.

3.1 Conventional Fault Tree Construction

The undesired event selected for the HPIS must be compatible with the

event tree sequence for which it applies. Suppose, for example, that a
relief valve sticks open, heat removal through the power conversion system
is lost, and it is incumbent upon the HPIS to provide emergency coolant to
the reactor vessel. Suppose too, that one-pump HPIS flow through any path

i shown will suffice. An undesired, or top, event selected for the fault
tree might be "less than one-pump HPIS flow to the reactor coolant system
(RCS) given a stuck-open relief valve, no heat removal through the power
conversion system." Other top events would have been selected for other
accident initiators and sequences, but this will be the top event used to
illustrate the nethod. Since the "given" part of the undesired event state-
ment specifies the conditions under which the fault events to be defined by
the f ault tree produce system f ailure (see Section 8), the top undesired
event, as shown in the top rectangle, Figure 2, is translated into the two

5
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The development of the f ault tree, thus f ar, has been a restatement of
each event to increasing levels of resolution: from system, to subsystems,

The top logic for the f ault tree has been established, andand to paths.

the next step is to enumerate all the component fault modes, as well as the
fault modes of support systems which may interface with those individual

The top logic and the interfacing system events generallypath components.
determine the degree of redundancy inherent in a particular safety system
,

This is not always true, however, and the f ault tree should befunction.
developed into the interfacing systems and into the control and power c1r-
cuits to identify the more subtle, but important, contributions to risk.
Also, some component fault modes will appear in more than one path, thus

For example, rupture
reducing redundancy for that particular fault mode.
of any pipe downstream of the pumps and upstream of the injection valves
(shown in Figure 1) will appear as f aults in the f ault tree oevelopment for

This is to say that when the fault tree is converted to itseach path.
simplest Boolean form (see Section 9 below), the pipe rupture event will be

Knowing this is the case, the top f ault tree logic coulda single fault.
be changed to reflect pipe rupture as a single event.

Figure 5 shows the conventional method for enumerating component
fault modes and interfacing events. Each of the events shown within a
circle is a basic component f ailure for which f ailure rate data are expected

to be available. The events shown within diamonds are basic events that
are not expanded either because the event is judged not to be important,
insufficient information is available, or the analyst merely wishes to

In any case, the event is given a name (see Sec-postpone development.
tion 7 Delow) and is accountable in the Boolean expression for the fault

The events shown within rectangles are interf ace events that will bei
tree.

expanded during the course of evaluating the interfacing systems (not

evaluated herein).

The f ault tree is developed in the preceding manner until all compo-
The resultnents of the system are identified in their basic f ault states.

is a binary model of the system which can be reduced to its simplest Boolean
Failure rates, human error rates, and appropriate time intervals canform.

( be assigned to determine probability values for the components, subsystems,
|
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and tne system. The quantification process involves the naming of events
and the transferring of all the information contained on the fault tree to
event tables and coding sheets for ease in the assignment of data to events
and for computer processing.

32 Abbreviated Fault Tree Construction

Since all basic fault event statements on the conventional fault tree(
are subsequently transferred to tables, cr.2 way to reduce the f ault tree
analysis effort is to not put those statements on the fault tree in the
first place. The first step in the abbreviated method, then, is to enter
all basic f ault statements directly into fault summary tables (a portion of
a fault summary table is shown in Table 1). Only the event code nane,
described in Section 7, is shown on the fault tree.

Tne second step in the procedure is to define a new logic gate, the
tabulation OR gate (described in Section 5), to facilitate the listing of

,

event names on the tree rather than to show named indiviaual event state-
ments within event type symbols as is conventionally done. Typically,
systems which are evaluated contain a large number of events that are logi-
cally in series when reduced. For example, the fault tree development for
the two injection path components connected in series (shown in Figure 5)
is considered. This development can be restructured as shown in Figure 6,
where the code names for basic input events are listed under a tabulation

OR gate, inputs to a component can be snown under the tabulation OR as
shown; otherwise, they can be expanded into their respective causes. The
same treatment can be applied to any number of components logically in'

A completed f ault tree for a system would be typically depicted byseries.
t

a top undesired event, basic f ault events listed by code name under one or
more tabulation OR gates, a few input events identified within rectangles
which are inputs to chains of components and inputs to the system, a few
house events, and the logic AND and OR gates used to relate the events.

|

| All the other information is contained in the fault summary table.

(

<
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4. COMPONENT FAULT STATES

A component can transfer to a fault state due to any one of three
categories of causes: primary failure, secondary failure, and command
transition. A primary failure is the so-called " random" f ailure found in
the reliability literature and refers to f'ailure from no known external

A secondary fault results when a component is exposed to an oper-causes.
i ational or environmental condition which exceeds the design rating of that'

component. A command transition does not involve actual component failure.
It simply means that the component is in the wrong state at the time of
interest because it was commanded to that faulted state by another faulted

*

canponent, a human error, or, in some cases, by an environmental condition.

Most of the data available on nuclear components embody both primary

and secondary causes for failure; therefore, the distinction between the
two types of failure is not made on the fault tree except for the case in
which a secondary cause results in multiple component failures, and the
distinction is made in code only. A procedure for screening secondary

failures for common cause failures is discussed in Section 10.

i

|

|
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A AND CATE

(
The output event A occurs when input events X)*

and X and X coexist.
2

,

A = X Xg ... X (all input events independent)---

i

1 '2 n

A OR CATE
,

The outp ; event A occurs when any one or more
input events X , X , ... X exist.

2

ANX +X2 + *** X (811 input events
| -~~] n,

independent)X X X
1 2

A TABULATION OR CATE

The output event A occurs when any one or more
input events X , X2 ... X exist.y

X
1 A%X +X2 + ... X (all input ever.t s
2 independent)

*

.

X
n

^ COMBINATION GATE

n/N The output event A occurs when any subset of n
of the N input events coexist. For example, if

Q n = 2 and N = 3:

I A=XX7+XX23+XX3yy X X
1 2 n

Figure 7
Abbreviated Fault Tree Logic Gates

,
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/ 7. EVENT NAMING

In order to facilitate the computer handling of events, and as discus-
sed earlier, to simplify f ault tree construction, each non-expanded event
on the tree is given a coae name. This includes " house" events, inter-

. facing systems events, basic component events, and secondary events naving
common cause failure potential. The top event is also given a code name to
f acilitate future storage and retrieval of the fault tree. These event

(- naming codes are described as follows:

7.1 Top Event

.

A three-cnaracter system code is used to identify each system f ault -
tree. This code is obtained from Table A-1A, attached, for tne Browns
Ferry fault trees. The code name will be placed near the bottom of the top
event on each fault tree and also at the top of each page of the associated
fault summary. Where more than one fault tree is constructed for a system,
the system code will be followed by the top " house" event code; for example:

Top
Event

Statement

CBB-H2

7.2 House Events
!
,

A two- or three-character code name is used to identify each house

event on a fault tree; for example:

.

21
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7.4 Secondary Events

Secondary events which are expected to have significant effect on
component f ailure and are suspect of affecting multiple components (common
cause) are given a different eight-character name from that describe.d
previously. This secondary event code -is characterized by the type of
secondary event and location:

y( xxxxxxx

Location

Secondary Type (Table 2)

Tne potential secondary event location is best identified by building,
room number within facility, and cabinet number, if applicable. If all

rooms within the f acility are uniquely numoered, the building number is not

neeoed.
i

All events which are unique in the system must be given a unique name.

An event may appear in more tnan one place on the model or on multiple
mouels out, if it is the same event, it must be given the same name.

t

.

4
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8. REQUIRED CONDITIONS

A system can assume a variety of possible off, standby, or normal
operational states depending on plant conditions and operational require-

For example, a water pump may be off if the water level in a tankments.
is high but on if the water level is low, a diesel generator may be required
to start if the offsite power fails, or a valve may be required to close if

g

a f ault has occurred in a downstream component. In fault modeling, inclus-

ion by the analyst of the conditions upon which a system or component is
required in the analysis is important. A system fault is not considered a
f ault unless the system is required. For example, failure of a diesel to
start at any time other than when the diesel is needed is not a fault inso-
f ar as the analysis is concerned.

Required conditions in a f ault tree analysis can be in the form of
explicit assumptions and the f ault tree constructed accordingly, or the

f The
required conditions can be incorporated directly in the fault model.
latter is preferred oecause it provides versatility in the use of the model.
When incorporated into the model, required conditions are shown within the
"nouse" symbol. The " house" serves as a switch to turn on those events
which are f aults when the requirea conditions exist and off when the

required conditions do not exist. The " house" is input into one input of
an AND gate, and the subtree of faults is input into other inputs of the
AND gate as shown in Figure 2.

In some situations, to turn on or off subtrees by connecting the
|

"nouse" to the input of an OR gate is desireable before going to an AND

i gate as shown in Figure 8. In this case, the required condition is

inverted (stated negatively) such that when the " house" statement is true,
the AND gate is enabled; when the " house" statement is f alse, only the
existance of faults descrioed by the associated subtree enable the gate.

Typically, this inverted logic arrangement is used in fault modeling
standby redundancy.

(
,

e
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Tne house is also used to describe mutually exclusive faults, in which
case, two " houses," as shown in Figure 9, are used--one or the other house

can De on but not both at the same time.

The house is also frequently used to classify faults for which each

f_ault classification results in a different consequence. For example, in
the evaluation of a reactor containnent classification of breach areas
(f aults) according to size may be desirable, as shown in Figure 10. In

the computer evaluation of this fault tree, either or both houses may be
turneo on depending on whether the analyst is interested in faults <2 in.2 ,

>2 in.2, or all faults, respectively, where the faults in each category
are listed under the tabulation OR gate.

Any other conditions which are pertinent to the analysis and which
should affect the analyst's thinking about the evaluation should 'also be
specified. For example, knowing that a large LOCA has occurred and that
suddenly large loads are to be placed on the electrical system should guide
the analysis of the electrical system. That is, the analyst should concen-
trate his evaluation on those components (e.g., overload trips) which are
vulnerable to transient loading. Turbine trip also occurs, and tnose compo-

nents most likely to be effected by turbine trip should De examined.

|
,

i
!

!
!
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Classifying Faults Using the House
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A=A A
2 3

y + X ) - (X3+X)=(A y 3

12 + X ) - (x + x )= (X X 1 1 3

_ gy2 g3 323 *1*2 III=XXX +XX +X X X

The preceding algebraic expression contains "AND" and "0R" redundancies
which can be removed by using the following idempotent relations:

. .i

A A=A (2)

A+A=A (3)

A + AB = A (4)

By application of these relations to agebraic Expression (1), the model

reduces to A = X . In this example, the analyst would not expand X2 and X3
3

into their respective causes of failure because the models represented by
those variables would disappear in the end result.

f

.
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cause event. That is, the event D0000211 would appropriately affect the
i

nonredundant form of the Boolean expression resulting from one or more

trees containing the event.

#
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$ 12. TEST AND MAINTENANCE

System outages due to tests and maintenance and the human errors which
can accompany test and maintenance activities can be important contributors
to the risks of nuclear plants. Some systems and components associated
with nuclear plants are tested and maintenance is performed when the reactor
is shut down; therefore, test and maintenance outage, as such, is not an
important risk factor. However, where on-line testing and maintenance has
been provided in the design, a system which is redundant can change to a'

nonredundant system during the time tests and maintenance are performed
unless override features have also been provided in the design.

Outage due to test or maintenance is treated on the abbreviated fault
model by showing an additional component fault event on the fault tree and
on the fault summary for any subsystem or portion thereof which is unavail-
able during test and maintenance. Although not a failure in the strict
sense of the word, outage is treated as a basic component fault with a mode

designation " test" or " maintenance" and a fault mode code designation "T."
'

Unless each component is tested or maintained separately and at different
times, only the component requiring the longest outage time is shown as a
fault time. If each component is tested or maintained separately and at
different times, each component should be treated as a test and maintenance

fault.

If a valve or other component can be lef t in the wrong state as a
result of a test or maintenance error, the f ault is also shown on the fault

tree and is treated as a human error as discussed in Section 11.,

(
2
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14. SYSTEMS FAILURE ANALYSIS

The reliability of a typical nuclear safety system is dependent on the
degree of redundancy in the system and its support systems and on the reli-
aoility of individual components in those systems. The redundant elements
in those systems must be independent, and the individual components must be

reliably mature for the expected operational and environmental demands on
them. The failure analysis of a safety system, for the most part, requires
that the analyst determine the degree of redundancy based on system

i

requirements, that he verify the independence of those redundant elements
by examination of individual component fault modes, and that he verify that
components nave oeen properly selected for the expected operation and
env ironme nt . Fault tree analysis permits this failure evaluation of a

system to take place systematically.

The f ailure evaluation of any system requires first that the analyst
establish the physical coundaries of the system to be analyzed. These
boundaries can be rather arbitrary, but they are usually about the same as
tnose defined by tne designer. Typically, the system, as defined, will
have one or more outputs and one or more inputs (see Figure 11). Tne

first task in evaluating that system will be to break the system down into
redundant elements which must ce done on the basis of the requirements of

tne system. This is to say that one accident may require that two of three
;

pumps operate; anotner accident may require that only one of three pumps
respond. For a two-train safety system which provides a singic output
function, tne system broken down into its two redundant trains might be
represented by the two "olack boxes" as shown in Figure 12. The inputs to

Theeach redundant train, or subsystem, are also separated as shown.
aboreviated fault tree respresenting the two subsystems is shown in

Figure 13.
|

The f ailure evaluation of systems in IREP will be conducted much as

just presented, first for the front line systems and then for the support
|

systems. The requirements for support systems, of course, are based on tne

| [
requirements for the front line systems. The enumeration of individuall

39
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f aults under the OR gates will be deferred according to the discussion

about staging in Section 12.

Failure analyses are usually performed to the component level of reso-
lution where a component is defined as the largest entity of hardware for
which experience data are expected to be available. A component is usually
an off-the-shelf item which the designer uses as building blocks for his

Sometimes it is necessary for the analyst to examine components,' system.
however, in order to determine how component inputs relate logically to the

component output.

When examining component fault modes, the analyst should think not

only about how each of those f ault modes may affect the system being anal-
yzed, but he should also concern himself about how those fault modes may
affect other systems. For example, a timer in a residual heat removal pump
circuit which is used to stagger the load application to emergency buses
could actually trip a circuit breaker in the electrical power system if it
betones faulted. A leaky valve in a recirculation loop could result in
fission product leakage to the atmosphere even though leakage may not affect
recirculation performance.

.

.
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10. Parent tree-A fault tree developed to a subsystem level only and
which defines the top logic and which identifies the various interface
faults with other systems.

11. Daughter tree-That part of a fault tree which enumerates the varfous
_

component faults in a subsystem.
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Human Reliability Modeling for IREP
(

~

The treatment of human reliability is a very important

aspect of any risk assessment. Past risk assessments have shown

that the human plays an important role in at least some of the

dominant accident sequences. Actual operating experience

reflected in Licensee Event Reports and accidents such as those

at Three Nile Island and Browns Ferry attest to the importance
i

of operator action.

The treatment of human reliability in nuclear power plant

operation is a complex task. The purpose of this paper is to

present a systematic approach for identifying human error suscepti-

bilities for incorporation into the IREP models and to propose an

approach which will identify and quantify those susceptibilities

important to risk. This discussion will serve as a guideline

.

for handling most of the operator actions of importance to IREP.

Nevertheless, a particular plant may have specific design or

operational considerations which are unique and which require

case-specific human error considerations. These can be handled

only on a case-by-case basis, perhaps using this discussion

for some general guidelines.

.-

Incorporation of Human Errors into Logic Models
,

For the purposes of this discussion, human errors in two

situations are considered: test and maintenance operations and

transient or accident response situations. Both are important

and must be addressed in the IREP study.

t

.
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Unavailability Due to Test and Maintenance
,

(

A cyntem may be unavailable as a renuit of test or main-

tenance activities if (1) the system is undergoing test or

maintenance at the time it is required to operate or (2) the

system is left in an inoperable state by test and maintenance

personnel. The latter would constitute a human error. An

example of such an error is failing to reopen manual valves
+

which were closed to allow maintenance on a pump.

System unavailability during testing and maintenance and

human errors committed in performing these activities are inde-
.

pendent of any particular accident sequence. Therefore, they

should be modeled explicitly on each system fault tree by

developing the test and maintenance fault logic associated

with each affected component.

This may be done as follows. The analyst for each system

reviews the testing requirements and testing procedures for

the system. These should be placed in the system description

notebook. For each procedure, he constructs a table of actions

performed on components in the system. The table has the

following forms

!

Procedure Step Component Action Comments

TeGt Procedure 1 1 Manual Valve-101 Close Normally
Locked Open

7 Manual Valve-101 Open

Prom this table, the analyst can identify which components in the

system are affected by actions associated with the test. In general,
,

-2-
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It will be assumed that the only components affected by the test

are those associated with the procedure - that is, that the operator

does not manipulate any components not involved in the procedure.

However, if the analyst believes that such an action is probable,

he should include this in the fault logic for the system affected.

(For example, the analyst may ascertain that three valves are

colocated in the plant, but only one is to be manually manipulated
!

by the operator for a given test. It may be fairly probable the

operator would turn the wrong valve. Such an error would appear

in two places in the fault tree: as an error of omission for

the system undergoing test, and as an error of commission for

the affected system.) Although such exceptions may exist, generally

the only errors to be considered are those in which an operator

fails to perform a given step in a procedure properly, or in'

a which he omits a step altogether. Human factors specialists suggest

these constitute the majority of human errors which might fail

a component.

For each affected component in this system, the fault logic

associated with the test of the system will be developed explicitly.

A " component unavailable during testing" event and events associated

with human errors which would cause the component to fail, can be

modeled as inputs to the OR gate representing the causes of com-

ponent failures. For the example above, if " Manual Valve-101 closed

due to the testing" is the fault event, the logic would appear as

follows:

|

t

|
'

-3-
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i Manual Valve-101
Closed Due-

to Testing
I

IMV-101-Tl

1 MV-101 Closed Failure to Open
for Testing MV-101

Period Following Test
I I

I MV-101-TU 1 1TPl-7 |

O O
The event MV-101-TU reflects the unavailability during the test -

it is assumed that the test procedure is performed correctly.

The other event, TPl-7, reflects the human error which leaves

the component in the failed state.

| There could, of course, be other events in the development

of a " manual valve-101 closed" event reflecting hardware f ailures,

other human errors (discussed below), or other errors involved in

,

testing the system. It is important that each component failure

in the tree be given a label indicating the particular procedure

and step in the procedure. In the chen, x.w.p1<, t h <- 1.w l T11 7"

|
Indicates that the error was that of performing step 7 i n Te .s t.

Procedure 1 improperly. If several components are affected by the

same procedural step, it is important that the same label be affixed

| to each, since performance of operations on these components may

1
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be dependent. That is, if test procedure 2, step 3, calls for

valves A and B to be opened, the events " operator fails to open

valve A in test 2" and " operator fails to open valve B in test
2" should both be labeled "TP2-3" and treated as a single event.

The unavailability and human errors ascociated with main-

tenance activities are treated in the same manner as those of

testing. That is, maintenance procedures for the system are reviewed,
i

a table of procedures and components is constructed, and appropriate

faults are included in the system fault tree development.

As another example, consider the system illustrated below.
.

A P-A N X >
7 v - 2.

(No)
I .ere. Ev-1 (m )e

:><
V-1'

(afo) N X >

P- 8

Testing of Pump A requires the following steps:

Procedure Step Component Action
,

TP-A 1 V-2,V-3 Close

|
' ') y e. 7, , , e , r.,,

s V -s s .a s. Tr

4 V-2,V-3 Open

t

i

-5-

:

_- _ - _ _ _ _ _ _ _ _ _ - _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - - _ _ _ _ - _



.

Maintenance on Pump A requires the following steps:

1

Procedure Step Component Action

MP-A 1 V-1,V-2,V-3 Close

2 P-A Remove From
Service

3 P-A Return to
Service

.

4 V-1 Open

5 P-A Turn On

6 P-A Turn Off

7 V-2,V-3 Open

Fault logic for the unavailability of valves 1, 2, and 3 as a

1

result of test and maintenance would appear as follows:

Valve 1 Closed
Due to Maintenance

1

I V-1-M ]

T

V-1 Closed Failure to Open

for Maintenance V-1
of Pump A Followino Maintenance

1 I

Iv-1-MUj | M P-A-4 |

s

-6-
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' Valve 2 Closed
Due to Test or
Maintenance

iV-2-TMI

!\
T

t
1V-2 Closed V-2 Closed Due

Due to Test to Maintenance
of Pump A of Pump A

| V-2-T-PA | | V-2-M-PA 1

,

em

V-2 Closed Failure to V-2 Closed Failure to Open
o

for Testing Open V-2 for Maintenance V-2 Following ,

Period Following Test Period Maintenance

Iv-2-Tu1 ITP-A-4I IV-2-MU| | MP- A- 7 |

.

-7-
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I Valve 3 Closed
Due to Test or

Maintenance
1

IV-3-TMI

-
I 1

V-3 Closed Due to V-3 Closed Due
Test of to Maintenance
Pum3 A of Pump A

I

I V-3-T-PA | |V-3-M-PA1

T T

V-3 Closed Failure to V-3 Closed Failure to

for Open for Open V-3
Testing V-3 Maintenance Follow ing

Period Following Period Maintenance
i I

IV-1-TU1 [TP-A-41 IV-3-MUl | MP-A-7 |

.

!

t
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In each case, unavailabilities and human errors for valves
g

1, 2, and 3 are modeled as part of the valves' pipe sectionn even..

though the test or maintenance activities are associated with pump

A in a different pipe section.

Errors in Responding to an Accident

The treatment of potential human errors under accident con-

( dations is somewhat more dif ficult than the treatment of errors
during test and maintenance. A major dif ficulty in including

these errors explicitly in the fault logic is that operator actions
are dependent upon the particular accident sequence. Thus, one

logic development may not apply to all situations. Only errors

of commission and errors of omission associated with the carrying

out of particular procedures will be considered. Human factors
;

specialists suggest extraneous actions are generally so infrequent

that they may be disregarded.

This analysis begins, as in the case of test and maintenance

errors, with a review of the procedures, such as the Emergency Operating

during test and maintenance. A major difficulty in including Procedures

which the operators would use in responding to a transient or accident.

To identify the components susceptible to human error during an accident
,

a table is constructed of the following form:

Procedure Step Component Action Comments

EOP-1 1 Valves A, B Open

4 Pump C Turn On

| 9 Valve D Regulate

I
EOP-2 3 Valve A Open

(

4 Pump E Turn On

7 Valve F Close

-9-
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This t able includes those steps in the procedures in which the operator

is called upon to change the state of a component.
a list is compiled of all component e.From the completed table,

susceptible to human error by performing a procedure incorrectly in

responding to an accident. For this example, the list includes:

valves A, B, D, and F, and pumps C and E. Wherever these events

appear in the fault tree, one cause of failure is " human error
,

under accident cenditions." This event is not further developed

explicitly in the tree, but is labeled with a human error identifier.
That is, the development of event " valve A closed"

is as follows:

Valve A
Closed

I

[ V- A |
.

m
|

l

OtherOperator Falls
Causesto Open Valve A

i I

IHE-V-A| 1 OC 1

-

-

At this stage in the logic development, all potential human

errors associated with carrying out the emergency procedures
However, for a givenimproperly have been included in the tree.

since notaccident sequence not all such errors are applicable,

;

-10-
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all procedures are implemented for each accident sequence. Thus,

the analysis from this point forward is accident sequence dependent.

To proceed, the analyst must identify which procedures the

operator is expected to use in responding to each accident sequence

in the event tree. The utility representative on each team should

be of great assistance in this regard. Again, a table containing

this information is constructed as follows:
t

Accident Sequence Designator Procedures Used

Large Loca-10 ACD EOP-1, EOP- 2

Small LOCA-34 SC EOP-1
I

'

Given this table and the preceeding one (relating com-

ponents to procedures), a set of Boolean equations representing

potential human errors for each accident sequence is constructed.

For sequence ACD, such a set of equations includes:

HE-V- A = EOP-1-1 + EOP-2-3

HE-V-B = EOP-1-1

HE-P-C = EOP-1-4

HE-V-D = EOP-1-9

HE-P-E = EOP-2-4

HE-V-F = EOP-2-7

The set of equations relating the human error events to par-

ticular procedural steps is constructed for each accident sequence.

Again, it is important that multiple components af fected by the

same procedural step be assigned the same label.

An alternative approach would be to develop each human error

event explicitly for each accident sequence. Such an approach'

-11-

_ _ - _ _ - .



.

does not seem as desirable as constructing a set of transformation
g

for each accidentequations, since the fault trees would be different

sequence.

The proposed approach assumes that the operator is attempting to

follow the proper procedure in responding to each accident sequence.

This assumes a proper diagnosis of the situation. However, if the

operator diagnoses the situation incorrectly, he will be using an
.

incorrect set of procedures. Further, even if he diagnosed the

accident correctly, there is a possibility that he will inadvertently

choose the wrong procedure. In terms of system consequences, neither

of the above errors may be significant because of many factors.

The symptomatic similarity of some accident sequences calls for

their having similar response requirements; there may be no actions

called for in the incorrect procedure that would actually degrade

system performance. In many accident situations, critical responses
is sufficientare required to be performed within a period of time that

for the arrival (if not already present) of a shift supervisor
and two reactor operaators. Although there may be some degree of

dependence between the personnel, there is a recovery factor of

human redundancy which may compensate for this. Finally, in any

sequence to which the operator is responding incorrectly, there
will be numerous indications to that effect. Even if the operator
should concentrate on a particular subsystem to the exclusion of

other, perhaps more critical, indications, the factors of time,
additional personnel, and feedback offer some chance of recovery.

| These f actors would need to be considered individually and collectivel:

I for each accident sequence. Howeve r, the state-of-the-ar t of human
!

-12-'
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reliability analysis does not allow for quantification of these
[

Therefore, these potential errors will be disregarded.'
interactions.

thtnSpecific inctancen may be considered in the latter staqcn of

project.

Treatment of Human _ Errors in the Screening Process

Quantification of the accident sequences for IREP will take
an initial screening process to identify( place in two stages:

candidate dominant accident sequences and refined quantification

to arrive at a final set of dominant accident aequences. This

section discusses the treatment of human errors during the

initial screening process.

Test and Maintenance Unavailability

As discussed previously, the unavailability of a component
o due to test and maintenance and the potential human errors asso-

clated with testing and maintenance are developed explicitly in

the system f ault trees. For each of these events, an unavailability

or probability of failure is assigned.
For component unavailability, the standard unavailability

calculation is performed:

I

g , mean duration time for test or maintenance,
mean test or maintenance interval

|

Data for these calculations may be found in the IREP Data Guide,

Wash-1400, or in some cases, may be obtained from the plant.

Data for human errors during test or maintenance may be found

in NUREG/CR-1278, Handbook of Human Reliability Analysis with
;

Emphasis on Nuclear Power Plant Applications. Each analysis team

-13-
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1s encouraged to utilize this reference and arrive at numbers on

its own. However, should problems arise in using the handbook,

human factors specialists at Sandla National Laboratorien will be

available to provide assistance.

Errors in Responding to an Accident

The quantification of human errors in response to an accident

( 1s not as straightforward as that associated with test and mainten-

ance. Although tise human reliability handbook provides a wealth of

information, there are many variables during an accident which

influence human reliability and the selection of a probability

value for a given error. Some of these include operator train-

ing, stress, and control room design. To quantify a given human

error accurately, these and other factors must be considered.

llowever, to perform such an assessment on each potential human
,,

error for each accident sequence would be an unmanageable task.

Rather, the IREP team must employ a coarser quantification scheme

for the initial screening process which will permit identifi-

cation of those human errors which might contribute to dominant

accident sequences. Only these human errors will be accurately

quantified.,

The previous discussion led to the generation for each acci-'-

dent sequence of transformation equations which represent the

potential human errors associated with procedures to be followed

during that accident. In the initial quantification of sequences,

these equations are to be substituted for the appropriate fault

tree events. Those human error events which do not apply to the
1

particular accident sequence are set to 6.'

-14-



.

In addition to performing this substitution, probability
f

values are assigned to each event. For the initial screening'

process, coarse values are chosen for the human error events for

reasons discussed previously. These coarse values should repre-

sent upper bounds -- one does not want to underestimate probabilities

at this stage, or some important terms may be discarded during the

screening. Human factors specialists suggest that assigning a proba-

bility of 0.1 to an error in a given procedural step would represent
a reasonable upper bound in most cases. This number is not assigned

to the human error event, but rather to each event in the trans-

formation equation. That is, for the equation HE-V-A = EOP-1-1 +

EOP-2-3, a value of 0.1 is assigned to events EOP-1-1 and EOP-2-3.

For the initial screening process, errors within a single procedural

i step are assumed to be completely dependent. Actions performed in

.

different procedural steps are generally independent, and this

assumption is made. If the analyst believes he has identified an

exception, appropriate probability values should be assigned.

The computation and screening criteria are described in the

IREP quantification guide and will not be discussed in detail here.

Briefly, however, each accident sequence is analyzed to determine

[ the minimal cut sets (with illogical cut sets removed). The human

I errors in these cut sets are recognized by their labels. For the

examples cited above, test errors appear as terms such as TP1-7,

saintenance errors as terms such as MP3-4, and errors in responding

to accidents as terms such as EOP-1-1.
Candidate dominant accident sequences are chosen probabilisticall)

I
~ based on the probabilities and criteria used in the initial screening

-15-
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process. Only these sequences are analyzed further. The cut sets

and events for each of these sequences are ranked to aid in the

final quantification process.

Final Quantification of Human Errors
The IREP quantification guide discusses final quantification

of accident sequences in detail. In brief, each candidate dominant

accident sequence is analyzed to ensure that it is properly quanti-'

fied. The probabilities are scrutinized and, perhaps, modified to

reflect plant specific data. The analyst attempts to ensure that

all common modes have been considered, and the potential for recovery

is assessed.

For those sequences containing human errors, the probabilities

must be examined. Values for test and maintenance errors should

be reviewed. Plant specific data pertaining to test and maintenance

errors may need to be included. Errors made in responding to

an accident have not yet been adequately quantified in this process.

For those human errors in the candidate dominant sequences, actual

probabilities must be inserted (rather than the 0.1 value used

for screening). These values are obtained from the human reliability

handbook. The analyst should use his best judgment in choosing

the number from the range that is given in the handbook, considering

such factors as operator training, timing and stress Of the sequence,

and control room indications.
Human factors specialists from Sandia will visit each plant.

They will be familiar with the control room and the performance

shaping factors affecting the probability of a given error, and
,

they will be available to consult with the analyst should problems

-16-
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arise in selecting a probability. The Sandla human factors specialist
] [

may also provide assistance in assessing the potent 2a1 for recovery*

from an accident.
After this final review of the candidate sequences to ensure

j

they have been properly quantified, the final set of dominant accident

sequences is identified.

i
i

9

I

O

.

|

|

l

,
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COMPONENT FAILURE RATES FOR NUCLEAR PLANT
SAFETY SYSTEM RELIABILIT( ANALYSIS

l

The purpose of this report is to provide component failure rates and

general criteria for selecting component failure rates for use in the

reliability analysis of Nuclear Plant Safety Systems. This report is

not intended by itself to supply a list of " absolute" and final numerical

component failure rates. There are several reasons why producing such

an absolute list is impractical - the most pertinent concern, the large

physical variation of available components of a given generic type and

the possible variations of environment and operation and use.

The basic questions to be asked when detemining and using component

failure rates are:

a. What failure rates should one use when modeling specific components

in specific safety systens at specific plants?

b. How should the expected variations of failure rate for specific

components within specific systems and plants be described and

| accounted for?

; There do not appear to be absolute answers to these questions and therefore*

this report is limited to a general discussion of criteria for failure
|

rates while providing only basic lists of " nominal" component failure!

rates.

|

i

'
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The attached Table 1 is a summary of a survey of component failure rates

taken in the latter part of 1979. The survey requested " generic" or

" average" component failure rates which the respondent would use for a

reliability analysis of Nuclear Plant Safety Systems. The survey

illustrates the range of generic failure rates currently recommended by

the reliability and safety community for nuclear plant safety system
g

analysis. Table 2 shows failure rates obtained from the LER Evaluation

Program and comparable WASH-1400 failure rates. Table 3 shows generic

failure rates generally recommended for screening purposes for the IREP

reliability analysis of nuclear plant safety systems. This list was

taken from the WASH-1400 and is unchanged except where revised to account

for the results of data analyses which have occurred since the WASH-1400

study. For detailed analyses, it is suggested that the user supplement-

the Table 3 data with data from Tables 1 and 2. In addition, data from

other available valid data sources (e.g., NRC/EG&G LER Summary NUREGs,

the NRC or Oak Ridge LER files, etc.) should be referred to whenever

more particularly specific, up-to-date, or pertinent failure rates are

required. The attached appendix presents a general discussion of the

j uses and limitations of presently available component failure rates.

1 .
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COMP 0dCNT FAILURE RATE PROBLEMS - TIMELINESS, CONSISTENCY, OUALITY

This report concerns the derivation and use of component failure rates

for nuclear plant safety system reliability analysis. In particular,

the report is concerned with those failure rates appropriate for parti-

cular systems or plants versus more encompassing failure rates which may

be appropriate for a generic analysis of all plants.

The problem of deriving and using component failure rates for particular

safety systens in particular plants is more difficult than deriving and .

using " average" component failure rates for " average" plants. There are

several reasons for this which are tied to the selection of the proper

population of failure data applicable to a specific case. One is that

there is usually much less data available to make inferrences for a

particular plant than there would be when agglomerating the data from

several plants. A second and perhaps even more important reason is that

any operational or equipment anomalies occuring in a small population

over the short term may, when considered for a larger population over a

longer term, be " averaged" out. A factor affecting the failure rate

data an analyst needs concerns the time or time period his analysis is

| to cover. Is the analysis for equipment reliability as it was over the

j last 5 years? As it is now? Or is the desired reliability the average

value over some projected time period of say the next 5 years? Fo r

i assessing the immediate period one would of course want current data,

anomalous or not. However, the available data to derive failure rates
|

| is of necessity for past periods and experiences - with very good possibilities
,

9
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that past component failure anomalies have been or will be corrected.

Because of equipment modifications, modified operational requirements,

equipment deterioration or wearout, etc., the appearance of anomalous

component failure rates for particular plants at particular periods

should not be unexpected when compared to " averaged" data. The failure

rates one selects should recognize these possibilities and be appropriate

for the projected period the analysis is to cover.

In deriving component failure rates, similar components (e.g., valves,

pumps, etc.) are grouped when they are deemed as physically and functionally

belonging to a particular generic population. But, the components in

the population could in fact have considerably different individual

failure rates and failure rate distributions and thus not be applicable

to any specific component or class of components. When components from

different populations and useages are combined for failure rate calcu4tions,

the quantities within each population are weighted into the calculation.

The resulting " composite" component failure median value and distribution

strictly applies only to a population having a similar mixture--it no
I
; longer applies to any individual subpopulation. The concept of "best

estimate" or " point value" has questionable utility when it is derived

from failures for composite populations in this manner. For composite

populations one can calculate average or mean values and these have

I meaning when applying them to similar composite populations; but, they

may not have meaning for subgmups within the homogenized or aggregate

popula tions. It is expected that for certain components, the best

t,

estimate failure rates of the various generic sub-classes may in fact be
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very similar. In these cases one number or one distribution may adecuately

describe all subclasses of components within the generic category. However,

this may not be universally true. One of the goals of future data

analysis will be to assess generic component composition effects and

determine the nwnber of separate failure rates and failure rate distributions

required for commonly used safety system components.

For systen reliability calculations, one needs to recognize that there

will be a variation of quality of failure rates for various components

and account for or recognize this in the calculations. The " quality" o f

the failure rate for any particular component can be dependent on such

variables as the quantity of similar components in use from which to

gather data, the possible physical variation of particular components.

e tc . The component failure rate quality required is some function of

the importance of the component to system reliability. Generally, in

safety system evaluation some few components will, because of their

singularity (non-redundancy) or high failure rate " dominate" in probability

of causing system failure. Further studies can then be performed to

determine the effect on or sensitivity of system unavailability when

these critical or dominant components are allowed to cover their expected
,

or bounded range of values. If the resulting system variation is unacceptable,

the data quality may have to be improved.

There are several factors which can cause or effect variation or quality
-

of component failure rates including:

-

.

%

t
*___ _ _ _ _ _ - - - - - - - - . - - - - -
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A. Instrinsic Factors'-

Component ' Size x-

Specific Compntnt Type or Model-

Operating Rating' '-

8. Extrinsic Factors' of Component Use _' -

'
Condition or' Environment of Use N-

Derating Factdr or Operating Margin-
,_

Medium of Use (Gas, water, steam', etc.)-

-

C. Calculational or Estimation Errors -

Inaccurate reporting of failures '-

Inaccurate running or cycle time or demands-

Inaccurate population estimates,
-

'

Incorrect agglomeration of Components for Rate' Calculation-

All'of the abo',ve factors can affect ce,1culated failure ' rates to varying
s

degrees and should be recognized and accounted for i.n detailed failure

rate calcula'tions . 5
~ *

s ,

(' '

. -
s

s ,
,,

POINT VALUES AND RANGE OF COMPONENT FAILURE RATES s '

.. .,,

Safety system reliability evaluation and quantif$atitc5 problems may be
<%

of tw kinds. The fir:t evaluatips problem involves arithmetically

deriving a "best" or " point # es(Ymate value of a systems unreliability.

The second or "probabiif stic" problem type involves finding a best

estimate and the expected variation or range.of janreliability. One
'

therefore needs the point estimate (best estim te) and the expected
i

,' . ,

Ovariation or spread of component, failure rate data 'or these tw problen

' w o r. ~ . -
.

s* ,f
, s

'? Na ~,
s ,y_c,

.
,. .

,

'

4 *., g
,

's,

_

^%
_ _ _

| , _ _
- -

*
' '

,_
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The "best" or " point" estimate failure rates used in reliability and

risk assessment of Nuclear Power Plants can be further subcategorized

and representative of two different component populations. One population

consists of a generic mixture of components and the resulting failure

rate is an " average" or " generic" type of failure rate intended to cover

,. broad generic class of components and operating conditions. The other

"best" or " point" estimate failure rate is specific to specific components

and component operating conditions such as are presented in MIL-STD 217

" Military Standardization Handbook - Reliability Prediction of Electronic

Equipment" for electronic components. In the nuclear industry specific

failure rates are generally not available. The Nuclear Plant Reliability

Data System (NPRDS) has somewhat specific component failure rates;

however, the NPRDS lumps together "similar" components having "similar"

operating or environmental conditions so that its rates are still generic

failure rates. Another example of average or generic failure rates are

those derived from Licensee Event Reports (LERs) and shown in the

various LER Analysis reports.

For reliability assessments one generally needs best estimate rates and

spreads for averaged or generic components rather than best estimatew

and spreads for specific components. This is because in nost cases

sufficient engineering or operational detail is not available to the

reliability analyst for the system he is analyzing to detemine an exact

pedigree of the component or the component operating conditions.

Therefore, even if one had extremely specific failure rates, the analyst

w

_ _ _ _ _ _ _
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could probably not provide matching detailed particulars of component

type and operational or environmental factors affecting the component.

Therefore, for many, if not most reliability analysis problems, extremely

specific component failure rates would not be useful. However, where a

component's failure rate significantly affects the determination of

risk, an attempt should be made to restrict the data used to a suitable

subset of the generic population to the extent possible.

A continuing problem enountered in using failure rates concerns the

range that should be used to encompass or bound the expected variation

of failure rates. The range used can be derived to cover physical

variation within a component generic class, environment of use, system,

or plant. A related question concerns how specific one must make failure

rates as discussed above and the expected penalty one must pay in the

form of increased spread (range) penalty when the specifics of component

type and component use are unknown or unspecified. Lastly, the type or

shape of failure rate distribution to use, be it uniform, log-normal,
,

l' etc. must be determined.

| A failure rate distribution shows the variability and failure likelihood
'

one would expect to find in the failure rate for a particular component.

As has previously been indicated, different sub-classes of generic

components and component uses nay have different failure rate distributions.

Hence, when we calculate failure rate distributions from failure rate

data, we are evolving a synthesized average failure rate representative

of the summed or weighted sub-classes of components. There is no problem
.

4
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in producing such a synthesized failure rate distribution. However,

once " synthesized" the failure rate data cannot easily be "unsynthesized"

by the reliability analyst to fit his particular sub-class of components.

In some instances, however, we can accommodate this shortcoming somewhat

by selecting a failure rate distribution which adequately, albeit conservatively,

bounds the generic component, provided undue conservatism is not introduced.

DEMAND RELATED VS. TIME RELATED COMPONENT FAILURE RATES

There are two different measures of component failure commonly used in -

reliability assessment. These are failures per unit of time and failures

per number of demands. The failures per unit of time can be further

categorized as follows:

Standby failure rate - Failures per hour in Standby-

Operating failure rate - Failures per hour of Operation-

There is one other component failure rate known as " Shutdown failure

rate - Failures per hour of Shutdown" which is sometimes found in reliability

l i terature. This report excludes " Shutdown" failure rates because the

component failure rates herein are intended for use in evaluating nuclear

plant safety systems while they are either operational or in standby.

The three possible types of failure rates used in this report are:

Failure per demand-

Failure per Standby Ibur-

Failures per Operating Hour-

-- _
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The type of failure rate to use in reliability analysis may or may not

be obvious. For example, pumps are either operating or not operating

(in standby) and would have corresponding failure rates for each of

these phases of operation. The applicable rates for other components

may not be as obvious. For example, a motorized block valve in a safety

system is either open or closed. It is usually inactive except for the
{

short duration of time that the motor is energized to shuttle the valve

to the open or closed position. On the other hand, a modulating valve

may be considered to be operating continuously for the duration of its

parent system operating time. For simplicity, at most two failure rates

are given for any particular component. The failure per operating hour

is given (if pertinent) along with either the failure per demand or

failure per standby hour.

A complication that occurs in failure rate use is that most components

can fail either when demanded or while in a standby (non-operating)

mode. Because of this, neither the " demand" nor " failure per hour"

failure rate is entirely correct except when used to evaluate components

that have similar numbers of demands, standby times and times between

test. In equation fonn this means that:
i

0 = 0, + S D

where: Q = Total component unavailability

Q = Demand unavailabilityg

SD = Time related unavailability

4
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(

! Solving the above equation for h gives:

A = 2(0-0 )o

'3

This indicates that A is dependent on both time between tests (*3 ) and

the cyclic or demand fraction (Q,) of component unavailability. The

problem is that we have two unknowns (h and Q ) and only one equation.g,

If one can't detemine these two basic failure parameters, then one

can't correctly use this failure rate except in situations where the

test intervals are similar to the intervals from which the failure

population is derived. This presents a problem when component unavailability

is required for components that are tested at longer than nomal test

i nterval s. If one used a failure per demand rate for this case, one

would underestimate failure probability and yet if one assumed the

failure rate was strictly time related, one muld overestimate the

failure probability.

In an attempt to help solve the above pmblem, the LER Analysis Report

NUREGs categorize LER failures as Demand related, Time related, or

Unknown. This categorizing is subjective insofar as the LER contains a

minimal amount of infomation upon which to make this judgment. And, as
o

might be expected, many of the LER failures could not be classified from

the LER description and so are categorized as unknown. The gross

fraction or breakdown is included in the LER NUREG failure rate summary

tables, however, and can be used to estimate failure rate fractions due

to demand and time dependent failures. This can be helpful when evaluating

-

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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systems having testing intervals which vary from the norm. It is also

helpful to have this infomation when evaluating optimum safety system

testing intervals.

LER EVALUATION PROGRAM RESULTS

The LERs have been analyzed by EG&G/INEL to calculate pertinent nuclear

plant safety system component failure rate data. These analyses (refer

to references) and the component failure rate statistics produced are

for groups of similar reactor plant types (NSSSs) and for individual

plants. The LER derived data are " average" failure data for generic

component classes. From the LER data one can detemine a Chi-square

confidence interval for the component failure rate. However, the Chi-

square derived interval infers a single population sample rather than a

mixture of samples from several populations. It is because of the

dissimilar raw data populations that the confidence bounds for the

aggregate or generic calculated component failure rates as shown in the

! LER Data Summary NUREGs are questionable. Other problems associated

with detemining failure rates from LERs are the problem of variations

of failure reporting, detemination of components and systems to be

reported on, etc.

The LER derived component failure rates indicate that there is a large

variation of failure rates " plant-to-plant." Since the plants are each
(
|

essentially "one-of-a-kind," it is expected that some of this variation

is in fact caused by the plant designers using different designs and

di'ferent quantities of each of the sub-classes of components. Certainly ,
e

|

|
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the different designs result in slightly different component uses or

operating environments and hence different stresses on each component.

Therefore, some of the LER calculated plant-to-plant differences are

felt to be real. However, some differences of failure rates are undoubtedly

caused by variations of reporting rules and the degree or emphasis of

reporting by the various plants. The reporting differences can cause an

estimated variation of a factor of 2 or 3.

As noted above, the component failure rates as derived in the LER Evaluation

program indicate large variations " plant-to-plant." The significance of

these variations is not clear, nor is it clear how these failure rates

should be interpreted and used. Some contend that the quality of component

and system maintenance varies widely between plants. It is further

contended that maintenance has a large effect on component failures and

hence this factor alone could account for much of the plant-to-plant

variation. However, some components, e.g., those inside the primary

containment, are not amenable to maintenance; hence, for these components

j (e.g., control mds, etc.) there should not be the large variation that

there in fact appears to be. Conversely, some easily accessible components

or subsystems muld be expected to vary dependent upon maintenance,
1

| e.g. , the diesel-generators. Based on the above, it is suggested that

j some components be described by plant-specific failure rates (e.g., the

diesel-generators); however, for other components (e.g., valves) it is

proposed that, in spite of apparent plant-to-plant variations, some

nominal values be chosen for all plants, at least for screening purposes.

For example, some valve failures may be preventable by maintenance,
,

I

l
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e.g., keeping valve limit switches and torques switches in proper adjustment.

Other failure types seem to have little association with maintenance and

the failures would probably occur at the same frequency irregardless of

how much or little preventative maintenance is performed. These non-

maintenance related types of failure could be, for example, the failure

of a valve due to vibration or insufficient design margin, or component,

internal wearout.

Where plant-specific information is desired, the LER Analysis Report

failure rates median values may be used as an indication for each plant.

However, where there is a large deviation of some plants from others,

the data should first be rechecked to see if these are explainable

causes. It may be that some failures occured in a group of a cause that

has since been corrected. If so, the failure rate may appropriately

need to be recalculated minus these failures.

LIMITATIONS OF CALCULATED COMPONENT FAILURE RATE ACCURACY-

There is considerable uncertainty when statistically " summarizing"

phenomena having large and diverse variation such as component failures.

To derive failure rates we statistically abstract historical data from a

comparatively small quantity of failures. Statistical and prediction

techniques can be used when our sample of failures is repressntative of

future failures. There is danger that the sample of component failures

which one gathers to make predictions may not be representative of
: future failures. More importantly however, there are innumerable

nuances or subtleties of failures which may not be adequately described

_ ._ _ _ _ . _ - _ _ _ _
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in " summarized" 1.e., statistical infomation. For the above reasons it

is recommended that the nere basic or detailed data, e.g., the raw data

in the LER Data Summary analysis reports themselves be used when anything

beyond gross failure rates are needed. The LER derived failure rates

are themselves somewhat gross, but they do indicate the limitation on

our ability to calculate and characterize component failure rates. We
,

,

seem to be limited by the fact that each component application or use is

somewhat different, therefore, we have a variety of "one-of-a-kind"

systems or plants from which we are trying to derive component failure .

rates and failure rate infomation.

The whole concept of random failures as applied to nuclear plant safety

system components should be critically questioned when determining and

using failure rates. In addition to the problem of ouantities of sub-

classes of components, as discussed in a prior section, there are physical

and operational factors involved in nuclear plants and nuclear plant
,

!

! safety systems which can affect and change any particular component

application away from the concept of some single failure distributions.

This might not be a problem if we had sufficient data for each influencing

|
factor. However, some of the factors (e.g., operational and environmental

factors) may be only minimally known and therefore cannot be convoluted

with the result that our final distribution may not be representative of

the actual failure distribution. Because so much is unknown about

|
nuclear plant component failures, particularly the uncharacterized

(perhaps uncharacterizable) failure factors the final selection for

critical components may need to be made on a more reasoned basis wnich
.

may involve considerable a. mounts of engineering judgment.
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There are many factors which mitigate against " random" component failures.

It has previously been indicated that failures and failure rate calculations

are affected by extrinsic, intrinsic and calculation errors or deficiencies

and there may be more extrinsic and calculation factors causing systematic

component failure rate variations than intrinsic random failures. The

extrinsic factors are those affected by environment and operation or

use. The intrinsic factors are what we traditionally model. The intrisic

factors are the so called " primary" component failures. Extrinsic

factors can cause or result in " Secondary" component failures.

RECOMMENDED COMPONENT FAILURE RATES

The component failure rates as given in tables III 4-1 and III 4-2 of

WASH-1400 are recommended to be used for generic rates except as supplemented

or modified by new findings from the LER Evaluation Program. The referenced

WASH-1400 tables are shown in this report as Tables 3A and 3B. The

table entries are marked with an "R" where they have been revised from

the WASH-1400 value, and with an "A" where they are additional to the

original WASH-1400 tables. The modifications and additions are obtained

| mainly from the LER Summary Data NUREG results (refer Table 2). The
i

assessed range is provided by the calculated maximum and minimum plant

specific component failure rates. The mean is the geometric mean of
,

i

these tw values. The error factor is the multiplier / divisor of the

mean to provide approximate bounds. The error factor is rounded off to

3 or 10 to allow using integer exponents for failure rates. A problem

with the LER derived failure rates is that only the major components
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The result of the quantitative evaluations will be the desired

accident sequence probability that is to be associated with the'

accident results determined for that sequence."[1]

Fault Tree Terminology .

A f ault tree is a graphical representation of an interrelated

set of Boolean equations. Each unique event in the f ault tree is

represented by a unique Boolean variable. The types of events
,,

depicted in the f ault tree include the top event, secondary events

and primary events. Secondary events correspond to gates of the

fault tree and have associated inputs. Primary events correspond

to the basic component failures represented in the fault tree and

do not have any associated inputs. A cut set of a f ault tree is a

set of primary events that cause the occurrence of the top event.

A cut set is called a minimal cut set if it ceases to be a cut set
,,

when any of its primary events are removed. The set of all minimal

cut sets for a f ault tree denotes all of the f undamental ways in

which the top event of the fault tree can occur. Since the minimal

cut sets are in terms of primary events and since in general there

exists data to quantify the primary events, the top event of the

fault tree can be quantified by use of the set of minimal cut

sets. For the accident sequence fault tree, the top event is the%-

occurrence of the accident sequence. Quantifying the top event of

the accident sequence fault tree is, in effect, quantifying the

accident sequence.

Accounting for System Successes

Returning to the example accident sequence fault tree, F,
-.,

once the set of minimal cut sets for F have been determined,

- -- _- . .
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the t.inimal cut sets are examined to determine if any of the minimal
.

( cuts sets can cause the failure of system 3. The event " system 3

f ails" has an associated fault tree with the top event representing

the failure of system 3. If the set of minimal cut sets for this
~

fault tree is in Boolean expression form, the Boolean expression

can be complemented. The complemented expression represents the

cet of minimal cut sets for the nonoccurrence of the top event,

k_ which is the success of system 3. (If Boolean expressions are not

used, the dual f ault tree represents the success of system 3. The

dual f ault tree is obtained by replacing AND gates by OR gates and

OR gates by AND gates in the original fault tree. The dual primary

events represent the nonoccurrence of the original primary events. [2]

The set of all minimal cut sets for the dual fault tree represents

all of the fundamental ways the system can succeed.) If the Boolean

expression representing the set of minimal cut sets for F is logically..

intersected with the complemented Boolean expression representing

l the success of system 3, then the identity P*/P = g will eliminate

any minimal cut set of F which can cause system 3 to fail. It is

necessary to remove the minimal cut sets that cause system 3 to

init, nnel hence e ont i vi t et tha ' n y n t a sm 't niieccu" e vnse t i s. i t.c c ".e.'

tree sequence, be f o re proceeding with the quantitative analysis or

the accident sequence. Otherwise, an overly conse rvative probability

will ha e m p et en.

P relimina ry Quanti f icatio'n of Accident Seques.ces

Let the set of minimal cut sets for F which do not imply the

f ailure of system 3 be represented by the Boolean equation:
,

T=M1+M2 + ... + Mm

.
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Assuming statistical independence of the primary events, the
,

.

probability of occurrence of minimal cut set M , 11 i i m, is
i;

computed by multiplying the probabilities of occurrence of each

primary event in Mt. Minimal cut sets with a probability less

than 10-10 are discarded., If P(M ) represents the pr6bability
i

of occurrence of minimal cut set M , then the rare event approxi-i

cation can be used to compute an upper bound on the probability
e m

of occurrence of T; i.e., P(T) i { P(M ). Since the faulti
*-

i=1
tree models the accident sequence, this approximation is also

true for the accident sequence. Note that at this step of the

cnalysis only point values are being used; i.e. , the probability

of occurrence of a primary event is assumed to be a fixed value.

Subsequent steps in the analysis will deal with a probability

distribution describing the various data parameters. However, the

l i point value approach is suitable for determining the dominant

accident sequences, which are those that have a probabilistic

upper bound greater than or equal tn 10-6 Tf tha accidant

'

~.g....- s.-p...i-i e i s .. s . . . , , - . . ... . e.__ .. . . . .. -

4:ut L ut Llac t assalyeusi.

If the accident sequence is a dominant accident sequence,

the minimal cut sets of the accident sequence fault tree are

ranked based on probability of occurrence, from highest to lowest.

The primary events represented in the set of minimal cut sets

are also ranked. A primary event is considered important if the

computed upper bound on the probability of occurrence of the
accident sequence is highly sensitive to the probability assigned

to that event. This is determined by evaluating the partial
i
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derivative of the upper bound on the probability of the accident
,

i cequence with respect to the probability of each primary event.

The product of the partial derivative and the probability of the

primary event measures the contribution of the event to the upper

bound on the probability of the accident sequence. (When normalized,

this measure of the importance of each event is called the Fussell-

Ve(elymeasure.) Af ter this measure is computed for each primary

event, the primary events are ranked in importance, f rom highest

to lowest. Depending on the number of primary events involved, it

may be necessary to rank only the most important primary events.

Quantitative Analysis of Dominant Accident Sequences

In order to take into account the variations and uncertainties

in the various data parameters, a Monte Carlo simulation is performed

on the dominant accident sequences. A median probability and an
-

error factor are associated with each primary event represented in

the set of minimal cut sets for the accident sequence fault tree.

The error factor is used to define a possible range of values for

a particular random variable. If the median probability of occur-

rence of some primary event X is X0.5, then the possible values

of the random variable representing the occurrence of X is between

X0.5/f and X .5 * f, where f is the associated error f actor.0,

The median probability and the error factor are used to calculate

upper and lower bounds which are assumed to be the 95th and 5th

percentile points of a log-normal distribution. From this, the

parameters of the probability distribution are calculated for the

occurrence of the pripary event. The applicability of the log-normal

,

. . _ . . _ . . _ _ - , , . , - . . - - . _ _ , ,
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distribution for describing the various data ranges is discussed

i in the Reactor Safety Study (1, pp. 11-4 2, II-4 3 ) .

By taking a random sample from the probability distribution

for each primary event, a total probability is computed for the

!top event of the accident sequence f ault tree (by using the rare

event approximation and the Boolean equation for the top event,

as described in the previous section for point values). By

\. repeating this for a total of n times, a distribution of accident

sequence probabilities is found. For the resulting distribution,

a mean and standard deviation, as well as the 5th, 50th, and 95th
!

percentile points, are found. These latter are then used to compute

the equivalent median and error factor for the probability of the,

top event of the accident sequence. This output can be used to

|

|
provide a relative ranking of the dominant accident sequences

involving a particular initiating event.%.

Refe rences

1. Reactor Safety Study, WASH-1400, 19i5.

2. Barlow, R. E., and Chatterjee, P., Introduction to Fault

Tree Analysis, ORC 73-30, University of California, Berkeley,

CA, 1973.
.
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important to safety systems are included. Therefore, many of the components

on fault trees will have to be quantified using old, i.e., WASH-1400

data. It is expected that additional new or revised failure rate data

will be periodically forthcoming from current data analysis programs.

Therefore, this list of failure rates is subject to change.

' The attached lists of failure rates are very general and do not cover

specific or peculiar instances of component use. And, as has been

noted, we are not able at this time to adequately characterize failure

rates to cover all instances of use. Further extensive statistical and

qualitative or descriptive data exists (LERs and LER Data Summary NUREGs)

and these should be referen::ed and used where more detail is required.

Therefore, it is emphasized that when a component is found critical to

a system or sequence that additional or supplemental failure rate

,

infonnation be derived from the LERs or the LER Data Summary NUREGs.

The critical component may have peculiar failure modes which other uses

of the component may not have.

COMMON MODE FAILURE MODELING

Methods or techniques must be used in system analysis to recognize and

account for the possibility of multiple component failures resulting

from commonality within or between components. This commonality may be

extrinsic or intrinsic to the component. Examples of an e, ;rinsic

common mode failure might be the failure of several similar components i

due to failure of a common interfacing system or function (e.g., a

cooling systen). An example of an intrinsic common mode failure may be

|

-_. . _ _
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F

the miscalibration of several redundant pressure sensor switches by one

technician due to faulty equipment, instruction, or calibration procedures.

A further (though perhaps questionable) example of intrinsic common mode

failure may be common fabrication or manufacturing defects involving an

entire production run of components. These defective components may

subsequently fail as a group after an abbreviated lifetime or while in a

particular operating mode. The validity of including these manufacturing /

fabrication type problems as " common mode failures" is questionable and

is discussed further below.

Several methods can be used to account for common mode failures in

reliability assessments. One of the frequently used methods involves

arbitrarily reducing by a factor or percentage a part of all component

redundancy within a safety system when assessing its reliability. This

method detennines an unavailability for the redundant component somewhere

between two extremes or bounds. The possible bounds are referred to as

the totally coupled case and the totally uncoupled case. The " totally

coupled" case refers to that condition where, because of common mode

failures, when one redundant component fails, the others fail also. The
!

" totally uncoupled" case results when, because of lack of common mode

interactions, the components always fail completely independently of one

a no the r. These " coupling factor" methods can produce questionable

results for several reasons. For example, if the failures are due to a

manufacturing, fabrication, or installation error causing early failures,

then we might simply have a case of using the wrong failure rate for the

component in question. One cannot correct a wrong failure rate by use
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(
,

of an artificial correction factor for redundant applications of the

component. Furthermore, one should account for " common mode" influences

on all possible cut sets which can lead to system or function failure.

This muld involve adding coupling factors to all cut sets that are

possibly coupled even when these consisted of diverse components. That

( is, an interfacing system (e.g., cooling system) failure could conceivably

fail a pump in one redundant train and a motorized valve in the other

train of the redundant system. Therefore, one could argue that the

coupling factor concept should be expanded and used on all cut sets

having possible interrelationship. The coupling would eventually become

excessive resulting in overly conservative answers.

A second (and recommended) method of accounting for common mode failure

is to address the potential for physically caused common mode failure as

a part of and at the time of the system analysis. The analyst should

look for the special circumstances or factors which can couple together

multiple systems or components. An example of a common code failure

could be the physically disabling of redundant systems caused by a|

proximate disruptive pipe failure. Another example could involve the

common cooling or common diesel oil supplied to multiple DGs with the

possibility of multiple failure when losing the common cooling or when

contaminating the common fuel oil supply. Again, any failures of this

type muld depend on configuration and circumstances of component use;

therefore, assuming particular fixed coupling factors may be too conservative.
I An analysis may be just as unbelievable if it appears to have excessive

conservatism through applying coupling factors indiscriminately 'a all
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redundant components as it would be unbelievable for assuming no coupling

when such potential coupling could or does exist. In other words, where

the coupling is physical, this should be found out and noted by the

analyst himself during his analysis of the system. This common mode

examination is really a normal and expected part of a thorough and

competent system reliability analysis.
,,

An arbitrarily assigned coupling factor should be used sparingly and

c71y as a last resort. When the analysis must be truncated before all

interactions can be found, then an estimated answer might be obtained

with Beta factors or some other technique such as detennining the

geometric mean of the totally coupled and totally uncoupled values of

the redundant system reliability.
-

The coupling factors to be used for human caused common modes, e.g.,

miscalibrations of sensors or switches, etc. is highly variable and is

to a large extent subjective. Coupling factors for human caused common

modes are suggested in the Draft Human Factors Handbook, NUREG/CR-1278.
I

--

!

t
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.

2 ! .6
5E-7|6E-6!1E-4

t9E-7 8E-7 2E-6 3 16-8 AGG FAILURES ALL 21 5
2E-6 3E-6 7 j

9E-7,2E-5 3E-674 5
IE-4 1E-4 SE-6 IE-5 to 3 6 4" " (WCF) 148 5

84jS 4E-7 2E-5 2E-6 2E-6 2E-6 8 1

29 5E-7 6E-7 IE-4 6E-7 2E-6 4; I, I l.7
258|5

2-8 AGG FAILURLS ALL
S 2E-7 2E-5 3E-6i3E-6 2E-6 12 4 I

184' IE-4 IE-4 4E-6 7E-6 1 3,.6 ;.5
282|S.5E-7

(WCF)" "

Sl3E-7 2E-5.tE-6 3E-6 3E-6 10 . .

e

WW HOTE FOR SCRAM RODS. THE SCRAM ROD TABULATIONS ABOVE DIFFER FROM'

OlllLR COMi'0HENTS IN TilIS TABLE INSOFAR AS SEPARATE FAILURE RATES ARE
CALCULAILD FOR PWR'S (THE FIRST LIHE OF EACll SCRAM ROD FAILURE MODE ENTRY)
AND DWR'S (IllE SECOHD LINE) . Tile CALCULATIONS AHD RATES ARE KLPT SEPARATE
BLCAUSE BWR SCRAM RODS AND DRIVE HECHANISM'S DIFFER EXTENSIVELY FROM

- ..illE GLHLi! AL TY.Pli.USED BY Tile TilREE..PWR. VENDERS. . _ . . . - _ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ . . - . . _
-- - ---- .

---- l ACTORS FOR HSSS '
-- -

I
- - - - - - - -. - - - - - - -- - - - . - - - - - - - - - - - -

FAIL EXP EKP UB !ALL GEOM F.

YR$i COMP 0HFHT 8 FAltuRE MODE qiY MIH MAX MAXjAVF MEAN/EF B C W G WASH-14G3 _._
IIESLL GEULE&lDRS.I

6-8 dol b HOI SIART (WKLY TEST) 186 D 2E-3 1E-1 4E-1|tE2 20-2 8 t .6 1 3E-2 3 I
*

( H0H111L Y TEST) 186 D 9E-3 5E-1 8E-2 40 , 7E-2 8 I I .6 I |
" "

00lf. NOT COHi! HUE (MKLY IEST) 112 0 2E-3 5E-2 4E-1 6E-3 90-3 6 1 2 .7 1 3E-3 10 i"

(H0HillLY 1EST) 112 0 7E-3 2E-t 2E-1 3E-? 4E-2 6 1 2 .7 1 I" ''

. .- . - - . - - . . . . - - - - - -- ----- --- - - - - - ~

__ -



.- .

.

t

. .
~

'| RAIL | EXP E[P UB ALL GEON FACTORS FOR HSSS'
(PS, COMPollEllT 8 FAILURE NODE QiY, MIN 'NAX MAX AVE MEAN/EF B C W G WASH-1400 ,. . , e . -- - -

|
!| pt HnIHr. pumps] .

2-8300E5 NOT OPERATE 23 :0g6E-6 2E-4 2E-3 SE-6 3E-5 6 I .7 .4 2 ; 3E-5 10 '," " (WCF) 65 0 6E-6 3E-4 2E-3 1E-5 4E-5 8 1 I .5 1
g6-8 " 8 0 IE-5 8E-5 2E-3 3E-6 3E-5 3 2 3 .6 2 ." " (WCF) 46 0 IE-5 3E-4 2E-3 2E-5 6E-5 5 I fu .6 1 | _ _ . _ . . '

,

AITTPilATING PUNPS|
2-8 DOF5 HOT START 15 D IE-3 2E-2 3E-t SE-4 4E-3 4 3 .6 1 .6 1E-3 3 I" " ,

(WCF) 56 D lE-3 2E-2 3E-t 2E-3 4E-3 4 2 1 .9 .9
6-8 "

to D 3E-3 2E-2 3E-t 6E-4 7E-3 3 3 .8 1 .98 i i" " .

(WCF) 32 D 2E-3 2E-2 3E-I 2E-3 6E-3 3 1 1 1 .6
.2-8 LEAKAGE RUPTURE 45 0 3E-6 IE-4 2E-3 SE-6 2E-5''6 .3"

~. 8 ~| _~ 2
.~2'''

6-8 25 0 8E-6 9E-5 2E-3 6E-6 3E-5_. 3 ., 5
"

_. 6 2.4..2-8 LOSS OF FUNCTION 36 0 3E-6 7E-5 2E-3 4E-6 2E-5 4 .8 3 .9*.7
_ . . . _ _

" " (WCF) 39 0 3E-6 7E-5 2E-3 SE-6 2E-5 4 .7 3 .8I.9
6-8 * 28 0 8E-6 7E-5 2E-3 6E-6 2E-5 3 .8 2 1 .5" " (HCF) 29 0 SE-6 7E-5 2E-3 7E-6 2 E-5__3.. .6 2 1 .6 ..__. '

'|2-8 DOES NOT CONTINUE TO RUN 77 0 SE-6 9E-5 2E-3 9E-6 2E-5 4 .4 .8 1 1 3E-5 to" " (WCF) 94 0 SE-6 IE-4 2E-3 IE-5 2E-5 5 .6 .7 1 I '

.

6-8 " 42 0 #E-5 7E-5 2E-3 IE-5 3E-5 3 .3 .9 I .6 e" " (WCF) 55 0 8E-5 8E-5 2E-3 IE-5 3E-5 3 .6 .8 1 .,5
2-8 DOES NOT OPERATE GIVEN START 158 0 5E-6 IE-4 2E-3 2E-5 2E-5 5 .5 1 1

,

I .7" " (WCF) 178 0 SE-6 2E-4 2E-3 2E-5 3E-5 6 .6 1 1 .86-8 " 95 0 IE-5 IE-4 2E-3 2E-5 3E-5 3 .5 1 I .5* "

'248 DO ES ~~NOT'DP ER ATF
~~ (WCF) 109 0 SE-5 2E-4 2E-3 3E-5 4E-5 4 .6 1 1~ _, 5' .~~-~

973 $ SE-6 :(;( 2E'3 2E-5' 3E~5 ~ 5~~ - 7" -T '- t .7-
~~

*

" " (WCF) 234 5 5E-6 2E-4 2E-3 3E-5 3E-5 6 .9 1 .8
.'6-8 " 105 S lE-5 lE-4 2E-3 2E-5 4E-5 4 .8 1 1 .5

"_ _(HCF) 14 1 5 8E-6 2E-4 2E-3 3E-5 4E-5 .4 .,7 1 1 ,6
"

F.TANDBY PilMPSI ,
;2-8 DOE 5 IIOT START (NOT) 15 D 7E-4 1E-2 4E-t SE-4 3E-3 4 2| 2 2 i .7 1E-3 3." " (WCF) 98 D 2E-3 7E-2 4E-t 4E-3 1E-2 6 1;.I 1: .9" " (TURB) 18 D 7E-3 IE-t 3E-t 4E-3 3E-2 4 3e 1 1 1 IE-3 3

|
l "" (WCF) 57 D 7E-3 GE-t 1E-1 1E-2 SE-2 8 2

'l . 8 1 ! .5"" f (DIESEL) I D 4E-2 4E-2 6E-2 SE-3 4E-2 I 2
1 I. 8 h6-8.|DOES110TSTART(MOT)

." " (WCF) 8 D 1E-2 2E-1 6E-2 4E-2 SE-2 4
. 5 5 . 2: .4

. _ . _ . . . .

'

.4,
6 D 4E-3 IE-2 4E-1 4E-4 8E-3 2

I" " (WCF) 41 D 2E-3 7E-2 4E-1 3E-3 IE-2 6 2 .7
1!'

91*a " (TURB) 11 D '3E-2 IE-I 3E-t 5E-3 6E-2 2 4 2 7
" f " (WCF) 34 0 2E-2 4E-t IE-1 2E-2 9E-2 5 3 .9 l' .2
" i " (DIESEL) I D 4E-2 4E-2 IE-1 9E-3 4E-2 I I*t2h" ' "

(WGF) 6 D 4E-2 2E-t IE-1 SE-2 8E-2 2 1 .7,

2-8 DOES HOT OPERATE (MOT) 60 5 2E-6 3E-5 IE-3 4E-6 8E-6 4 I .9 1 .7 3E-5 to" " (WCF) 167 5 3E-6 lE-4 IE-3 IE-5 2E-5 7 1 .5 1' .8 *

" " (TURB) 43 5 2E-5 SE-4 9E-3 2E-5 9E-5 6 3 2 .9' .7 3E-5 10" " (WCF) 106 5 2E-5 2E-3 9E-3 5E-5 2E-4 8 3 1 .9 .8" " (DIESEL) 2 S 20-4 2E-4 1E-4 2E-5 2E-4 I 2 48'

" "

'.3
(WCF) 12 5 3E-5 8E-4 1E-4 IE-4 10-4 6 ! I1.

.6 6

i

.2
6-8 Dots HOT OPERATE (NOT) 34 S 3E-6 6E-5 IE-3 SE-6 SE-5 5 1 2" " (WCF) 80 S'6E-6 IE-4 1E-3 IE-5 3E-5 5 I .2 I .8" "

| (TURB) 29 5 3E-5 IE-3 9E-3 3E-5 2E-4 6 3 .7 .5

3|2" "
; (WCF) 71 S 3E-5 3E-3 9E-3 6E-5:3E-4 to 1 .9 .6" " (DIESEL) 2 S.2E-4?2E-4 2E-4 40-5'2E-4 1 1 6m

| | 1f.4! (WCF)a 10lSl8E-5|7E-4 2E-4J2E-4|2E-4
" "

3

L
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' FAIL' EXP ,EXP . UB .ALL GEON FACTORS FOR HSSS* ~

8 F A I L. UR E NO D..E . *7 .T. .Y_ .. NIH ; MAX l NAX' AVE ME AH/.EF. 8 C W G WASH-1400 .

-

QYks. COMP 0tlErlil

3 g } _
y

6-8 T10R7 TO UPERATE 128 D IE-3 6E-2 5E-21 4E-319E-3 7 I .6 .6 1 IE-3 3 1 ,

(WCF) 180 D 1E-3 7E-2 5E-2 6E-3' 9E-3 7 .9 .8 .6 8 8 |
! "

LEAK EXTERtlALLY 7 5 6E-7 2E-6 8E-5 IE-7 IE-6 2 1 7M i .7 IE-8 10 !,

'

PLUGGFD _ ________fWSF) 4 5 J E-i ]E-4. 6 E-J 6E-8 3E-6 1 7N 4 2 2_ 3E-7._3.. : ;
eREMOTE 5 MOV|

6-8 FAIL TO OPERATE 165 D IE-3 6E-2 5E-2 SE-3 9E-3 7 I .6 .6 1 ,

(WCF) 234 De1E-3 7E-2 5E-2 7E-3 9E-3 7 .9 1 .6 1"

LEAK EXTFRilALLY 8 12 5 6E-7 2E-6 8E-5i2E-7.tE-6 2 .8 4 1 1 !

PIUccrn (WCF)! 9;$.6E-7 3E-6|8E-5ilE-7;lE-6 2 1 2 _. I . 5 ..I
| A' R OPFRATFD VALVEl ! ; * :

6-8 FnIL TO DPERAIL ! 3' D 7E-3 6E-2 3E-l 7E-4 2E-2 3 9. Su .8 4 3E-4 3 !

(WCF) 10!D 7E-3 8E-2 4E-t 2E-3.2E-2 4 4 .6 .7 3"

; LEAK EXTERHALLY 2 5 3E-6 2E-5 8E-4 2E-7|8E-6 2 22n 7M 1 2 tE-8 10 i
PLUGGED (WCF) 1 5,_tE-5 IE-5f8E-4 lE-7;lE-5 1 434}13W. 2.11M 3E-7 3._ __i

*
a i,

| M AHil Al VALVE I ' '

6-8 FAIL ID OPERATE 3D IE-3 2E-3 7E-2 8E-5;2E-3 1 2 3 2M I

L MK EXTERNALLY IL S 6E-7 6E-7 IE-4:#E-Jf6E-7 1 2.I n .4 6M 1 1.M 1E-8 10____:
.|C 1 CK VALVE | ,

j

6-8 L MK EXIIRilALLY 35 4E-6 5E-6:7E-5 5E-8 4E-6 1 6 7N 2n i IE-8 10 I

LEAK IllTERtlALLY 38 5 7E-7 2E-5;7E-5 7E-7 3E-6 5 .4 1 .7 2 3E-7 3 i
'

8
'

lAIL TO OPEtl 3 D 3E-3 IE-2j5E-2 IE-4 6E-3 2 SN 7N I i 1E-4 3
|IPWR PRIMARY 5AFETY| I,

3E-6 2E-5 2 3M 2 1 lE-5 3 !

4E-5 :2E-3 j6E-36-8 PRLMATURE OPEH 75 1E-5
6E-2 3 5m 2 .9,. _1 E-3 . 32E-1,8E-1| FAIL _ TO OPEtt ,61D 2E-2

.___

IDim PRIMARY RtlTEF|
30 D 1E-2 9E-2 2E-t 8E-3 3E-2 3 : IE-5 3

6-8;FATLTOOPEHFAIL TO OPEN (WCF) 38 D IE-2 9E-2 2E-I IE-2 3E-2 3

' FAIL TO RESEAT (WCF) 18 D 2E-3 2E-2 2E-1 SE-3 6E-3 38
,

! FAIL 10 RESEAT 17' D 3E-3 2E-2 2E-1 SE-3 7E-3 2
21 5 9E-6 4E-5 6E-5 2 IE-5 3'

|PREllATURE OPEll 22,5 9E-6,5E-5,6E-5,;6E-6
2E-5

,

; ;
i

6E-6,2E-5 3
i_ , PREMATURE OPEN (WCF), . _ _ _ _ _ _

I

,

HOTES FOR TABLE 2

ABBREVIATI0tl5 ,

1 YRS - Dril0TES TIME INTERVAL SAMPLED FOR LER FAILURES
6-8 DCHOTES SAMPLE YEARS 1976 TilRU 1978
2-8 DLfl0TES SAMPLE YEARS 1972 TilRUU 1978

2. COMP 0HElli 8 FAILURE MODES - DEHOTES COMPONENT TYPE AND NODE OF FAILURE.
THL F AILURE NODES Sil0MN ARE INTRIHSIC TO Tile COMP 0HENT EXCEPT WilERE (WCF)
APPEARS. WCF NLAHS "WITH CONNAND FAULTS" AND IHCLtIDES FAILURE OF THE COMP 0HENT
DUE TO BUTil IHIRIHSIC AND LXIERilAL OR "CONilAHD" TYPE FAULTS.

3. QTY - DLil0TES OllANTITY OF FAILURES REPORTED FOR THE FAILURE NODE IN Tile TIME INTERVAL.
4. E XP Nill - D0110TES MINIMutt RATE OF AtL CALCULATED PLANT FAILURE RATES
5. LXP HAX - DLHOTES NAXINUM RATE OF Att C ALCllL AT ED PL Alli FAILURE RATES
6. UB NAX - NAXINUM UPPER 95% CollFIDEHCE BOUND FOR ALL PL AHIS WITRil0UT FAILURES
7. AtL AVE - I-AILURE RATE DLRIVED FROM ALL DAT A FROM All PL ANTS CONSIDERED AS ONE POPUL ATION.
8. GEOM NEAN/EF - GEONEIRIC NEAN OF THE CALCULATLD LXPERIENCE NIHINUN AHD EXPERIENCE NAXINUM

AND ERROR FACTOR (EF) TO DFTERMIHE UPPER AND LOWEER BOUNDS.
7. FACTORS f0R HSSS' - DEHOT LS Tilt APPRDXINATE NUL TIPL IER TO BE USED ON THE "ALL DATA"

DATA 10 GIVE THE INDIVIDUAL 11555 AVER AGE V ALUE.
10. W A SH - 14 0 0 - FAILURE RATES FRON APP III Of 2EACTOR SAFETY STUDY.
11 H+P A H A, U P P E R 95% B0HilD WHERE tio FAILURES WERE REPORTED -

9 We f t e s t. ~4
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TABLE 3A. MECHANICAL COMPONENTS (FROM WASN-1400. TABLE III 4-1) - 7
-

. -- .- . . . . . . . . . . - . - - - .___- ,

I FAILURE |
.

'
COMPONENT 8 FAILURE MODE RATE ASSESSED

=- _ _ . - . . - . . _ . . . . . - _ - . . .G_E . . . ~M_E D.I A. . .k EF.|TYPE RAN
. ;-

PUMPS (INCLUDES DRIVER): ! |
IMOTOR 8 TURBINE DRIVEN (GENERIC CLASS): '

FAILURE TO START ON DEMAND: ' D ( A) 3E-4 3E-3 - 1E-3 3i
FAILURE 10 RUN, GIVEN START (NORMAL ENVIRONMENTS): 'O 3E-6 3E-4' 3E-5,10 :

FAILURE TO RUN. GIVEN START. (EXTREME. POST ACCIDENT EVIRONMENTS INSIDE CONT.) | 0 IE-4 IE-2 lE-3110 : !
FAILURE TO RUN. GIVEN START (POST ACCIDENT, AFTER ENVIRONMENTAL RECOVERY) 0 3 3E-5 3E-3 3E-4t0t .

ITURBINE DRIVEN PUMPS:
FAILURE TO START ON DEMAND: D IE-3 IE-2- 3E-3 3 ! A'

.
'

FAILURE TO RUN. GIVEN START (NORMAL ENVIRONMENT) O SE-5 IE-4 3E-5 3e A ;'

! ,

VALVES: 8

! I
NOTOR OPERATED: 4 .

33E-4 3E-3' IE-3FAILURE TO OPERATE (INCLUDES DRIVER): ; D (B) .',
' 3E-4 tE-4 3I
|3E-5

FAILURE TO REMAIN OPEN (PLUG): D (C)
IE-7 lE-6 3E-7 3.FAILURE TO REMAIN OPEN (PLUG): 5

RUPTURE S IE-9 IE-7 IE-8 10 '
i.

3|SOLENDID OPERATED: i I
e . 3E-4 3E-3 i lE-3
| D (D) {3E-5 3E-4, IE-4 3

iFAILURE TO OPERATE:

._ ....g...____.__._ .
10 .| .-

DFAILURE TO REMAIN OPEN (PLUG):
RUPTURE: : S IE 9 IE _7 - IE-8 :

AIR-FLUID OPERA!ED:
| D ( A)i #E-4 IE-3 3E-4 3 iFAILURE TO OPERATE:

FAILURE TO REMAIN OPEN (PLUG): D 3E-5 3E-4 IE-4 3
FAILURE TO REMAIN OPEN (PLUG): 'S 1E-7 IE-6 3E-7? 3

I 1E-7 I E-8 ;10... _ .. q _E-9 , 7
.

RUPTURE: iS

I ; ;*'CllECK VALVES:
FAILURE TO OPEN: ,D 3E-5 3E-4| IE-413
IllTERil AL L EAK (SEVERE): 0 IE-7 IE-6 3E-7 ; 3

'S 1E-9 IE-7| lE-8 10RUPIURE: .

.

'VACUUM VALVE: -

FAILURE TO OPERATE: iD 1E-5 IE-4* 3E-5 3

MANUAL VALVE:
!

.

3* AFAlltlRE TO OPFRATE: D 3E-5 3E-4 IE-4

* E-8 .|10
IE-4 3FAILURE 10 RLMAIN OPEN (PLUG): D 3E-5 3E-4

RUPIURE: !S 1E-9 IE-7 *

--.---|.. . . . . . . . . . . . . . . --- . .. . . . . - . - .- .- - . . . . . . . . - - - - . . s. . . . . - - .

'PRIMARY SAFETY VALVES (PWR):a
.

Fall TO OPIN: : D lE-3 IE-2 30-3 3 R

| D um
S 1E-6 IE-5 3E-6 3 RPREMAluRF OPIN:

. ---.. .. . . . . . _ . . _ . _ _ . _ _ . . - . . . . _ _ _ . _ _ . _ . . . _ _ . . . . _ . _ . . . . _ . . . 3E-2 tE-2 3 R'3E-3FAIL
. - -

10 RECl0SE (GIVEN VALVE OPENED)
--

PRIMARY SAFl.IY VALVES (BWR): *
* *

Fall IO OPEN: D 3E-3 3E-2 IE-2 3 R
PRfMAIURE OPEN: S lE-6 IE-5 30-6 ; 3 Rg
Fall 10 RECT 0SE (GIVEN. VALVE OPENED): D 1E-3 10-2 3E-3;3 R,

,
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' gIEST VALVES, FLOW METERS, ORIFICES: e

FAILURE (0 REMAIN OPEN (PLUG): D IE-4 IE-3 3E-4 3. <

RUPTURE: S lE-9 IE-7 tE-4 /lB ' ~.

,,_ __ __._ .. _. _ _.____ . . _ _ _ . _ _ _ _ .- ,
,

PIPES .!- ,
*

PIPE 1 3-INCH DIAMETTR/iPER SECT 10H):
. -

5+0 3E-11 3E-8 9E-9 3B |RilP T UR E/P L UGt ' ,<
,, ,

| k
PIPE > 3-INCH DIAMETER'(PER SECTION): 4

S+0 3E-12 3E-9 e1E-te 38RUPTURE / PLUG __

I.
_

:

FAILURE TO OPERATE: D (D) 1E-4 1E-3!3E-4 38CLUTCH, MECHANICAL:
'

'*

SCRAM RODS (SINGLE):
- FAILURE TO INSERT: D 3E-5 3E-4 IE-4 3*

,

NOTES: / ^ [
(A) DEMAND PROBABILITIES ARE BASED OH THE PRESENCE OF PROPER INPUT CONTROL SIGHALS. -

e

FOR TURBIHE DRIVEN PilMPS Tile EFFECT OF FAILURES OF VALVES, SENSORS AND OTHER
AUXILIARY HARDWARE MAY RESULT IN SIGHIFICANTLY HIGHER OVERALL FAILURE RATES FOR s

1URBIHE DRIVEH PUMP SYSTEMS. -
.

(B) DEMAND PROBABILITIES ARE BASED ON PRESEHCE OF PROPER INPUT e0NTROL SIGHALS. r . -

(C) PLUG PROBABILITIES ARE GIVEN IN DEMAND PROBABILITY, AND F JR RATES, SINCE 4-

PilEHOMFHA ARE GENERALLY TIME DEPENDENT, BUT PLUGGED CONDI) MAY OHLY BE -

'
DETECTED UKPDH A DEMAND OF THE SYSTEM. -

.

| (D) DEMAHD PROBABILITIES ARE BASED ON PRESEHCE OF PROPER IMPUT CONTROL SICNALS. ,

TilESE RATES ARE BASED OH LER'S FOR BtW PRESSURIZER PORV FAILURE TO F.ES' EAT GIVhH THE VALVE HAS OPEHED.
''

nu
,

I

l

| ABREIVIATIDHS:
. -

(1) FOR FAILURE RATE TYPE ABREVIATIONS: - , , , -
'

D :'DEMAllD FAllllRE RATE - FAILURES PER DENAND J i y

0: OPERATING FAILURE RATE - FAILURES PER HOUR OF OPERATION
-

S: STAHDDBY FAILURE RATE - FAILURES PER HOUR OF STANDBY

S*O: STAllDBY OR OPERATING FAILURE RATE - FAILURES PER HOUR

(2) RIMARKS (LAST COLUMH) ABREVIATIONS:

R : FAlltlRE RATE Sil0WM IS A REVISION OF WASH-1400 VALUE

A : F AILURE RATE Sil0WH IS IH ADDITION TO WASH-1400 FAILURE RATES

-

- - . _ _ _
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TABIE 3B, ELECTRICAL COMP 0tlEHTS (FROM WASil-1400. TABLE III 4-2)
_ . _ .. -- i. .

. - - - - - ~ - - - - ;

_ . . . . . . . . . . . . . . - - - . -.
. . . - - - - . . - -

i FAILURE , ,

| RATE ASSESSED .

COMP 0llElit t F AILURE t10DE TYPE RANGE HEDIAN.EF.

. . . . . . . . . . _ . . . _ _ . . . . _ . . . . _ . . . . . . . . . . . _ . _ _ _ _ - - - _ - ,
'g . . . . . . . . .

CL ill Cll, ElICTRICAIi D ( A) IE-4 IE-3 3E-4 3* .

FAILURE TO OPERATE: 0 1E-7 IE-S .! lE.6 10 . ' .- ,PREMATURE DISEllGAGEMENT:. ... . . . . .
..

. . _ . . . _ .-..__._ a... --...__--.....

; i ! f

| MOT 0d%, FIECTRIC: ' D ( A) : 1E-4 IE-3*30-4 3 -

FAILilRE TO RUN, GIVEll START (HORMAL ENVIRONMENT): 1 0 .3E-6 3E-S 10-5 ! 3j IAllURE 10 START:

I f AILURE TO Rllli, GIVEll ST ART ( EXTREME. .E.NVIR0lif1Elli):. . . . . . . . . -----
: IE. 4 I E -2 I I E - 3.*.10--0t .

....-e-.
. .. . . . . . . . . . . . . . . . . . . . . . .

E I
REl.AYS: D (A) !3E-S 3E-4 i 1E-4 ! 3

.

'

| FAILURE TO EllERGIZE 0 !1E-7 IE-6'3E-7 3
.

I AilllRE Ol' Ho Colli ACTS TO CLOSE, GIVEN EHERGIZED:
|

FAILURE OF llc Colli ACTS BY OPEllIllG, GIVEtt flof EHERGIZED: 0 3E-8 3E-7 IE-7 ,3
0 'IE-9 IE-7 1E-8 :10

Sil0RI ACROSS tl0/HC CONTACT: 0 IE-8 IE-6 lE-7 10
CHIL OPEH: O l1E-9 IE-7 10-8 to

,

COIL Sil0RT TO POWER: - .

|3E-4|
.

3E-3, IE-3 3CIRCUIT BREAKLRS: ' D ( A) g

PRLl1ATURE TRAtlSIE R: . _ .
- - - . . . . . . . . . . . - . _ . _ . . . . . _ ...

3 E - 6_, I E - 6. p* 3-FAILURE TO TRAllSFER: 0 3E-7
. - - -

|.
. _.. _ . , . ! .

*

| SWI T CilES :
8 1 Illt i : a D lE-4 IE-3' 30-4 3

! IAILilRE 10 OPERATE:
. i,

TORQUE. 1 D 3E-S 3E-4, 10-4 3
,

FAllURE TO OPERATE:
f*

PR ESSIIR E : D ;3E-5 3E-4 1E-4 3
IAILURE TO OPERATE: j

| |
MAllUAl . |D |3E-6 3E-S 10-5 3

iAILt!RE TO TRANSFER:
g 6 :

'

|| 54111C11 COHI ACTS: ' O IE-8 IF-6 10-7 to .

IAllllRf Of 110 CONIACTS TO CLOSE GIVrH SWITCH OPERATION: '
IAlluRE OF flC r.Y OPlHitlG, GIVEtt 130 5L111011 UI'ER A I I DH : | 0 3E-9 3F-7 31 - 8 to

Sil0 R I ACROSS tl0/ tic C0tli ACT : . . __ .0 ..IE-9 IE-7 1[ - A 10i

!
B Alll RY Pulli R SYSif M (IJri CII L ): 5 IE-6 IE-5 3 F -- 6 3

,

I AilllRE 10 PROVIDI PROPl'R DillPUT : __ _ _ , _
_ ,, ,_ ,

.
IR AtlSI ORMI RS: fa ' !E -6 10-6 3

,3E-7|3E-73 i. - 6 Il 6 . A .-
|

.

'01-111 CIRCilII PRIMARY OR SECONDARY: *O
, _ _

. . . _ . .
.. .. . . l ..-SilOR I l'R1 MARY 10 SL Cat!!) ARY :

I
, 50llD SIAll DIVICIS. Ill rol.!1 R API'l l C A T IONS (DIODES, TRANSISTORS. E1C.):
| 0 3F-7 '. F - 5 31 - 6 10
| |

1 All 5 30 i UllCII0ti: ,0-5, 11-6 ,10
| | I A ll ', SilHR II D: , , _

_ _ , __ ,
0 IL-7 1

s
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SOLID STATE DEVICLS. LbW POWER APPLICATIONS: l
Falls TO FUNCIIDH: 3, 0 IE-7- IE-5 IE-6 10
I AIL S SilDRTLD: 0 lE-8 IE-6 IE-7!10

DIESELS (COMPLETE PLANT):
FAllDRE in START: D lE-2 IE-t 3E-2 3

FAILURE TO RUll. EMERGENCY CONDITIDHS GIVEN START: 0 3E-4 3E-2 3E-3 10

!DIESEL S (FHGINE ONLY):
FAILURE to RUN. EMERGENCY CONDITI0lis GIV[N START 0 3E-5 3E-3 3E-4,10

_
_

INSTRUMENTAlloll - CEHERAL (INCLUDES TRANSMITTER. AMPLIFIER AND OUTPUT DEVICE):
3E-5 ,10IE-6FAltllRE TO OPERATE: 0 lE-7 IE-5

10SHIFT IN CALIBRATION: 0 3E-6 3E-4

FUSES:
FAILURE TO OPEN: D 3E-6 3E-5 IE-5 ' 3

PRLMAf URE OPEll: 0 3E-7 3E-6 IE-6 3

'

WIRES (fYPICAL CIRCUITS. SEVERAL JOIHis):
OPLH CIRCUIT: 0 lE-6 IE-5 3E-6 1 3
Sil0R T TO GRollND: 0 3E-8 3E-6 3E-7 10

Sil0Ri TO POWER: 0 IE-9 IE-7 IE-8 to

TERMINAL BOARDS:
Ortil CONNECTION: 0 IE-8 IE-6 IF-7 to
SIIORT 10 ADJACEllT CIRCUIT: 0 IE-9 IE-7 1E-8 to

NOTES

(A) DEMAfID PROBABILITIES ARE BASED ON PRESEllCE OF PROPER INPUT ColliROL SIGilALS.

ABREIVI A T IOil5:

(t) IOR FAILURE RATE TYPE ABREVIATIONS:

D: DEMAtID FAILURE RATE - FAILURES PER D[ MAND

0: OPLRATING FAILURE RATE - FAILURES PER fl0UR OF OPERATION

5: STAllDDBY FAILURE RATE - FAILURES PER 110UR OF STANDBY

5 *O: STAllDBY OR OPERATING FAILURE RATE - FAILURES PER 1100R

(2) RLMARKS (LAST ColUMil) ABREVI A1 InflS:

R: F Alt ilRE R A TE Sil0Wil IS A REVISInfl 0F WASil-1400 VALUE

A : f AlltfRE R AIE Sil0 Mil IS IN ADDITION TO WA5ff-1400 FAILURE RAILS

* ~
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1. INTRODUCTION

The Interim Reliability Evaluation Program was conceived in the

aftemath of the accident at Three Mile Island Unit 2 to address

the concern that differences in the design and operation of nuclear

power plants may have a significant influence on the course or

i likelihood of core-melt accidents.

The program is responsive to the TMI Action Plan (NUREG-0660),
'

Section IIC.

l.1 Objectives

The Interim Reliability Evaluation Program is intended to

apply probabilistic safety analysis techniques to a number of

nuclear power plants (ultimately all of them) with the following'

specific objectives: (1) Identify--in a preliminary way--

those accident sequences that dominate the contribution to the

public health and safety risks originating in nuclear power

plant accidents; (2) Develop a foundation for subsequent, more

intensive, applications of probabilistic safety analysis or

risk assessment on the subject plants; (3) Expand the cadre of.

' experienced practitioners of risk assessment methods within

the NRC and the nuclear power industry; and (4) Evolve procedures:

i

i codifying the competent use of these techniques for use in the
|

extension of IREP to all domestic light water reactor plants.

(
~

, - _ - - . , , _ _ . , - - -, , . - - . - _ _ -
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1.2 General Assumptions and Scope

Event-tree and fault-tree techniques will be employed to

identify hypothetical accident sequences leading to core melt

and assess their likelihood. Plant initial conditions will be
'

,

confined to power generation. Consideration will be given to

the possibility of misaligned valves, switches, etc., and-

components out of service for test and maintenance at the time

of the initiating event through the mechanism of unavailability

calculations for components within the fault trees. Accident

scenarios will be pursued to a stable outcome: the identification

of the approximate timing and magnitude of atmospheric releases,

if any. Stable hot shutdown will be taken as successful core

cooling; such outcomes will not be pursued to cold shutdown.~

Excluded from consideration will be external events, earthquakes,

fires, floods, and sabotage. Included will be random and

common-cause equipment failure, operator and maintenance

l personnel errors of omission and commission. Operator corrective
i

action during accidents will also be considered.

" Component failures will be assumed to be binary: components

either function nomally er fail outright. Partial failures

j such as degraded bus voltage will not he considered.

It is the objective of IREP to use fully realistic assumptions

| on failure likelihood, system failure criteria, accident

[ phenomenology, and the prospects for operator corrective

action. mwever, to avoid much unproductive work, an initial

I

:

-- ..--. _. - _ _ _ _ _ . . _ _ _ _ _ _
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screening of accident sequences and their expected frequency

of occurrence will be made with point estimate probabilities

and the least conservative criteria readily available. Once

candidates for the dominant sequences are thus identified, the

conservatisms in the assumptions and data which influence the
*. '

course or likelihood of these sequences are to be re-examined--

and eliminated. The final report will include a discussion of

the residual uncertainties surrounding the results, including

issues of completeness and modeling approximations as well as

uncertainties originating in the failure rate data.

The scope of IREP team analyses do not enbrace original analyses
,

of the thermal hydraulics of core uncovery, core meltdown
,,

phenomenology, of containment challenge by core melt accidents

(e.g., MARCH-CORRAL runs) nor does it embrace offsite consequence
|

i analysis. The endpoint of the IREP analyses will be the

classification of accident sequences according to predicted

frequency and a classification according to the approximate

timing of core melt and the operability of active containment

systems (isolation, sprays, fan coolers, etc.). This classification
,,

will allow the accident sequences to be identified--at least

tentatively--with release categories by interpolation among

the release category assignments made in prior risk assessments

of the most nearly comparable plants that did include formal

i

%-

i
,

- . . _ _ - - - , . -
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release category analysis, i.e., the Reactor Safety Study and

the Methodology Applications Program Studies. A guidebook for

this judgmental assignment of release categories is being

prepared for use in IREP phase II and subsequent studies,

f 2. IREP TASK ELEMENTS AND SCHEDULE

Section 2.1 lists inputs to the IREP project teams. Section 2.2

tabulates task elements, required inputs and deliverable products.

Section 2.3 sumarizes the schedule.

2.1 Inputs to IREP teams (supplier in parenthesis)

A. Generic Functional Event Trees and Event Tree Analysis
'

Guide (NRC/Sandia)
%

B. Final Safety Analysis Report (Plant Owner)

C. EPRI NP-801 (Local IREP Contractor)t

D. System Design and Operation Documentation (Plant Owner)

- System descriptions

- System diagrams,

- Procedures for operation, test and maintenance,'

emergency procedures, etc.

E. Risk Assessment Refererces (NRC/Sandia)

- IREP Procedure and Schedule Guide

- WASH-1400

(
s

__ _
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- IREP Fault Tree Guide

- Fault Tree Handbook

- Human Factors Handbook

- Release Category Identification Guide

'

F. List of LERs Screened for Relevance as Potential Accident
''

Precursors (NRC)

G. Component and Human Failure Rate Data Base and Ouantification

Guide (NRC/Sandia)

2.2 IREP Task Elements. Inputs, and Outputs

Note that the fbilowing task list gives a misleading impression

that the tasks are sequential. In practice, it is expected

that many tasks will be performed concurrently. Many tasks

will also require several iterations; that is, a first approximation
,

to the task will be crepared to enable the work to progress.

Then, as more understai: ding of the accident susceptibility of

the plant is developed, it will commonly be necessary to

revise earlier task products.
1 ,

t

--

(
s

- - - - , _ - _ _ _ _ _ - - - - -
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IREP 6-Plant Study Task List

Task # Task Elements Required inputs

1 Prepare a table showing the names of A. Generic event trees

systems installed in the plant corre- B. FSAR

sponding to the functions in the
'

generic event trees. List these

systems. Product: la) function /

system index; lb) Front Line Systems

List (FLSL).

2 Assess generic list of transient ini- B. FSAR

tiators for applicability to the plant; C. Generic Initiator

draft provisional list of transient or List (e.g. , EPRI

active failure initiators. Product: NP-801)

2) Initiator List. F. Precursor LERs

3 Prepare System Description Note Books lb. FLSL

(SDNB) for each system in FLSL. B. FSAR

Product: SDNB-FLSs.
<

4 Prepare a table listing each support 3. SDNB

system upon which the front line systems B. FSAR, D.

(FLS List) depend. Product: 4a) Table

of FLS vs. Support Systems; 4b)

Support system list (SSL).

(
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Task # Task Elements Required inputs

5 Prepare System Description Note Books 3. SONB-FLS

for each system on the Support System 4., B, D

List. Product: SDNB-SSs.

~ '

Group transient initiators having A,B E,F'
6

%

common mitigation requirements in order 1. , 2. , 3.

to avoid core melt. Total the expected
,

frequency 63r each group. Product:

Table of grouped transient initiators

with estimated frequency of occurrence.

7 Identify sites on the reactor coolant B,D,E.

pressure boundary where active failures,'-

comand faults, support system faults,

human error or transients could induce

a LOCA. Classify non-passive LOCA

| possibilities by causal mechanisms, loca-

tion, effective break size, symptoms, and

i common-cause failure potential. Product:

| 7a) Draft table of hypothetical non-'-

passive LOCAs, 7b) List of questions for

further research to finalize 7a list.

-

-- _,
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Task # Task Elements Required inputs

8 Classify all hypothetical LOCAs (passive B,D.E,7.

and non-passive) according to the number

and kind of ECCS trains necessary to

avoid core melt. Note special cases of
,

passive LOCAs having peculiar symptoms or--

which have common cause fault effects,

e.g., those which bypass containment.

Group into classes those LOCAs having

common mitigation requirements. Product:

Ba) Draf t classification of LOCA initiators

by mitigation requirements, 8b) List of4

questions for further research to finalize''

8a list.

9 Prepare an abbreviated fault tree B, D

analysis of transient initiators and 4., 6., 9.

active-failure LOCAs to identify which--

if any--faults in the support systems in

the Support Systems List can cause
,,

or increase the likelihood of

initiating events. Product: 9a)

Initiator FTs; 9b) Table of Support

system incident initiators.

\

%

- - - _ _ - - - _ _
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Task # Task Elenent Required inputs

10 Tabulate success criteria for front line 1. , 2. , 3.

systems listed in Task l for the several A, B

relevant initiating events. Also note

where these criteria are suspected of .

being unnecessarily conservative.-

Identify questions for further research

to finalize the system success criteria.

Product: Table of FL System Success

Criteria.

11 Commence collecting questions and addi- Prior tasks
.

tional plant data requirements to be l through 10
,,

requested of licensee. Product: lla)

Letters to plant owner; lib) Initiate

communications file and log book on

communications with owner.

12 Transnit products of Tasks 1 through 11 Prior tasks

to (1) NRC IREP project management (2) I through 11

| Sandia IREP project management, and (3)
'"

the plant owner for review and comment.
1

l Include a brief analysis of manhours

spent on each task and problems encoun-

tered.

I

m-

,
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Task # Task Element Required Inputs

13 Adapt generic functional event trees 2. 10. , A

into plant specific systemic event

trees for each group of initiating

events. Product: Systemic Event
!

Trees including explanatory text.
.

14 Develop statements of front line system 10., 13.

failure criteria and depict as fault

tree top logic for each FLS. Product:

FT tops with explanatory text for

each FLS.

|
'

G 15 Prepare a tabular Failure Mode Effects 3. SDNB-FLS

Analysis for the points of interaction 4. Dependency Table

between support systems and the front 5. SDNB-SS

systems of Task 4. Product: FMEA.

,
16 Continue the development of the dependency 5. SDNB-SS

table and the interaction FMEA to include D. Plant documentation
,

interactions among support systems, e.g.,
-

service water depends upon AC power and

both may require DC control power.

Products: 16a) Table of support system

interdependencies; 16b) Additions, if

any, to support system list; 16c) FMEA

for interactions among support systems.

. -
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Task # Task Elements Required Inputs

17 Transmit products of Tasks 12 through Prior tasks

15 and any revisions of Task 1 through 1 through 16

11 products to (1) NRC IREP project
|

| management (2) Sandia IREP project
('

| J, management, and (3) the plant owner

for review and comment.
i

18 Develop the fault trees for the front line 3. SDNB-FLS

systems into parent trees; i.e., extend 14. FT Tops

the failure logic developed in Task 14 15. FMEA

to individual trains or branches of the

i system. Develop train failure to
w

distinguish faults in support systems

(according to the FMEA of Task 15)
.

from local faults of the system, but do,

not resolve local faults in these fault

trees or pursue the development of

support system faults at this time.

Product: Parent Fault Trees for each
w

system in FLSL.

19 Tabulate the local faults in the front 3. SDNB-FLS

line system fault trees which contribute 18. PFT

to each composite local fault event in

( the parent trees developed above. Pro-

vide a preliminary quantification to~

. - - - _ _ _ _ _ _ _ _ - _ _ _ _ ._ .-
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Task # Task Elements Required Inputs

limit the development to potentially

significant events only. Product:

Tabulated daughter trees.

20 For each support system, collect a list 15. FMEA

of fault events appearing in the parent 18. FTs

trees of the front line systems origi-

nating in faults of the support system.

Add to the list the support system

faults that are (or contribute to)

initiating events. Develop fault tree

top-logic (failure definition) for the
-

support systems and tree segments to

|
cover faults in support system branches.

Products: 20a) Table of support system

fault citations in the initiator and

front line system fault trees; 20b)

Additions to FLS daughter tree tables;
,

20c) Connector tree segments for
,

| support systens fault trees; 20d)

Table of failure definitions for

support systems; 20e) Top logic fault

trees for support systems,
i

, , - - - - --- - - --
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Task # Task Elements Required inputs

21 If there were new additions to the 20b

support system list in 20b, repeat those

steps that develop this infonnation, i.e.,

Tasks 5. 6, 9, 13, 14, .... and 20c.

22 Report results of Tasks 18 through 21 1 through 21*

and revisions of Tasks 1 through 16.
.

Revisions of Tasks 1 through 11 should

reflect comments received.

23 Develop parent trees for support systems 16.

Product: Support system fault trees. 20.

21.~

24 Tabulate the local faults in the compo- 23. SS FTs

site events of the support system fault D. Plant documentation

trees (23) and provide a preliminary G. Data

quantification to limit the development

to potentially significant events.

|
Product: Daughter tree tables.

| 25 Develop dependency diagrams, one for each 15., D

support system, each showing all the 16.

front line systems, portraying the kinds 18.

of fault propagation into the front line 23.
,

|
systems from support systems using fault.

tree notation. Product: System failures

dependency tables.

. . - - . _ _. . _. -_ -._- .. - _ _ _ _
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Task # Task Elements Required inputs

26 Develop dependency diagrams for the 6. , 9.

initiating events showing transient and

non-passive LOCA initiator groups and

displaying a fault tree logic model of

how support system faults may cause ors

contribute to the occurrence of the

initiating events. Product: Initiating

event dependency diagrams.

27 Employ the dependency diagrams and event 25., 26., 13.

trees to prepare a table of accident

I sequences caused by support system

faults. Product: Table of support

system accident scenarios.

28 Re-examine system fault definitions and 18., 14., 13.

assumptions employed in the initial 19.

quantification of system and initiator 20.

fault trees for consistency. Revise 23.
;

as necessary. Product: Statement of 24.'

consistency of initial quantification 27.

with sequences. Revisions, where
;
t

necessary, to products of tasks 13.,14. ,

18. ,19. , 20. , 23. , 24. , 27. , etc.
I

%

a

- ~~ , - - _ _ _ . _ - - . - - - - - - - - - - - - -
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Task # Task Elements Reuuired inputs-'

29 Fomulate parent fault trees for each 13. , 18. , 19. , 20. ,

core melt accident sequence in the 23., 24.

systenic event trees by combining

under an AND gate the initiating event

( and the several fault trees for the

postulated system failures in the sequence.s

Obtain minimal cut sets and rank according

to provisional quantification of initiating
10and local events. Truncate at 17 /yr.

Further reduce the list of sequence

minimal cut sets by eliminating those

cut sett which are sufficient to cause,

more severe sequences. Each cut set

j should be attributed to only one sequence.

Note cases in which the most severe

sequence is ambiguous. Product: Ranked

list of minimal cut sets for event

sequences.

'

30-33 Examine and refine the sequence cut set

lists and their quantification as follows:
|

| 30 - Verify the sequence cut sets 25., 26., 27., 29.

entailing support system faults by

comparison with the depender.cy diagrams.,

t

Correct the dependency diagrams, fault,,

or event trees as appropriate.
.

_ _ _ . _ ,_ - . - - _ _
- - -

-
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Task # Task Elements Required inputs

31 - Search for potential comon-cause 3. , S. , D. , 19. , 24. , 29.

failures, particularly those due to

human (maintenance or operator) error.

Revise assessed cut set frequency as
(

appropriate. Product: Revisions of prior,

products or annotations on the event

sequence cut set list identifying bases

| for altered frequency estimates, as
I
l appropriate.

32 - Re-rank cut set lists for each
'

event sequence by expected frequency of

Truncate at 10-8/yr.occurrence.

| 33 - Think through the chronology, 32

causality and accident pmcesses implied

by each sequence cut set in the truncated

list to verify that the assumptions under-

lying the event trees, fault trees and,

probabilistic quantification are*

consistent. Look for common cause

failure mechanisms that may have been

missed previously. Revise prior erk

as appropriate.

.

%

.

- - - - - - - - _ - - - - - _ _ - - -
-- - - - - - - - - - -
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Task # Task Els9ents Required Inputs

34 Prepare logic diagrams of fault causa- 33., 32.

tion and descriptions of the sequence

of events, syniptoms, and expected

outcome of the dominant accident
i

sequences.
,,

35 Transmit for review and comment the 1 through 34

results of Tasks 1 through 34, high-

lighting revisions of tasks reported

earlier.

36 Develop a qualitative list of singular 7., 9., 13., 25., 26.

initiating events with the potential to 33., 34.
.

!

j cause core melt without additional

passive or random active failures.

Insofar as practical with the infor-

mation at hand, include in-plant fires

or floods. The effort should be scoped

to include accident susceptibility of
,

the kind revealed by the Browns Ferry%.

fire, the NNI-Y bus fault at Rancho

Seco, and the accident at TMI.

|

37 Re-examine the quantification and 32., 33., 34., etc.

assumptions underlying the identification

I of the dominant sequences identified in
%

|

.

, _ .
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Task # Task Elements Required Inputs

Task 34. Discuss with plant operations

perso nnel . Onploy plant-specific failure

rate data, where available, to refine the

frequency estimate and discuss the sensi-
''

tivity of the quantification to the

phenomenological assumptions and failure

probabilities. Describe the symptoms

available to the operator and the

opportunities for corrective action

during the course of the accident.

Note the range of warning times between

the diagnosis of the accident and the

release from containment.

38 Prepare a draft of the final IREP study

| report and submit for review and comment.

39 Participate in a Research Review Group

to assemble critical comments on the
,

draf t report. Assist the plant owner

in reviewing the draft report.

40 Prepare and publish as a NUREG report
1

l the final edition of the plant-specific

IREP study report, incorporating as
i

,
,

!

_ - . - - - . _

., --- - __ . _ - . _-
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Task # Task Elewnts Required inputs

appropriate the feedback from the Research

Review Group, NRC and Sandia project

management, and the plant owner's

comments.,

s

e

%

i

s

-

e
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2.3 Schedule

Each IREP Phase II study is anticipated to take nine months to

produce a final report.

One of several ways to schedule the tasks to be perfomed is
' suggested in Figure 1. An alternative might entail the concurrent

development of the FMEA Tasks 15 and 16 with the fault tree

Tasks 18 through 24

|

w
e

%

|
|

|

1

| I
I w

.

I

.. , _ _ . - -
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3. IREP TASK DESCRIPTIONS

3.1 Function / System Index and Fmnt Line System List

The effort to develop a simple, complete catalogue of accidents

involving a reactor core is facilitated by distinguishing

between front line systems and support systems. The front
.

line systems list is a minimal list of systems whose operability

completely defines the course of accidents with respect to the

timing and magnitude of the release--if any--of radioactivity.

Support systems important to safety are those which affect the

course of accidents only by way of their effect on the operation

of front line systems. Examples of front line systems include

main and emergency feedwater systems, emergency core cooling

systems, containment sprays and fan coolers, and valves regulating*

!
l flow across the reactor coolant pressure boundary or the

|
containment boundary. Examples of support systems include

auxiliary AC and DC power systems, component cooling water

systems, HVAC and instrument air systems. Some ambiguous

cases are systems with both front line and support functions'

(e.g., an essential service water system which is part of the

decay heat removal system--i.e., front line--as well as a heat'

sink for front line systems. Another ambiguous case is an
1

actuation system whose classification as part of a front line

system or as an independent support system is a largely semantic

distinction.

'
|
'

%

--
-
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To keep the number of front line and support systems to a

minimum it is commonly helpful to class actuation and control

systems as part of the front line system rather than as a

separate support system provided that the actuation and control

system serves only one front line system. On the other hand,

if the actuation system initiates more than one front line
,,

system, e.g., the Safety Features Actuation System, it is more

convenient to treat it as a support system. By so doing, the

potential for multiple faults among the front line systems

originating in a single failure of the actuation system can be

treated explicitly in the dependency diagrams and the fault

trees for the support systems.,

-

Flag those front line systems that normally participate actively

in normal power generation, e.g., the main feedwater system,

from those which are normally dormant, e.g., the ECCS or

! auxiliary feedwater system. In most cases it will prove more

convenient to treat the normally operating systems in the

fault trees for the initiating events rather than in the fault

trees for the mitigating systems. However, do not forget to
-

consider the possible restoration of these systems as a potential

recovery mode in the later analyses of accident sequences.

3.2 Initiator List

EPRI has classified and estimated generic occurrence rates for

transient event initiators at nuclear power plants in EPRI NP-
i

( 801. This work serves as a satisfactory starting point from'

i

_ _
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which to estimate the types and frequencies of transients to

be expected in the subject plant. Tabulate which of the

transients in the EPRI list are applicable to the plant, and -

indicate their generic occurrence frequency. Keep in mind

that the plant in question may be susceptible to different

kinds or frequencies of transients than the report suggests.-

Consider the list of potential precursor LERs in this task.

In this and subsequent tasks, look for clues to modifications

that may be needed to the transient initiator list and the

assessed frequency of occurrence.

3.3 System Description Note Books--Front Line Systems

The System Description Note Books--one for each of the front
,

i line systems--are intended to contain (1) a copy of a description

of the system (perhaps a photocopy of the system description

in the FSAR or from the operator training manual); (2) the

principal diagrammatic documentation of the system, e.g., P&ID

for mechanical systems; (3) an annotated index of relevant -

infonnation in the supplied plant documentation, i.e., cross
t

references to elementary diagrams relevant to the system, to,

| operating, maintenance and emergency procedures, etc.; and (4)

Copies of letters, telecon memoranda, and interview notes in

which the IREP team questions the operators, designers or

builders about the details of the system design or operation.

( The SDNBs will continue to grow throughout the IREP study.

Every piece of infonnation actually employed in the IREP study
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results.abcut the plant design or operations should either

appea' in'the appropriate SDNB or should be traceable via ther

' SDNB and retrievable from the central IREP team file.

Four copies of the plant documentation and of the SDNBs are to

be maintained throughout the study. They are to be located as
%,

follows:

1. Study team

2. NRC IREP project management

3. Sandia IREP project management
,

4. Utility (plant owner) office designated to track the IREP

study.,

-

Document control procedures are to be implemented to assure

that all four copies are updated and complete. Each addition
\

or correction to the plant documentation or to an SDNB shculd

be funneled through the IREP team Document Control Engineer (a

designated member of the IREP team). .The Document Control

Engineer should issue revision pages as necessary 'to, update

the four copies and a new cover sheet which indicates the
,,

*
\

latest revisi,on cf each page.
' '

> ,

v

The initial preparation of' the SDNB described in Task 3 entails

the collection of the system description, the principal diagrams,

the first edition of the cross index to procedures and the
, s

current diagram file, the dissemination of the first set of'
. ,

d

,. . . _ _ . _. _.
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four copies, and the initiation of the document control system.

It is expected that the entire IREP team participate in the

development of the SDNBs. In fact, the initial perusal by the

team members of the FSAR and the plant documentation to familiarize

themselves with the plant should be combined with the exercise

of initiating the SDNBs as wil as Tasks 1 and 2.-

3.4 Support Systems List, Table of Front Line Systems vs. Support

Systems

In the course of reviewing the design and operation of the

front line systems, note each active support system, such as

auxiliary essential AC power, non-essential AC power, DC

power, control and actuation systems, HVAC systems, auxiliary
,

cooling water systems, instrument air, etc., upon which the

front line systems depend. Document the survey of support

systems in the fom of 4a) a master list of all the support

i systems upon which the front line systems depend, and 4b) a
I table or matrix with the names of the front line systems in;
I

the left hand column and the names of the support systems

across the top. Enter check marks to note the dependencies,

identified.

Conventions involving the definition of system boundaries

employed in the analysis should be recorded in the System

Description Note Books for future reference. It will suffice

to follow FSAR or other plant documentation conventions for,

'
the definition of systems.

. .-- . .- -- . . _ . . _ _ _ - _ _ - . -
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It is not necessary to distinguish between system trains or

divistor.s nor to distinguish between types of dependencies for

the purpose of this expeditious task. However, this infonnation

will be needed in the Failure Mode Effects Analysis Task, Task

15, and subsequent tasks. Therefore, clearly note in the
t

System Description Note Books where this infonnation can be%

retrieved when it is needed.

Treat the main feedwater system as a front-line system in this *

exercise to support subsequent tasks entailing the analysis of

transients ar.d non-passive failure LOCAs.

Where system operation requires operator control, treat the

operators as a " support system." In ambiguous cases where the*

functional dependency is in doubt--e.g., a front line system

may or may not require operability of the compartment HVAC--

assume the dependency is present and record the system in the

list and table with a question mark to note the ambiguity.

3.5 System Description Note Books - Support Systems

Follow the guidelines for Task 3. For operators treated as a

" support system," record the references to the procedures or

system descriptions describing the operator's role and responsi-

bilities.

3.6 Group Transient Initiators Having Common Mitigation Requirements

Some transients can be ridden through without a requirement
,

' for scram or for the initiation of standby cooling systems.

These are of no interest unless they deteriorate into scenarios

. -__ ___ _____ _ - - _
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in which the scram and/or the startup of backup cooling systems

are necessary. Therefore, it generally suffices to limit the

grouping to two classes: those in which the expeditious

termination of criticality is required and/or those in which

the delivery of main feedwater is interrupted for long enough

to require the initiation of a backup cooling system to dissipate--

decay heat. A useful convention employed in the RSS is to

distinguish transients in which the power conversion system

(main steam, condenser, main feedwater, the turbine or the

turbine bypass system, ano the circulating water system)

continues to operate or trips off. That is, the power conversion

system is said to be operable if the normal reactor heat;

dissipation path via the circulating water system remains'*

o perable.

Since the focus of the analysis is to give an initially broad

catalogue of accident sequences leading to core melt, it is

useful to employ a gross classification of transients. When

in doubt, employ subgroups of transients within the coarser,

J broader classifications to denote collections of transients

which are similar with respect to the demand for changes of

state among the front line systems, but which differ in the

timing of the demand, the options for recovery, or the severity

of the effects of failures. It is not, however, necessary to

develop this fine-structure of the transient initiator classification
i

4

.

l

, _ _ , - , - - _ . . - _ --_--- _-
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at this time. The fine-structure of the classification should

be developed in an iterative fashion during the fault tree

analysis of initiators.

Total the estimated frequency of occurrence for each transient

group by adding the estimated frequencies of the constituent
%.

transient types from EPRI NP-801 and Task 2. Update the Task

2 Initiator List if new insights developed in Task 6 suggest

alterations.

3.7 Table of Non-Passive LOCA Initiators

Survey the entire surface of the reactor coolant pressure

boundary, as documented in P& ids and other plant documentation,'

'" in support of Tasks 7 and 8.

Task 7 is devoted to the identification of hypothetical non-
'

passive-failure LOCAs. Catalogue sites on the reactor coolant

pressure boundary at which non-passive LOCAs are possible.

Examples of non-passive failures are externally operable

valves where active failures, human error, command faults,

etc. might result in breaches of the pressure boundary. Note
.

in particular those sites at which transient-induced non-

passive failure LOCA might take place, e.g., safety / relief

valves, letdown lines, etc. Classify the hypothetical non-

passive failure LOCAs in tabular fonn distinguishing the

immediate causal mechanisms, the break location, the range of

possible effective break areas, the symptoms discernable by
,,

.
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|
the operators, and the conanon-cause failure possibilities.

Only the immediate or proximate cause need be identified in

| this task; subsequent tasks develop--in fault tree form--the

root causes of these LOCAs. Symptom identification can be

qualitative, it is not expected that reactor coolant or

containment atmosphere pressure temperature analyses be performed.,

Highlight any clues available to the operators of the location

or cause of the break. Note if the breach is potentially
j

1

| isolatable. Among the common-cause failure features to be

considered are LOCAs that may affect the operability of one or

more trains of ECCS, which may breach the containment pressure

boundary, or which have unusual synptoms (such as high pressurizer

level) that might confuse operators or affect the signature

which actuates the engineered safety features actuation system.
1

l
It is expected that the available plant documentation may

prove insufficient to complete this task. If this is the

|
case, collect a list of questions for the plant owner and/or

for the IREP research program management to resolve ambiguities.
.

However, proceed as far as possible with the task at this

time, using judgment as necessary to complete the catalogue in

order to support successive tasks. Flag judgment calls for

future verification or for use in documenting assumptions.

3.8 Classify all Hypothetical LOCAs by Mitigation Requirements

Group all hypothetical LOCAs (passive as well as non-passive)e

' into classes sharing common mitigation requirements, i.e.,

.

s
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whether or not reactor scram is required, whether or not

feedwater (nomal or energency) is required, and the kind and

ntsnber of trains of Emergency Core Cooling Systems required.

It is expected that most active and passive LOCAs can be

gmuped by effective break size. A few hypothetical LOCAs may
,

also depend upon break location or upon common-cause failure'

po tential . Identify any groups or subgroups of LOCAs with

particular mitigation problems such as:

a. LOCAs for which recirculation may be compromised (blowdown

outside of containment, blowdown may accumulate in a

cavity that does not communicate directly with the emergency

! sump, etc.) .,

b. LOCAs which intrinsically defeat one or more ECCS train.

c. LOCAs which may intrinsically breach the containment

barrier.

d. LOCAs outside of the ECCS design envelope, e.g., gross

reactor vessel rupture.
'

|

e. LOCAs whose symptons rio not trigger the Safety Features

1 *. s.a e '.1 <, re * p 'm ..

For each group or subgroup of passive failure LOCAs develop an

estimate of expected frequency of occurrence following RSS

practice. See also the quantification guide. Note if there
,

is a subgroup of piping within each gruup which depends upon

|

. -. - - - . - _. . _ . __ _ _____ _ - _ _ _ _
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the operability of snubbers or sliding equipment mounts to

acconinodate thennal expansion and contraction. Collect a list

of questions to resolve ambiguities in this task, as outlined

under Task 7.

The objective of the IREP study is to use realistic analysest

; of equipment phenomenology. Thus it is unnecessary to employ

licensing conservatism in the classification of LOCAs by

mitigation requirements. However, realistic analyses of ECCS

requirements may not be available. Generally it is more

|
efficient, in this case, to proceed with the analysis employing

i

the conservative licensing criteria to define ECCS requirements,

but to note instances of suspected conservatisms. As the

analysis of accident likelihood and causation takes shape, it

is then possible to estimate whether a less conservative

definition of ECCS requirenents muld make a significant

difference in the assessed risk. In most cases, it will not

make much difference in the estimated frequency of core melt

accidents whether realistic or conservative ECCS sufficiency
|

|
assessments are employed. Thus, it may never be necessary to

_

perfonn the realistic LOCA analyses. In the unlikely case

that the conservatisms are predicted to influence the risk

l significantly, the refinement of the ECCS success / failure

criteria can be eannarked for follow-up work.

Note that the lower bound on the break area for the class of;

i smallest LOCAs may be significant. Small leaks and very small'

|
.

-----w -
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line breaks are rather common in reactor coolant systems.

Thus, the assessed frequency of occurrence of the smallest

LOCA class is likely to be a sensitive function of the minimum

break area. This may prove to be important to the risk.

Thus, some care should be taken in identifying the smallest

LOCA sizes which would lead (realistically) to core melt if*

ECCS fails.

Document the results of Task 8 in a table listing LOCA groups '

classed according to mitigation requirements. It should

display the estimated frequency of occurrence for passive-

failure LOCAs and carry annotations for special cases. Al so

[ document assumptions and collect the questions for further

research to resolve ambiguities in the table.
I

3.9 Fault Tree Analysis of Transient and Non-Passive LOCA

Initiators

|
The objective of this task is to identify faults in the support

systems which can cause or contribute to initiating events as

well as degrade the reliability of systems called upon to
, f

'
respond to the initiating event.

.

Frequency estimates for transients without this common cause

aspect will be obtained from actuarial data rather than synthesized

with the fault trees from component failure rate data. Therefo re,

there is no need to detail faults in these trees which do not

also appear in support systems for the standby front line

__
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systems. The use of the fault tree approach is merely intended

to provide a coherent, disciplined approach to the search for

common elements contributing to both the initiator and the

mitigation failure.

The key to the efficient performance of this task is to trace'

'~ fault propagation (in the reverse-causal direction) from the

event initiators--transients or non-passive failure LOCA--to

support systems belonging in the Support Systems List.

3.10 Success Criteria for Front Line Systems

Tabulate the success criteria for the front line systems in

terms of *,ne number of trains of each system operable and the

allowable delay in starting these trains for each distinct'-

class of initiating events. Distinguish success criteria for

the injection or early accident phase from the recirculation

| or later phase if different.

Follow the policy suggested under Task 8 with respect to

conservatism, i.e., realistic criteria are desirable, but use

: conservative criteria in cases in which the realistic success
-

criteria are not readily obtainable. Where unquantified

conservatism is suspected, note it for future reference.

The allowable start delays may be a sensitive function of the

details of the accident sequence, and accurate realistic

|' predictions of the point of no return are rarely available.

'i It is not necessary to pin down these characteristic times

.
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with much accuracy. These times will be employed to assess

the window for operator corrective action to restore or initiate

the function of those front line systems that do not start
.

automatically or promptly. Since it is beyond the state-of-

the-art to predict the probability of such operator success / failure

within an order of magnitude, an uncertainty range on thew

allowable delay as large as a (multiplicative) factor of 3 (or

1/3) will not significantly affect the accuracy of the overall

assessment. Therefore, an estimate of the allowable start

delay that is no better than a ballpark estimate will generally

suffice.

| It is worth noting cases in which a delayed start of a standby

front line system can potentially change the course of an

accident sequence even though the start is ultimately successful.

For example, a delayed start of emergency feedwater following

a loss of main feedwater in a PWR may be successful with

respect to sustaining an adequate heat sink for decay heat

dissipation but it may open up the possibility of a transient-

induced LOCA in the lifting of a pressurizer relief / safety
.

valve. For this example of a PWR Emergency Feedwater System

(EFS) there may even be three (or rnore) (.rt tir.ol t ime w i nd<2w .

j - delay time after which EFS start will not preclude openningt

a pressurizer relief / safety valve

2 - delay time after which EFS start--by itself--cannott

preclude core melt

{ -
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t3 - delay time after which EFS start and HPI start cannot

preclude core melt.

It is not intended that the IREP team analyses enbrace original

analyses of core damage phenomenology or resolve differences
'

between a damaged core and a complete meltdown. Past risk
-

assessments have clearly shown that the offsite risk is dominated

by full mr:ltdown accompanied by gross containment failure.

Therefort., IREP is to focus on this severe end of the accident

s pectrum. In any case, our limited ability to predict human

reliability or repair / restoration probabilities would generally

mask any " fine tuning" of the success vs. failure criteria for
.

delayed starts that distinguished between core damage and full

mel tdown. The few exceptions to this generality are unlikely

to be significant to the public health and safety risk, although

they might be significant to the economic risk borne by the

plant owner associated with TMI-like outcomes.

Include success criteria for front line containment systems

such as sprays, fan coolers, and the isolation system in thei

table of success criteria. Comments, footnotes or annotations

should clearly spell out the assumptions. In addition, prepare

a list of open questions necessary to resolve ambiguities in

the success criteria. These will be reviewed as part of the

review of the first interim report (see Task 12). IREP project

( management at the NRC, Sandia, and the plant owner's review

group will arrive at a concensus on the disposition of these

.. . . - . - - - . . _ -. . . _
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questions. Some may be answerable directly by one of these

groups, others may be left as open issues to be explored by a

i sensitivity study on the IREP results. Still other questions

that are likely to be important may be eamarked for concurrent!

l
'

research by the NRC Office of Nuclear Regulatory Research or
!

by the plant owner. For example, in the Crystal River IREPw

study Florida Power Corporation requested of B&W some analyses

of allowable start delays for the Emergency Feedwater System.
|

3.11 Plant Data Requirements and Questions

From time to time the IREP teams will identify a need for

additional infomation on the design, function, operation,

surveillance or maintenance of systems. Where practical, thet

,

.
utility representative (s) on the IREP team should help to

!

obtain this infomation directly to avoid unnecessary delays.

The plant owner may choose to funnel such questions through

one or a few identified points of contact. We anticipate that

such data-gathering may be the critical path item in some
|

|
parts of the IREP schedule. Nevertheless, the team leader

should screen and coordinate these requests to assure that no,

unnecessary burden is placed upon the owner. In addition, the

requests for infomation as well as the supplied infomation

should be logged and maintained under the document control

system described in Task 3 to assure that proper records are

kept. See also Task 10 description for issues relating to

system success vs. failure.

.
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3.12 First Interim Report

Transmit products of Tasks 1 through 11 to (1) NRC IREP project

management, (2) Sandia IREP project management, and (3) the

plant owner for review and comment. Include a brief analysis

of manhours spent on each task and problems encountered.
.

%e'

3.13 Event Trees

Adapt generic functional event trees into plant specific

systemic event trees for each group of initiating events.

Product: Systemic Event Trees including explanatory text.

See also the IREP Event Tree Guide.

The generic functional event trees supplied to the IREP study'

teams are intended to be a first cut at the functional event'"

trees of the plant. Since the front line functions do not

necessarily bear a one-to-one correspondence with the systems

installed in the plant, a generic approach is generally feasible.

The systemic event trees are intended to correspond with

installed systems or groups of systams.

Neither the functional nor the systemic event trees describe
,,

accidents in a chronological or root-causal sequence. Rather,
'

they catalogue accidents according to (1) the class of initiating

event and (2) the operability or inoperability of systems or

functions. They are intended to define an abstract classification

of accidents with just enough detail to identify roughly the
,

[ magnitude and expected timing or radiological releases to the
,

atmo sphere. The sequence of branch points in these trees may
.

- - - - - - - - - - , - - - - - - - - - - -- - - - - - - - - - -- - -
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conincidentally match the chronology of failure in some cases

but the choice is principally governed by a desire to simplify

the accident classification scheme as much as possible. This

is done by selecting the sequence to take maximum advantage of

the fact that for some accident scenarios the operability of

many of the front line systems is moot.s

The systemic event trees--whose branch points do correspond
'

with distinct systems or groups of systems--serve as the

jumping-off point for system reliability analysis. They serve

to define the accident scenarios within which system reliability

is of interest. They help specify the failure criterion for

each of the systems in the context of a particular class of
,

accidents, and they define the window for common cause failures

that couple the initiating event with mitigating system failure

or couple the failure of more than one mitigating system,

including human error or support system faults.

|
To simplify the analysis, support system faults like loss of

1

|
AC power are not to be shown on the functional or systemic

,

event trees employed at this stage of the analysis. Only~

front line systems or functions ara to be displayed. Ibweve r,

the systemic event trees may be rearawn at the conclusion of

the analysis to display the support system faults so that the

revised classification scheme for accident scenarios bears a

( simpler relationship with the risk-dominant sequences. Bo th
' styles of systemic accident classification are useful: those

_ _
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with only front line systems more clearly delineate the factors

that directly influence the release of radiation; those with

support systems shown more clearly delineate the causal grouping

of accident scenarios.

( 3.14 Fault Tree Top Logic

Employ the system success criteria developed in Task 10 and*

the event trees developed in Task 13 to fomulate system

failure definitions for use in the fault tree analysis of the

front line systems. Verify that the failure criterion is the

same for every instance in which the system appears in the

event trees or define different criteria as necessary so that

each event tree application is covered. Develop the fault'

trees for each variant and for each front line system to the

extent necessary to portray the number of trains or divisions

whose failure is sufficient to fail the system.

An example appears below:
,

|

Auxiliary feedwater system for a Westinghouse 4-loop PWR,

Success is 470 gpm delivered within T minutes (T depends upon

the initiator) to any one or more steam generators. There are

eight distinct flow paths (tw to each stesm generator) from

three pumps. Each path nomally can provide 250 gpm. Thus,

any two of the eight paths, delivering nomal flow constitute

success. The event tree calls for a failure to start or to

sustain auxiliary feedwater for 8 hours.

|

.
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Aux. FW System
fails to deliver
470 gpm within T
min and continue

for 8 hr. Top event

7/8

(
....

I I

Path 1 to Steam Gen. Path 2 to Steam Gen. Path 1 to Steam Gen.

A fails to deliver A fails to deliver B fails to deliver
nominal flow within nominal flow within nominal flow within
T min or fails in- T min or fails in- T min or fails in-
service before 8 hr. service before 8 hr. service before 8 hr.

A A A
Note 1. Be prepared, if necessary, to quantify separately failure

w
to start and failure to run for 8 hours or to edit the
cutset list to avoid counting spurious combinations of

late start on some paths and later failure to run on

others that at no time fail the entire system.
i

Note 2. Critical start times are tabluated below:
T Comments

Sequence
|

Feedwater transient without scram 1 to 2 min PNR*

Feedwater transient with scram 2 to 8 min time to lif t*

PRZR valve

Feedwater transient with scram 15 to 20 min PNR* for AFS
restoration|

Feedwater transient with scram 20 to 30 min PNR* for AFS and
HPI initiation

*PNR = estimated Point of No Return for the avoidance of core
,

damage or melt.
,

1

%

This example is purely hypothetical; the numbers cited are nade
|

up for the example.'

. - . - . .. ._. .- . . - - _ - . . - _ . .. - _ _ - - - - _ _ _ . _ , - -
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3.15 Interaction Failure Mode Effects Analysis

The Failure Made Effects Analysis is a table with one entry

row for each point of dependence of the front line systems on

support systems, including humans. It is intended to summarize

the assumptions or understanding to be used in the analysis of

the fault propagation from the support system into the front
,

line system. It is not intended to elaborate o1 fault pmpagation

within the support systems "up stream" of the point of interaction,

as that will be dealt with in the support system fault trees.

However, it will be useful to trace faults beyond support

system components that uniquely serve the particular front

line system component, as their failure can be lumped with FL

component failure. Column headings in the FMEA are:-

1. Front line system component designation

2. Support system

3. Support system division or train

4. Proximate support system component designation

5. Failure mode

6. Fault effect on front line component function
_

7. Fault detection interval

T. rau l t. <11 orjrs, . t l e. . ( r. l u e . , .ymp e r,en . . Iri.triernerie n i l,, ri ,

control ructr. r.. local, etc.)

9. Comments

An example follows.

- . -.
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INTERACil0N fMEA EINLES

front flee $rstam Sussort $1 stem

System Blv. Camp. Systen Div. Camp. Failure Ibde Fault Effect Detection Olagnostics rm ts

I. AlwS A per-1A AC pur A breater All31 fall open concurrent faflure at pissp test pump operability treat as part of
1 B per-IB AC pwr B breater All32 fall open to start or run only local pisap failure

(Cf58)

aero voltage CFSR prompt CB monitor E5G partist failure2. AfW5 A per-1A AC pur A bus. Ell a i

B 10P-1B AC pur B bus (12 b' low voltage possible motor prompt E/F 11 voltage, meted for future
burseut alarmed reference--not

pursued la IRIP
i

! 3. AfWS A fcP-1A INAC A he Cooler 3A no beat removal peep motor burnout shift taalk no un-ning for AC and SWS support
B 10P-IB HVAC B he Cooler 3B no heat removal in 3-10 C58t* around local faults systems of HVAC

monitored but set
HI

4 AFWS A 00P-I A E5WS A 011 Cooler 531 loss of service pimp burnout in at pasap test local tube oil E5W5 header and
B N)P-1B E5WS B Oil Cooler $32 water flow 1-3 C51P temp gauge, pumps monitored last

none in CR not lobe oil cooiers.
Local manual valve
allgement checked
in me!ntenance proce-
dure am but not in
periodic esalk-around

5. AiWS A N1P-IA DC pwr A bus A131 low or reis voltage Precludes auto or prompt CR monitor III DC *Effect of DC loss
B N)P-lB DC pwr B bus Bl32 low or aero voltage manua} start,no bus voltage--many on AC not evaluated

local ef fect on lamps out in CR here, local setor
already running controller latches
pap on needs DC to

trip or close.
!

, *C584 - continuous service hours
1 MiP = setor driven pump
,
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|
| INTERACil0Il IMA EIAMPLES (CONT.)

|
Front Line Systee_ Support System

System Div. Comp. Systen Olv. Comp. i Failure Ibde Fault Effect Detection Slagnostics Comments

,

6. AfWS A lep-IA la) resute operators or a) leave or switch a) defeats auto and shift change states lamp IIIt

CR manual start check list la CR
ealatenance personnel q controllerJ to local" at

ItCC cabinet in
Aux. Bldg.

|b) CR operators b) overrfJe auto 6) turns off pump 88 4 flow gauge III
dischg. pr IIIlep-lR d

start in MCA status lamp IIT

4

7. Alus A AF 32 operators and maintenance misallgrument blocked flow div A shift walk AF flow gauge II - Im lock required
around in CR, valve

personnel (closed) alignment unment- - On valve align-
blocked flow div 8

B AF 33 cperators and maintenance tored ment check list
personnel II (once per

shift)! - Closed for p. ssp
maintenance

,

f.
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3.16 Dependencies Among Support Systems

Continue the development of the dependency table and the

interaction FMEA to include interactions among support systems,

e.g., service water depends upon AC power and both may require

DC control power. Products: 16a) table of support system
,

interdependencies; 16b) additions, if any, to support system+

list; 16c) FMEA for interactions among support systems. See

foregoing comparable tasks for guidelines of methods and -

scope.

3.17

3.18 Ndular Fault Tree Development for Front Line Systems
* Develop the fault trees for the front line systems into parent

trees; i.e., extend the failure logic developed in Task 14

to individual trains or branches of the system. Develop train

failure to distinguish faults in support systems (according to
,

the FMEA of Task 15) from local faults of the system, but &

not resolve local faults in these fault trees or pursue the

development of support system faults at this time. Product:
'

parent fault trees for each system in FLSL. See also IREP

Fault Tree Guide.

3.19 Tabulation of Local Faults

The subtrees of the system fault trees which detail the fault

events that can give rise to a common effect on the function

[ of a division or subdivision (segment) of a system will be

__ __ _. _. . _ _ _ _ _ _ _ _ _ _ _



_ . . . .

.

-46-
,

portrayed in a tabular 62nn rather than drawn as part of a

detailed fault tree.

A tabular fonnat produces a more compact representation than a

drawn subtree and also enables the data normally displayed on

a FMEA and a quantification table to be combined with thei

s

fault tree documentation.

The composite events that are the endpoint of local fault

resolution in the parent fault trees of task 18 have names

like, " local faults functionally equivalent to a plug in pipe

segment "G" and correction factors for common-cause failures

local to two more more branches upstream or downstream of
'

segment "G" that are also functionally equivalent to a plug in

"G." This example is shown in the subsequent figures.

In most cases, the components giving rise to these composite

fault events are functionally in series. A fault tree developing

such composite events would be composed entirely of "0R"

gates. The probabilities of the component failures in such a

,/ subtree are additive. Thus, the sum of the probabilities of

these contributing events gives the correct first order approximation

to the probability of the composite event. This makes the

tabular documentation of these subtrees particularly convenient.

A rule of thumb to assure that there are no errors in the

logic of the parent fault tree reads as follows:
(

-

-

__ _ ___ _ __ _ _ _ _ _ _ _ _ _ _
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6. Quantification columns. These should be adapted on a

case-by-case basis to the one (or several) evaluations of

the fault tree required in the screening of accident

sequence likelihood.

Also suggest in notes attached to the table the refinements of

the probabilistic quantification that may be needed if the

composite event proves to be important, or in subsequent

searches for common cause failures. Where a similar analysis

applies to two or more identical trains, show only one with

the component designations for the other examples in parenthesis.

An example is shown on the following page.
,

w

3.20 System Failure Criteria and Modeling for Support Systems

For each support system, collect a list of fault event citations

attributed to the particular support system appearing in the

parent fault trees of all of the front line systems. Add to

the list the fault event citations appearing in the fault

trees of the initiating events. Check the list for completeness
,

against the table of task 4a and the FMEA's of task 15. Fill

in a table (one for each support system) listing the fault

citations, the affected system, and the time-dependence of the

faults, i.e., the critical outage times of interest, whether

or not the fault produces a concurrent fault in the front line

f system, etc. Record all the infonnation needed to select one

or more failure criteria and probabilistic quantifications of,,,

the fault trees for the support systems.

. . . - . - _ .
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Example of Table Documenting a Composite Fault Event
'

i

e

Segment E-A'

', Segment G-A
,

(AF21 [IN / O
AF11 AF108 AF25

f\ M-' ~

+ ,t >(- ,

M* ;'; Q H MDP-1A AF3
,

AF26j gAF22 AF12 AF109
.

Segment F-A
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i

Contributors to the Composite Fault Event AF17-A(-8): * Faults Functionally
Equivalent to a Plug in AFS Segment G-A (G-8)*

i

Quantification

Failure to Failure to
start with- start with-

Failure to in 20 min & in 30 min 8
Type Detection Start run Repair Probability start with- run for 12 run for 12

Contributor Code Interial Diagnostics Commen'.s Q/d A/hr I min 20 min 30 min in 1 min hrs. hrs.

Singles in

5eg G-A (G-8)

1. Pump Failure A IN Jay Flow gauge includes pump. 10-31 5 10'41I O .2 .3 10- 1 5 2x10'31I 1.9x10'31I
8 8

MDP-1A(-1B) test XX in CR setor lube. &
breaker faults

2. Man. Valve M cnce Wr Flow gauge Maintenance 10-31 5 ,,g 0 .1 .1 10-31 5 9x10-41 9x10'41a

AF 32 or 33 sH*t XX in CR unavailability
left closed (check

195 L')
,

u.

CCF in Segs ?
E and F

Ops close AF108 0 O r: wuously Status lamps Closed for test 10'41I 10'3/d .1 .8 .9 9:10-511 10'31 10'31
b

and 109 dt>."Jyed XXY. XYY and to throttle
flow

Man. Valve lef t M once swr Flow gauge Closed for con- 4x10-511 neg" 0 .4 .6 2.4x10-511 1.6x10-51d 1.6x10-511
closed in E & F sWt XX in CR trol valve

(c*cet maintenance
In: ?!)

Composite Event Totals - 2x10'3 3.9x10'3 3.8:10'3

* Misalignment c'.t.sa sai valves during the accident may not be negligible if repairs are attempted on this, similar, or adjacent equigrientNotes:
during the everb
Err p us clo w y . control valves or shutdown of M1P of critical duration during the event estimated to have a discrete probability of
10 - fo r st ret ' * N ru rpo ses. If the event proves to be important. condition this operator error probability upon the level of confusion
in the (R. ope a ' ty of instruments, etc. Note also correlation with operator errors on other trains.'
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The support systems commonly supply numerous diverse loads.

It is usually practical to draw a few subtrees for the branches

of periferal distribution systems that attribute support

system failures either to the particular branch of the distribution

system or to the core of the system. These " connector" tree

segments should also be drawn in parent tree style. That is,--

use a single fault event for each group of component failures

occurrino in components effectively in series and which share

a common effect on the function of that system segment.

In some cases, the subtree describing faults in a particular

branch of a support system may appear in only one fonn in one

front-line system fault tree. If so, it may be more convenient
,,

to treat this subtree as part of the fault tree for the front

line system. That is, append the subtree to the fault tree of

the front line system. In many cases this can be accomplished

by adding on to one of the daughter tree tables for the front

line system. Doing this is an optional matter of convenience.

The advantage in so doing is that it shortens the fault trees

and simplifies the analysis of system reliability and ofs_

sequence likelihood. The disadvantage in so doing is the loss

of the one-to-one correspondence between fault trees and

systems. This may prove awkward in post-IREp applications of

the fault trees. An example might be the local failure of a

motor control center bus that serves only motor-operated

-

- - _ _ , _ _ _ .
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valvet in a single front line system. Another example is a branch

of the service water system serving one or a few mom coolers

serving only one system of interest.

As part of this task, tentatively define the one or several

support system failure criteria and translate these into a

skeletal fault tree structure. Unfortunately, it is not so

easy to separate the " top logic" of support systems from the
,

basic tree development as it is with front line systems because

of the diverse loads and interdependencies among these systems.

However, a systematic development of fault trees that traces

fault origins in the reverse-causal direction is almost always

feasible.,

Iterative analysis is particularly important with tasks 20,

21, 23, and 24. Only as the interdependence of support systems

upon one another unfolds in the first pass through these tasks

can one verify the completeness or adequacy of the fault trees

for the support systems. These interdependencies can be

anticipated with the aid of the FMEAs of task 16 for the first
w

attempt, so that subsequent alterations can be minimized, but

these tasks will require careful review after the first attempt

is carried through.

3.21 The initial efforts at drawing fault trees may develop additional

infonnation on the interdependencies of support systems on one

ano ther. If there are new additions to the support systems%

list, extend the work of prior tasks to include these systems.

__
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3.22 Repo rtage

3.23 Support System Parent Trees

Develop parent trees for the support systems in the style

suggested under tasks 18 and 20.

o

Make liberal use of transfer symbols at intennediate points of%

the parent fault tree of the core of each support system to

avoid unnecessary replication of subtrees for different applications.

The parent fault tree style lends itself to the task of modeling

support systems with many different loads. In most cases, the

variety of conditionalities and critical failure criteria can

be accommodated by altering only the quantification or the

structure of the daughter trees delineating the composite*

local fault events.

3.24 Tabulate the local faults (daughter trees) in the parent trees

of the support systems as described under Tasks 19 and 20.

Provide initial quantifications in the table for use in determining

sufficient fault resolution in the trees and for use in the

d screening assessment of sequence likelihood.
,

Once the daughter tree tables are complete, reexamine the wrk

of tasks 16, 20, 21, 23 and 24 for consistency. Revise as

necessary,

l 3.25 Dependency Diagrams

j Document the dependency of the front line systems on support

systems in a simplified fom using dependency diagrams similar
i

!
1____ __ _ __ _ .____-. . .. . _ - . _.__ _ _ - _ - _ _ _ _ . _ _ _ _ .
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to the example shown below. Draw one diagram for each support

system. Show all of the front line systems on each diagram.

Fault tree or logic circuit notation is suggested for distinguishing

the logical structure. Use a consistent notation convention

(.
throughout. Employ solid lines to trace concurrent faults

(i.e., for cases in which an outage in the support systemw

produces a concurrent outage in the front line system).

Employ dotted line: to show conditional, delayed effect, or

intemittent, non-concurrent dependencies. For example, if an

auxiliary feedwater system depends upon service water as an

alternate water supply if the condensate storage tank is

i depleted or depends upon room coolers for pump motor cooling
'

only during longer-than-nomal duty cycles, disply the dependency

with a dotted line. Employ a dot-dash notation for dependencies

that are being eliminated through design changes not yet

implemented. Use annotations to describe the circumstances in

which the dotted line dependencies are realized. Use double

lines to denote dependencies that can disable a train of a

i front line system even after tha support system fault is
'

repaired. For example, if an ECCS pump may seize if run

without bearing lube oil cooling via the service water system,

use a double dashed line to display this dependency on service

water.

!

Resohe dependencies among the individual trains where feasible,
,.

but where cmss ties make train identity ambiguous it is notj s

(
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necessary to segregate the trains, see, e.g., the treatment of

the Nuclear Service Closed Cycle Cooling System (NSCCCS) in

the attached example.

The dependency diagrams are not intended to model the dependencies
.

in the detail present in the event-tree / fault-tree work or in
%.

the interaction FMEAs. They are useful, however, to give a

simplified picture of the system interdependencies that may

become important contributors to accidents. They are an aid

to the qualitative identification of important causal mechanisms

for serious accidents. They are an excellent communication

aid with which to describe methods and results. We expect

that they will also prove to be useful in operator training,,

and as an operator aid for rapid diagnosis of multiple faults.

Include in the dependency diagrams not only the direct dependence

of front line systems upon support systems but also the implicit

dependencies that act on front line systems by way of dependencies

between the several support systems. For example, a particular

i train of a front line system may not directly require DC
-

power to start or run but it may depend upon a support system

that does require DC power.

It may not prove feasible to include operators among the

support systems for the purposes of direct or implicit dependency

diagram documentation. However, the attempt to do so will be
i

a useful aid in organizing task 31.,

l

. _ .
_ _ _
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- A . ., ste: All inputs must
'

fall to fall output ,

- OR Gate: Any input falling
will fail output

IECCSI

(See Note 1)
"

. .

REACTOR BUILDING REACTOR BUILDING LOW PRESSURE HIGH PRESSURE EMERGENCY
SPRAYS COOLING SYSTEM ECCS ECCS FEEDWATER SYSTEM

A A A A A
T. .

. . . . . .

RRS-A RBS-B RBCS LP-A LP-B HP-A HP-B ELEC TURB

O 'A A A A A A A A
r 'T '. 'TJ/ .- sarr a,

#
(See Note 2) E' "'-

,

/ | , ;C ' ' T-
-

/
DHCCCS-A DHCCCS-B NSCCCS

o

/S /S r3
.

'' T I
4160 VAC-A

4160 VAC-B
4

NOTES

5/5/801. Logic depends on LOCA size.

2. The dashed lines indicate existing dependencies in Crystal
River-3 which Florida Power Corporation has comitted to remove.

Figure 2.3 Dependencies on Emeroency Elect ric pn wa .- d
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The first attempt at drawing dependency diagrams may be done

before or after the FMEA and fault tree tasks. However, the

dependency diagrams ought not to be trusted as a basis for the

FMEA or fault trees because they do not fully portray the

details of the dependencies, and the dependency diagrams need

to be reviewed for completeness after the fault trees are'

prepared.

3.26 Dependency Diagrams for Initiating Events

Prepare dependency diagrams similar to those drawn in task 25

with initiating events in place of the front line systems.

Indicate each class of transient or non-passive failure LOCA

(grouped by distinct mitigation requirements).%

3.27 Table of Accident Scenarios Based on Dependency Diagrams (27)
,
,

and 3.28 and Reexamination of Fault Definitions and Assumptions (28)

l It is useful to pull together the clues to some of the accident

scenarios, based on the event trees and dependency diagrams,

before a substantial investment in time is made in computer
' analysis of the event tree / fault tree models. Doing so helps

%

to avoid the tendency to lose sight of the forest for the

trees. One can snploy these preliminary, qualitative results

to search for phenomenological effects or common-cause failure

mechanisms that may not be recorded in the fault trees or

event trees, and whose discovery later in the analysis would
,

require massive revisions of prior work.
-

_ _ _ _ _ _ . _ __
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Thinking through entire core melt accident scenarios can reveal

problems that tend to be missed in classical ET/FT analysis. Fo r

example, late in the analysis of Surry for WASH-1400 it was

discovered that blowdown from a small break LOCA in the reactor

cavity might accumulate there for some time before water spilled

'' cver into the emergency sump. The Surry design entailed the

autostart of the contaimnent spray recirculation system--which

in Surry is independent of the spray injection system--at a -

fixed time delay after a safety features actuation signal.

Thus, the spray recirculation pumps might self-destruct by

pumping on a dry sump for some small break LOCA scenarios.

Another such problem is the effectiveness of contaimnent

| atmosphere fan coolers after a molten core attacks the basemat.
|

The rapid generation of inert particulates from the core-

concrete action may plug filters and deposite an insulating

blanket on heat transfer surfaces. Such effects sbauf d be

considered during the event tree construction phase. However,

the search for such problems can be better-focused after the

fault trees and dependency diagrams have been constructed and
a

some of the causal mechanisms for core melt accidents have

been identified. Also, employ the prcliminary list of support-

system fault accident scenarios to search for instances in

which operator or maintenance errors on different systems may

be correlated or share a common cause.

%

*

. _ _ _ _ _ _ _ _ ______ ___ __ ___
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Such searches for not-yet-modeled common cause failure mechanisms

must be repeated after the screaning analysis of the ET/FT

models, but the earlier these effects are discovered the less

re-work of prior tasks will be required.

The exercise of identifying core melt accident scenarios from
,

dependency diagrams will also be useful in communicating the

results to those unfamiliar with event tree / fault tree techniques.

The effort to tabulate accident scenarios from the event trees

and dependency diagrams is intended as a working technique and

not a finished product. Its scope need not be standardized.

The IREP teams should follow their own judgment on when to do
w

it and how to scope it. However, a suggested scope is to

consider:

|
a. Single failures in support systems,

b. Total failure of each individual support system,

c. Total failure of each individual support system plus a

single failure elsewhere.
,

%

Employ the results to verify that the assumptions underlying

the event trees, the fault tree logical structure and the

quantification of the composite basic events (the daughter

trees) is consistent with the emerging picture of important

accident scenarios (Task 28). It is also very important to

verify that a consistent fault event designation system be

, , . , _ . . . - . ,-
-
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used in all of the fault trees. One and the same failure

appearing in two or more points in one or more fault trees

must have an identical designation to assure that the cut set

minimization process treats these as the same event.

3.29 Screening Evaluation of Accident Sequences

Construct fault trees for the core melt accident sequences

identified in the event trees. This can be done by combining

under and "AND" gate the initiating event (or its fault tree

from task 9) together with the parent fault trees for the

front line systems whose failure is postulated in the event

sequence. The fault trees of the support systems must be

4 added as necessary to complete the fault trees of the front

line systems where these fault trees have transfer symbols for

faults originating in support systems. There should be one

sequence fault tree for each branch of each event tree resulting

in core melt.

Obtain minimal cut set lists, cut set probabilities, and rank

the cut set list in order of descending indicated probability.
-

The cut sets for each distinct accident sequence will not be

mutually exclusive. There will be many instances in which a

| group of failures sufficient to cause a severe accident sequence

will also be sufficient to cause less severe sequences, i.e.,

the same cut set may appear in more than one accident sequence..

These cut sets should be attributed only to the most severe--

accident sequence.
,

- _ - - - - - - - - -
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There are two or more ways to weed out cut sets that are

sufficient to cause more severe sequences. One is to incor-

porate "NOT" gates in the fault trees of the accident sequence

to model explicitly the non-failure of systems that are defined

as being operable in a particular sequence. Another way is to

find the minimal cut sets (without "NOT-failed" system fault-"

trees) for each sequence and delete cut sets for sequences

which recur in cut set lists for more severe or more rapidly

evolving accidents. This may be done with a list-matching

routine on a computer. Use whichever method appears to be

most convenient.

|

The value of parent fault trees will become apparent in this,

exercise. It should obviate the need to shorten system fault

! trees by the use of " reduced" trees. The parent trees should

be compact enough to permit the entire parent trees to be

employed without truncation. If the trees are too large to

handle even in parent tree fonn, employ fault tree modularization

techniques to replace the trees with more compact but fonnally

equivalent, complete trees. This process replaces the composite-

events with even larger assemblages of events--treated as a

unit--under rules that assure that no logical or probabilistic

error is introduced by the coalescence of fault events.

Computer codes are available to do this automatically, if

necessa ry. A disadvantage in doing this if it is not necessary
,

is that the composite fault events no longer bear a one-to-one'

. _ _ _ _ _ - - - . _ -_ ___
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correspondence with failure modes of system segments. Thus,

it is more difficult to bring engineering judgments to bear on

the results; system insights are harder to come by if fault

tree modularization is carried beyond the level suggested for

parent fault trees.

%-

Once the event sequence cut sets have been edited to remove

failure modes sufficient to cause more s2 vere accidents, have

been quantified according to the screening event probability

estimates, and ordered by this primitive likelihood assessment,

it is important to make some consistency checks to verify the

accuracy and completeness of the tables:

-

a. Verify that all sequences identified in task 27 are

present;

b. Verify that the symmetry in the plant hardware and functions

(e.g., pairs of identical trains) are matched by corresponding

symmetry in the event cut sets;

c. Re-check to verify that fault event designations are
-

....,......e e i , , , , , , ,i .. .. i . . . . . . . , ' ,. . . . . ..

.e 4 ei .l 1ti.l.,

d. Other verifications are suggested in tasks 30, 33, etc.

7
!

- - - - - , . - _ . -_ , _ . . _
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Criteria must be established to select which sequence cut sets

are to be studied in detail in subsequent tasks. The criteria

should reduce the number of cut sets to a manageable level for

case-by-case examination. At the same time the criterion

should be selected to make it very unlikely that an important

accident scenario will be dismissed from further consideration.s

These are sequences that appear to be improbable in the screening

assessment but contain not-yet-modeled common cause failure

mechanisms that couple the occurrence of several failures,

thus making them substantially more likely that the screening

assessment suggests. In any case, the full cut set lists

: should be retrievable for future reference,

w

The simplest and most primitive criterion is one based upon the

frequency for the sequence obtained in the screening quantification.

Such a simplistic criterion ought not to be set above 10-10/yr

because for higher cutoff frequencies the likelihood of serious

omissions becomes significant. We believe that the most

serious non-conservative misrepresentations of sequence likelihood

in the screening analysis originate in coupled operator errors

during the accident. For example, an accident sequence in a

PWR might entail a feedwater trip followed by a failure of

auxiliary feedwater, high pressure safety injection, containment

sprays and containment fan coolers. A contributor to this

event is operators erroneously shutting off all four safety
,

systems. The screenin; saalysis will treat this as four,

+ - - n-*.m-- - - -- _ _ _ - _ _ _ _ _ _ ._
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independent, individually unlikely operator errors. In fact,

it may be a single operator error. Thus, the screening analysis

may throw out this potentially important failure mode. Note

that the coupling of operator errors in erroneously shutting

down all trains of one safety system should already have been
,

' modeled in the system fault trees. However, the initial

quantification of the composite basic events cannot be expected
'to model coupling of failures in different front line systems

that does not originate in a comon support system failure.

An improvement over the primitive screening criterion, and one

that pemits the number of sequence cut sets to be further reduced

could be based on a screening with all operator errors during%

the accident artificially set at a probability of one and a

! screening threshold of 10~9/yr.
l

!

If still further truncation is needed to reduce the number of

sequence cut sets for case-by-case examination, employ a less

stringent cutoff frequency for those accident sequences expected

to produce mild outcomes. For example, one might use a screening
s

with operator errors assigned a probability of one and the

| following table of screening thresholds:
l

Sequence Release Category * Cutoff Frequency

9
i 1-3 10 8'

4, 5 10-
6, 7 10~7

|
*PWR release categories fmm WASH-1400

. - _ . . _ _ . _. .. - _.
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1
,

This proportions the thoroughness of the subsequent studies to

the severity of the sequence outcome.

Document the screening technique used to select which sequences

are to be given detailed review in subsequent tasks.

It is also important to check the convergence of the quantitative'-

results. In every light-water reactor risk assessment performed

so far, a handful of accident scenarios were clearly the

dominant contributors to the risk; the grand total risk from

the myriad low-probability accident scenarios was found to be

very small compared with the risk posed by those few dominant

sequences. We believe this to be a general characteristic of
'

LWRs, but it has not been proven to be so. Therefore, it is

important to verify that the total of the estimated frequency

of all the sequence cut sets discarded in the screening process

is very small compared with totaled frequency of accident

scenarios that are to be carried forward in the analysis.

3.30 Verification of Sequence cut Sets

Verify the sequence cut sets by comparison with the dependencys.

diagrams, interaction FMEA, etc. Think through each cut set

to verify that it will, in fact, cause all the system failures

postulated for that event sequence. Verify the completeness

of the cut sets by comparing the accident scenarios predicted

in task 27 with the cut sets. Each scenario predicted in task

s. 27 should appear in the cut set lists for one of the event

. _ _ _ _ _ . . _ . _ _ _ _ .. _ _ ___ , _ _ _ _ _ _ _ _ _ _ _ _ .__ _ _ _ _ _ - _ _ _ _ .
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tree branches. Some may be missing from the cut set lists

'

because they were screened out in task 29. Check to be sure

that these genuinely have negligible probability.

3.31 Common Cause Failure Search

Some kinds of common-cause failures or statistically correlated

but distinct failures are already modeled in the screening

quantification of the event sequence cut sets. Other kinds of

common cause failures have not yet been considered. These

must be dealt with in this task.

The kinds of common-cause or correlated faults that have been

covered already include:-

G

\ 1. Common-cause or correlated failures occurring in different

trains of the same system. These should have been modeled
'

explicitly in the screening quantification of the system

fault trees.,

2. Faults in more than one front line system originating in

one or more failures within a common support system. The
s

incorporation of subtrees developing support system
;

| failures into the event sequence fault trees should cover

such failure modes.

3. Faults in support systems which contribute to the initiating

event as well as degrading the reliability of the mitigating
l

i systems. The inclusion of fault trees for the initiating%

.- . .- . _- . .. ..
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events which trace faults to the support systems should

suffice to cover this class of common-cause failure

modes.

Although these three classes of common-caused failures should

be incorporated in the screening analysis, it is wise to take
_

this opportunity to verify that they are correctly treated

during the case-by-case review.

Two classes of common-cause failure that are not already

treated correctly are:

1. Statistically Correlated Faults Occurring in different Systems;

' That Do Not Originate In a Hard-Wired Dependency-

The most important examples of this are likely to be

operator or maintenance ermrs. For example, the operators

might misdiagnose an accident and shut down high pressure

safety injection and also shut down containment sprays

when both are actually needed, or a procedure for surveillance

testing or maintenance could be erroneously applied

affecting several systems.-

2. Conditional Probabilities

The context underlying the likelihood estimates for the,

composite fault events in the screening quantification

was conditioned upon the top event definitions for the
'

individual front line systems. Some care has been taken

in prior steps to assure that these top event definitions

._ - .- ._
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correctly reflect the event tree sequences but even if

this has been done without error, it cannot have been

highly discriminating. In specific accident scenarios

the fault event likelihood may be different.

Each event sequence cut set will have a probability given by

a frequency for the initiating event multiplied by the probability

of the failures, which, taken together, will give rise to the

particular accident of interest.

A sequence = dinitiator P)P P P ...234

where d denotes a frequency and the P 's denote tnej
i concurrent faults.,

In the screening quantification, these probabilities have been

selected to reflect the bmad outlines of the accident sequences,

i.e., to the event tree and to the system success vs. failure

criteria. However, these checks cannot tailor the probability
|

estimates to the specifics of a particular accident scenario.

This must be done now for the accident scenarios that may be
~

dominant.

The revised frequency estimate for the potentially dominant

event sequences should reflect the details and conditional

probabilities for the concurrent faults that give rise to the

accident sequence cut set.

-

-
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It is also necessary to strip away any unnecessary conservatisms

that may have been employed to simplify the screening of the

hundred thousand or so accident scenarios energing from the

event tree / fault tree analysis.
;

An example may help to visualize this task. The event tree
,,

may define this sequence as a very small LOCA followed by a

failure of high pressure ECC recirculation, and of containment

spray recirculation. One of the many event sequence cut sets

might attribute the sequence to the following faults: A loss

of essential DC power in division B is responsible for a

transient induced LOCA and defeats train B of many engineered

safety features including HPI and HPR, containment sprays,--

'

etc.

Train A of HPI and containment spray injection work properly,

but cannot be switched into the recirculation mode due to a

fault (plug) in the sump-to-pump suction pipe segmer;.

Therefore, HPR and containment sprays fail in recirculation.
\

The likelihood estimates in the screening analysis will not
-

i have reflected the details of this scenario and may require

changes. The likelihood that the DC bus fault may be repaired

during the injection phase may not have been conditioned on

the correct range of times before the point of no return. The

distractions in the control room because of the DC bus fault

and the consequent instrumentation faults will increase the
-
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likelihood of operator error in making up the correct valve

alignment for recirculation at the appropriate time. Lights.

may be out in the auxiliary building handicapping manual fixes

of misaligned valves, and so forth.

General guidelines for the conduct of this task are;
~.

1. Proportion the effort to review the accident sequences to.

the likelihood and severity of the sequences. -

2. Consider all the permutations and combinations of component

failures or operator errors or chronological sequences of

occurrence that are consistent with the sequence cut set

definition. Some of the composite fault events may contain

active failures, passive failures, operator or maintenance

errors that occur before, during or after the initiating

event.

3. Entertain the hypothesis that there may be factors that

make the occurrence of any two or more of the distinct
|

| failures in the sequence cut set more likely to occur
'

concurrently than the random failure hypothesis muld

suggest. Search for causal mechanisms for such correlated

failures and adjust the frequency estimate accordingly.

4. Eliminate unnecessary conservatism in the frequency

estimates and associated assumptions for the dominant

risk sequences.
,
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There are computer assisted techniques for identifying fault tree

cut sets harboring potential common cause failures. Their use

in IREP Phase II and Phase III is optional. They will probably

become necessary in successive phases of IREP scoped to address

fires, floods, and earthquakes. The computer codes operate by

scanning for two or more basic events in any one cut set which-

share a common characteristic flag. Several characteristic flags

are attributed to each fault event by the individual preparing

the computer input. They denote features such as the location

of the component, the procedures under which it is tested or

maintained, component manufacturer, etc. Thus, the computer

can identify instances in which two or more apparently distinct,

fault events that contribute to one accident happen to. share'

the same physical location, the same environmental susceptibility

to failure, the same manufacturer, the same maintenance procedure,

etc. These computer codes can be a valuable labor-saving

device, particularly when very lengthy cut set lists must be

scanned for potential common-cause failures. Three computer

, codes with this capability are COMCAN, BACFIRE, and SETS.
' These codes cannot replace the case-by-case review of the more

important sequence cut sets to replace the screening quantification

with more accurate frequency estimates conditioned on the

details of the particular causal and chronological possibilities

for the accident scenario. It is the intent of the screening

s

s

- . . - -
- - _ -. -- - _- - _ _ _ _ _ _ _ _ - -
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procedure to reduce the number of accident scenarios that

require this detailed, case-by-case review to a number small

enough that a computerized search for common cause failures is

not essential.

3.32 Ranking of Requantified Accident Scenarios
s .

Re-rank the accident sequence cut sets (detailed accident

scenarios) in order of descending frequency for each event

tree branch. Prepare a description of the dominant accident

sequences treating the details of the chronology and causality

of the most prominant sequences. We anticipate that a mere

dozen or so sequences will be found to be responsible for more

than 90% of the total likelihood of severe-release accidents.
,,

3.33 Revision of Event Trees, Fault Trees, and Screening Quantification

It is quite likely that thorough review of the potentially

dominant accident sequence cut sets, performed in task 31,

will expose omissions or errors in the event trees, fault

trees, or the screening quantification. These should be

corrected, not merely for future use but also to recheck the
s

screening of the less likely sequences. It is not rare to

discover new insights when the alterations are carried forward

through the several tasks back to task 31. Thus , two o r mo re

cycles of revision may be needed, although the extent of the

rewrk should converge rapidly.

,

. _ - _ _ _
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3.34 Failure Mode Logic Diagrams

A useful technique to document the causal mechanisms underlying

the dominant accident sequences is the construction of logic

diagrams depicting fault propagation through the network of

systems. An example from the Crystal River IREP study is

attached. These should be prepared for each of the dominant

causal mechanisms to illustrate the verbal description called

for in task 32.

3.35 Reportage

3.36 Single Point Failures Sufficient to Cause Core Damage

The objective of this task is to focus attention upon those

singular, root-cause failures which might realistically give'

rise to core damage or meltdown without the coincidental1

occurrence of any other improbable faults. The concept of

j these singular causes of core damage differs in several respects

from the " single failure" criterion employed in licensing.

The " single failure" criterion stipulates that no active

engineered safety feature may be designed in such a way that
'

the failure of an active component can defeat the safety

function. It does not embrace passive failures, human errors,

failures in non-safety-grade equipnent, nor does it consider,

1

the common-causation of the initiating event. The concept
,

employed ' ere is restricted to those singular failures thatn

'

can precipitate (or be) the initiating event and defeat all-

.

--
_ _ _ _ _
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the functions--whether safety grade or not--which would normally

be expected to prevent core damage following the initiating

event. The root causes are not limited to active failures but

rather can anbrace any kind of internal or external fault

event. Examples of such singular causes of possible core

damage include:,,

1. Gross reactor vessel rupture,

2. Gross plant damage from external events such as missiles,

earthquakes, floods, or successful sabotage,

3. A severe in-plant flood or fire, e.g., a more severe

version of the Browns Ferry fire,

4 A control system power supply fault that causes a loss of

main feedwater, blinds the autostart system for emergency

feedwater, and blinds the operators to the need to start

backup cooling systems, e.g., a more severe variant of

the Rancho Seco " light bulb" incident, and

5. A system interaction involving a vent header fault which

could precipitate a feedwater trip and cause one or both

scram discharge volumes of a BWR to be filled with water,
,,

e.g., a more severe variant of the Browns Ferry scram

problem.

There is a sense in which the accident at Three Mile Island

Unit 2 is a sixth example. The operators at TMI had been

instructed not to permit the pressurizer to go water-solid,,

-

o

_ _ _ _ .-. _ -
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without warning them that a high pressurizer level is symptomatic

of a pressurizer vapor space LOCA as well as being symptomatic

ci an over-full reactor coolant system. With those procedures

and operator training in-place, ary pressurizer vapor space

LOCA could have given rise to a TMI-like outcome without any
.

other failure than the operators following their instructions.s

Note that some of these examples fall within the IREP scope

for event-tree, fault-tree analysis and should be revealed by *

the prior analyses, whereas others are not. Examples 4, 5,

and 6 should be identified in the principal IREP studies if

the plant is susceptible to these scenarios, whereas examples

1, 2, and 3 involve failure mechanisms outside the IREP scope.
~

The burden of this task is to re-examine the event-tree,

fault-tree results to verify that any and all vulnerabilities

in the plant to core damage from the kind of single failure

suggested in examples 4, 5, and 6 have been identified, to
(
'

tabulate these single-failure scenarios, and to add to the

table any others outside the IREP scope that the team may have
'

identified incidentally in the process of performing the other

IREP tasks. It is not expected that the IREP teams expand the

scope of the ET-FT analysis to address external events, fires,

| floods, or sabotage.

A suggested discipline for performing this task is as follows:

,; First, broadly classify the distinct routes to core damage in

the plant. The broad classification might look something like
'

this:

_ _ _ _ _ _ _ _ _ . _.__ _
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1. LOCA plus ECCS failure leading to core damage,

2. ATWS alone or in conjunction with mitigation failure

leading to core damage,

3. Feedwater failure together with backup cooling water

system failures leading to core damage.
1

i

'

Second, postulate for each of these broadly-defined avenues to

core damage that both the initiating event and the failure of

the backup systems that are capable--in principle--of preventing

,
core damage, originate from a single root-cause event. Classi fy

|

and characterize the hypothetical common cause failure mechanisms

that could give rise to these core damage scenarios. Third,

investigate the design and procedural documentation of the
,

plant to determine whether any of these common cause failure
I
l mechanisms could be realized at the plant.
!

|

For example, the LOCA plus ECCS f311ure avenue might be investigated

as follows: LOCAs can be classified according to whether or

not there is a concurrent triggering event. Those without a

concurrent trigger could fail ECCS from a common cause only

through the effects of the LOCA, i.e., the LOCA must be intrinsically-

vulnerable to mitigation failure, perhaps because of its

location (vessel rupture, blowdown outside containment so that

| ECCS recirculation cannot succeed), because of its symptoms (a
!

| " signature" that fails to trigger ESFAS and/or confuses operators),

or because of its effects (LOCA-induced missiles, jet impingement,,

s.
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if any, that fail ECCS systeas). For those LOCAs that have a

concurrent triggering event (earthquake or transient-induced

LOCA, etc.) there are potentially common cause failures originating

in the trigger event affecting ECCS to be considered as well.

This process of working from the abstract and fonnally complete
l .

toward the specific, by alternating analysis and synthesis,,

can be extended until all the hypothetical singles are classified

and found either (i) to exist in the plant, (ii) not to exist

in the plant, or (iii) whose existence rests upon ambiguous

accident phenomenology.

Although this task is something of a digression from the main

thrust of IREP studies, there are several reasons why we feel

that the time and effort is warranted:

1. Susceptibilities to core damage from a singular root

cause afford less opportunity for discovery through

precursor events than do accident scenarios caused by

multiple failures. Then, too, most of the more severe

incidents that have occurred in commercial power reactors

| have had this single-cause characteristic. Therefo re,

these singles deserve particular attention in predictive

safety analyses like IREP.

2. The simplicity intrinsic to accident scenarios with a

single root cause pennits an independent check to be made

of the completeness and accuracy of the event tree, fault

.
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tree analyses for singles that can reveal errors or

omissions in the main body of IREP wrk.

2. The expertise developed by the IREP team on the susceptibility

of the plant to severe accidents may dissipate after the

teams are disbanded. Therefore, particularly significant
-

safety insights discovered by the team should be reported--

to the extent practical--in the published report even for

those insights outside the principal IREP scope. The

most important of these out-of-scope safety insights are

likely to involve single point vulnerabilities to core

damage.

' The reportage of the single ruot-cause core damage study in

the main IREP study can be fulfilled by an annotated list of

single fault scenarios. The notes should identify the assumptions

and briefly describe the fault propagation by which the single

root cause initiates the disturbance and defeats the mitigating,

|
| functions. In addition, a brief description of the logical

development should be reported in an appendix. The methodology

I suggested above for an independent search for singles is
'

experimental . Experiences with its use should be reported to
| the IREP project management for use in improving the procedure

guide.
|

| 3.37 Review and Documentation of Dominant Accident Sequences

This is the final task before the preparation of the draft of
,

the final report. It should include the following elements:

.-_ _ - - _ _ _ - _ - _ _ _ _ _ -
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1. Discussion of the dominant accident sequences with the

plant operators, operations management, and utility staff

engineers.

2. Requantification of the more prominant sequences (dominant

and contributory sequences) with plant-specific failure

rate data where feasible.

3. Uncertainty analysis for dominant sequences.

4 Sensitivity analysis for dominant sequences.

5. Description of the synptom profile (" signature") of the

dominant sequences.

.

6. Description of the options available to the operators to

repair failed systems or otherwise prevent or mitigate

the dominant sequences.

7. Discussion of the range of warning times for implementation

of the energency plan.

I
'

8. Drafting of systemic event trees including support systems,

to portray the causality of the more prominant accident

sequences.

9. Discussion of the additional research necessary to resolve

anbiguities in the identification and quantification of

| the dominant accident sequences.,

i
I

i

.- , - - - - -
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It is important to present and discuss the dominant sequences

with the plant operators, operations management, and the plant

owner's staff engineers. Their review of the IREP results may

reveal errors or unnecessary conservatisms in the principal

results. It is particularly likely that they can shed light

on the conduct of critical procedures or supply plant-specific
,,

failure rate data with which to refine the frequency estimates

for the dominant sequences.
.

It may prove to be convenient to conduct these reviews at the

plant site and to take this opportunity to develop--with the

help of the plant operators--descriptions of the symptom

profile that will energe in the control room during the dominant

accident sequences. Describe the hypothetical success paths

by which operators might nip the dominant accidents in the
1

bud, e.g., repair. Develop a brief discussion of the pros and

cons of the several tactics the operators might employ to deal

| with the developing accident. Is it plausible or likely that

the operators might misconstrue the accident and develop an
I

erroneous hypothesis of what needs to be done? What range of
s

warning times will be available for public protective action

between the diagnosis of the severity of the situation and the

occurrence of the major release of radiation? Following the

collection of critical plant-specific failure rate data and

discussions with owner's personnel, some further analysis will
/

be necessary. Wherever feasible, use the plant-specific
%

- _ , _ _ - - _ - _ _ __ _ _ _ _ ___ __ _ _
-
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failure rate data to refine the probability estimates for the

dominant sequences. Perform a sensitivity study to assess the

importance of the fault events appearing in the dominant and

contributory sequences to the overall risk. Also estimate the

importance of several distinct classes of fault events:

'~
1. passive failures,

2. random active failures,
*

3. common-cause equipment failures,

4 maintenance and operator errors occurring before the'

initiating event,

5. operator errors and conversely operator corrective action
!
! during the incident.

-

The uncertainty analysis for the dominant sequences should

include not merely the assessment of the statistical uncertainty

originating in imprecisely known fault event likelihood but

also a discussion of the modeling approximations and phenomenological

assumptions which also contribute to uncertainty. Include in

the report of the uncertainty analysis the team's best judgment

of the completeness with which the dominant sequences have''

been identified. The report should include a brief discussion

of any further research that may be needed to resolve significant

modeling uncertainties affecting the dominant accident sequences.

Finally, it may prove to be useful to draft event trees at the

system level which incorporate support system failures to aid

.

_ _ _ _ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _ _
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in the documentation of the results. Such trees are awkward

to work with in analysis compared with event trees that depict

only front line systems; however, event trees showing support

systems pnovide a classification scheme and graphical depiction

that better reflects the principal causal mechanisms underlying

important sequences.,

3.38 Draft Report

Prepare a draft edition of the final report for use in peer

review of the technical and editorial content. A more detailed

guide will be prepared for text scope and format. However, we

expect that the main report will adhere closely to the task

products, with the system fault trees and the details of the

quantification reserved for appendices.

3.39 Report Review

An NRC Research Review Group will be constituted to assemble '

constructive criticism of the draft. The plant owner's review

will constitute a second independent peer review. The IREP

team will be expected to present and discuss their work at

each of the two review group meetings. The review groups will
i

have at least 2 weeks to study the draft before the review

group meetings. Each review group will be expected to prepare

a written critique within 2 weeks of the review group meeting.
,

I Generally, these are prepared in draft fann before the review

group meeting and edited into final form in the 2 weeks following*

,

|
-

i
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the review meeting. Experience has shown that the IREP team

itself will be able to identify many shortcomings in this

draft report so that we can expect them to be largely occupied

by revisions during the review period. The team should also

make itself available--at least by telephone--to answer questions

i by the review group members. NRC and Sandia IREP project

management will conduct a limited technical and thorough

editorial review.

3.40 Finc1 Report

The IREP team should prepare a final report in the fomat of a

NUREG document. All comments received from the review groups

that affect the character, likelihood, or selection of the

dominant accident sequences should be addressed. Comments

that do not bear upon the dominant sequences should be addressed

I insofar as time and resources pemit.

:

| .

1
!

|

:
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IREP EVENT TREE METHODOLOGY
(

Introduction

The proposed IREP event tree Methodology is the subject of

this chapter. Many of the event tree definitions and terms useu

in this chapter are similar to that used in WASH-1400, Appenaix

d.
1. For that reason it is suggested that the reader review that

material as a prerequisite.

The type of reactor accicents of concern in the IREP are

core meltdown accidents initiated by a variety of transients

and LOCA's. It is also a goal of IREP to rank these core melt

accidents in terms of expected frequency and consequence severity.

The consequences associated with a core melt acciuent cepenut,

: not only on the initiating event but also on which safety
-

systems succeeded or failed during the accident and the approxi-

mate time at which they failed; i.e., the accident sequence.

Event trees are the structures from which accident sequen-

ces are derived. Two event tree types, used in succession, pro-

duce the couplete accident sequences. The system event tree

interrelates the initiating event and the safety system failure

,' events and results in system accident sequences. The containLent

event trees relate the possible responses of the containment to

the accident phenomenology associated with each system accioent

sequence. The resulting containment failure modes are adaed

to the system accioent sequences to form the complete accident

sequences.
.

M
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This chapter is divided into the following event tree topics:

1.0 Event Tree Construction
2.0 Event Tree Initiating Events
3.0 Development of Event Tree Heading Failure Definitions
4.0 Display of Dominant Accident Sequences
5.0 Accident Process Analysis of Event Tree Sequences

'

These topics represent the ma3or IREP event tree analysis

steps. The first four topics are concerned with the construc-

tion and utilization of system event trees to detenaine systeu

accident sequences for the IREP plant. The last topic is con-

cerned with classifying these accident sequences in terms of conse-

quence severity and use is made of the containment event tree.
A discussion of each of these major analysis steps with appro-

priate illustrative examples is presented first followed by a

summary list of procedures.

1.0 Event Tree Construction
.

The first step in modeling core melt accidents over the

full range of consequence severity is to construct a functional

event tree. Construction of a functional event tree requires

the determination of the functions the plant systems perfora,

to either successfully mitigate a LOCA or transient, or lessen

the consequences of a core melt if mitigation of the LOCA or

transient is unsuccessful. These functions will now be dis-

cussed.

1.1.1 LOCA Functional Event Tree Construction

In response to a LOCA, reactor systems perform the fol-

lowing basic functions:

A) reactor subcriticality

B) emergency core cooling

1 -2-
| r
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C) radioactivity removal from the containment atmosphere
t

D) containment overpressure protection due to steam evolu--

tion

Except for reactor subcriticality, which must be performed

immediately after the LOCA, the other functions must be continuously

performed for an extended period of time (weeks). In order to

estimate the consequences (defined in terms of radioactivity
i.

release) of a particular LOCA accident sequence, it is important*

to know which functions failed and the time at which they

failed. The timing consideration can be handled to a certain
.

extent by splitting functions B through D into injection ano
recirculation phases and splitting the recirculation phase of
functions B and D into an early recirculation phase and late

recirculation phase. The functions now become:

A) reactor subcriticality'

B) emergency core cooling during in]ection phase!

! C) radioactivity removal during injection phase

D) containment overpressure protection during injection

phase

E) emergency core cooling during recirculation phase

i F) radioactivity removal during recirculation phase
I w

| G) containment overpressure protection during recirculation

phase 3

containment overpressure protection during late ' Conta int..e nt
i

recirculation phase > heat
H) [

iemergency core cooling during late recirculation reuoval
#'

.phaseq

-3-
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The last two functions can be replaced by a single containment
,

'' heat removal function; since, if containment heat removal fails

to be initiated during the late recirculation phase, both of

these functions fail. This is because the containment will
'

eventually fail due to overpressurization followed by'an assui.ica

failure of the emergency core cooling function due to pump cavi-

tation.1
f
'

There are, therefore, three time frames modeleo by the

above set of functions. These time f raines represent relative

rather than absolute time frames (e.g. , depending on the LOCA

size, the injection phase may range from approximately 30

minutes to several hours). It is assumed that if a function

succeeds at the start of a time frame, it will continue to be

successful throughout the time frame. This is equivalent to
-

saying that the failure probabilities of the systems which
comprise the functions are dominated by their unavailability

(e.g., failure to start or change state) rather than the
unreliability (e.g., failure to continue successful operation).

A functional LOCA event tree can be constructed by making

these eight functions the event tree heauings ano incorporating
the functional interdependencies into the event tree structure.

,

{ The tunctional intercependencies are incorporateu into the

event tree structure by removing success / failure decision points

at appropriate places in the tree. The following criteria

should be utilized for removing decision points:

_

l
|

it should be noted that whether or not the pumps will actually
fail aue to cavitation depends upon the temperature of the con-
tainment sump water or vapor suppression pool water at the time,

of containment failure.

-4-
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1) Function X succeeds / fails by definition due to success /
" failure of function (s) Y, 2, etc.

2) Function X fails due to the expected system physical

processes (e.g. system thermohydraulic dynamics)
.

~

associated with the accident sequence.

3) Success / failure of function X does not matter due to

the type of initiating event or the success /f ailure of
1:
'

function (s) Y, Z, etc.

As an example, let us construct the large LOCA f unctional

event tree for the Oconee reactor studied in the RSSMAP.
Table 1 lists the eight functions and the correspondinj

plant systems required to perform the functions. Figure 1, the

functional LOCA tree, depicts the inter-dependencies between

these functions along with a table which lists the functions
-

which f eiled in each sequence. The intercependencies reflected

in the tree structure result from application of criteria one

ano three given above. Application of criterion three was usec

in eliminating the success / failure choice for reactor

subcriticality. For a large LOCA the voids created in the

reactor core during the blowdown will automatically render the
~

j reactor subcritical and success / failure of the system which

provides the reactor suberiticality function does not raatter.
The remaining interdependencies reflected in the tree structure

result from application of Criterion 1. For example, no

success / failure choice is given for containment heat removal on

sequence seven since for this sequence containment heat removal

j would be defined as succeeoed oue to the oefinea success of t: e

RBCS. This is because it is known that containment overpressure

-5-
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( succeeded. This is because it is known that containment over-

pressure during recirculation succeeded due to the success ot

the RBCS only, since the CSRS failed to provide radioactivity

removal in this sequence.

ItcanbenotedfromFigure1thatECIfailurei$ plies

ECR failure. This is consistent with the approach taken in

WASH-1400. By glancing at Table 1, it is seen that ECI could
,

O

fail due to failure of the accumulators only. If this failure

mode occurs, ECR would not be precluded. If it is determined

that ECR success given ECI f ailure has a significant ef fect on

accident consequences, then a success / failure choice for ECR

given ECI failure should be incorporated into the event tree

structure.

1.1.2 Transient Functional Event Tree Construction
i

In response to a transient, the reactor systems perforni the

following functions curing the early phase of reactor shutuown:

A) reactor subcriticality

B) initial core cooling

C) reactor coolant system overpressure protection

Reactor suberiticality must be achievec immediately following

the transient. RCS overpressure protection is necessary if, for a

given transient, the plant design requires it or if a delay is
experiencea in achieving initial core cooling. It should be noted

that one additional function, RCS inventory control, could be in-

|
cluded in the above list as being required if an RCS safety or relief

valve failed to reclose after performing its RCS overpressure pro-

tection function. However, an accident sequence with a stuck open
,

,

!

-8-
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safety or relief valve constitutes a small LOCA and can therefore

I be transferred to the LOCA tree and treated as such. By making
~.

this transfer the functions and corresponding systems required

to mitigate these transient induced LOCA's are made more explicit.
The functions stated above are required to bring the plant

,

to a hot shutdown condition. Since a PWR can be maintained in a

hot shutdown condition without threatening a core melt for an

extended period of time (provided enough stored cooling water isj
available), the above functions are an adequate representation

for the important PWR f unctions.1 In the case of a BWR, however,

a hot shutdown condition cannot be maintained for as long as a ,

PWR unless a long term core cooling system is activated. The

reason for this is that the heat sink for the systeus performing

the initial core cooling f unction at a PWR can be the atmosphere

whereas the heat sink for the similar BWR system is a closec sys-
,

tem such as the suppression pool or condenser. If long term

cooling of these closed systems is not achieved, then the core

woula eventually overheat and melt and/or the containment would

overpressure and fail. It is, therefore, necessary to consider

the following function for a BWR:

| D) long term core cooling (BWR only) .

If successful mitigation of the transient cannot be achieveu*

snd a core melt ensues, the following plant functions can aid in

lessening the conquences of the accident:

It should be noted that at some PWR power plants, the functionl

of initial core cooling can be proviceo by in]ecting cooling
water directly into the RCS and allowing it to boiloff through
the rcd safety or relief valves and discharging into the con-

I tainuent. If this cooling method is utilized for an extenced
period, then the function of containment overpressure protection'

due to steam evolution must also be provided.
-9-
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E) radioactivity removal from the containment
(

~

atmosphere

F) containment overpressure protection due to

steam evolution
A f unctional transient event tree can be constru'c'ted by

making these 5 PWR and 6 BWR functions the event tree heaaings

and incorporating the functional interdependencies into the
,

event tree structure. Each core melt sequence on the event'

tree would be characterized by a different combination of

succeeded and failed functions.
As an example, let us construct the transient functional

event tree for the Oconee reactor. Table 2 lists the 5 PWR

functions and the corresponding plant systems required to

perform these functions. Figure 2, the functional transient

-

tree, depicts the interdependencies between these functions

along with a table which lists the functions which failed in

each sequence.

! Before discussing the depenaencies depicted on the tree,

an explanation of the cvents which appear before ano after the

Reactor Coolant System Overpressure Protection (RCSOP) heading

is in order. As mentioned earlier, the requirement for the:

%

RCSOP function depends on the type of initiating event ana/or

if initial core cooling has been delayed. These cases are

explicitly covered by the inclusion of this event. The event

after RCSOP is included to identify the transient induced LOCA

sequences discussed earlier,

The dependencies incorporated into the event tree structure
,

result from application of all three criteria presented in the
| _lo_.

_ ___ - _ _ _ - __
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previous section. Examples of how these three criteria were

incorporated into the tree structure are the following:
Criterion 1) Radioactivity removal is by definition failed it

containment overpressure fails due to the defined failure of

the CSIS. This is because it is known that the CSIS -failed

if containment overpressure failed. Criterion 2) The RCS

overpressure valves will not reclose given failure of reactor
(

subcriticality and initial core cooling. This is because the'

RCS pressure will equilibrate at a level at or above the

pressurizer relief valve reclosure setpoint and will remain, .

there throughout core meltdown. Criterion 3) As mentioned

previously, radioactivity removal is an important mitigating
function in core melt accident sequences only. For non-core

melt sequences, therefore, the success / failure of this func-,

|
'

tion does not matter.
I
'

Adaitional explanation is in order concerning the " note 1,"

depicted in Figure 2. Given success of initial core cooling

if the flow rates of the main or auxiliary feedwater systems

are not properly controlled and too much cooling is provided

to the secondary side of the steam generators, a rapid RCS

cooldown transient would ensue. Following RCS depressurization,
%

due to the shrink of the RCS coolant, the high pressure injection

system would be demanded at the Oconee plant. If actuation

occurs, the pressurizer relief valves could be oemanded and

thus create a potential for a LOCA if they do not reclose.

This particular sequence could be racoeled as part of the existin,

j sequence 3. When transferring to the small LOCA tree, the hign

pressure injection system anu auxiliary feeowater syster. woulo

-13--
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a

be defined as operating (success). However, if actuation does
(

not occur, a potential exists for emptying the pressurizer due

to the continued shrink of the RCS coolant. If this occurs,

pressure control of the HCS is lost, which could ultimately

result in a saturated RCS. If forced RCS circulation is lost

(as would be the case for a loss of offsite power transient)
and the RCS is saturated, natural circulation would also be

,
-

lost at the Oconee plant. The core would then lose steau

generator cooling and RCS inventory would boil off eventually

leading to a core meltdown. This latter case is not modeled

by any event tree sequence presented thus far. Since it is a

special case, it does not warrant a separate event tree and is
discussed here for completeness.

1.1.3 LOCA and Transient Systemic Event Tree Construction
s

It can be noted from the functional event tree exauples given

|
in the previous sections, that in general there is not a one to one

corresponuence between the. functions modeled on the event tree anu

the plant systeus required to perform these functions. because of

this the same system may appear in the oefinitions of more than one

functional event tree heading. It is often desirable to decouple

the functional event tree headings such that each heading represents
a

a major plant system or group of plant systems (i.e., " front line

systems"). (A front line system is defined as the system described
1

in the plant FSAR which performs the LOCA and transient functions

described in the previous sections. A front line system does

include support systems common to many front line systems suchnot
,

as electric power systems, component cooling water systems,-

-14-
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instrument air systems, etc.) Tnis type of event tree is
(
. known as a systemic event tree and the tree structure would

interdependencies between major plant systems ratherreflect

than plant functions.
The LOCA and transient systemic event trees for the Oconee

The event tree headingsplant are pres'ented in Figures 3 and 4.
The

represent the major systems described in the Oconee FSAR.

system event tree headings are listed in the approxiraate order
-

they will be called upon during a LOCA on transient accident se-

The event tree structure reflects the application of thequence. .

in Section 1.1.1 (replace the wora " function"criteria presented

with " system"). Also depicted on these figures are tables which

list the functions which failea in each sequence.
If one compares the LOCA and transient functional ano sys-

temic event trees it can be noteu that the system trees contain
-

These additional sc-a greater number of accident sequences.

quences result from the f act that several syster. accident se-

quences may be represented by a single functional accident
se-

Each functional accident sequence represents a uniquequence.

set of succeeded and failed functions whereas each system acci-

dent sequence may not. For example, sequences 8 ano 17 on the
s

LOCA systemic event tree are modeled by the single sequence 4

on the LOCA functional event tree.

1.2 Procedure

Procedure for Functional Event Tree Construction'

1. LOCA functional event tree construction.
!

%
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Identify from the FSAR the plant ESF systems /sub-a.

systems which perform the following functions:

1) reactor suberiticality

2) emergency core cooling

3) radioactivity removal from containWent

atmosphere

4) containment overpressure protection oue

to steam evolution

5) post LOCA containuent heat reuoval.

b. Deteruine the minimum number of ESF systeras/sub-

systems which are required to successfully perfori..

these functions. The FSAR usually states success

criteria for a variety of LOCA sizes. Discuss

the FSAR success criteria with the reactor vendor;

or other sources and determine if it is overly

conservative. FSAR criteria need not be used

if sufficient documentation is available supporting

an alternate criteria.

For functions 2 through 4, determine if differentc.

success criteria are required for the injection ano

recirculation phases.'

s

d. The five functions listed above becoue eight func-

tions due to the split of 2 through 4, into injection

and recirculation phases. These eight functions will

comprise the event tree headings. (Refer to Oconee

LOCA tree example given in this section.)

,

%
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Incorporate functional interdependeacies into thee.

event tree structure by applying the criteria pre-'

sented in Section 1.1.1.

f. Characterize each accident sequence by determining

which functions have succeeded and failed in each

accident sequence. (This will be used later during

the analysis of these sequences for core meltdown
;
'

~

physical processes.)

2. Transient functional event tree construction.

a. Identify from the FSAR the plant ESF systems /sub-

systems which perform the following functions:

1) reactor suberiticality

2) initial core cooling

3) RCS overpressure protection<

-

4) long term core cooling (BWR only)

5) radioactivity removal from the containment

atmosphere

6) containment overpressure protection due to

steam evolution.

b. Same as Part 1-b.

c. These functions will comprise the event tree,'
headings. Add the "RCS overpressure requirement"

and "RCS overpressure valves reclose" headings

before and after the RCS overpressure protection

heading. (Refer to Oconee transient event tree

exampic given in this section.)

d. Same as Part 1-e.,

-19-
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e. Same as Part 1-f.
t

3. LOCA systemic event tree construction.'

a. Determine the " major" FSAR LOCA systems. "rta jor"

systems are those which perform the eight LOCA

functions given in 1-d and do not inclu3e support

systems (e.g., electric power, component cooling,

etc.). These systems will comprise the event tree

'
headings.

b. Place these systems in the approximate order they

will be called upon during a LOCA.
.

Incorporate systemic interdependencies into thec.

event tree structure by applying the criteria

presented in Section 1.1.1. (Replace the word

" function" with " system.")
,

d. Determine which functions have succeeded and
'

failed in each accident sequence. (This will

I be used to identify the LOCA system accident
|

sequences with their equivalent LOCA functional

accident sequences.)

4. Transient systemic event tree construction.
Determine the " major" FSAR transient systems.' a.

1
-

" Major" systems are those which perform the

transient functions given in 2-a and do not

include support systems. These systems will

comprise the event tree headings. Add the

|

"SR/ Demand" and "SR/VR" headings before and

after the "SR/VO" heading.'

.

-20-
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b.-d. Same as 3-b through 3-d. Replace the word

h "LOCA" with " transient."

2.0 Event tree Initiating Events

2.1 Discussion

In the preceding section, the generic PWR ano BhR LOCA ano

transient functions were identified and examples were given which

identified the plant systems to the appropriate functions. The

* question which is now asked is how will various size LOCA's ano

different types of transient initiators affect the performance et

these systems. After answering this question, it becoraes clear

which LOCA and transient initiators must be considered.

For the plants studies in the RSS, it was determined that

three ranges of RCS LOCA sizes must be considered as initiating

events. Three sizes were chosen since the LOCA mitigation require-

'
ments (ECCS, reactor protection system, and auxiliary feedwater

system) were a function of the size of the LOCA. However, they

coulu be grouped into three categories for which the raitigation

requirements were the same for each category. In a similar

manner, each IREP plant will have to be evaluated to ceterniine,

(

| which LOCA range sizes must be considered. Also important is

the location of the break (e.g., a colo leg break may require,
; -

( a different set of ECCS subsystems than a hot leg break).
l

| Direct use of the RbS LOCA sizes for the IREP plant without a

prior evaluation would be incorrect.

Transient initiators considered in the RSS were of three ma3or

types. These were reactor shutdowns caused by a loss of offsite

power, loss of the power conversion system (e.g. , heat rejection to
%

!
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the condenser via the main steam, bypass to concenser and main

7 feedwater loop) caused by other than a loss of offsite power, ano

other shutdowns in which the power conversion system is initially

available. These transient initiators were assessed to adequately
~

represent a spectrum of UWR transients (RSS, Table I 4'-9, I 4-12

for PWR's and BWR's respectively) in terms of their effects on

.

the mitigating systems. (For example, a loss of offsite power
a

requires the operation of an emergency AC power system to operate

various components of the mitigating systems whereas shutdowns

with offsite power available do not require emergency power.)

Subsequent to the publishing of the RSS new transient initiator

data sources, which supercede Tables I 4-9, I 4-12, have been

made available. One of the most notable sources is "LPRI-!sPSC1

ATWS: A Reappraisal, Part III, Frequency of Anticipated Trans-
%

ients." This data source shoula be exan.ineo for each sub)cet

plant to determine what types of adaitional transient initiators

shoulu be considered. (A listing and oescription of the PWR ano

BWR transients which appear in this document are presentec in

Appenaix 1.)
EPRI NP-801 serves as a satisfactory starting point from

which to estimate the types and frequencies of transients to be
-

expected in the subject plant. It does not, however, indicate

the specific cause of the transient. For example, PWR transient

36 indicates a transient can be caused by a loss of power to a

necessary plant system. It does not indicate the specific type

of power failure (e.g. , Train A vital AC, Train B 125 V DC, etc.)
or what effect these power failures have on the safety syste:.is

,
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which must respond to the transient (e.g., the auxiliary feedwater
I

One method-

system may lose the use of an electric driven pump).
of identitying all such plant specific transients is to oevelop
an initiating event fault tree.

'

The top event of an initiating event fault tree would be la-

beled " Requirement for a Reactor Shutdown." The second level of

the tree woula be a listing of the reactor scram signals. Sub-
4

-

sequent levels of the fault tree would be developed such that

all subsystem and/or component failures which cause a reactor

scram signal are identified. The plant LER's should be reviewed

so tha; any peculiar initiating events can also be modeled on

the tree. Special attention should be taken in developing thosc

areas of the fault tree where it is noted that the initiatirrj
event could also significantly degrade the reliability of any

of the safety systems which must respond to the reactor shut-

down.

One additional initiating event which should be considered

is the extra-containment or interfacing system LOCA (event V in

the RSS). This initiator is actually a complete accioent sequence,
1

| since no reactor systems are available to mitigate this initiating

event. An assessment cf all low pressure piping that interface
,

with the high pressure RCS, and which lead outside containment, should

be made to determine if the frequency of failure of the i sol a t i or,
10~7/yr.).valve (s) is quantitatively significant ( 1 x

The methods used in quantifying this initiating event have
|

l been discussed for a variety of isolation valve configuration

| and isolation valve test procedures in the RSS, RSS MAP and
s

-23-'
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EPRI NP-262
"PWR Sensitivity to Alterations in the Interf acing

f
''

System LOCA."

2.2 Procedure

Procedure for Selecting Event Tree Initiating Events
~~

1. LOCA initiating events selection

Select RCS LOCA break size ranges. A separate break
a.

size range should be considered if a unique combin-
4 ation of ECCS subsystems or other ESP systems are

required to mitigate a LOCA within a certain break

size range,

b. Select RCS LOCA break locations. A separate break

location should be considered if a unique cor.'. bin-

ation of ECCS subsysteus or other Ebr systems are

required to mitigate a LOCA at a certain break
-

location.

Interfacing system LOCA initiating events selection2.

Identify low pressure piping which interfaces witha.

the high pressure RCS and lead outside containment.
(

Assess if isolation valve (s) failure is quantitatively

significant ( - 1 x 10-7/yr.).

3. Transient initiating events selection
-

Reactor trips caused by a loss of offsite powera.

will be studied.
Loss of power conversion system reactor trips caused

~
,

!

b.
'

by other than a loss of offsite power will be studiec.
Reactor trips with the power conversion systei..c.

initially available will be studied.t

O
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d. Review EPRI-NP801 and determine what types of
g

additional transient initiating events should be'

considered.

Develop an initiating event fault tree to a levele.
'

such that all the specific subsystem and/or cos..ponent

failures which cause a transient are identified.

Check the initiators identifieu in the fault tree
<

with the general initiators describeo in EPRI-NP801%

and plant specific LER's to assure cor..pleteness.

3.0 Development of Event Tree Heading Failure Definitions

3.1 Discussion

After completing the construction of the functional and

system event trees and determining which initiating events will be
studied, the next task of the event tree analysis team is to-

develop event tree heading failure definitions, which will instruct
the fault tree team moceling these events how to structure their

fault trees. These definitions, in general, depend upon the
,

1

type of initiating event ano on the success or failure of other
functions which appear in an accident sequence.

|
In the previous sections, the functional event tree heauing

i

| failure (or success) definitions were discussed to a limited extent.'

Definitions in those sections were limited to determining what

combinations of systems were required. This is the proper first

step, but in order to complete the definition, one must understano:

1) the procedures which dictate how the systems will be implemented

2) the expected physical process dynamics for each sequence.

Examples of why this understanding is important fcllow.'

-25-
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Consider an accident sequence in which the containment over-
t

-

pressure function is performed by a spray system. Following a

large LOCA, the containment pressure would rapidly rise and the

spray system would be called upon to start automatically when the
Theroleofthecont[o1rooi..actuation set point is reached.

operator would be to verify that the sprays had started and were

performing as designed. However, following a small LOCA, the
a

containment pressure would rise more slowly such that the operator

woulo have time to implement a staall LOCA eraergency proceoure.

Let us assume that one step in the procedure was for the operator
,

to bypass the automatic LOCA circuitry and take manual control of

the systems. If at a later time, the pressure in containment

finally reached the point where sprays were requireo, they woulo

have to be manually initiated. The event tree should incorporate
,

this subtlety into the containment overpressure event / containment

spray system definition so that credit for an automatic start is,

|

not given for the small LOCA situation.

f A classic example of how the acccident sequence physical pro-

cesses can affect the event tree heading / system failure definition

is the accident sequence that occurrred at Three Mile Island.
) That accident sequence was initiated by a loss of main feedwater,,

I

followed by a failure of a pressurizer relief valve to reclose
ano initial success of core cooling through the operation of the

high pressure injection system (HPIS). The operator at a later time

essentially terminated the HPIS because a high pressurizer level
was indicated and he did not want to drive the pressurizer solic

:

(prior to TMI operators were trained to avoid a solic pressurizer)..

-26-
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It is evident that the knowledge of whether or not the pressurizer
;

-

is solid is crucial to the formulation of the correct HPIS
failure definition for this sequence. This is an example of how

an operator error which occurs during the course of an accident
'

affects the event tree heading /systeu failure detinition. In

order to assess other similar types of operator errors, the
,

analyst must be aware of the control room inoications which the
,

%

operator is relying upon to make decisions and how these decisions

will affect the availability of the safety systeus responcing to,

the accident.

As a third example, consider a PWR accident sequence which

is initiated by a loss of main feedwater and followed by a fail-

ure of the reactor suberiticality function (ATWS). The initial

physical process associated with this accident would be that the
w

pressurizer would become water solid and a large quantity of'
,
,

water would be passed through the relief valves. The RCS systen,

pressure woulo eventually be reduced until the closure set point

of the relief valves was reached. If they fail to reclose, a
,

l small LOCA woula exist. Since the pressurizer relief valves are

designed to pass steam rather than water, the valve reclosure
! failure probability would be expected to be substantially higher

,

in ATWS sequences over what it would be for sequences in which

only steam was relieved. It would be the responsibility of the

event tree team to incorporate this subtlety into the RCSOP valves

closed event definition so that a proper assessment of the valve

closure failure probability could be made.
,

1

%
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( As a tinal example, assume that the above describec ATWS
-

occurs and the initial core cooling function is called upon.'

Since an ATWS is a rapid transient, if initial core cooling is
it must begoing to have any affect on mitigating the accident,

initiated inmediately . It will be recalled from the example

discussed in Section 1 that a success mode of initial core cooling

was to restore the main feedwater system. Given an ATWS, this
c

%

would take too much time and could not be considered. The event
'

failure cefinition for initial core cooling given an ATWS, must

therefore include this subtlety.

treeThe examples above attest to the fact that the event

team must have a good overall understanding of the plant behavior

if the correct event tree heading failure oefinitions are to be

developed. To gain this understancing, the team must be completely

f amiliar with the plant procedures and the expected physical
tree. Much ofprocesses for each accident sequence on the event

this can be learned by reading the plant operating, abnormal, or

emergency procedures, which discuss either the total event tree

sequence or portions of that sequence. What cannot be learned

from the procedures should be asked of the control room operators
! :

at the initial plant visit. A good portion of the expectec
,

( physical processes associated with each sequence can also be
However, itlearned from discussion with control room operators.

would not be expected that the operators could give a complete
i description, especially if the raultiple systeu f ailures haveI

occurred and the plant is operating in a mode not covered by any

If a complete description is requirec, then a con.puterproceuure.w

;
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model which simulates the physical process dynamics of the IREP

plant accident sequence would have to be utilized. Such a com-

puter model will most likely be supplied by the reactor vendor.

3.2 Procedure

Procedure for Developing Event Tree Heauing Fail'ure Detinitio:

}. Refer to Functional Event Construction Procedure for

determining the combinations of ESF systeias requireu to
,

-

perform the LOCA and transient functions.

2. Develop a top level f ault tree depicting these requireiaents

(see Figure 5 for an example).

3. Review operating, abnormal operating, or emergency

procedures associated with each event tree sequence or

portion of each sequence, if available. If not available,

discuss expected operator actions with the control rool..
-

operators.

4. Understana the expected physical processes associateu

| with each accident sequence.

a. Discuss with control room operators to gain a

general description.

b. If description is not complete, then utilize s

computer model which simulates the physical
,

i

processes of the IREP plant. An adequate model

should be available at the reactor vendor.

5. From the knowledge gained in steps 3 and 4, modify the

top level fault tree failure definition, if necessary.|

These modifications should apear as " notes" on the top

level tree (see Figure 5 for example).s,

|

|
-29-
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4.0 Display of Dominant Accident Sequences
I (

4.1 Discussion-

m,

The functional and systemic event tree methodology discus.seu

thus far provides a consistent approach for modeling the accident

sequences for all the IREP plants. These trees will be used as

an integral part of the procedure used in assessing the dominant

accident sequences.

i Based on the event heading failure definitions discussed in*

the previous sections, fault trees will be developed to determine
the various failure podes which can cause the function ano syster..

event heading failure. As a general case, the function and

system events are not independent (e.g., due to subsysteus anu

components which are common to more than one event tree function

or front line system). Because of this, a complement of the event
:

heading fault tree must be created to determine the success moccs'-

which can cause event heaaing success. Each sequence will be

quantified by combining and Boolean reduction of the initiating
event fault tree and the functional or systemic fault trees and

" success trees" associated with each sequence. The result of

this procedure will be separate cut set equations representing
the minimum combination of system and/or component failures

,

which will cause the occurrence of each functional or systemic-

accident sequence. (This procedure is discussed in detail in the
|
' paper entitled " Accident Sequence Quantification.") The sequence

cut sets will then be quantified by assigning the appropriate

failure probabilities to the cut set literals (e.g., a cut set

such as AB has two literals) and the dominant cut sets in each'I -

| ~

accident sequence will be identified.

-30-
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Containment Overpressure
-

During Injection Phase
Fails Following a Small LOCA

O

1

I I

Failure of 3 of 3 Failure of 2 of 2

Containment Fan Containment Spray

Cooler Trains Injection System Pump Trains

From Containment From Containment

6 Fan Cooler System Spray Injection System
Fault TreeFault Trees

f

Petes: 1) Fan cooler system will start automatically, but is manually shutdown after
containment pressure is reduced below 4 psig. Any restart would have to
be done manually (Emergency Procedure XYZ).

Containment spray system must be manually started since manual shutdown2) of the f an cooler system deactivates automatic start circuitry.

Figure 5 Top level f ault tree for the containment overpressure protection function
LOCA. The plant depicted in this example performsin response to a small

3this function with either 1 of 2 containment spray trains or 1 of '

containment fan cooler trains.

t,

s
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Besides its usefulness as a tool as part of the sequence

quantification procedure, event trees are also useful fee dis-
play &ag-tools in showing important interdependencies between the

systems and system components required to respond to an initiating
^

event. The functional event trees discussed in Sectrbns 1.1.1
and 1.1.2 hide many of these interdependencies, since several

systems and system components are generally a part of the definition

of a single functional event tree heading. The systemic event'

trees discussed in Section 1.1.3 display intercependencies between

the front line plant systems but hide the effects of support systems
'

which are common to more than one front line system. It would be

desirable, to construct an event tree which explicitly displays

these type of interdepenaencies.

Such an event tree could be constructed based on inforr..ation
s contained within the list of doninant functional accident sequence

cut sets. After careful examination of the cominant cut sets, it

will become apparent which systems, support systems, or systen.

| components are the most important. These would be designatec as
i

the event tree headings and the dependencies between them incor-

porated into the event tree structure. The resulting event tree

would provide an excellent means of summarizing ano displaying
,

the most important accident sequences in terrs of the critical

systems, subsystems, and system components.

(An alternate method of displaying the most important accident

sequences is to use a system dependency diagram. Examples of these
j

types of diagrams can be found in the main body of the Crystal River
'

risk analysis.)
,
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4.2 Procedure

Procedure for Display of Dominant Accident Sequenced'~

1. Identify dominant cut sets for each functional or systeule
n

accident sequence.
''

Examine the literals of the dominant cut sets to determine2.

what are the systems and/or components which have failed.

3. If the literal is a couponent, identify the system (s) it
.

.

is a part of.

4. Create a system / system component event tree by making

the important systems / components the tree headings, and

incorporating into the event tree structure, dependencies

between them.

5.0 Accident Process Analysis of Event Tree Core Meltdown Sequences

5.1 Discussion-

accidentAfter the quantification of the event tree core melt

sequences is completed, those with the highest probability will
Thebe analyzed in terms of core meltuown accident processes.

output of this analysis will be an assessment of the appropriate
containment failure modes, containment failure mode probability

for each ofand radioactive material release category placement
This will be done primarily by comparing these'

| these sequences.

accident sequences with similar sequences which were generated as

part of the RSS and RSSMAP programs.

- 0
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For each plant studied in IREP, an assessment of which of
,

f

the six plants studied in the RSS and RSSMAP most closely resembles9

the study plant, in terms of system and containment design

features, will be made. After this assessment, the accident

sequences for the two plants will be compared and sequ'ences with

the identical ccmbination of succeeded and failed functions will

be identified. Once this identification has been uade, the

appropriate containment failure modes, containment failure moae'

probabilities, ana release category placement for the IREP plant

accident sequence will also be identified.
The results of the core meltdown accident process analysis

for the Oconee LOCA and transient accident sequences is given in

Tables 3 and 4. The containment faijure modes which apply to the

Oconee reactor are defined by the containment event tree depicted

in Figure 6. Similar tables of results and containment event'

trees will be provided for the remaining RSS and RSSMAP plants

(Surry, Peach Bottom, Sequoyah, Calvert Cliffs, Grand Gulf) at a

later date.

Several notes are in order concerning the use of Tables 3

and 4. Firstly, the 6 containment failure mode probability must

be supplied by the IREP team since its value is a function of the
,

containment isolation system design for the particular IREP plant.

Secondly, transient accident sequences involving a stuck open

pressurizer relief valve (e.g. sequences 3 and 13 in Figure 4)
should be treated as a LOCA with a size corresponding to the

valve discharge area. Whether or not the main or auxiliary

-
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TABLE 4
.

Summary of the Transient Initiated Core Meltdown
Accident Process Analysis for the Oconee Plant

CORE MELT RELEASE CATEGORYTRANSIENT EVENT
TREE FAILED FUNCTIONS

RS CC RCSOP CO RR 1 2 3 4 5 6 7

X O.0001 7.5 8 E.5

8 E.5
X X O.0001 7. 5

8 f.5
0 X X X G.0001 6. 5

j \
X X / \ a.0001 7. 5 8 f.5m

'

X X a.0001 7.5 8 _f . 5

.
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feedwater systems are operating in these sequences can be ignorea,.

since they do not significantly af fect the core meltdown accioent

processes. And finally, analysis of the IREP plan *, may yield

important accident sequences which do not correspond to any of

the exact combinations of failed functions presented in Tables

3 and 4. If this occurs Sandia National Laboratory personnel

should be notified to determine if additional accioent processes
s

analysis of these sequences is required.

5.2 Procedure for Accident Process Analysis of Event Tree Core

Meltdown Sequences
.

1. Compare the IREP plant design with the plant designs studied

in the RSS and RSSMAP. This should include comparisons of:

a. containment designs (e.g., volume, design pressure,

structural design, degree of compartmentalization,
,

potential for water entrapment underneath reactor

vessel, etc.).

b. ESF system designs (e.g., types of systems which

perform the event tree functions, flow rates, heat
removal rates, actuation setpoints, etc.)

2. Based on this comparison, identify which RSS or RSSMAF

plant most closely resembles the IREP plant.

3. Compare accident sequences and identify those with the

identical combination of failed functions.

4. Sequences with an identical combination of failed
functions shoulo have similar containment failure modes,

containment failure mode probabilities and radioactive

release category placements.

.
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Appendix 1
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m '

PWR Transients

PWR Transient Category Definitions
~

*

1. Loss of RCS Flow (1 Loop)

This transient occurs when an inadvertent hardware or humanerror interrupts the flow in one loop of the reactor coolant
system.

,

%

2. Uncontrolled Rod Withdrawal

This transient occurs when one or more control rous are
withdrawn inadvertently.

3. CRDM Problems and/or Rod Drop

This transient occurs when failures in the control roc orive
mechanism (CRDM) occur which lead to out-of-tolerance conci-
tions in the primary system. The transient may incluoe crop-

ping of one or more control rods into the core as part of the
CRDM failure.

4. Leakage From Control Rods*

This transient occurs when primary system leakage arouna the
control rod drive mechanism is excessive and reactor shutdown
required.

5. Leakage in Primary System

This transient occurs when primary systen leakage through
various piping components is excessive and reactor shutdown
required. This transient does not include:

#4 - Leakage from control rods
,

47 - Pressurizer leakage
#26 - Steam generator leakage,

6. High or Low Pressurizer Pressure
This transient occurs when the pressurizer pressure is
outside of the required operating limits.

7. Pressurizer Leakage

This transient occurs when pressurizer components allow
excessive primary system leakage and reactor shutdown is,

/ '

required.%
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Pressurizer Relief or Safety Valve Opening
i 8.

This transient occurs when hardware or operator error results-

in inadvertent opening of pressurizer relief or safety valve:..

Inadvertent Safety Injection Signal9.
This transient occurs when hardware or operator error initiates"

a safety injection.

Containment Pressure Problems10.
This transient occurs when hardware or operator error results
in containment pressure exceeding limits.e

CVCS Malfunction-Boron Dilution11.

This transient occurs when hardware or operator error results
in a CVCS malfunction such that reactor power is affected.

Pressure, Temperature, Power Imbalance12.
This transient occurs when various primary systems signals
indicate pressure, temperature or power imbalances.

13. Startup of Inactive Coolant Pump

This transient occurs when an idle coolant pump is started
at an improper power and flow condition.

'

14. Total Loss of RCS Flow
This transient occurs when a hardware or operator error!

'

causes a loss of reactor coolant system flow.

Loss or Reduction in Feedwater Flow (1 Loop)15.

This transient occurs when one feeowater pump trips or whenin feed-
another occurrence results in an overall oecrease
water flow.

Total Loss of Feedwater Flow (All Loops)'
16.

This transient occurs when a simultaneous loss of all mainfeedwater occurs, excluding that due to loss of station
power (definition #35).

17. Full or Partial Closure of MSIV (1 Loop)
This transient (;'; curs when one main steam isolation valve1

closes, the rest remaining open, or the partial(MSIV)
closure of one or more MSIV occurs.

%

-40-

*
,

i

, - _ -



'

.

d 18. Closure of All MSIV
This transient occurs when any one of various steam line or
nuclear system malfunctions requires termination of steauThe closureflow from the vessel, or by operator action.
of one MSIV may cause an immediate closure of all other

this occurrence is also includeo in this transientHowever, any closure which is the byeproductMSIVs;
definition.
of another initiator is not included.
Increase in Feedwater Flow (1 Loop)19.

This transient occurs when an increase in feedwater flowd occurs in one loop.

Increase in Feedwater Flow (All Loops)20.

This transient occurs when an increase in feedwater flow
occurs in more than one loop.

Feedwater Flow Instability-Operator Error21.
This transient occurs when feedwater is being controllea
manually, usually during startup or shutdown, and excessive
or insufficient feedwater flow occurs.
Feedwater Flow Instability-Miscellaneous Mechanical Causes22.-

insufficient feco-
This transient occurs when excessive or
water flow results from hardware failures in the feedwater
system.

Loss of Concensate Pumps (1 Loop)23.
This transient occurs when one condensate pump fails, reducing
feedwater flow.
Loss of Condensate Pumps ( All Loops)

I 24.

This transient occurs when all condensate pumps fail, causing '

a loss of feeowater flow.'

25. Loss of Condenser Vacuum
This transient occurs when either a complete loss or decrease
in condenser vacuum results from a hardware or human error,

i

26. Steam Generator Leakage

This transient occurs when excessive primary system to secono-
ary leakage occurs in the steam generator.

,

*

!

!

-41-

|

!



'

.

.

27. Condensor Leakage
<

This transient occurs when excessive secondary systeu leakagew
occurs in the condenser.

28. Miscellaneous Leakage in Seconaary system

This transient occurs when excessive leakage occurs in the
secondary system, other than the condenser (see-definition
s27).

29. Suduen Opening of Steam Relief Valves

This transient occurs when a secondary system steam relief
,

valve opens inadvertently, causing an unacceptably low*

pressure in the secondary system.

30. Loss of Circulating Water

This transient occurs when circulating water is not available
to the plant.

31. Loss of Component Cooling

This transient occurs when excessive temperature of critical
components is a result of a loss or decrease in component
cooling water flow.

32. Loss of Service Water System'-

This transient occurs when the service water systera f ails to
perform its function.

33. Turbine Trip, Throttle Valve Closure, EHC Probleus

This transient occurs when a turbine trip occurs, or if
turbine problems occur which in effect decrease steam flow
to the turbine, causing a rapia change in the amount of
energy removed f rom the primary systera.

34. Generator Trip or Generator Caused Faults.

%

Tnis transient occurs when the generator is tripped cue to
electrical grid disturbances or generator faults.

35. Loss of Station Power

This transient occurs when all power to the plant from
external sources (the grid or a dedicated transmission
line to another plant) is lost.

t

M
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' 36. Loss of Power to Necessary Plant Systeus

This transient occurs when power is lost to a component or
group of components such that plant shutdown is necessary.
It does not include loss of power to those components whose
failure causes another defined transient to occur.

37. Spurious Auto Trip-No Transient Condition ,,

This transient occurs when an auto scram is initiated by a
hardware failure in instrumentation or logic circuits and
no out-of-tolerance condition exists.

J 38. Auto / Manual Trip Due to Operator Error

This transient occurs when an auto scrau or manual scrau is
initiated by human error and no out-of-tolerance condition
exists.

39. Manual Trip Due to False Signals

This transient occurs when an operator initiates a scrau
baseu on information trou erroneous instruuentation.

40. Spurious Trips-Cause Unknown

This transient occurs when a scrani occurs anu no out-of-
tolerance conaition can be detected, nor cause of s c r a:..

%

de te rmined .

41. Fire Within Plant
This transient occurs when a plant shutdown is necessitateo
by a fire in some part of the plant.

-

\

%
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BWR Transients

BWR Transient Category Definitions
-

1. Electric Load Rejection

The electric load rejection transient occurs when electricul
grid disturbances result in significant loss of load on the
generator. Also includeu are intentional generator trips.

2. Electric Load Rejection with Turbine Bypass Valve Failure

The transient is identical to el except that the turbine
bypass valves do not open simultaneously with shutdown of
the turbine. , ,

3. Turbine Trip

A turbine trip transient occurs when any one of a number of
turbine or nuclear system malfunctions requires the turbine
be shut down.

Turbine trips which occur as a byproduct of other transients
such as loss of condenser vacuum or reactor high level trip'

are not included. Intentional turbine trips are also included.

4. Turbine Trip with Turbine Bypass Valve Failure

This transient is identical to 43 except that the turbine
bypass fail to open.

l

! 5. Main Steam Isolation Valve (MSIV) Closure

The MSIV closure transient occurs when any_one of various
steam line and nuclear system nalfunctions requires termi-
nation of steam flow from the vessel, or by operator action.

.

6. Inadvertent Closure of One MSIV

This transient occurs when only one MSIV closes, the rest
remaining open, due to operator or equipment error.

7. Partial MSIV Closure

This transient occurs when partial closure of one or more
main steam isolation valves results from a hardware or human
error.

.

%
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8. Loss of Normal Condenser Vacuuu

This transient occurs when either a complete loss or decrease
in condenser vacuum results fran a hardware or human error.

9. Pressure Regulator Fails Open

This transient occurs when either the controlling pressure
regulator or backup regulator fails in an open direction.
The failure causes a decreasing coolant inventory as the
mass flow of water entering the vessel decreases.

10. Pressure Regulator Fails Closed
s

This transient occurs when either the controlling pressure
regulator or backup regulator fails in a closed direction.
This failure causes increasing pressure and thus decreasing
steam flow from the vessel.

11. Inadvertent Opening of a Safety / Relief Valve (Stuck)

This transient occurs when a safety / relief valve sticks open.
Due to an operator or equipment error a single safety /reliet
valve can be opened, increasing steau flow frou the vessel.
If the valve cannot be closed, a scram is initiated. This
transient only includes those openings which cannot be
subsequently closed before a scram occurs,;

l w

12. Turbine Bypass Fails Open

The transient occurs when equipment or operator error results
in inadvertent or excessive opening of turbine bypass valves
so as to decrease vessel level.

13. Turbine Bypass or Control Valves Cause Increase Pressure (Closed)

This transient occurs when either operator error or equipment
failure causes the turbine bypass or control valves to close,
resulting in increased system pressure.

14. Recirculation Control Failure-Increasing Flow
%

This transient occurs when a failure of a flow controller,
either in one loop or the master flow controller, causes an
increasing flow in the core.

15. Recirculation Control Failure-Decreasing Flow

This transient occurs when any flow controller failure causes
a decreased flow to the core.

-
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16. Trip of One Recirculation Pump
;

This transient occurs when one recirculator pump trips due to.i

a hardware or human error.

17. Trip of All Recirculation Pumps
This transient occurs when the simultaneous losq'of all
recirculation pumps occur.

Abnormal Startup of Idle Recirculation Pump18.
This transient occurs when an idle recirculation pump isThestarted at an improper power and flow condition.,j flow could cause a flux spike, or, if the loopincreasedhas been idle so as to allow coolant in the pump loop to
cool, core inlet subcoolin,g.

19. Recirculation Pump Seizure

This transient occurs when the failure of a recirculation
pump is such that no coast down occurs, and a sudden flow
decrease is experienced.

20. Feedwater-Increasing Flow at Power

This transient occurs when any event causes increasing
Excluded (see item 26) arefeedwater flow at power.

increasing flow events during startup or shutdown, when
manual feedwater control is being utilized.

21. Loss of Feedwater Heater
This transient occurs when the loss of feedwater heating

the reactor vessel receives feedwater coolis such that
enough to exceed core scram parameters.

22. Loss of All Feedwater Flow

This transient occurs when the simultaneous loss of allmain feedwater flow, excluding that due to loss of
station power (see item 31), occurs.i '

|

Trip of One Feedwater Pump (or condensate pump)23.

This transient occurs when the loss of one feedwater pump
or condensate pump is such that a partial loss of feedwater
is experienced.

! 24. Feedwater-Low Flow

This transient occurs when any plant occurrence causesExcluded are eventsdecreasing feedwater flow at power.,

at low power (see item 25).,
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# 25. Low Feeawater Flow During Startup or Shutdown
-

This transient occurs when any' event results in low feedwater
flow at essentially zero power; this cefinition includes only
startup or shutdown operations.

26. High Feedwater Flow During Startup or Shutdown
.-

This transient occurs when excessive feedwater flow occurs
during startup or shutdown. The reactor is essentially at
zero power.

27. Rod Withdrawal at Power

This transient occurs when one or more rods are withdrawn
inadvertently in the power range of plant operation.

28. High Flux Due to Rod Withdrawal At Startup

This transient occurs when inadvertent withdrawal of a rod
causes a local power increase.

29. Inadvertent Insertion of Rod or Rods
This transient occurs when any malfunction causes an inadvertent
insertion of rod or rods during power operation.

4

30. Detecteo Fault in Reactor Protection System-

This transient occurs when a scram is initiated due to an
inuicated fault in the reactor protection system. An
example is the indication of a high level in the scram
discharge volume.

! 31. Loss of Offsite Power
This transient occurs when all power to the plant from
external sources (the grid or dedicated transmission lines
to another plant) is lost. This event requires the plant
emergency power sources to be available.

'

32. Loss of Auxiliary Power (Loss of Auxiliary Transformer)
.

This transient occurs when the loss of incoming power to a
plant results from onsite failures such as the loss of an
auxiliary transformer.

i

%
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33. Inadvertent Startup of;NPCI/HPCSE ? water Flc

This transient occurs when any of theisystems supplying high'

pressure cold water to the vessel inadvertehtly start up.
a:utdc'

34. Scram Due to Plant Occurrences
ec- F1

This transient occurs when a scram, either automatic or manual,
is initiated by an occurrence which does.not cause an out of
tolerance condition in the primary systgp,sbut requires shut-
down. Examples are turbine vibration, off-gas explosion, fire,
excess conductivity of reactor coolant, etc.

'i'k-- .r.1 a t...

w 35. Spurious Trip Via Instrumentation, RPS Fault
Y. UC.

This transient occurs when a sgram resultit, acom hardware
failure or human error in instrumentation or logic circuits

~

occurs. M i.;b - 1
-

36. Manual Scram-No Out-of-Tolerance Condi, tion ::
"hi pot., .

This transient occurs when a manual initiation of a scrar..,
either purposely or by error, occurs and.tfatre are no out-
of-tolerance conditions.

{ . Oc
.- -n- c

! 37. Cause Unknown

This transient occurs when a scram.acsuns,_ibut the cause was-

not determinable.
in-i?nt OCC
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Docket fio. 50-313

August 15, 1980

.

1ir. William Cavanaugh, III
Vice President, Generation and

Constructior
Arkansas Power and Light Company -

P.O. Box 551 ~

Little Rock, Arkansas 72203

Dear fir. Cavanaugh:

Subject: IREP Schedule

At our meeting on August 4 we promised to send you an outline of the
IREP schedule for the first 5 months annotated to highlight the skills
and knowledge that could best be provided by your representative (s) on
the IREP team. The anticipated start date is September 15, 1980. The

following discussion refers to the IREP Procedure and Schedule Guide,
Enclosure 1 to my letter of July 25, 1980.

First 2 weeks - First cut at tasks 1-5, late September. The team will be
familiarizing itself with the plant documentation and perfoming the~

first few tasks in the IREP Procedure and Schedule Guide. We anticipate
a number of document requests to be made from the procedure index or
diagram index. Someone thoroughly familiar with the plant design and
operations documentation wuld help the team to be selective and to
request the appropriate documents.

Third through eighth week - First cut at tasks 6-17, October and early
flovember. The team will be classifying initiating events, developing
the catalogs of accident scenarios in broad outline (event tree analysis),
defining system success vs. failure criteria, and tracing the possible
causes of the initiating events to faults in the support systems which
also serve the required mitigating systems. During this phase, the
assistance of an individual who has a broad understanding of accident
processes, systems design, and operation muld be particularly valuable.
He have not requested the voluminous plant design documentation on power
generation equipment that may prove to be necessary to perform the fault
tree analyses of transient initiators and non-passive failure LOCAs.
Therefore, we will probably assign to the more knowledgeable owner's
representative the lead responsibility for the development of the fault
trees for the initiating events. Ha will also be expected to partici-
pate in each of the other tasks: event tree analysis, definition of the
system success vs. failure criteria, etc.

- -

~



J

.

.

**$r.killiamCavanaugh,III -2- August 15, 1980

.

Ninth through sixteenth week - First cut at tasks 18-27, late November
through January. This phase of the study will focus on fleshing out the
reliability-predictive nodels of the systems (fault tree analysis). The
visit to the plant by the team will occur late in the prior phase or
early in this phase. We anticipate that the early wrk in this phase
will concentrate on the relatively straight-foneard front line engineered

-

safety features. In the later phase the wrk will cove to the rodeling
of the network of support systems. We expect a progressively growing
need for owner's representative assistance to the team within this
interval in the contexts of (1) surveillance and maintenance practices,
(2) operating and emergency procedures, and (3) control and instrumentation.

Sixteenth through twentieth week - First cut at tasks 28-35, February.
The initial screening of accident scenarios according to likelihood and
the search for not-yet-identified common cause failure modes will take
place in this interval. Particularly useful knowledge and skills in
your representatives will be in the areas of possible operator corrective
action in the face of multiple failures, control and instrumentation,
and procedures.

In this and successive phases the team will be refining their models of
the potentially dominant accident scenarios. The questions the team
will need to ask of your personnel will be more sharply focused. The
physical presence on the team of the more knowledgeable and valuable
personnel will be less important than in the fomative second phase
(weeks 2-8). You will, however, want to keep your more senior people in
engineering and operations apprised of the emerging picture of the
dominant accident sequences. You may want to intersperse the occasional
nanagement briefings with more frequent technical briefings during the
last few months of the program.

From our point of view, we would prefer as much continuity, knowledge,
and skill as we can get in your participants. We do understand, though,
that your better people are in great demand. If I were in your shoes
and could manage it, I would assign a junior systems and licensing
engineer or systems reliability engineer to stay with the IREP team
throughout. He or she muld be in it for the experience, for liaison,
and to take a prominent role in the digestion and use of the results at
the conclusion of the IREP study. He or she might be eamarked to
exercise and keep the IREP models updated after the NRC study is complete,
as Florida Power Corporation is planning to do. I wuld select that
person for imagination, sound abstract thinking or broad overview, and
at least a passing familiarity with mechanical, electrical and control
systems engineering. That person should also have the facility with
mathematics to rapidly learn probabilistic system reliability analysis
while on the team. In addition to this continuous presence on the IREP
team, I wuld assign a couple of others for temporary assignment to
IREP. I would pick the most knowledgeable individual I could pry loose
in plant operations and engineering for the 6 week second phase period

.
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in Octaher cnd I:avenber (event trecs, systen success critcria, and the
analysis of initiating events). I muld try to carr.crk 1 day pcr track
of this same person's time fron February t!. rough the conclusion of the
study - uhile he or she re-ains at their nan al rast - to revicu the
convergcnce on results. A third pcrson, chascn Tor fa::ilicrity t;ith
con'.ral cnd instrurentation, reir.tcncnce t roccdures cnd e crgency procedures
muld be detailcd to IP,EP in January and Fci rucry (late in the systoc.
reliability radeling phase and the subsec,uent probabilistic evaluations)
to ass'are tht the r odeling of the notart of sup; art systens is dane
corrcetly, to prticipate in the cycluction of opipNnt oncvailcLility4

4

due to tcst tnd raintenance, cnd to cssist in rodcling the passibilities
far opcratar corrcctive action during cccidcnts. Thct rarsan, too, I
uuld assign to p;rt tfFe rcvicu of IT|EP rcsults after their return to
rcn al cssign=nt in !: arch. To rche sure that rcrson ccn cet up to
srwi frcrptly t;hcn he or she Jains the tcu in Jcr.ucry, thtt rcrson
sheld I. ave attcnded - as a r.ininua - an on3 nccring shart CDerse ini
pro! .bilistic systca reliability cnclysis or fcult trce cnclysis.

Tils representation, one person full tine and ts.o rare highly-cualified
,nm;:le for G usek assignacnts should rett cur ratual necd to crsure thcti

ti,o nc'els Produccd in IPEP fairly partray pur plant and offer pur
rapic considtrcblo cxpericnce in protcbilistic safety cnalysis uiti.aut
unmly turdening your alrecdy hard pressed staff, or so sie t clicve. I

| b;2 that this helps yau in yaur plcnning for if:EP pcrticipation.

Sincercly,

Ori inal signed byE

DarrellG.Eitenhut
Ocrrc11 C. Eisenhut, Director
Livision of Licensing
Office of I:uclear Frector Ecgulation

,

I
cc: Oc /.tteched List -

.-

bec: Cocket File !

.

!!RC Public Document Room
iG. Vissing I

R. ::attson
fl. Ernst
S. Israel
F. Pa'.isomc 4 M
J. !Orphy
R. Ecrnero

.
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Arkansas Power & Light Company

cc:
Mr. Robert Szalay, Licensing and

Mr. David C. Trimble Safety Project Manager
Manager, Licensing Atomic Industrial Forum

,

Arkansas Power & Light Company 7101 Wisconsin Avenue
P. O. Box 551
Little Rock, Arkansas 72203 Washington, DC 20014 ,

.

Mr. James P. O'Hanlon Mr. E. P. O'Dannell
General Manager _

Ebasco Services, Inc.
Arkansas Nuclear One 89th Floor
P. D. Box 603
Russellville, Arkansas 72801 2 World Trade Center

New York, NY 10048-

Mr. William Johnson
U. S. Nuclear Regulatory Concission Dr. Edwin Zebroski
P. O. Box 2090
Russellville, Arkansas 72801 Nuclear Safety Analysis Center

3412 Hillview Avenue
P. D. Box 10412

Mr. Robert B. Borsum Palo Alto, CA 94303
Babcock & Wilcox ,,,

Nuclear Power Generation Division
,

Suite 420, 7735 Old Georgetown Road
Bethesda, Maryland 20014

Mr. Nick Reynolds
DeBevoise & Liberman
120017th Street, NW
Washington, D.C. 20036

Arkansas Polytechnic College
Russellville, Arkansas 72801,

I

Director, Bureau of Environmental -

Health Services
481S West ?brkham Street-
Little Rock, Arkansas 72201

Mr. Paul F. Levy, Director .

,

Arkansas Department of Energy'

3000 Kavanaugh
Little Rock, Arkansas 72205

Nr. William T. Craddock, Mgr.
| Availability Engineering

First National Bank Building -

P. O. Box 551, Seventh Floor
Little Rock, Arkansas 72203

.
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Docket i'o. 50-313
-

,

fir. ||illiet Cavcnaugh, III
Vice Prcsidcat, Generation and

'
-

Cons truc tion
Arkansas Poi.ar and Licht Co.1pany
P.O. Cox 551
Little P.ock, Arkansas 72203

Cear ife. Cavanaugh:

Subject: Interin Reliability Evaluation Prograa (IREP) - Phase II

The concerns about the IREP program expressed at our meeting of June 12,
1980 and letters ua have received since, have prompted us to share with -
you are of the details of the IREP progran plan and the technical
guidance for conduct of IREP. studies. 1.'e may have left you uith the
impression that the methods and procedures uill be made up as the studies

This is not the case. As the cnclosures daranstrate, thep rogres s.
brocd cutliries of rath;ds cnd proccJurcs cre call established. !? hat ,

'

retains to ba dane is to fine-tune sone of 'tha instructions to the teans
to assure a standardized quality product with rcasonable oppartunities
for uanageacnt oversight and redirection.

Enclosed are (1) the current draft of the IREP Procedures and Schedule
Guide *, (2) the draft IREP' Event Trce Cuide, and (3) a draft guide for
selecting component failure rates. lie expect that these iter.s ui11 be
refined and edited in the coming ueeks. It is our intention to base
their revision on the comments of the Probabilistic Analysis Staff and
its IREP contractor,'Sandia National Laboratories, l'e do not expect
substantial alterations to the technical cpproach. Ibuever, na and
Sandia are taking special care to select the intenlediate milestones for
docuaentation and review.- !!e both hope to ensure high and consistent
quality, but at the same time avoid the dissipation of resources on
premture status reports and their evaluation. The enclosed Procedure
and Schedule Guide represents what ue consider the strictest approach to
both procedure and schedule. l'a are presently considering substantial
relaxation of both aspects.

TSome have tThen to calling this procedural guide a cooktnok. 1|c dislike
the term "cookback" since it inplies a uall established recipe for
sonething. l'e da not have a wall established recipe for parfonaing an
interin reliability evaluation of a plant b6t are trying to develop
one.

L0 hkh{ A
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l'any of the licensee's concerns with IREP Phase II have been enumerated
in a letter froa Arthur Lundvall of Baltinare Gas and Electric Company
(CGSE) to l'RC dated June 25, 1980. This letter, too, is enclosed for

ease of reference (Cnclosure 4). Na think l'r. Lundvall's concerns
warrant a detailed reply, not just to BG&E but the other owners of IREP
II plants as well. The concerns are generic. TVA has sent us a letter
expressing siailar concerns. Arkansas Pouer and Light has conditionally
agreed to proceed with the IREP progran but has also expressed these
Concerns. .

1. Schedule _
'

Uc are are concerned with promptly initiating the IREP Phase II
studies than we are with rushing to judgment on the results. Just
as we are proceeding with deliberation on the coupletion of the
Phase I study of Crystal River, we are fully prepared to nadify the
schedule on the completion of a Phase II study if that is necessary
to perfona an adequate job.

Our sense of urgency on the inception of the Phase II studies is
based up3n a perception in both RES and NRR at NRC that it is
desirable to survey all operating reactors in IREP-like studies as
soon as practically possible. This wrk is covered in the Task
Action Plan (NUREG-0660) as Tasks II.C.1 and II.C.2. The Phase II
IREP studies will serve, among other objectives, as a proving N

ground for a study scope and task description that can be followed<

on all plants with the resources the NRC and the industry might
realistically be able to provide within the next few years. The
objective is to distill the essence of risk assessment to a level
that wuld pennit a plant to be studied in less than a year by a
team composed of two experienced system reliability analysts, one
engineer thoroughly versed in the design and operation of the
plant; and three reactor systems engineers of the background
commanly found in utilities, vendors, or architect-engineer staffs.

,

|

These teams are to generate a standardized and meaningful product,'

albeit one that is not so complete as one entailing, say, thirty
man years effort per plant.

MRC plans to prepare the procedural guide (perhaps in collaboration
with the industry) drawing upon the Phase II experience and NRC
will request, sometime in 1981, that these studies be started onI

I operating plants. Roger I;attson has suggested a forum for industry
input on the procedural guide, to which I will turn later.

|
| It is with this background that we feel a sense of urgency to get

on with the inception of the Phase II studies. It is also respansible
for the impression we gave that the "cookback" is still developing;
we intend to be wrking on the Phase III procedural guide throughout

|
Phase II, drawing upon the Phase II experience.

|
,
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2. Methodology

Ue feel that the state-of-the-art in probabilistic risk assessment
is quite wel1-developed through many applicetions, refinements, and
peer review. There are many shortcoaings in the coopleteness and
precision of available techniques but the time is ripe to divert
some of our research resources from the advancement of the frontiers
of risk assessnent to the broad scale application of the well-
developed partions of the discipline. Oar principal proble.a in
this context is to distill the essence of the techniques that are
well known to the community of experienced practitioners into a
fonn that can be usefully implemented by many small teams of less
specialized analysts throughout the industry in a comparatively
short period of time. He are targeting a plant-specific catalog of
core melt accidents that is abstract enough to be fairly complete
yet ipecific enough to be useful in risk assessment, operator
training, emergency planning, and the like. The state-of-the-art
in event tree analysis can support this. In addition, we are

aiming for the perfomance of system reliability analysis and
cocoan-cause failure analysis - including operator error - of
sufficient depth to give fairly good odds that the risk-dominant
accident sequences will be identified. In particular, we want to
screen the subject plants for susceptibility to those accidents in
which common factors couple the initiating event with the degradation
of the reliability of the systems expected to mitigate the event, N

e.g., scenarios like TMI or the NNI-bus faults at Ran ho Seco and
Crystal River.

The task of preparing the instructions for such studies requires
input from experts in risk assessment and the experience of the
Phase II studies. We welcome industry input to the Phase III
instructions developed in parallel with the Phase II effort.
However, it muld unnecessarily delay the program to schedule the
industry input to Phase II and thereby substantially delay the
conduct of this phase.

3. Timing vs. Plant Alterations

It is not a problem to incorporate in IREP studies design or procedural
alterations that are well-planned but not yet implemented. For
example, the Crystal River Unit 3 study credited alterations to the
Emergency Feedwater System that were just evolving from conceptual
to detailed design as the study was in progress. For those cases
in which a conceptualized change is not yet well enough elaborated
for madeling in a system reliability analysis, it is feasible to
perfonn sensitivity studies which could give useful input to detailed
design or procedural implementation. Therefore, we see as many or

more advantages as disadvantages in perfoming IREP studies while
the TMI modifications are in the pipeline.
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4. Licensee Participation

As you can see, the IREP Procedure and Schedule Guide provides for
a number of paints at which preliminary results and uarking papers
are subnitted to the plant owner as well as the i;RC P,esearch and
Sandia IREP program management for review and comment. There will
be aaple opportunity for the owners' engineering and operations.

personnel to keep pasted on the developing study. 1|e welcome your
suggestions for improvements in the structure of this oversight.
!!e intend to provide periodic briefings of fiRC and licensee manage-
ment on the progress of the IREP reviews. At these times, if you
have any basic problems with the conduct of the studies, you will
have ample opportunity to voice your concerns.

!!e muld welcome the medbership on the IREP study teams of one to
three engineers drawn from and supparted by yourselves (the owner)
or your consultants. 1-|e think it wuld be more valuable to you as
well as to the team effort if your participants on the IREP team
are drawn from your engineering or operations staffs. An individual
thoroughly familiar with the design and operation of the plant
would be the rest useful to the study team. One who knows to whom
to mute technical design or operations questions wuld enhance the
speed and accuracy of the IREP effort. Such an individual wauld be
particularly well suited to maximize the benefit of the experience
for yourselves as well. That person wuld be equipped to translate N

the engineering insights that will be implicit in the study into
useful guidance for your conduct of operations, maintenance, personnel
training and the evaluation of retrofit options. The experience
would enhance the participant's usefulness in economic risk management,
availability engineering, and in dealing with subsequent regulatory
issues as well. That person need not have prior experience with
risk assessment or system reliability analysis - an alert individual
can learn much of that through the IREP experience. Such team
members detailed to IREP from your staff will be free to keep you
posted of the team's activities as you see fit even outside the
framework of scheduled IREP reporting. You may also want to employ
the services of a competent risk assessment engineer to help in
your review of the preliminary reports and the subsequent draft(

repo rt. 1.|hile we wuld be happy to accept such a consultant as a'

detailee to the IREP team, we muld prefer members of your own
staff.

?!RC is paying for these IREP studies. !!e and our contractors will
provide wrking space for participants sent by the owner. Sala ry,
travel and subsistence costs for the owner's representatives are
the respansibility of the plant otiner. From time to time in the
IREP study there may arise technical questions about plant respanse
which may not be answerable from existing records. These questions
will be directed to the owner for response. Any costs of special

_. .
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analysis by the owner or support by contractors to the owner are
the respansibility of the plant ottner. 1:e do nat expect to encounter
a large number of such questions or any which require extensive
special analysis. Our experience in the Crystal River IREP supports
this expectation.

5. Regulatory Ratcheting

The controversy surrounding the Reactor Safety Study, the many
reviews and criticisms of it, and the culmination of that contro-
versy in the Lewis Committee Report is fresh in our minds. !!e are
very conscious that careless use of probabilistic risk analysis can
lead to incorrect understanding and action. At the same time we
and many others are convinced that probabilistic risk analysis is a

,

tool which can make substantial contributions to nuclear safety.
Certainly, if we had all heeded the message of the Reactor Safety
Study, we would have focused our attentions on transients, small
breaks, and operator error years ago. Perhaps the TMI accident
would have been prevented if we had.

As you know, many groups have undertaken probabilistic risk analyses
now and we must address what to do with the results. It is not

enough to say that the results of such an analysis should be carefully
reviewed and considered. Such analyses, if carefully done, can
reveal the Achilles heel of the plant and give a fair measure of s
how vulnerable the plant is to serious accidents. Ue need a consistent
way to decide whether to backfit the plant to reduce either the
likelihood or the consequences of the accidents which dominate the
risk. Owners and the NRC need to look at the results of these
analyses, considering their quality and their uncertainties, and
decide what changes, if any, are warranted. In virtually every

case I would expect the owner of the plant to factor the results of
these analyses into the plant's procedure reviews and operator
training. In many cases I would expect the analyses to identify
areas i:here minor changes in testing, maintenance, or hardware
vould substantially reduce risk; and in other cases, analyses will
point to design features of the plant which are not easy to change.
The owner's voice should be the first heard on what changes are
warranted, but I realize that many owners are concerned that NRC
will press ahead with ratcheting decisions before the owner is
heard. The best way to avoid this is for the owner to follow the

I analysis closely, evaluate the significance of findings as they
develop, and take the lead in identifying what actions are appropriate.

|

| A larger forum has been proposed for joint industry and NRC consideration
j of probabilistic risk analysis nethads and their use in regulation.

The NRC and t'ie Institute of Electrical and Electronic Engineers
(IEEE) held a joint technology transfer conference here in Washington

|
in January of this year. The first prop 3 sal for followup action

|

|

|
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made by the steering committee of that conference was to encourage
industry and NRC consideration of probabilistic risk analysis
methods and uses in a structured technical forum. This idea led to
a oceting at the IEEE on May 15, 1980 where Roger Mattson of the
NRC proposed fiRC/ industry collaboration on the procedures and
policies to govern the extension of IREP to all the operating
nuclear plants. A copy of the minutes of that meeting is enclosed

| as Enclosure 5. He suggested that this initiative be hosted by thei

! IEEE as a neutral technical (and public) forum with unique connections
to related areas of expertise. He suggested that two committees be

~

'

fo med. One of these inuld be a steeri~ng committee composed of
managers to deal with issues such as objectives, schedules and
resource constraints, and consideration of the fom and quality of
IREP results for ultimate use in regulation. The second would be a
working group of experts in risk assessment to tark up the scope,
procedures, and assu,uptions for the accomplishment of IREP Phase
III or the " National Reliability Evaluation Program," NREP, as
Roger calls it. In addition to the host role, the IEEE vauld
obtain periodic input to the two committees from its resources in
non-nuclear industries that have extensive experience in system
reliability analysis and reliability assurance.

There was another meeting on June 11, 1980. Nuclear industry
representatives at the meeting were !! alt Fee of Northeast Utilities,
Bob Szalay of the Atomic Industrial Forum, and Ed O'Donnell of s
Ebasco Services who is chaiman of the AIF Ad Hoc Committee on
Probabilistic Safety Analysis. The AIF Ad Hoc Committee has since
met and we expect to meet with them again here in L'ashington on
August 5.

I believe that I have addressed the three recommendations with which Mr.
Lundvall's letter closes but, to summarize:

a. Licensee Input on Methodology and Assumptions. There will be ample
opportunity for licensee input on the way the plant is modeled:

; system success criteria, points of no return, accident phenomenology,
and the mdeling of system behavior. The teams will be under
instructions to use the most realistic (but justified) data on
system behavior and plant response that is readily available. They
are also to weed out any identifiable conservatisms in the final
analyses of those accident sequences that rise to prominence in the
preliminary screening. There will also be ample opportunity for
licensee review of interim reports, the draft report, and the final
repo rt.

b. Schedule. As noted above, we wish to proceed to the draft report
stage to garner the experience with the use of the procedure guide
which is needed to prepare for Phase III. Ile will not rush an

.

_ -- ._
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inconplete , fob into print in a final repart. The end date nay slip
as necessary to echieve a e,uality product. At the same tine I ar: |
attare, as I an sure you are, of the tanger of having a roor quality :

I

draft rcpart in existence 1ith a correcting final rcport too distant.
PasedI iculd lile to begin work by cathering the tcans in late /.ugust.

on pur coments 5.c now propose to har.dle l'illstone 1 and Calvert Cliffs
in !'ashington, Arhansas 1 in Albucuercuc, I:cu l'cxico, and Erocns Ferry
in Idaba falls, Idalo. I hope thir givcs you t!'c lesis for cr.thusiastic |

participation in the IREP-II 1 ork. I prepose that 1:c neet t'ith the fo: r
i

participating licensees en the afternoon of /.ucust 4 here in Cethesda if '

Please callyou feel that such a rcetino s.ould Ec of rutual benefit.
Ect'crt it. Fcrncm, Director of the Probabilistic fnalysis Staff, Office
of 1:ucicar Regulatory Research, on (501) C2-C52' cith pur vice .

Sincerely, j

v

Original signed by ;

Darrell G. Eisenhut

Darrell G. Eisenhut, Director
Division of Licensing |

Office of f;uc1 car Reactor Rerulatfor

-

Enclosurcs: As Stated

cctt/ encl: See Attached List

bec w/ encl: Docket File
flRC Public Document Room
G. Vissing, !!RR

bcc w/o encl: R. I|attson
M. Ernst
S. Israel
F. Rowsome f NJ. Murphy
R. Bernem
_ . . _ _ _ . _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _____ _ _ _ _ _ _ _ _ _ . _ _ . _
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Arkansas Power & Light Company

cc:
Mr.RobertSzalay,bicensingand

Mr. David C. Trimble
Manager, Licensing Safety Project Manager
Arkansas Power & Light Company Atomic Industrial Forum
P. O. Box 551 7101 Wisconsin Avenue
Little Rock, Arkansas 72203 Washington, DC 20014

Mr. James P. O'Hanlon .

Mr. E. P. O'DonnellGeneral Manager
Arkansas Nuclear One Ebasco' Services, Inc.

P. O. Box 608 89th floor
Russellville, Arkansas 72801 2 World Trade Center

~ New York, NY 10048

Mr. William Johnson
U. S. Nuclear Regulatory Commission
P. O. Box 2090 Dr. Edwin Zebroski
Russellville, Arkansas 72801 Nuclear Safety Analysis Center

3412 Hillview Avenue
Mr. Robert B. Borsum P. O. Box 10412
Babcock & Wilcox Palo Alto, CA 94303

Nuclear Power Generation Division
Suite 420, 7735 Old Georgetown Road
Bethesda, Maryland 20014

Mr. Nick Reynolds
DeBevoise & Liberman
120017th Street, NW
Washington, D.C. 20036

Arkansas Polytechnic College
Russellville, Arkansas 72801

Director, Bureau of Environmental -

Health Services -

4815 West Markham Street
Little Rock, Arkansas 72201

Mr. Paul F. Levy, Director
Arkansas Department of Energy
3000 Kavanaugh
Little Rock, Arkansas 72205

Mr. William T. Craddock, Mgr.
Availability Engineering
First National Bank Building
P. O. Box 551, Seventh Floor
Little Rock, Arkansas 72203

?
t-
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BALTIMORE GAS AND ELECTRIC COMPANYA . G|4 , IRf I,
P. O. D OX 1475

DALTIMOR E, MARYLAN D 21203

June 25, 1980

ARTHUR E.LUNDVALL.JR.
VtCE PfeE SIDE *ef

suerty

Office of Nuclear Regulatory Research
U. S. Nuclear Re5ulatory Commission
WashinS on, D. C. 20555t

Attn: Dr. Robert Bernero, Director
Probabilistic Analysis Staff.

.

Office of Nucicar Reactor Regulation |

U. S. Nuclear Regulatory Commission .

#
Washington, D. C. 20555

Attn: Dr. Harold R. Denton, Director ij

}kif
l Subject: (Ealvert Cliffs Nuclear Power Plant,

NniMi . Docket No. 50-317
Interim Reliability Evaluation Program -

Reference: NRC letter dated 5/23/80 from D. G. Eisenhut
to IREP Participants, same subject.

Gentlemen:

The referenced letter informed us of the NRC's intention to
conduct an Interim Reliability Evaluation Program on a cross-section of
operating plants as the second phase of a three-phase effort to develop
and implement probabilistic techniques for overall assessment of risk to
the public health and safety from core damage accidents. The letter

confirmed earlier indications from NRC that Calvert Cliffs Unit No.1 .

vould be asked to participate in the program.

A meeting was held on June 12, 1980 by your Staffs with the
prospective licensee participants to discuss the concept and objectives
of the Program. We agree wholeheartedly with the concept of using proba-
bilistic techniques for risk assessment and of applying these results'to the

| regulatory process, both during the design review phase of plant licensing
and during the operational phase with due regard to appropriate value-
impact assessments. We firmly believe that all parties concerned - the
public, the licensees, and the regulators - can benefit from such an approach
that is vell-planned and has the cooperative participation of both the
licensees and the NRC. However, we have several basic concerns with the
Interim Reliability Evaluation Program as it was outlined in our June 12,
1980 coeting vith members of your Staffs. These concerns are enumerated
below.

h * ) M d 7 6 1 4 3 2 '}
- - - -- --
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1. Schedule. The proposed schedule for the program seems to be
unrealistically compressed. It may be possibic to conduct an
evaluation of a specific plant in six months assuming the method-
ology is clearly understood by all parties and has been developed
and tested. To attempt to develop a methodology concurrent
with obtaining meaningful results and to do so vith the full
participation of licensee representatives, who are basically
unfamiliar with the detailed program objectives and the possible
types of methodology, is overly cmbitious. Assuming completion
of the program in this case, ve are concerned that it vould be
at the expense of licensee understanding and participation, and
that the results may be inconclusive and ambiguous because of time
restrictions imposed on program development.

2. Methodology. The actual methods which vill be used to initiate
the program might apparently be drawn from experience at Crystal
River or they might come from other sources. While ve are not
yet experts in risk assessment techniques, ve do recognize that
there are many ways to approach the task. It was indicated at
our meeting that a " cookbook", which includes the basic methodology
and assumptions upon which the entire program depends, vould be
developed as the program progressed, keeping about a month aheads

. The schedule, ve were told, does notof the actual program.
allow time for licensee input into the development of the " cook-
book". W do not believe the results of the program vill be
meaningful without significant licensee participation in develop-
ment of assumptions and methodology.

|
3. Timing. There is, as you know, a great deal of activity nov

taking place at all operating plants in response to the lessons
|

1 earned at 'IMI-2. This activity includes such things as major
| modifications to auxiliary feedvater systems, changes to emergency
! power systems, control room changes (human factors engineering),

operator training upgrades, the procurement of plant-specific
simulators to improve operator response, and the like. These
factors and others can and vill have a major irspact on system-
and operator response, and their impact on the results of the
IREP must be just as great, assuming all of these changes are
being made to enhance overall safety. In some cases, NRC has

|

|
not had the manpower necessary to review design changes being
made, and it vould seem appropriate to delay the start of the

!

IREP until all of the TMI-related modifications are at 1 cast
reviewed so that final designs can be factored into the IREP data
bas e.

| h. Licensee Participation. We are concerned that the party coming
out of the IREP at the end with the least total contribution andi the Icast understanding vill be the licensee. The verve with
which the NRC's Probabilistic Analysis Staff has described the
conduct of the program has us concerned that they may charge off

|
*

) and leave us dragging along behind in the dust. To this end,
licensees may vant to have an outside consultant provide guidance'

and/or review services.
|

|

~ - - - - - -
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5 Regulatory Ratcheting. The close involvement of the IGC's
Licensing Staff in the IREP makes it clear to us that the
possibility exists of chort notice changes to licensing require-
ments. Even though the IREP hes been deceribed as a "rcscarch
program", ve all know that, as time goes on, the results of this
research vill become more and more concrete as a foundation for
licensing changes. The spirit of cooperative research and
learning with which the program is conducted vill likely be
replaced by regulation based on the resulting numbers, which in
fact may have little real basis -because the assumptions and
methodology were arbitrarily chosen by the Staff. Further down
the road, assumptions and agreements made in the early stages of
this "research" may well be forgotten as IGC personnel changes
occur, as they frequently do.

For all of these reasons, ve do not believe either the Staff or
the licensees involved vill benefit significantly from the IREP as it is
now planned; the program may in fact result in negative effects. We
strongly reco= mend the following changes:

1. Provide for licensee input into the methodology and assumptions
to be used. This includes time for substantive peer review and
comment of the Crystal River study, and licensee review and
comment of the " cookbook", with formal resolution of all concerns
and comments prior to beginning the program. To this end, it may
be beneficial to have a meeting once the final version of the

|

; groundrules is drafted to ensure that all of the participants
| have a basic knowledge of and agrec=ent on the methods to be

utilized.

2. One of the NRC's admitted main objectives of the program is to
meet the (arbitrary) schedule. This constraint should be greatly

deemphasized, and the program tied instead to reasonable develop-
ment and implementation of a meaningful program. We feel strongly
that a Spring 1981 completion date is unattainabic vith any
meaningful results, and that the program should allow for a Fall
1981 completion date or later if the need for such an expansion
of the schedule is indicated.

3. Schedule periodic check points in the program which provide
specific and ample time for review of the project to that point,
and allov for consideration of possible changes in direction, scope
or method as a result of review of the experience of other IREP
plants and of other studies proceeding concurrently, such as the

|
NSAC study of Oconee.

l a

|

l
|

|
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June 25, 198014*t. !!ccors. Ecrnero & Denton -

Ve are certain that you chare our desire to make the Interim
| Reliability Pvaluation Procrc's as meaningful cnd beneficial as possible

to all concerned. To this end, ve request the opportunity to discuss the
resolution of these concerns prior to finalizing our piens for participation
in the Prot;rca.

Very truly v., rs .

., - _ a awr- , j
f 2 .f. vt 6t* , %] C # '1 ~J;W'? . p\

cc: J. A. Biddison, Esquire
G. F. Trowbridge, Esquire
Messrs. E. L. Conner, Jr. - NRC

Dr. ._L.J.oush U of MD ~

D. K. Davi ERA N
. De ton - Northeast Utilities

W. T. Craddock - AP&L
J. A. Raulston - TVA
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