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### 1.0 INTRODUCTION

This report describes the theory, design and performance of two computer codes used by Combustion Engineering, Inc. for the design of pressurized water nuclear reactor cores. The two codes are:

- ROCS, for two- and three-dimensional neutronics analysis;
- DIT, for the generation of coarse-mesh and fine-mesh, spectrum and space averaged, few-group cross sections.

The use of ROCS for coarse-mesh two- and three-dimensional neutronics analyses has previously been described in individual license applications (References 1.1 and 1.2 , for example). This report provides a detailed description of the ROCS code, demonstrates the accuracy of the code through comparisons with experiments, and discusses current applications as well as anticipated future uses of the code. In addition to the coarse-mesh neutronics applications, rocs can calculate local flux and power peaking using the MC module. This capability will eventually replace the current usage of fine-mesh $P D Q$ in future license applications. :

DIT has been used in license submittals since 1978 to ensure consistency in local power peaking between a transport theory calculation and the diffusion code PDQ. This use has been reported to the NRC in References 1.3 and 1.4. Coarse-mesh and fine-mesh few-group cross sections generated by DIT have been used in previous license submittals, Reference 1.5 for example.

## Purpose of the Report

The purpose of this report is to document the methods, verification and level of accuracy for the computer codes ROCS (including an alternative numerical solution method, NEM) and DIT as well as for the computer code module MC for their use in new core and reload core design. This report will be referenced in future license submittals utilizing these computer codes.

## Applicahility of the Report

The computer codes and methods described in this report are intended for use in both new core and reloed core design of nuclear reactor cores of the pressurized water (PWR) type. Their capabilities and levels of accuracy are concluded to be sufticient for the neutronics design including all safety related parameters dependent on two-and three-dimensional, coarse-mesh and fine-mesh flux and power distributions, control and absorber worths, the depletion and power dependent reactivity level, reactivity coefficients and reactivity differentials. It is also concluded that the ROCS code, including the fire-mesh module MC, is of sufficient accuracy for the generation of coefficient libraries for the incore instrumentation, replacing the usa of two-dimensional PDQ in the procedures described in the topical repurt on the CECOR code system ${ }^{(1.4)}$.

This report quantifies the level of accuracy, in the form of statistical tolerance limits for example, for each particular application with the purpose of indicating that the accuracy of the code system is sufficient for the applications stated above. Numerical values of tolerance limits are in all cases smaller than the conservatisms applied by $C-E$ to the input for safety analyses. The levels of accuracy demonstrated in this report are such that they equal or exceed the levels of accuracy of previously employed design computer codes and methods.

## Organization of the Repcrt

Chapter 2 of this report descritas the neutronics, depletion, thermal-hydraulic and feedback calculations performed by the ROCS code. Both the Higher Order Difference (HCD) method and the newer Nodal Expansion Method (NEM) are presented. Assembly power distributions obtained with both neutronics formulations are compared in section 2.1. Calculative comparisons between PDQ and the local flux and power feaking MC module of ROCS are provided in Section 2.5 .

Chapter 3 of this report describes the logic structure, transport theory methods, basic cross section library and depletion calculation used in the DIT code. It also describes the verification of DIT predictive capability by comparisons of reactivity and reaction rates with critical experiments. Reference 1.4 contains a detailed verification of the performance of DIT in fine-mesh applications for the purpose of predicting local power peaking. This veriflcation is not repeated in this report. Verification of the application of DIT for the generation of cross sections for ROCS and MC is provided in chapters 3 (critical experiments) and 4 (plant operation).

Chapter 4 contains the details of the ROCS/DIT verification. The performance for normal operating conditions is described in Section 4.1 by giving the results for extensive sets of comparisons with measurements. The performance of ROCS/DIi for upset core conditions is described, also by comparison to measured data, in Section 4.2.

Chapter 5 presents estimates of the uncertainties in the local fuel pin power peaking calculated with ROCS and MC using DIT cross sections. This is done by combining the assembly power results from Section 4.1.2 with the local power peaking results from Section 2.5.4.

Chapter 6 summarizes the numerical results of the analyses contained in this report.

### 1.1 REFERENCES

1.1. Letter, A. E. Lundvall, Jr. (BG\&E) to R. W. Reid (NRC), BG\&E Unit 1, Docket No. 50-137, February 23, 1979.
1.2. Letter, Robert E. Uhrig, (FPL\&L) to Victor Stello (NRC), February 22, 1979, "St. Lucie unit 1, Docket No. 50-335, Proposed Amendment to Facility Operating License OPR -67.
1.3. M. Raber, R. Lee, S. Visner, W. Corcoran, "Increased waterhole Peaking in Operating Reactors, St. Lucie I", CEN-89(F)-P, March 30, 1978.
1.4. A. Jonsson, W. B. Terney, M. W. Crump, "Evaluation of Uncertainty in the Nuclear Power Peaking Measured by the Self-Powered, Fixed In-core Detector System", CEIPD-153-P, Rev. I-P-A, May 1980.
1.5 Letter, R. A. Clark (NRC) to W. Cavanaugh: (AP\&L), June 19, 1981, Safety Evaluation Report on Operation of ANO-2 During Cycle 2.

### 2.0 THE ROCS CODE

The Reactur Operation and Control Simulator code (ROCS) is a digital computer code for coarse-mesh, two- or three-dimensional neutronics analysis of nuclear reactor cores. The ROCS code was developed as a tool for realistic core analysis which effectively balances accuracy with computational speed. To achieve this objective: the code incorporates righer order expansion methods for the flux solution based on two-group diffusion theory. ROCS obtains a high degree of accuracy relative to traditional fine-mesh diffusion theory calculations, while requiring a low number of spatial mesh points. Additionally, the code employs thermal-hydraulic feedback models, calculates isotopic distributions, and has the capability to perform imbedded calculations for local flux and power distributions.

As originally developed, the ROCS code used a modified one-group diffusion theory mcdel with the Higher Order Difference (HOD) method. References 2.1 - 2.4 describe the theory and application of the ROCS code with this modified one-group neutronics model. More recently, the neutronics model was extended to two energy groups. ${ }^{(2.5)}$ Only the two-group formulation is described in this report since calculations are no longer performed with the modified one-group diffusion theory model. In application, the two-group model has provided significant reductions in reactivity and box power sharing errors which are inherently present for coarse-mesh simulators based on one-group diffusion theory. These improvements have been quantified based on comparisons with measurements $(2.6,2.7)$ and with fine-mesh, two-group calculations for heterogeneous lattices using the C-E version of the PDQ-7 code. ${ }^{(2.8)}$

A brief description of the ROCS model specification and code structure follows in this section. The remainder of the chapter provides descriptions of specific models used in the ROCS code. The neutronics models and cross section representation are described in detail in Section 2.1. An alternative neutronics formulation, the Nodal Expansion Method (NEM) ${ }^{(2.9)}$ is presented in addition to the standard HOD method. This is followed by descriptions of the
depletion, thermal-hydraulic and feedback models in Sections 2.2 through 2.4. The MC module for imbedded fine-mesh diffusion theory calculations of local flux and power distributions is described and results for assembly and quarter core calculations are shown in Section 2.5.

## Mocel Specification

The ROCS code is designed to perform two- or three-dimensional coarse-mesh reactor core calculations with full-, hasf- or quarter-core symmetric geometries. The mesh consists of rectangular parallelepiped "nodes" arranged coneiguously in the xy-plane, with one or more axial meshes (or planes) in the z-direction. In most applications, only the active core region is represented, with albedo-like boundary conditions assigned to exterior nodes. A typical ROCs core geometry uses [ ] nodes per assembly in the xy plane and [ ]axial planes depending upon core height and in-core instrument locations.

The nodal macroscopic group constants used in the neutronics calculation are constructed from detailed isotopic concentrations and microscopic cross sections processed by the coce. The isotopes specified include fixed depletable isotopes and a lumped residual representing nondepletable isotopes. The depletable isotopes include fission chain isotopes, fission oroducts and burnable absorbers. Control roas are represented by macroscopic cross sections specific to different rod banks.

## Code Structure and Capabilities

The ROCS code is modular in design. The primary modules consist of a) the basic core simulator module, b) the thermal-hydraulic module, and c) the cross section and depletion module. The program control and dynamic storage allocation are contained in the basic simulator module, in addition to the majority of input/output processing, the neutronics calculation, and control of feedback and criticality search calculations. The thermal-hydraulic module
performs the general thermal-hydraulic calculation for feeabacks used in the neutronics calculation. The third module proceran's cross sections for use in the flux calculation, and performs isotopic depletion calculations.

The basic calculational flow structure for the ROCS simulator is snown in Figure 2-1. The outer loop of the flow diagram corresponds to execution of one or more maneuvers specified for the simulation. Each maneuver consists of a specific sequence of calculations which include the processing of cross sections, the neutronics calculation, and an optional depletion or short term xenon time-stepping calculation. The neutronics calculation allows various options of iterative calculations for thermal-hydraulic feedbacks and equilibrium xenon, and for criticality search calculations for power level, control rod bank insertion, soluble boron concentration or inlet moderator temperature.

## Neutronics Models

The rocs neutronics models employs a nodal solution method for the standard two-group diffusion equations:

$$
\begin{equation*}
-\nabla \cdot D_{1} \nabla_{\phi}+\left(\varepsilon_{a 1}+\Sigma_{R 1}\right) \phi_{1}=\frac{1}{\lambda}\left(v \varepsilon_{f 1} \phi_{1}+v \Sigma_{f 2} \phi_{2}\right) \tag{2.1-1}
\end{equation*}
$$

$$
\begin{equation*}
-\nabla \cdot D_{2} \nabla_{\phi_{2}}+\Sigma_{\mathrm{a} 2^{\phi} \phi_{2}}=\Sigma_{\mathrm{R} 1} \phi_{1} \tag{2.1-2}
\end{equation*}
$$

The original Higher Order Difference (HOD) method used in the ROCS code was based on a modified one-group diffusion equation and has been described in References 2.1 and 2.4 . The HOD method has since been extended to a full two-group formuiation as described in section 2.1 .1 below. A two-group Nodal Expansion method (NEM) has also been developed for use in ROCS; NEM provides higher computational efficiency (with comparable accuracy) than the present HOD method. The NEM model is described below in Section 2.1.2, and typical results are shown. The coarse mesh cross section representation used in the rocs neutronics models is described in Section 2.1.3.
2.1.1. Higher Order Difference (HOD) Method

## Difference Approximation

The HOD formulation is derived using a taylor series expansion representation of the flux in xyz directional coordinates. The coarse-mesh geometry consists of a lattice of rectangular nodes, each treated as having uniform properties. Figure 2-2 illustrates the geometry for a node $i j k$ with center point $\left(x_{i}, y_{j}, z_{k}\right)$ and boundaries at $x_{i} \pm n_{i} / 2, y_{j} \pm n_{j} / 2$ and $z_{k} \pm n_{k} / 2$.

The flux for energy group $g$ at any point ( $x, y, z$ ) in node ijk is
expressed by the expansion

$$
\begin{align*}
\varphi_{g}^{i j k}(x, y, z)= & \phi_{g}^{i j k}+\left(x-x_{i}\right) f f_{\lg }^{i j k}\left(x-x_{i}\right)  \tag{2.1-3}\\
& +\left(y_{i}-y_{j}\right) f f_{2 g}^{i j k}\left(y-y_{j}\right) \\
& \left.+\left(z-z_{k}\right)\right)_{3 g}^{i j k}\left(z-z_{k}\right)
\end{align*}
$$

where $g_{g}^{i j k}$ is the flux at the center of the node and $f^{i j k}$ is a polynomial function of degree $n$. Thus, $\mathrm{f}_{\mathrm{lg}}^{\mathbf{1 j k}}$ has the following representation:

$$
\begin{align*}
f_{1 g}^{1 j k}\left(x-x_{i}\right) & =\left.\sum_{\ell=1}^{n} \frac{\left(x-x_{i}\right)^{\ell-1}}{\ell!} \frac{\partial^{\ell} \phi_{g}^{i j k}(x, y, z)}{\partial x^{\ell}}\right|_{x_{i} y_{j} z_{k}}  \tag{2.1-4}\\
& \left.=\sum_{\ell=1}^{n} \frac{\left(x-x_{i}\right)^{\ell-1}}{\ell!} \oint_{\ell \times g}^{i j k}(x, y, z) \right\rvert\, x_{i} y_{j} z_{k}
\end{align*}
$$

with $f_{2 g}^{i j k}$ and $f_{3 g}^{i j j k}$ similarly defined and with $\oint_{\ell \times g}^{i j k}\left(x_{i}, y_{j}, z_{k}\right)$ the " $\boldsymbol{\ell}$ "'tn order partial derivative of the flux in node ijk at the center of the node.

For the following derivations, it is convenient to make use of the one-dimensional expansion for the flux,

$$
\begin{align*}
\phi_{g}^{i}(x)= & \phi_{g}^{i}+\left(x-x_{i}\right) \cdot f_{1 g}^{i}\left(x-x_{i}\right)  \tag{2.1-5}\\
= & \phi_{g}^{i}+\left(x-x_{i}\right) \phi_{x g}^{i}+\frac{1}{2}\left(x-x_{i}\right)^{2} \phi_{2 x g}^{i} \\
& +\frac{1}{6}\left(r-x_{i}\right)^{3} \phi_{3 x g}^{i}+\frac{1}{24}\left(x-x_{i}\right)^{4} \phi_{4 x g}^{i}+\ldots
\end{align*}
$$

and for the gradient,

$$
\begin{align*}
\phi_{x g}^{1}(x)= & f_{1 g}^{1}\left(x-x_{i}\right)+\left(x-x_{i}\right) \cdot f_{1 g}^{\prime i}\left(x-x_{i}\right)  \tag{2.1-6}\\
= & \phi_{x g}^{1}+\left(x-x_{i}\right) \phi_{2 x g}^{1}+\frac{1}{2}\left(x-x_{i}\right)^{2} \phi_{3 x g}^{1} \\
& +\frac{1}{6}\left(x-x_{i}\right)^{3} \oint_{4 x g}^{i}+\ldots
\end{align*}
$$

## Two-group Nodal Equations

The two-group nodal equations for the HOD formulation can be derived through the standard procedure of integrating the two-group diffusion equations over the nodal volume, and using the flux and current continuity conditions at the interfaces to couple with adjacent nodes. The flux expansion approximation given above is used in the derivation and serves to give a higher order correction to the coarse mesh representation of the gradient and node-average flux.

The derivation starts by evaluating the integrals of the two-group diffusion equations, Eqs. (2.1-1) and (2.1-2), over the nodal volume $v^{i j k}$ using the higher order expansion. The exact integrals are expressed by

$$
\begin{gathered}
\frac{1}{v^{i j k}} \int_{v^{i j k}} \nabla \cdot D_{1} \nabla_{\phi} d v=\frac{1}{v^{i j k}} \int_{v^{i j k}}\left[\left(\varepsilon_{a 1}+\Sigma_{R 1}\right)_{1}\right. \\
\left.-\frac{1}{\lambda}\left(v \varepsilon_{f} 1_{1}+v \Sigma_{f 2^{\phi} 2}\right)\right] d v,
\end{gathered}
$$

and
$\frac{1}{v^{i j k}} \int_{v^{i j k}} \quad \nabla \cdot D_{2} \nabla \phi_{2} d V=\frac{1}{v^{i j k}} \int_{v^{i j k}}\left[\varepsilon_{a 2^{\phi} 2}-\Sigma_{R 1} \phi_{1}\right] d V$

The left hand sides of Eqs. (2.1-7) and (2.1-8) can be evaluated using the divergence theorem and then substituting expansion forms given by Eqs.(2.1-3) through (2.1-6). Thus for each energy group $g$, by the divergence theorem,

$$
\begin{equation*}
\frac{1}{v^{i j k}} \int_{v^{i j k}} \nabla_{g} \cdot D_{g} \nabla_{g} d V \quad=\frac{1}{h_{i} h_{j} h_{k}} \int_{s^{i j k}} D_{g}^{i j k} \nabla_{\phi_{g}} \cdot \dot{n} d s \tag{2.1-9}
\end{equation*}
$$

which in expanded form becomes:

$$
\begin{aligned}
& =\left(D_{g}^{i j k} / h_{i}\right)\left[\phi_{g x}^{i j k}\left(x_{i}+h_{i} / 2\right)-\phi_{g x}^{i j k}\left(x_{i}-h_{i} / 2\right)\right] \\
& \left.+\left(D_{g}^{i j k} / h_{j}\right) i i_{g y}^{i j k}\left(y_{j}+h_{j} / 2\right)-\phi_{g y}^{i j k}\left(y_{j}-h_{j} / 2\right)\right] \\
& +\left(0_{g}^{i j k} / h_{k}\right)\left[\phi_{g z}^{i j k}\left(z_{k}+h_{k} / 2\right)-\phi_{g z}^{i j k}\left(z_{k}-h_{k} / 2\right)\right] \\
& =D_{g}^{i j k}\left[\phi_{2 x g}^{i j k}+\phi_{2 y g}^{i j k}+\phi_{2 z g}^{i j k}\right)+\left(\phi_{4 x g}^{i j k} h_{i}^{2}+\phi_{4 y g}^{i j k h_{j}^{2}}\right. \\
& +\phi_{4 z g}^{\left.\left.i j k h_{k}^{2}\right) / 24\right]+\ldots}
\end{aligned}
$$

where $S^{i j k}$ is the total nodal surface area and $\hat{n}$ the outward normal. Eqs. (2.1-7) and (2.1-8) can then be approximated by

$$
\begin{align*}
& D_{1}^{i j k}\left[\left(\phi_{2 x 1}^{i j k}+\phi_{2 y 1}^{i j k}+\phi_{2 z 1}^{i j k}\right)+\left(\phi_{4 x 1}^{i j k} h_{j}^{2}+\phi_{4 y 1}^{i j k} n_{j}^{2}+\phi_{4 z 1}^{i j k} h_{k}^{2}\right) / 24\right]  \tag{2.1-10}\\
& =\left(\Sigma_{a 1}+\Sigma_{R 1}-v \Sigma_{f 1} / \lambda\right) \theta_{1}^{i j k}-\left(v \Sigma_{f 2} / \lambda\right) \theta_{2}^{i j k}
\end{align*}
$$

and

$$
\begin{align*}
D_{2}^{i j k} & {\left[\left(\phi_{2 \times 2}^{i j k}+\phi_{2 y 2}^{i j k}+\phi_{2 z 2}^{i j k}\right)+\left(\phi_{4 \times 2}^{i j k} h_{i}^{2}+\phi_{4 y 2}^{i j k} h_{j}^{2}+\phi_{4 z 2}^{i j k} h_{k}^{2}\right) / 24\right] }  \tag{2.1-11}\\
& =-\varepsilon_{R 1}^{i j k} \theta_{1}^{i j k}+\varepsilon_{a 2}^{i j k} g_{2}^{i j k},
\end{align*}
$$

respectively, where $\delta_{1}^{i j k}$ and $\delta_{2}^{i j k}$ represent the volume average nodal flux for groups 1 and 2. For each group g , this term can be approximated using the expansion in Eq. (2.1-3) as follows:

$$
\begin{align*}
\phi_{g}^{4 j k} & =\frac{1}{v^{i j k}} \int_{v^{i j k}} \phi_{g}(x, y, z) d v  \tag{2.1-12}\\
& =\frac{1}{h_{i} h_{j} h_{k}} \int_{-h_{i / 2}}^{h_{i / 2}} f_{-h_{j / 2}}^{h_{j / 2}} f_{-h_{k / 2}}^{h_{k / 2}}\left[\phi_{g}^{i j k}\right. \\
& \left.+\tilde{x} \cdot f_{1 g}^{i j k}(\tilde{x})+\tilde{y} \cdot f_{2 g}^{i j k}(\tilde{y})+\tilde{z} \cdot f f_{3 g}^{i j k}(\tilde{z})\right] d \tilde{x} d \tilde{y} \tilde{z} \tilde{z} \\
& \cong \oint_{g}^{i j k}+\frac{f}{3}\left[\left(h_{j}^{2} / 8\right) \phi_{2 x g}^{i j k}+\left(h_{j}^{2} / 8\right) \phi_{2 y g}^{i j k}+\left(h_{k}^{2} / 8\right) \phi_{2 z g}^{i j k}\right]
\end{align*}
$$

with the fourth and higher order partial derivative terms eliminated.

By using the flux and current continuity conditions at the node interfaces, the left hand sides of Eqs. (2.1-10) and (2.1-11) can be put in terms of fluxes in node ijk and its adjacent neighbors. For the interface between nodes $i j k$ and $i+1, j k$ the respective conditions for energy group $g$ are:

$$
\begin{align*}
& \phi_{g}^{i j k}\left(x_{i}+h_{i} / 2, y, z\right)=\phi_{g}^{i+i j k}\left(x_{i+1}-h_{i+1} / 2, y, z\right)  \tag{2.1-13}\\
& D_{g}^{i j k \phi_{x g}^{i j k}\left(x_{i}+h_{i} / 2, y, z\right)}  \tag{2.1-14}\\
& =D_{g}^{i+1 j k_{\phi_{x g}}^{i+1 j k}\left(x_{i+1}-h_{i+1} / 2, y, z\right)}
\end{align*}
$$

Using the expansions given by Eqs. (2.1-5) and (2.1-6) these respective conditions can be expreised for the point ( $x_{i}+h_{i} / 2$, $y_{j}, z_{k}$ ) by:

$$
\begin{align*}
\phi_{g}^{1 j k} & \left.+\left(h_{i} / 2\right)\right)_{1 g}^{i j k}\left(h_{i} / 2\right)  \tag{2.1-15}\\
& =\phi_{g}^{i+1 j k}-\left(h_{i+1} / 2\right) \cdot f_{1 g}^{i+i j k}\left(-h_{i+1} / 2\right)
\end{align*}
$$

$$
\begin{equation*}
D_{g}^{i j k}\left[\left(h_{i} / 2\right) \cdot f_{1 g}^{\prime i j k}\left(h_{i} / 2\right)+f_{1 g}^{i j k}\left(h_{i} / 2\right)\right] \tag{2.1-16}
\end{equation*}
$$

$$
=D_{g}^{i+1 j k}\left[\left(-h_{i+1} / 2\right) \cdot f^{\prime} 1 g^{i+1 j k}\left(-h_{i+1} / 2\right)\right.
$$

$$
\left.+f_{1 g}^{i+1 j k}\left(-h_{i+1} / 2\right)\right]
$$

Thus, following the form of the one-group HOD derivation in Reference 2.4 , one algebraically combines Eqs. (2.1-15) and (2.1-16) to obtain the following equation representing the internodal leakage for group
$g$ between noses $i j k$ and $i+1, j k$ :

$$
\begin{align*}
W_{x g+}^{i j k} \phi_{g}^{i j k} & +\left(D_{g}^{i j k} / h_{i}\right) f_{1 g}^{i j k}\left(h_{i} / 2\right)  \tag{2.1-17}\\
& +\left[D_{g}^{i j k} / 2-\left(h_{i} / 2\right)^{2} W_{x g+}^{i j k}\right] f_{1 g}^{\prime i j k}\left(h_{i} / 2\right) \\
= & W_{x g+}^{i j k}+\phi_{g}^{i+1 j k}-\left(h_{i+1} / 2\right)^{2} f i_{g}^{\left.i+1 j k\left(-h_{i+1} / 2\right)\right]}
\end{align*}
$$

where

$$
w_{x g+}^{1 j k}=\left(\frac{2}{h_{i}}\right)\left(\frac{h_{i}}{D_{g}^{i j k}}+\frac{h_{i+1}}{D_{g}^{i+1 j k}}\right)-1
$$

A similar equation connecting nodes $i-1, j k$ and $i j k$ has the following form:

$$
\begin{align*}
w_{x g^{-}}^{i j k} & \phi_{g}^{i j k}-\left(D_{g}^{i j k} / h_{i}\right) f_{1 g}^{i j k}\left(-h_{i} / 2\right)  \tag{2.1-18}\\
& +\left[D_{g}^{i j k} / 2-\left(h_{i} / 2\right)^{2} w_{x g-]}^{i j k}\right] f_{g}^{\prime i j k}\left(-h_{i} / 2\right) \\
& =w_{x g-}^{i j k}\left[\phi_{g}^{i-1 j k}-\left(h_{i-1} / 2\right)^{2} f^{\prime} \cdot \frac{i j k}{1 g}\left(h_{i-1} / 2\right)\right]
\end{align*}
$$

with $W_{X G}^{i j k}$ similarly defined. By adding Eqs. (2.1-17) and $(2.1-18)$ and substituting the fourth order expansions for $f_{1 \mathrm{gk}}^{\mathrm{jk}}$ and $f^{\prime} 1 \mathrm{ljk}$ the following $x$-direction coupling equation results, representing the net leakage for node $i j k$, group $g$ in the $x$-direction:

$$
\begin{align*}
W_{x g+}^{i j k} & \left\{\left[\phi_{g}^{i+1 j k}-\left(h_{i+1}^{2} / 8\right) \phi_{2 \times g}^{i+1 j k}+\left(h_{i+1}^{3} / 24\right) \phi_{3 \times g}^{i+1 j k}-\left(h_{i+1}^{4} / 128\right) \phi_{4 \times g}^{i+1 j k}\right]\right. \\
& \left.=\left[\phi_{g}^{i j k}-\left(h_{i}^{2} / 8\right) \phi_{2 \times g}^{i j k}-\left(h_{i}^{3} / 24\right) \phi_{3 \times g}^{i j k}-\left(h_{i}^{4} / 128\right) \phi_{4 \times g}^{i j k}\right]\right\} \\
& +W_{x g-}^{i j k}\left\{\left[\phi_{g}^{i-1 j k}-\left(h_{i-1}^{2} / 8\right) \phi_{2 \times g}^{i-1 j k}-\left(h_{i-1}^{3} / 24\right) \phi_{3 \times g}^{i-1 j k}-\left(h_{i-1}^{4} / 128\right) \phi_{4 \times g}^{i-1 j k}\right]\right. \\
& \left.=\left[\phi_{g}^{i j k}-\left(h_{i}^{2} / 8\right) \phi_{2 \times g}^{i j k}+\left(h_{i}^{3} / 24\right) \phi_{3 \times g}^{i j k}-\left(h_{i}^{4} / 128\right) \phi_{4 \times g}^{i j k}\right]\right) \\
& =D_{g}^{i j k}\left[\phi_{2 \times g}^{i j k}+\left(h_{i}^{2} / 24\right) \phi_{4 \times g}^{i j k}\right] \tag{2.1-19}
\end{align*}
$$

Similar equations can de obtained to represent the leakasses in the $y$ and z-directions. Combining all three of these equations gives the total leakage for node ijk:

$$
\begin{align*}
& D_{g}^{i j k}\left[\left(\phi_{2 x g}^{i j h}+\phi_{2 y g}^{i j k}+\phi_{2 z g}^{i j k}\right)+\left(\phi_{4 x g}^{i j k h_{i}^{2}}+\phi_{4 y g}^{i j k} h_{j}^{2}+\phi_{4 z g}^{i j h_{k}^{2}}\right) / 24\right] \\
&  \tag{2.1-20}\\
& =x_{g}+Y_{g}+z_{g}
\end{align*}
$$

where $X_{g}$ is the left side of Eq.(2.1-19), with $Y_{g}$ and $Z_{g}$ the left sides of similar equations.

The two-group nodal equations in the HOD formulation are obtained by substituting Eq. (2.1-20) into the left sides of Eqs. (2.1-10) and (2.1-11) from the first part of the derivation and then eliminating the remaining third and fourth order derivative terms.* The resulting equations for group 1 and 2 , respectively, are:

$$
\begin{align*}
& W_{x 1+}^{i j k}\left[\phi_{1}^{i+1 j k}\left(1-\beta_{x 1}^{i+1 j k}\right)-\phi_{1}^{i j k}\left(1-B_{x 1}^{i j k}\right)\right]  \tag{2.1-21}\\
& +W_{x 1-}^{i j k}\left[\phi_{1}^{i-1 j k}\left(1-\beta_{x 1}^{i-1 j k}\right)-\phi_{1}^{i j k}\left(1-\beta_{x 1}^{i j k}\right)\right]+\tilde{Y}_{1}+\tilde{Z}_{1} \\
& =\left(\Sigma_{a 1}+\Sigma_{R 1}-\nu \Sigma_{f 1} / \lambda\right){ }_{\psi_{1}}^{i j k}{ }_{\phi_{1}}{ }^{i j k} \\
& -\left(\nu \Sigma_{f 2} / \lambda\right) \psi_{2}^{i j k} \phi_{2}^{i j k} \\
& W_{x 2+}^{i j k}\left[\phi_{2}^{i+1 j k}\left(1-\beta_{x 2}^{i+1 j k}\right)-\phi_{2}^{i j k}\left(1-B_{x 2}^{i j k}\right)\right]  \tag{2.1-22}\\
& +W_{x 2-}^{i j k}\left[\phi_{2}^{i-1 j k}\left(1-\beta_{x 2}^{i-1 j k}\right)-\phi_{2}^{i j k}\left(1-\beta_{x 2}^{i j k}\right)\right]+\tilde{Y}_{2}+\tilde{Z}_{2} \\
& =-\Sigma_{R 1_{1}}^{i j k k_{1}^{i j k}}+\Sigma_{\Delta 2_{2}^{i}}^{i j k} \phi_{2}^{i j k}
\end{align*}
$$

[^0]where
$$
B_{x g}^{i j k}=\left(r_{i}^{2} / 8\right)\left(\phi_{2 \times g}^{i j k} / \phi_{g}^{i j k}\right)
$$
and $B_{y g}^{i j k}, B_{z g}^{i j k}$ are similarly defined. The node-average to centerpoint flux ratio is
$$
v_{g}^{i j k}=\phi_{g}^{i j k}, \phi_{g}^{i j k}=1+\left(B_{x g}^{i j k}+B_{y g}^{i j k}+\beta_{z g}^{i j k}\right) / 3
$$

The $\tilde{y}_{g}$ and $\tilde{z}_{g}$ represent the truncated $y$ - and $z$-direction terms as in Eq. (2.1-20).

Boundary Conditions

The two-group boundary conditions used in the HOD formulation physically represent the ratio of outer face current to the node-average flux of the nodes at the core-reflector interface for each energy croup. [
$[$

The form of the HOD boundary condition is illustrated for a node ijk with the $x_{+}$face bounding the active core. The two-group boundary conditions are defined by

$$
\begin{equation*}
a_{x g^{+}}^{i j k}=\frac{J_{x g^{+}}^{i j k}}{g_{g}^{i j k}}, \quad g=1,2 \tag{2.1-23}
\end{equation*}
$$

where $\int_{x g^{+}}^{1 j k}$ is the net current for group $g$ at the $x_{+}$nodal face, represented by

$$
\begin{equation*}
J_{x g^{+}}^{i j k}=-D_{g}^{i j k} \oint_{g x}^{i j k}\left(x_{i}+h_{i} / 2\right) \tag{2.1-24}
\end{equation*}
$$

The $x+$ boundary condition form in Eq. (2.1-23) corresponds to the gradient term at $x_{1}+h_{1} / 2$ in Eq. (2.1-9). Thus the boundary condition can we substituted into the left hand side of Eq. (2.1-21) or (2.1-22) using

$$
\begin{align*}
-a_{x g+}^{i j k} & \psi_{g}^{i j k} / h_{i}=\left(D_{g}^{i j k} / h_{i}\right) \phi_{g x}^{i j l:}\left(x_{i}+h_{i} / 2\right)  \tag{2.1-25}\\
& =w_{x g^{+}}^{i j j k}\left[\phi_{g}^{i+1 j k}\left(1-B_{x g}^{i+1 j k}\right)-\phi_{g}^{i j k}\left(1-B_{x g}^{i j k}\right)\right]
\end{align*}
$$

Similar boundary condition forms apply for the other node faces.

## Two-group Matrix Solution

The two-group HOD equations for the core model are obtained by combining Eqs. (2.1-21) and (2.1-22) with boundary conditions as represented by Eq. (2.1-25). The resulting system can be represented by two-group matrix equations of the form

$$
\begin{equation*}
A_{11} \bar{\phi}_{1}+A_{12} \bar{\phi}_{2}=0 \tag{2.1-26}
\end{equation*}
$$

$$
\begin{equation*}
A_{21} \bar{\phi}_{1}+A_{22} \bar{\phi}_{2}=0 \tag{2.1-27}
\end{equation*}
$$

The solution vectors $\bar{\phi}_{1}$ and $\bar{\phi}_{2}$ contain the elements $1_{1}^{i j k}$ and $\phi_{2}^{i j k}$, respectively.

The matrices $A_{11}$ and $A_{22}$ correspond to group 1 and 2 operators
for the seven-point finite difference equations:

$$
\begin{equation*}
a_{x g}^{i j k}-\varphi_{g}^{i-1 j k}+\ldots+a_{g}^{i j k} \emptyset_{g}^{i j k}+\ldots+a_{2 g+}^{i j k} \phi_{g}^{i j k+1}=0 \tag{2.1-28}
\end{equation*}
$$

with coefficients

$$
\begin{aligned}
& a_{x g \pm}^{i j j k}=W_{x g+}^{i j k}\left(1-B_{x g}^{i+i j k}\right) \delta_{x \pm}^{i j k}, g=1,2 \\
& a_{1}^{i j k}=-\left[\left(\Sigma_{a 1}^{i j k}+\Sigma_{R 1}^{i j k}-v \Sigma_{f i}^{i j k}(\lambda) \Psi_{1}^{i j k}+b_{x 1-}^{i j k}+\ldots+b_{z 1+}^{i j k}\right]\right. \\
& a_{2}^{i j k}=-\left[\Sigma_{a 2}^{i j k} \psi_{2}^{i j k}+b_{x 2-}^{i j k}+\ldots+b_{z 2+}^{i j k}\right]
\end{aligned}
$$

and $\delta_{x^{+}}^{i j k}=0$, if the $i+1$ node does not exist (i.e., the ijk node is adjacent to the reflector)

$$
\delta_{x^{+}}^{1 j k}=1 \text {, if the } i+1 \text { node exists, }
$$

$$
b_{x g_{ \pm}}^{i j k}=W_{x g_{ \pm}}^{i j k}\left(1-B_{x g}^{i j k}\right) \delta_{x \pm}^{i j k}+a_{x g \pm}^{i j k} \psi_{g}^{i j k}\left(1-\delta_{x \pm}^{i j k}\right) / h_{i}
$$

$a_{x g^{+}}^{i j k}=$ boundary condition for group $g$ at $x+$ face of node ijk.
Additionally,

$$
\begin{aligned}
& B_{x g}^{i j k}=\left(g h_{i}^{2} / 8\right) \phi_{2 \times g}^{i j k} / \phi_{g}^{i j k} \\
& \psi_{g}^{i j k}=1+\left(\beta_{x g}^{i j k} * B_{y g}^{i j k}+\beta_{z g}^{i j k}\right)
\end{aligned}
$$

where $\xi$ is an underrelaxation factor used in the iterative calculation.

The matrix $A_{12}$ contains diagonal elements $\left(\mathbf{v \Sigma _ { f 2 } ^ { 1 j k } / \lambda ) \boldsymbol { e } _ { 2 } ^ { \mathbf { i j k } }}\right.$ representing the thermal to fast group source in Eq. (2.1-26). Similarly $A_{21}$ is a diagonal matrix with elements $\Sigma_{R 1}^{i j k} \vee_{1}^{1 j k}$ representing the fast-to-thermal source in Eq. (2.1-17).

Eqs. (2.1-26) and (2.1-27) contain additional unknowns in the second derivative terms $\boldsymbol{B}_{\mathbf{x g}}, \boldsymbol{B}_{\mathbf{y g}}$ and $\boldsymbol{B}_{\mathbf{z g}}$, and the eigenvalue $\boldsymbol{\lambda}$. These
values are obtained using auxiliary equations in the iterative solution. The second derivative term $\boldsymbol{B}_{\mathbf{x g}}$, for example, is obtained by sulving the $x$-direction leakage equation given by Eq. (2.1-19) for ${ }^{2 \times g}$ with higher derivative terms eliminated. The resulting equation with boundary condition terms included is

$$
\begin{align*}
& D_{g}^{1 j k}{ }_{2 \times g}^{i j k}=  \tag{2.1-29}\\
& W_{x g+}^{i j k}\left(\left[\phi_{g}^{i+1 j k}-\left(h_{i+1}^{2} / 8\right) \phi_{2 \times g}^{i+1 j k}\right]-\left[4_{g}^{1 j k}-\left(h_{i}^{2} / 8\right) \oint_{2 \times g}^{1 j k}\right]\right) \delta_{x+}^{1 j k} \\
& \left.+W_{x g-}^{1 j k} \cdot\left[\phi_{g}^{1-1 j k}-\left(h_{i-1}^{2} / 8\right) \phi_{2 \times g}^{1-1 j k}\right]-\left[\phi_{g}^{1 j k}-\left(h_{i}^{2} / 8\right) \phi_{2 \times g}^{1 j k}\right]\right\} \delta_{x-}^{i j k} \\
& -a_{x g^{+}}^{1 j k} 4_{9}^{1 j k}\left(1-\delta_{x+}^{i j k}\right) / h_{i} \quad-a_{x g-}^{1 j k} i_{g}^{1 j k}\left(1-\delta_{x-}^{1 j k}\right) / h_{i}
\end{align*}
$$

The flux and derivative values from the previous iteration are used for the right hand side of Eq. (2.1-29). Similar equations are used to solve for $\boldsymbol{B}_{y_{g}}$ and $\varepsilon_{z g}$.

The eigenvalue is calculated using the conventional two-group formulation

$$
\begin{equation*}
\lambda=\lambda_{1}+\lambda_{2} \tag{2.1-30}
\end{equation*}
$$

where

$$
\begin{aligned}
& \lambda_{1}=\frac{\sum_{i j k}^{\sum_{f j}^{i j k}} \frac{\Sigma_{1}^{i j k}}{\left(\Sigma_{a 1}^{j j j k}+\Sigma_{R 1}^{i j k}+L_{1}^{i j k}\right)} v_{1}^{i j k}}{\psi_{1}^{i j k} \phi_{1}^{i j k} v^{i j k}} \\
& \lambda_{2}=p_{1-2} \frac{\sum_{i j k}^{\sum} v \Sigma_{f 2}^{i j k} \psi_{2}^{i j k} \phi_{2}^{i j k} v^{i j k}}{\sum_{i j k}^{\left(\Sigma_{a 2}^{i j k}+L_{2}^{i j k}\right)} \psi_{2}^{i j k} \phi_{2}^{i j k} v^{i j k}}
\end{aligned}
$$

and the resonance escape probability is given by

$$
P_{1-2}=\frac{\sum_{i j k}^{\tau_{R 1}^{i j k}} \varphi_{1}^{i j k} \varphi_{1}^{i j k} v^{i j k}}{i_{i j k}^{\Sigma}\left(\varepsilon_{a 1}^{i j k}+\varepsilon_{R 1}^{i j k}+L_{1}^{i j k}\right) \psi_{1}^{i j k} \phi_{1}^{i j k} v^{i j k}}
$$

The boundary leakage terms $L_{1}^{i j k}$ and $L_{2}^{i j k}$ are given by

$$
\begin{equation*}
L_{g}^{i j k}=\alpha_{x g-}^{i j k}\left(1-\delta_{x-}^{i j k}\right) / h_{1}+\ldots+a_{z g^{+}}^{i j j k}\left(1-\delta_{z^{+}}^{i j k}\right) / h_{k} \tag{2.1-31}
\end{equation*}
$$

$g=1,2$

The overall solution of the two-group HOD equations is obtained by the iterative procedure incicated in Figure $2-3$. The matrix equations given by Eqs. (2.1-26) and (2.1-27) are solved by the successive overrelaxation (SOR) method. The iteration cycle consists of a group 1 flux iteration followed by a group 2 iteration, with second derivative terms updated during each, pass. Independent SOR acceleration parameters are used for the two energy group calculations. At the end of each ite 3 tion cycle the eigenvalue is calculated; also, the underrelaxation factor for derivative terms is increased accordi.g to the degree of convergence, so that $\xi=1$ for the converged solution.

### 2.1.2 Nodal Expansion Method (NEM)

The Nodal Expansion Method (NEM) ${ }^{(2.9,2.11,2.12)}$ will be available in ROCS as an alternative to the current HOD method. At present, NEM has been incorporated in a special version of the C-E coarse-mesh kirietics code, HERMITE, ${ }^{(2.13)}$. NEM uses one-dimensional fourth order polynomial expansions for each direction within the node to establish highly accurate internodal currents.

The derivation of the method begins with the following form of the two-group diffusion equation.

$$
\begin{align*}
& \nabla \cdot J_{g}(\bar{r})+\Sigma_{a g}(\bar{r}) \phi_{g}(\bar{r})+\sum_{g^{\prime}} \Sigma_{g g^{\prime}}(\bar{r}) \phi_{g}(\bar{r}) \\
&=\sum_{g^{\prime}}\left[\Sigma_{g^{\prime}}(\bar{r})+\frac{1}{\lambda} x_{g} v_{f_{g}}(\bar{r})\right] \phi_{g^{\prime}}(\bar{r}) \tag{2.1-32}
\end{align*}
$$

Neutron currents and fluxes are related by Fick's Law

$$
\begin{equation*}
J_{g}(\bar{r})+D_{g}(\bar{r}) \nabla \phi_{g}(\bar{r})=0 \tag{2.1-33}
\end{equation*}
$$

and the following equations for net current and flux

$$
\begin{align*}
& j_{g u}=j_{g u}^{+}-j_{g u}^{-}  \tag{2.1-34}\\
& \phi_{g}=2\left(i_{g u}^{+}+j_{g u}^{-}\right) \tag{2.1-35}
\end{align*}
$$

Here $j_{g u}$ and $\phi_{g}$ are the net current and flux respectively and the subscript $u$ represents either the $x, y$ or $z$ direction. The + or superscript on the currents indicates a partial curzent in the + or u direction.

A mesh of $M$ rectangular nodes is defined to create a discrete problem geometry. A given node, $M$, is assumed to have sides $a_{x}^{m}$, $a_{y}^{m}, a_{z}^{m}$ and volume

$$
v^{m}=a_{x}^{m} a_{y}^{m} a_{z}^{m}
$$

The origin is positioned at a corner of the node so that

$$
0 \leq u \leq a_{u}^{m}
$$

The node has three "left" surfaces and three "right" surfaces. An arbitrary surface is designated $u_{s}$ where $u=x, y$ or $z$ and $s=\ell$ or r. Thus

$$
u_{\ell}=0 \text { and } u_{r}=a_{u}^{m}
$$

The neutron balance for the node can be obtained by integrating Eq.
(2.1-32) over the node and applying the divergence theorem and Eq. (2.1-34). This results in the nodal balance equation:

$$
\begin{align*}
& \left.\Sigma_{u} \frac{1}{a_{u}^{m}}\left[\left(j_{\text {gui }}^{-m}+j_{\text {gur }}^{+m}\right)-i j_{\text {gui }}^{+m}+j_{\text {gur }}^{-m}\right)\right]  \tag{2.1-36}\\
& \quad+\left(\varepsilon_{a g}^{m}+\sum_{g^{\prime}} \Sigma_{g g^{\prime}}\right) \quad \phi_{g}^{m}=\sum_{g^{\prime}}\left(\varepsilon_{g^{\prime} g}^{m}+\frac{1}{\lambda} x_{g} v \varepsilon_{f g^{\prime}}^{m}\right) \phi_{g^{\prime}}^{m}
\end{align*}
$$

where $\phi_{g}^{m}$ represents the node-average flux and $\Sigma_{\mathrm{ag}}^{\mathrm{m}}$ and $\Sigma_{\text {fig }}^{m}$ are flux and volume weighted cross sections for node $m$.

The interface conditions at abutting surfaces of adjacent nodes are statements of the continuity of the average partial currents:

$$
\begin{equation*}
j_{\text {gur }}^{+m}=j_{\text {gui }}^{+m^{\prime}} \text { and } j_{\text {gur }}^{-m}=j_{\text {gui }}^{-m^{\prime}} \tag{2.1-37}
\end{equation*}
$$

These conditions are equivalent to the continuity of the face-average flux, $\psi^{m}$ gus' and the net current as may be seen by applying Eqs. (2.1-34) and (2.1-35).

Thus

$$
\begin{equation*}
j_{\text {gur }}^{m}=j_{\text {gu }}^{m^{\prime}} \tag{2.1-38}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{\text {gui }}^{m}=\psi_{\text {gur }}^{m^{\prime}} \tag{2.1-39}
\end{equation*}
$$

where the average flux on face $u_{s}$ is given by

$$
\psi_{g u s}^{m}=\int_{0}^{a_{v}^{m}} \quad \int_{0}^{a_{w}^{m}} \quad d v d w \quad \phi_{g}(\bar{r})
$$

evaluated at $s=\ell$ or $s=r$.
with $v$ and $w$ denoting the two directions perpendicular to $u$.

External boundary conditions are zero net current along axes of symmetry

$$
\begin{equation*}
j \frac{+m}{g u s}=j \frac{+m}{g u s} \tag{2.1-40}
\end{equation*}
$$

and albedo boundary conditions elsewhere:

$$
\begin{equation*}
j_{\text {gus }}^{+}=a_{\text {gus }}^{\mp m} j_{\text {gus }}^{\mp m} \tag{2.1-41}
\end{equation*}
$$

In order to obtain the node-average fluxes $\phi_{g}^{m}$, the interface and boundary conditions are used to eliminate the incoming currents. Traditional nodal methods define coupling coefficients to provide the miseing equations. The Nodal Expansion Method differs from the traditional nodal methods in the way the outgoing furrents are eliminated from the nodal balance equations. The flux distribution within the node is taken into account and, in effect, the coupling coefficients are determined as the solution progresses.

For the nodal balance the face-average flux and net current are obtained by integrating the flux over the two directions ( $v$ and $w$ ) transverse to $u$ and, in the case of the net current, differentiating with respect to $u$. Therefore, an average flux is defined as a function of $u$ to take into account the interior (nodal) flux distribution:

$$
\begin{equation*}
\psi_{g u}^{m}(u)=\frac{1}{a_{v}^{m} a_{w}^{m}} \delta_{0}^{a_{v}^{m}} \delta_{0}^{a_{w}^{m}} \phi_{g}(r) d v c i v \tag{2.1-42}
\end{equation*}
$$

clearly

$$
\psi_{g u \ell}^{m}=\psi_{g u}^{m}(0) \text { and } \psi_{g u r}^{m}=\psi_{g u}^{m}\left(a_{u}^{m}\right)
$$

$$
\begin{equation*}
\phi_{g}^{m}=\int_{0}^{a_{u}^{m}} \quad \psi_{g u}^{m}(u) d u \tag{2.;-43}
\end{equation*}
$$

and

$$
\begin{equation*}
j_{g u s}^{m}=-D_{g}^{m} \frac{\partial \psi_{g u}^{m}}{\partial u} \tag{2.1-44}
\end{equation*}
$$

evaluated at $u=0$ at $S=\ell$ and $u=a_{u}^{m}$ for $S=r$.
${ }_{\mathrm{gu}}^{m}(\mathrm{u})$ is determined from an approximate one-dimensional diffusion equation along direction $u$ obtained by integration of Eq. (2.1-32) over the transverse directions:

$$
\begin{align*}
& \frac{\partial}{\partial u} D_{g}^{m} \frac{\partial}{\partial u} \psi_{g u}^{m}+\left(\Sigma_{a g u}^{m}+\sum_{g^{\prime}} \Sigma_{g} g^{\prime} u\right) \Psi_{g u}^{m} \\
& =\sum_{g^{\prime}}\left(\Sigma_{g^{\prime} g u}+\frac{1}{\lambda} x_{g} u \Sigma_{f g^{\prime} u}^{m}\right) \psi_{g^{\prime} u}^{m}-D_{g^{\prime}}^{m} L_{g u}^{m} \tag{2.1-45}
\end{align*}
$$

where $D_{g}^{m} L_{g u}^{m}$ is the transverse leakage given by

$$
\begin{equation*}
D_{g}^{m} L_{g u}^{m}=-\frac{1}{a_{v}^{m} a_{w}^{m}} \int_{0}^{a_{v}^{m}} \int_{0}^{a_{w}^{m}} d v d w\left(\frac{\partial}{\partial v} D_{g} \frac{\partial}{\partial v}+\frac{\partial}{\partial w} D_{g} \frac{\partial}{\partial w}\right) \phi_{g}(r) \tag{2.1-46}
\end{equation*}
$$

The one-dimensional flux $\psi_{g u}^{m}(u)$ is approximated by a fourth order polynomial:

$$
\begin{align*}
& \Psi_{g u}^{m}(u)=a_{0 g u}^{m} h_{0}(u)+a_{1 g u}^{m} h_{1}(u)+a_{2 g u}^{m} h_{2}(u) \\
& \quad+a_{3 g u}^{m} h_{3}(u)+a_{4 g u}^{m} h_{4}(u) \tag{2.1-47}
\end{align*}
$$

The basis functions $h_{i}(u)$ are polynomials of order $i$ and are given below using $u=u / a_{u}^{m}$.

$$
\begin{align*}
& h_{0}=1  \tag{2,1-48a}\\
& h_{1}=2 \mu-1  \tag{2.1-48b}\\
& h_{2}=6 u(1-\mu)-1  \tag{2.1-48c}\\
& h_{3}=6 u(1-\mu)(2 u-1)  \tag{2.1-48d}\\
& h_{4}=6 u(1-\mu)\left(5 u^{2}-5 u+1\right) \tag{2.1-48e}
\end{align*}
$$

If the face-average fluxes and currents and the node-average flux are known, the coefficients $a_{\text {igu }}^{m}$ can be computed using Eqs. (2.1-48) and $(2.1-43)$ through $(2.1-45)$. The transverse leakage term, $\Rightarrow D_{g}^{m}$ $L_{g u}^{m}$, is approximated by the quadratic polynomial

$$
\begin{align*}
L_{g u}^{m} & =\overline{L_{g u}^{m}}+\frac{1}{2}\left(L_{1 g u}^{m}-L_{o g u}^{m}\right) h_{1} \\
& +\left[\overline{L_{g u}^{m}}-\frac{1}{2}\left(L_{1 g u}^{m}-L_{0 g u}^{m}\right)\right] h_{2} \tag{2.1-49}
\end{align*}
$$

where

$$
\begin{equation*}
-D_{g}^{m} L_{g u}^{m}=j_{g v \ell}^{m}-j_{g v r}^{m}+j_{g w \ell}^{m}-j_{g w r}^{m} \tag{2.1-50}
\end{equation*}
$$

The coefficients of $h_{1}$ and $h_{2}$ in Eq. (2.1-49) were chosen so the $L_{\text {ogu }}^{m}$ and $L_{\text {lou }}^{m}$ are the values of $L_{g u}$ assumed at the left and right u-ends of the node respectively.

The boundary and interface equations together with the nodal balance equation provide enough equations to account for three coefficients of the quartic polynominal for $\psi_{\mathrm{gu}}^{\mathrm{m}}$. Two more equations are obtained by the weighted residual technique.

Define the weighting functions $w_{1}=n_{1}$ and $w_{2}=n_{2}$ and
integrate $w_{i}$ times both sides of Eq. (2.1-45) over $0 \leq u \leq a_{u}^{m}$. Thus one obtains the "*1 weighted balance equation" after considerable algebraic manipulation:

$$
\begin{align*}
& \left(\Sigma_{a g u}^{m}+\sum_{g^{\prime}} \Sigma_{g g^{\prime} u}^{m}\right)\left(\frac{1}{3} a_{1 g u}^{m}+\frac{1}{5} a_{3 g u}^{m}\right)+12 D_{g u}^{m} a_{3 g u}^{m} \\
& \quad+\frac{1}{6} D_{g}^{m}\left(L_{1 g u}^{m}-L_{o g u}^{m}\right)-\sum_{g^{\prime}}^{m}\left(\Sigma_{g^{\prime} g u}^{m}+\frac{1}{\lambda} x_{g} \Sigma_{f g^{\prime} u}^{m}\right)\left(\frac{1}{3} a_{1 g^{\prime} u}^{m}+\frac{1}{5} a_{3 g^{\prime} u}^{m}\right) \\
& \quad=0 \tag{2.1-51}
\end{align*}
$$

The " $w_{2}$ weighted balance equation" is similarly derived:

$$
\begin{align*}
& \left(\Sigma_{a g u}^{m}+\Sigma_{g^{\prime}} \Sigma_{g g^{\prime} u}^{m}\right)\left(\frac{1}{5} a_{2 g u}^{m}-\frac{3}{35} a_{4 g u}^{m}\right)-12 D_{g u}^{m} a_{4 g u}^{m} \\
& \quad+\frac{1}{5} D_{g}^{m}\left[\overline{L_{g}^{m}}-\frac{1}{2}\left(L_{1 g u}^{m}+L_{0 g u}^{m}\right)\right]-\Sigma_{g^{\prime}}\left(\Sigma_{g^{\prime} g u}+\frac{1}{\lambda} x_{g} u \Sigma_{f g^{\prime} u}^{m}\right) \\
& \quad\left(\frac{1}{3} a_{2 g^{\prime} u}^{m}-\frac{3}{35} a_{4 g^{\prime} u}^{m}\right)=0 \tag{2.1-52}
\end{align*}
$$

There are now two equations per energy group (2.1-51 and 2.1-52) fer each spatial direction plus a single overall nodal balance equation (2.1-36). In addition, there are the conditions of continuity of face-average flux and current at each internal interface and an albedo at each boundary. These provide a sufficient set of indepencent equations to solve for the partial currents on each nodal face and for each node-average flux. These equations are solved iteratively for the fluxes, currents and the eigenvalue.

## Results With The Nodal Expansion Method

The NEM and HOD methods for solving the neutron diffusion equation have been compared to each other and to fine-mesh calculations using consistent two-dimensional quarter core models of the Arkansas iuclear One unit 2 (ANO-2) Cycle 1 midplane. NEM and HOD calculations were also performed in three dimensions early in the same reactor cycle.

The fine-mesh calculations were performed in two dimensions with PDQ (2.8), the HOD calculations with ROCS and the NEM calculations within the nost code HERMITE. ${ }^{(2.13)}\lceil$
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] External radial boundary conditions for the NEM and HOD models were ubtained in parallel from the same source. The same DIT runs were used to produce consistent cross section tables for the fine-mesh PDQ model and the coarse-mesh ROCS/HOD and HERMITE/NEM models. The standard xench equilibrium equations and equivalent fuel temperature correlations were used in all three reactor models.
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Mídplane assembly relative power oensities calculated by the NEM anc HOD methods in two dimensions are compared to fine-mesh POQ power distributions in Figures $2-4$ through $2-6$ for $B O C$, MOC and EOC respectively. Both coarse-mesh calculations closely approximate the fine-mesh PDQ. The stendarc oeviations are $[\square$ or less and maximum
differences from PDQ assembly powers are less than [ ]

Three-dimensional comparisons of NEM with HOD were performed for ANO-2 early in the first cycle with HERMITE and ROCS modeis that were equivalent to those used for the above two-dimensional comparisons. The HERMITE host code used axial albedos for NEM that were consistent with the axial Doundary conditons in the rocs calculations.

Figure 2-7 shows NEM and HOD radially averaged axial power distributions from unrodded full power equilibrium xenon calculations at beginning-of-life. Both solution methods produce essentially the same axial shape. Figure 2-8 shows a comparison of the corresponding midplane assembly relative power densities. The standard deviation of assembly power differences is about [ ] and the maximum difference about [ ] Consistently close agreement between the two methods is obtained at other radial planes. Figure 2-9 shows the standard deviations and maximum errors resulting from these radial comparisons between NEM and HOD as a function of axial position.

The standard deviations of the differences between the $H O D$ and $N E M$ methods are of the order of [ ] while those for the HOD method vs. measurement $\mathrm{a} \cdot \mathrm{a}$ in the range of [] (Section 4.1.2). This indicates that cross section models are more important than neutronics models in determining the overall uncertainty. With this level of agreement, substitution of NEM for the rood method in roCS is not expected to have any major impact on calculational uncertainties.

### 2.1.3 Cross Section Representation

Cross section information used in the ROCS system is derived from microscopic cross sections supplied by DIT for each nuclide in two energy groups. This information is utilized in two basic forms. First, two-group macroscopic cross sections are used in the basic flux and eigenvalue calculation as described in section 2.1.1. The macroscopic contributions due to thermal-hydraulic feedbacks, xenon, soluble boron and control rods are added prior to the flux calculation. Second, two-group microscopic cross sections are used explicitly in the depletion and xenon short-term time-stepping calculations as described in Section 2.2.

The two-group microscopic cross sections for each nuclide are supplied in table form. Represented for each nuclide and energy group are:

$$
\begin{aligned}
& \sigma_{t r}=\text { transport cross section } \\
& \sigma_{R}=\text { removal cross section (D) } \\
& \sigma_{f}=\text { fission cross section (b) } \\
& v=\text { average number of neutrons released per fission } \\
& \boldsymbol{\kappa}=\text { average energy release per fission (watt-sec) }
\end{aligned}
$$

The tables represent the above values as nonlinear functions of important independent variables [
]evaluated for nominal thermal-hydraulic conditions. In addition, multipliers (called G-factors) may be included in the table for any of the cross sections. The G-factors may also be represented as functions of pertinent independent variables. Thus a typical cross-section table interpolation can be
represented symbolically by:

(2.1-53)
where
$\rho_{0}, T_{M O}, T_{\text {FO }}=$ nominal moderator density, moderator temperature and fuel temperature;
$\mathrm{N}_{1}, \ldots, \mathrm{~N}_{6}=$ independent variables for table interpolation.
The cross sections are assumed to vary with moderator temperature, moderator density, and the square root of the fuel temperature for small changes about the nominal. The dependence of the cross sections on the thermal-hydraulic parameters is usually approximated by the inclusion of the first derivative of the cross section, for example:

$$
\begin{align*}
\sigma\left(\rho, T_{M}, T_{F}\right) & =\sigma\left(\rho_{0}, T_{M O}, T_{F O}\right) \\
& +\frac{\partial \sigma}{\partial \rho} \Delta \rho+\frac{\partial \sigma}{\partial T_{M}} \Delta T_{M}+\frac{\partial \sigma}{\partial\left(T_{F}\right)^{1 / 2}} \Delta\left(T_{F}\right)^{1 / 2} \tag{2.1-54}
\end{align*}
$$

```
```

where

```
```

where
$\Delta \rho=D=\rho_{0} \quad=$ change in density from nominal value
$\Delta \rho=D=\rho_{0} \quad=$ change in density from nominal value
$\Delta T_{M}=T_{M}-T_{M O}$
$\Delta T_{M}=T_{M}-T_{M O}$
$\Delta\left(T_{F}\right)^{1 / 2}=\left(T_{F}\right)^{1 / 2}-\left(T_{F_{0}}\right)^{1 / 2}$
$\Delta\left(T_{F}\right)^{1 / 2}=\left(T_{F}\right)^{1 / 2}-\left(T_{F_{0}}\right)^{1 / 2}$
= change in square root of fuel temperature
= change in square root of fuel temperature
from nominal

```
                                from nominal
```

= change in moderator temperature from nominal

- change in square root of fuel temperate from nominal

```

The cross section derivative terms in Eq. (2.1-54)* are also [
                                rivative terms in Eq. (2.1-54)* are also
[

The \(\left(\Delta 0, \Delta T_{M}, \Delta T_{F}\right)\) terms are derived from a heat balance calculation for each node and are updated each feedback pass (see Fig. 2-1).

The microscopic cross sections used in the depletion segment are obtained using Eq. (2.1-54). Similarly, the macroscopic group constants used in the flux calculation are obtained by combining the number densities, microscopic cross section data and feedback terms, e.g.,
\[
\begin{align*}
& \Sigma\left(0, T_{M}, T_{F}\right)=\Sigma_{0}\left(0_{0}, T_{M 0}, T_{F O}\right) \\
& +\frac{\partial \Sigma}{\partial \rho} \Delta \rho+\frac{\partial \Sigma}{\partial T_{M}} \Delta T_{M}+\frac{\partial \Sigma}{\partial\left(T_{F}\right)^{1 / 2}} \Delta\left(T_{F}\right)^{1 / 2} \tag{2.1-55}
\end{align*}
\]
where, for example
\[
\begin{aligned}
& \Sigma_{0}\left(\rho_{0}, T_{M 0}, T_{F 0}\right)=\sum_{i} N_{i} \sigma^{i}\left(\rho_{0}, T_{M 0}, T_{F 0}\right), \\
& \frac{\partial \Sigma}{\partial \rho}=\sum_{i} N_{i}\left(\frac{\partial \sigma}{\partial \rho}\right)_{i}, \\
& \frac{\partial \Sigma}{\partial T_{M}}=\sum_{i} N_{i}\left(\frac{\partial \sigma}{\partial T_{M}}\right)_{i}, \\
& \frac{\partial \Sigma}{\partial\left(T_{F}\right)^{I / \tau}}=\sum_{i} N_{i}\left(\frac{\partial \sigma}{\left.\partial\left(T_{F}\right)^{1 / 2}\right)_{i}}\right.
\end{aligned}
\]

Here, \(N_{i}\) is the number density of the \(i^{\text {th }}\) nuclide (assumed constant in the above derivative terms) while \(\sigma^{i},\left(\frac{\partial \sigma}{\partial \rho}\right)_{i}\), etc., are the corresponding microscopic terms for nominal conditions. The nuclides used in forming the macroscopic cross sections include the depletable isotopes plus a lumped residual, which contains all the nondepletaole isotopes.

The ROCS system performs coarse mesh depletion calculations for each node in a two- or three-dimensional core configuration. The allowed depletion chains are internally moceled with fixed depletion equations so that beyond the input cross section data the user nezd supply only such data as initial concentrations, decay constants and fission yields for each depletion nuclide. Table 2.1 shows the principal depletion nuclides which can be specified and their chain structures. These include the principal uranium and plutonium isotopes, a fuel exposure chain, xenon and samarium fission product chains, and boron and gadolinium burnable absorber chains.

The fixed oepletion equations used in the ROCS code are derived through the standard procedure of analytically integrating the coupled linear rate equations which represent each chain. The production and jepletion reactions for each depletion nuclide are indicated in Table 2.1. The aepletion equations are solved using the fiux and microscopic cross section values based on the neutronics and thermal-nyoraulic feedback calculations preceding the depletion time step. The initial fiux and cross sections are assumed constant over the depletion time step.

\section*{2.2 .1}

Fuel Depletion

The fissionable isotope chains used in the depletion model are representative of fuel used in commercial and conceptual LWR designs. The \({ }^{238} y\) depletion model shown in table 2.1 includes a [ ] This model enables detailed tracing of the plutonium isotopic concentrations, thereby providing accurate prediction of plutonium contributions to the three-aimensional power and fuel exposure distributions through first and later cycle core depletion calculations.

The fuel exposure counter (MWD/T) in Table 2.1 is usec to store nodal exposur values based on time integration of fission rates for the
\({ }^{235} U\) and \({ }^{238} U\) chains. The exposure over a time step, \(\Delta t\), is calculated according to the formula
\[
\begin{align*}
\Delta(M W D / T) & =C \underset{j}{\sum} \delta t N_{j}(t)<\sigma_{g}^{j} \delta d t  \tag{2.2-1}\\
& =C \geqslant \Delta t\left(\sum \bar{N}_{j} \leqslant \sigma_{f}{ }^{j}\right)
\end{align*}
\]
where for a given node:
\[
\begin{aligned}
& =\omega_{2}+=\text { total node average flux, }
\end{aligned}
\]
\[
\begin{aligned}
& N_{j}=\underset{\Delta t}{f} N_{j}(t) d t / \Delta t=\begin{array}{l}
\text { average concentration of isotope } j \\
\\
\text { over } \Delta t \text { evaluated through analytic }
\end{array} \\
& \text { integration, }
\end{aligned}
\]

C = a constant converting fission energy release per unit volume to \(M W D / T\), specific to the initial fuel composition for the node.

\subsection*{2.2.2 Burnable Absorber Depletion}

Shim rods containing a burnable absorber isotope (e.g., \({ }^{10}\) B) are represented by the depletion chain designated SHIMB in Table 2.1. The SHIMB chain can be used to model the depletion of a single isotope due to neutron absorption starting from its initial concentration. A gadolinium depletion chain is also available.

\subsection*{2.2.3 Fission Product Chains}

The fission product chains consisting of \({ }^{135} \mathrm{I}-{ }^{135} \mathrm{Xe}\) and \({ }^{149} \mathrm{Pm}\) - \({ }^{149} \mathrm{Sm}\) are included in the depletion model, as indicated in Table 2.1. In the case of xenon, two related calculational capabilities exist in addition to the depletion calculation. These are the equilibrium xenon feedback calculation, and xenon short-term
time-stepping. The latter calculation can be used in place of the normal depletion calculation to obtain nonequilibrium \({ }^{135} \mathrm{I}\), id \({ }^{135}\) Xe distributions following a short time step, assuming the flux and other nuclide concentrations remain constant. In practice, xenon time-stepping combined with successive flux calculations is used to calculate xenon transients over periods of several hours following a change in operating conditions such as power level or rod bank insertion. The accuracy of such calculations is demonstrated in Reference 2.19.

The ROCS thermal-hydraulic calculational model represents the reacior core as an array of closed, parallel flow channels. Each radial node in the coarse-mesh geometry corresponds to an individual fluw channel, and the channels are axially segmented for each ROCS plane. The thermal-hydraulic calculation is thus performed for each node in the active core.

The basic thermal-hydraulic calculation consists of a heat balance calculation for moderator enthalpy and other equation-of-state properties for each axially segmented channel, and a calculation of average fuel temperature in each segment using a burnup and power dependent correlation. The calculated quantities are used to determine the thermal-hydraulic feedback terms entering the flux calculation.

The steady-state heat balance calculation requires specification of channel inlet conditions, consisting of coolant system pressure \(\left(P^{*}\right)\), moderator temperature \(\left(T_{M}\right)\) and channel mass flow rate \((W)\). The inlet values for \(T_{M}\) and \(W\) can be input as either niform or channel dependent values. The inlet state properties, including moderator density ( \(\rho_{M}\) ) and enthalpy ( \(H\) ), are then calculated based on 1967 ASME steam table data. \({ }^{(2.14)}\) The enthalpy rise \((\Delta H\) ) for a given channel segment (or node) is calculated as
\[
\begin{equation*}
\Delta H=Q / W \tag{2.3-1}
\end{equation*}
\]
and the average enthalpy in the node is
\[
\begin{equation*}
H=H_{\text {in }}+\Delta H / 2 \tag{2.3-2}
\end{equation*}
\]

The thermal power in the node, (Q), is obtained from the two-group node-average flux values, i.e.,
\[
\begin{equation*}
Q=V * \operatorname{PFACT} *\left(k \Sigma_{f 1} \bullet_{1}+\kappa \Sigma_{f 2} *_{2}\right) \tag{2.3-3}
\end{equation*}
\]
where \(V\) is the nodal volume and PFACT is a constant converting fission energy rate to units of thermal power used in Eq. ( \(<, 3-1\) ). The average moderator state properties including \(T_{M}\) and \({ }^{D_{M}}\) are obtained for each node as functions of \(H\) and \(P^{*}\) based on the steam tables.

The fuel temperature correlation used in the ROCS code is based upon detailed calculations performed with the FATES code (2.15) which accounts for exposure- and linear heat rate-dependent physical changes in the fuel pellet, clad and pellet-to-clad gap.

The fuel temperature correlation has the polynomial form
\[
\begin{equation*}
T_{F}=T_{M}+\left(\sum_{i=0}^{2} B_{i} * E^{i}\right) * K W F T+\left(\sum_{i=0}^{3} C_{i} * E^{i}\right) * K W F T^{2} \tag{2.3-4}
\end{equation*}
\]
```

where $T_{F} \quad=$ average fuel temperature $\left({ }^{0} F\right)$
$T_{M}=$ moderator temperature ( ${ }^{0} \mathrm{~F}$ )
$\mathrm{E}=$ fuel exposure (MWD/T)
KWFT = average fuel pin linear power density (KW/ft)

```

The quantities \(B_{i}\) and \(C_{i}\) are the precalculated polynomial coefficients specific to the fuel design and dimensionality of the ROCS calculation (i.e., 2-D or 3-D). A detailed description of the development and verification of the fuel temperature correlation is given in Reference 2.16.

The ROCS neutronics calculation is linked to optional independent feedback calculations for thermal-hydraulic parameters (moderator density, moderator temperature, fuel temperature) and for equilibrium \({ }^{135} \mathrm{I}-{ }^{135} \mathrm{Xe}\) distributions. The thermal-hydraulic calculation (Section 2.3) is performed iteratively with the flux calculation when any combination of thermal-hydraulic feedbacks is specified. For each feedback variable spzsified, the macroscopic cross sections used in the flux calculation are updated through the appropriate feedback term in Eq. ( 2.1-55). In the case of xenon, the macroscopic cross sections are updated each iteration cycle using calculated \({ }^{135}\) I and \({ }^{135} \mathrm{xe}\) equilibrium concentrations based on the two-group flux distribution from the previous iteration. The number of feedback iterations is governed by independent convergence criteria for each feedback parameter, so that the final flux solution is obtained after all specified feedbacks have converged.

In addition to the above feedback models, the ROCS code contains optional eigenvalue search models for the following control variables: control rod bank insertion, soluble boron concentration, reactor power level, and inlet moderator temperature. The search calculations employ numerical iteration techniques which update the specified control variable to obtain convergence on the search eigenvalue, and are generally used along with fedback calculations. The power level and inlet temperature searches require use of thermal-hydraulic feedbacks. These latter search calculations are performed after alternate feedback iterations while the boron and rod search calculations are performed after each feedback iteration.

\section*{2.5}

Fuel Pin Peaking

The ROCS code has the capability of performing pin peaking calculations for each node in two- or three-dimensional core geometries through use of the MC module. The MC module uses an imbedded fine-mesh diffusion theory method for obtaining pin power distributions from coarse-mesh calculations \({ }^{(2.18)}\). The calculative sequence is illustrated in Figure \(2-10\) and a description of the details follows. A method has been developed for determining diffusion coefficients which, when combined with the finite difference formulation of MC, permits the inclusion of transport effects in a rigorous fashion.

\subsection*{2.5.1 Diffusion Theory For The Imbedded Calculaton}

The nodal imbedded, fine-mesh method uses a mesh-centered, two-group formulation of the two-dimensional diffusion equation with one mesh per pin cell. The resulting equations are solved in a boundary source mode. Integration of the two-dimensional diffusion equation over each uniform fine-mesh cell with volume \(V_{i j}\) gives:
\[
\begin{equation*}
L_{i j}+\Sigma_{i j} V_{i j} \phi_{i j}=\frac{x}{\lambda} v \Sigma_{f i j} v_{i j} \phi_{i j} \tag{2.5-1}
\end{equation*}
\]

This equation is in one-group form in order to simplify the notation. Implementation in the ROCS code uses a full two-group formalism. The finite difference form of the leakage operator is derived from Green's theorem:
\[
\begin{equation*}
-L_{i j}=\int_{v_{i j}} \text { dv } \nabla \cdot D(x, y) \nabla \phi(x, y)=f_{s_{i j}} d \delta \cdot D(x, y) \nabla_{\phi}(x, y) \tag{2.5-2}
\end{equation*}
\]

For a surface with the normal in direction \(k\) the surface integral is approximated by the following form:
\[
\begin{equation*}
L_{i j}(k)=D_{i j}^{k} \phi_{i j}-D_{n}^{-k} \phi_{n} \tag{2.5-3}
\end{equation*}
\]
where \(n\) denotes the neighbor of mesh ij in direction \(k\). Note that
directionally dependent diffusion coefficients are permitted in this formalism. The fact that Eq. (2.5-3) is linear in the oiffusion coefficients facilitates the incorporation of transport effects as shown below.

\section*{Determination of Diffusion Coefficients}

Since the imbedded calculation is done with diffusion theory it is important that diffusion parameters are chosen so as to compensate for the differences between transport and diffusion theory. The metnod chosen uses simple flux-volume weighted cross sections direct from the transport calculation (by the DIT code) with diffusion coefficients determined for each cell within each assembly type. The diffusion coefficients are determined so that when they are used in Eq. (2.5-3), the net leakage across each cell boundary together with the cell average flux, \(\phi_{i j}\), exactly yields the net leakage and average flux from a DIT transport calculation performed for the same assembly geometry. Given the net leakages and fluxes from the transport calculation ( \(L^{\top}\) and \(\phi^{\top}\) ) the following equation system results for determining directionally dependent diffusion coefficients:
\[
i f=\left(1, N_{\text {Mesh }}{ }^{2}\right.
\]
\[
\begin{equation*}
L_{i j}^{\top}(k)=D_{i j}^{k} \phi_{i j}^{\top}-D_{n}^{-k} \phi_{n}^{\top} \quad k=(1,4) \tag{2.5-4}
\end{equation*}
\]
where \(n\) denotes the neighbor of mesi \(i j\) in direction \(k\) and \(N_{\text {Mesh }}\) is the total number of cells.

There are \(4 \times N_{\text {Mesh }}\) equations of this form with \(4 \times N_{\text {Mesh }}\) unknown values of \(D_{i j}\). Note that for the general case, \(L_{i j}^{\top M e s n}(k)\) will include the external boundary conditions imposed upon the transport theory assembly calculation. This then permits a realistic representation of the assembly location in the core. However, when the assemoly transport computation is performed with zero external net currents, Eqs. (2.5-4) are not independent. In this case, DIT will have replaced the external leakage by a buckling-mode type leakage representation so that the neutron balance contains a term of
the type \(B^{2} \cdot d \cdot \operatorname{Sum}\left(V \cdot \phi^{\top}\right)_{i j}\). The node-averaged diffusion coefficient, \(d\), is determined from a Bl computation for the homogenized assembly. An adoitional equation is thus obtained dy requiring that the flux-volume weighting of all cell diffusion coefficients be consistent with this value of d:
where
\[
\begin{equation*}
B^{2} \cdot \operatorname{SUM}_{i j} D_{i j}\left(V_{\phi}\right)_{i j}=B^{2} \cdot d \operatorname{SUM}_{i j}\left(V_{\phi}\right)_{i j} \tag{2.5-5}
\end{equation*}
\]
\[
\begin{equation*}
D_{i j}=\frac{1}{4}{\underset{y U M}{k=1}}_{4} D_{i j} k \tag{2.5-6}
\end{equation*}
\]

When the \(D_{i j}^{k}\) from Eq. \((2.5-4)\) are used with the transport calculated cell flux-volume weighted cross sections, \(\Sigma_{i j}\), these diffusion coefficients will yield exactly
\[
\begin{equation*}
\phi_{i j}=\phi_{i j}^{\top} \tag{2.5-7}
\end{equation*}
\]
when the diffusion equation is applied to the same problem as was solved with transport theory. The diffusion coefficients therefore have the property of conserving cell averaged fluxes, reaction rates, and net leakages across cell boundaries. Thus, MC has the capability to effectively reproduce DIT local power distributions.

Having determined diffusion coefficients that exactly reproduce average fluxes, reaction rates, and net currents from transport theory for a particular geometry, it is then asserted that they are universally applicable independent of the size of the flux gradients seen in the core. Although not exact, this is a common assumption. Also, directionally averaged diffusion coefficients, Eq. (2.5-6), are used for ordinary applications. These two assumptions do not substantially affect the degree of agreement with transport theory results as seen later in Figures 2-11 through 2-13.

\subsection*{2.5.2 Boundary Currents for the Imbedded Calculation}

The nodal diffusion equations, Eqs. (2.5-1) and (2.5-3), are solved
as a boundary source problem for the imbedded calculation. The partial in-currents on each nodal face and the global eigenvalue are supplied by the ROCS coarse-mesh calculation.

After completion of the fine-mesh imbedded calculation, the fine-mesh power distribution is renormalized to the coarse-mesh power level to assure that coarse-mesh and fine-mesh node fverage powers and burnups will remain the same during depletion.

\subsection*{2.5.3. Cross Section Model For The Imbedded Calculation}

The MC imbedded calculation uses a macroscopic cross section model based upon interpolation of multi-dimensional macroscopic table sets. These tables are created by the DIT code for all assembly types, \([\)
\([\)

\subsection*{2.5.4 Local Power Distributions}

This section presents verification of the MC nodal imbedded method for obtaining local power distributions from coarse mesh calculations. This is achieved through comparisons of MC with transport theory (i.e., DIT) in assembly calculations and ROCS and MC with PDQ fine-mesh diffusion theory in two-dimensional quarter core calculations.

Comparisons have been made of MC with DIT for both shimmed and unshimmed assemblies. Figures \(2-11\) through \(2-13\) illustrate the agreement between MC and transport theory. Figure 2-11 shows the relative differences in the local two-group fluxes. This comparison
is for an octant of an unshimmed assemoly with zero net external leakage. Directionally averaged diffusion coefficients specific to eacn individual cell in the octant were used, so that the level of agreement is essentially determined by the numerical accuracles of the diffusion and transport calculations.

Figures 2-12 and 2-13 compare MC fission rates with transport theory for unshimed and shimed octant assemblies respectively. The assembly in Figure 2-12 has zero net external leakage, while Figure \(2-13\) represents a core location with a global power tilt. Both MC calculations used directionally averaged diffusion coefficients obtalned from a zero net boundary current calculation.
[standard deviations of differences are [ ]respectively and are representative of the MC model used below. This cloze agreement between MC and transport theory fission rates lllustrates the accuracy of the assumption of universally applicable olffusion coefficients.

The POQ fine-mesh diffusion theory code has been used as a benchmark for comparing MC performance in predicting peak-to-assembly-average pin power (peak pin/box factor) in quarter core ROCS calculations. The POQ model used in these comparisons has transport theory adjustments to reproduce pin-to-box factors from direct OIT calculations when applied to an Individual assembly. The results of these comparisons are found in Figures 2-14 through 2-17 which show the relative differences in peak pin/box factors for all assemblies from two-dimensional midplane calculations.

Figures 2-14 through 2-16 show the differences in assembly peak pin/box factors obtained from unrodded ROCS, MC and POQ calculations at BOC, MOC and EOC respectively. The ROCS, MC and POQ nodels utllized independent cross section tablesets obtained from DIT calculations. The good agreement in pin/box factors shown by the quarter-core maps is indicative of the agrement in local power distribution observed within the individual assemblies. Figure 2-17
shows the pin/box factor differences at BOC for a calculation with the lead rod bank inserted. In this case the MC model utilized macroscopic rod cross sections for the rodded locations. The differences in pin/box factors are comparable to those in the unrodded cases. The largest differences are in low power assemblies where the absolute assembly pin peak is not limiting.

Table 2.2 summarizes the means and standard deviations (in both absolute and relative terms) from the ROCS and MC vs. PDQ comparisons. Overall, the mean relative difference is [ ] and the associated standard deviation is [ ] The uncertainty in peak-to-assembly-average power, based on this table, is combined with the uncertainties in assembly power peaks (taken from Section 4.1.2) in Chapter 5. The least favorable values, corresponding to the BOC rodded case in Table 2.2, are used in Chapter 5.
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COMPARISON OF FISSION RATES IN A LOCATION WITH A POWER TILT - MC DIFFUSION THEORY vS TRANSPORT THEORY


Figure 2-14
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Figure 2-15
COMPARISON OF PIN/ROX DIFFERENCES BETWEEN ROCS/MC AND PDO
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Figure 2-16
COMPARISON OF PIN/BOX DIFFERENCES BETWEEN
ROCS/MC AND PDO
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Figure 2-17
COMPARISON OF PIN/BOX DIFFERENCES BETWEEN
ROCS/MC AND PDO
BOC
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Table 2.1

\section*{Principal ROCS Depletion Chains}
\begin{tabular}{|c|c|c|c|}
\hline Chain & Nuclide & Source Reactions* & Depletion Reactions* \\
\hline 1. & U-235 & none & A, B \\
\hline \multirow[t]{6}{*}{2.} & U-238 & none & A, B \\
\hline & & & \(B\) \\
\hline & & & A, B \\
\hline & & & As B \\
\hline & & & A, B \\
\hline & & & A, B \\
\hline 3. & MWD/T (exposure) & F & none \\
\hline \multirow[t]{2}{*}{4.} & I-135 & \(Y\) & A, B \\
\hline & XE-135 & Y, B (I-135) & A, B \\
\hline \multirow[t]{2}{*}{5.} & PM-149 & Y & B \\
\hline & SM-149 & B (PM-149) & A \\
\hline 6. & SHIMB (shin boron) & none & A \\
\hline \multirow[t]{4}{*}{7.} & & & A \\
\hline & & & A \\
\hline & & & A \\
\hline & & & A \\
\hline
\end{tabular}
* \(A=\) neutron absorption
\(C=\) neutron capture
\(F=\) fission
\(Y=\) fission product yield
\(B=\) natural decay

TABLE 2.2

SUMMARY OF QUARTER CORE PIN/BCX COMPARISONS ROCS AND MC vs. PDQ


The function of the DIT lattire code is to prepare few-group averaged cross sections for coarse-mesh and fine-mesh diffusion theory codes. These cross sections are used in ROCS (coarse-mesh), in PDQ (fine mesh) and in the MC module of ROCS (fine-mesh). Development of DIT began in 1972, and an early version was completed in 1974. (3.1) The form currently in use was developed by early 1976.

The essential components of the DIT lattice code are:
1. Spectrum calculations using integral transport theory in up to 85 energy groups for typical portions of the assembly geometry (e.g.ifuel cell, fuel cell and burnable absorber, fuel cell and water-hole).
2. Few-group spatial calculations in exact assembly geometry followed by a leakage calculation to maintain a critical spectrum.
3. Isotopic depletion calculations for every cell in the assembly.

Thus the use of the two-dimensional integral transport theory code DIT ensures that the effects of lattice heterogeneities are explicitly treated. Few-group cross sections for coarse-mesh spatial calculations are obtained without laborious intermediate fine-mesh calculations to perform accurate weighting of the various types of fuel, absorber and water-hole cells.

Sections 3.1 through 3.4 discuss the structure of DIT, transport theory methods, basic cross section lioraries and isotopic depletion respectively. Section 3.5 contains the verification of reactivity and reaction rate calculative accuracy using critical experiment measurements. Reference 3.2 contains a detailed verification of DIT relative to fuel pin power peaking measured in the critical
experiments which will not be repeated here. The following chapter contains the verification of DIT cross sections when used in the simulation of operating cores with the ROCS code. General accounts of the performance of DIT, including comparisons to critical experiments and operating reactor data, have also appeared in the open literature (References 3.3 through 3.6).

The calculative strategy in DIT is illustrated by figure 3-1. It follows closely that of the UKAEA code WIMS (3.7) which was constructed for use in LWR design in the late 1960s. DIT performs all the functions of more traditional methods based on sequential zero- or one-dimensional transport calculations. The complexities of the two-dimensional PWR fuel assembly geometry, including spectrum interactions of fuel, control rods, water-holes, burnable absorbers and in-core instrumentation flux detectors are represented. As shown by Figure 3-1, the essential feature of DIT, which distinguishes it from traditional methods, is that the spectral and spatial averaging procedures are based on calculations in two-dimensional geometry. Hence few approximations to the geometry representation are necessary. The use of integral transport theory \({ }^{(3.8)}\) has made it feasible to retain explicit pin geometry in all calculative steps; i.e., nomogenization of pin cells is not performed prior to the transport calculation in assembly geometry.

The so-called assembly calculation, which is performed in several broad energy groups (ranging from 2 to 12 ), is preceded by a sequence of spectrum calculations performed in the basic cross section library energy group structure of up to 85 groups. Basic cross section libraries are discussed in Section 3.3. The geometries used in the spectrum calculations are replicas of portions of the true assembly geometry as illustrated in F'gure 3-1. Boundary conditions recycled trom the assembly calculaticu are used for each spectrum geometry.

Group condensation based on the spectra calculated for all the different types of cells and subregions within them is performed to obtain few-group macroscopic cross sections that are passed on directly to the assembly calculations. Since the accuracy of the spectrum calculations is high, the group condensation can normally be performed with a standard four-group structure. In cases where conventional group condensation methods break down, more groups can be (and are) used in the assembly calculation.

The assembly calculation as well as the specirum calculations are performed by integral transport theory (References 3.8 through 3.11) as described in Section 3.2.

This entire sequence of calculations is normally performed assuming that there is no net leakage from the assembly geometry. Following the assembly calculation, fine-group spectra are constructed for all subregions in the assembly based on the spatial distribution of the few-group assembly flux and on the energy and space distribution of the fine-group flux from the spectrum calculations. A correction for the influence of global leakage is then made on the basis of a Bl calculation with the fine energy group structure for the homogenized assembly.

Few-group microscopic cross sections for use in the depletion stape of DIT are formed using the basic cross section library and the spectra calculated as described. The depletion method is described in Section 3.4. Spatial averages of microscopic and macroscopic cross sections are performed for editing purposes and are passed on to ROCS, PDQ and MC.

The above calculations are performed in one single job step without manual intervention. Few-group cross sections are prepared in the HARMONY format (3.12) for ROCS and PDQ. Cross sections are input directly to MC without intermediate processing.

The neutron transport equation is solved in its integral form. Within each pin cell the methods for integrating the equation are those of Carlvik. \({ }^{(3.10}\) and 3.11) Two optional FORTRAN routines have been written to implement Carlvik's methods and are used alternately as required by computational accuracy and efficiency. Use of the method described in Reference 3.10 permits the retention of an azimuthal flux dependence within each pin cell. Both routines permit the cells to remain heterogeneous. Conventional methodology would use these integration methods in the geometry of infinite lattices of equal cells or for single isolated cells with some input albedo on the boundary. Homogenization of each type of cell would follow from a sequence of such calculations. The homogenized cross sections would be used in an \(x-y\) geometry, coupling several cells eitner by integral transport theory, the \(S_{n}\) method or by diffusion theory. The method first described in References 3.8 and 3.9, and used in DIT, permits the cells of an arbitrary geometry to be coupled without the need for homogenization through the use of cell interface currents. As described in Reference 3.8, the neutron flux angular distribution may be approximated at the cell interfaces by the retention of a finite number of terms of a spherical harmonics expansion.

Details of the mathematical methods may be found in References 3.8 and 3.9. The general method will be summarized in this paragraph for the important case of isotropic scattering and azimuthally symmetric material distribution within each cell. The latter approximation precludes tracking the development of a tilted depletion distribution within an individual fuel or absorber pin. However this is seldom a requirement, and currently, there are no design computer codes with this capability. More important, the approximation implies a circular cylindric cell boundary. Through the research of many, it is well established that the consequences of this approximation are negligible for volume ratios used in LWRs. As shown in Reference 3.8 , these general approximations lead to the following equations for
the scalar flux, \(\phi\), and for the flux moments, \(\phi_{+}\)or \(\phi_{-}\), on the boundary, b, of each cell M:

In these equations \(\psi\) represents the sum of scattering and fission sources through which coupling to other neutron energy groups occurs. Indices \(i\) and \(j\) are used to denote space points within cell \(M\) while \(n, m, u\) and \(v\) are indices for the spherical harmonics expansion. Provision has been made for retaining \(P_{0}\) and \(P_{1}\) moments of the cell boundary fluxes in DIT. At all space points within individual cells, an infinite number of terms in the angular expansions of neutron flux is implied by the use of integral transport theory. Indices \(k\) and \(k\) represent the-terms in a Fourier expansion for the flux as a function of azimuthal angle within each cell. Terms of order \(k=0\) and \(k=1\) are retained in DIT. Normally both orders are included since the accuracy in local flux would be insufficient with \(k=0\) only. Figure 3-2 illustrates the dependence of the thermal flux on both zadius and azimuthal angle within a fuel pin cell located next to a water-hole.

The general expressions for the transport matrices, in one-dimensional integral form, as permitted by the assumptions discussed above, are:
\[
\begin{align*}
& T_{n k, k k}^{m *}\left(r_{i}, r_{0}\right)=\frac{\tilde{K}_{k}^{*}}{\tau} \delta_{k 1} \int_{0}^{2 r} d \alpha e^{i(k \alpha+A 2 f-m p)} \frac{\cos \varphi^{\prime}}{t_{v s}} G_{n y_{1}}^{m *}\left(T_{n s}\right)  \tag{3.2-4}\\
& T_{n v, k x}^{m k}\left(r_{b}, r_{i}\right)-\frac{K_{k}^{k}}{\pi} \delta_{k x} \int_{i}^{z r} d \alpha e^{i(k e+\mu \varphi-m i \rho n} \frac{1}{t_{s v}} G_{n=1}^{m \mu}\left(\tau_{s v}\right)
\end{align*}
\]

These integrals are evaluated by Carlvik's method. (3.10) that for isotropic scattering as indicated in Eq.(3.2-1), only the \(T_{00}^{00}\) matrix for coupling space points \(i\) and \(j\) within the cell is required. Higher orders are used only for the transport vectors describing escape from and transmission across each cell.

The functions \(G(\tau)\) in equations (3.2-3 through -6) are related to the Bickley-Nayler functions. The details of these relationships may be found in Reference 3.10.

\subsection*{3.3 Basic Cross Sections}

The DIT code utilizes data libraries containing up to 85 -group microscopic cross sections, fission spectra, fission product yields and other supplemental data. The 85 -group liorary contains more resonance region energy groups than other similar libraries in order to minimize uncertainties involved in group-averaged slowing-down cross sections, and is the reference library for this report. Fewer energy groups can (and will) be used for future design work. The source of data for the library is ENDF/B-IV. Three adjustments to the library data have been made to reflect changes to ENDF/B-IV recommended by the Cross Section Evaluation Working Group (CSEWG) for incorporation into ENDF/B-V. These adjustments include a reduction of about 39 in the shielded resonance integral of \({ }^{238} \mathrm{U}\); the use of tr.e harder watt fission spectra for \({ }^{235} \mathrm{U}\) and \({ }^{239} \mathrm{Pu}\) later incorporated in ENDF/B-V; and increases in the \(v(N u)\) values of \({ }^{235} \mathrm{U}\) and \({ }^{239} \mathrm{Pu}\). These adjustments lead to improved agreement with data from integral experiments and from operating power reactors.

The following sections oescribe the methods employed to construct the DIT data library.

\subsection*{3.3.1 Processing of Data}

The data library contains cross sections and supplemental data for the 88 isotopes listed in Table 3.1. [ \(\left[\begin{array}{ll} \\ \\ & \\ & \\ \end{array}\right.\)

The energy group structure of the basic 85 -group library is given in Table 3.2. A 4l-group library has also been developed and may be

\section*{used as an alternative. Its preparation is described in Section} 3.3.5.

The methods employed in the preparation of the library are outlined in Figure 3-3. Up-scattering is neglected above a cut-off energy of 1.855 eV .

\subsection*{3.3.2 Epithermal Region}

The ENDF/B-IV files are processed with ETOG \({ }^{(3.14)}\) to provide cross sections, resonance parameters and scattering matrices ( \(\sigma_{s}^{0}\) and \(\sigma_{s}{ }^{1}\) ) for the isotopes contained in the library. ETOS prepares this data in 99 energy groups spanning the range from 14.9 MeV to 0.414 eV . The GAM portion of GGC3 \({ }^{(3.15)}\) is used to condense the 99 -group data into 50 energy groups spanning the energy range 14.9 MeV to 1.855 eV weighted with a spectrum representative of a PWR assembly.

In the resolved energy region ( 9.1 keV to 1.855 eV ), the capture and fission cross sections of resonant absorbers are replaced with resonance tables as described in section 3.3.4.

\subsection*{3.3.3 Thermal Region}

The ENDF/B-IV files are processed with FLANGE II (3.16) to provide cross sections and full scattering matrices in the thermal region \((1.855 \mathrm{eV}\) to 0.00025 eV\()\). The cross sections of isotopes containing resonances in the thermal region are Doppler broadened. For hydrogen, scattering matrices are prepared with FLANGE II using ENDF/B-IV thermal scattering law parameters for \(\mathrm{H}_{2} \mathrm{O}\). The scattering law parameters are based on calculations with GASKET \({ }^{(3.17)}\) using the Haywood scattering model.

The cross sections and scattering matrices in the library are tabulated for a sufficient number of temperatures to span the range expected during power reactor operation and to permit linear interpolation.

\section*{3.3 .4}

\section*{Resonance Region}

Cross sections for the resolved resonance region ( 9.1 keV to 1.855 eV ) are prepared with C-E RABBLE, an extension of the RABBLE \({ }^{(3.18)}\) code, using resolved resonance parameters from ENDF/B-IV. The cosine current approximation in RABBLE was replaced with an integral transport routine. \({ }^{(3.11)}\) Group-averaged resonance cross sections are generated with the modified RABBLE code which performs a space dependent calculation of the slowing down sources. The cross sections from the C-E RABBLE calculations are corrected to include the proper group dependent smooth contributions which are derived from the ETOG/GGC3 calculations. These cross sections are then converted into a two-dimensional table parametric in temperature and a background cross section via an equivalence theorem. DIT then uses the same equivalence theorem to interpolate between values in the table. This method eliminates the need to relate heterogeneous resonance integrals to homoge eoous data.

\subsection*{3.3.5 Condensed Group Structure Library}

A 4l-group data library, derived from a condensation of the basic 85 group library, may be used as an alternative. The group structure is given in table 3.3. The number of groups in the resolved resonance region is kept the same as the 85 -group library to avoid condensation approximations. The condensation is performed as:
\[
\begin{equation*}
\sigma_{x, G}^{i}=\delta_{g \in G} \sigma_{x, g}^{i} \phi_{g} / \delta_{g \in G} \Phi_{z} \tag{3,3-1}
\end{equation*}
\]
where \(X\) is the reaction (absorption or fission) and \(g\) is the number of fine groups within condensed group \(G\).

For the scattering matrices, the condensation is
\[
\begin{equation*}
{ }_{\sigma_{G, G}}^{i}=\delta_{g \in G} \mathcal{G}^{\prime} \delta_{\varepsilon G^{\prime}}{ }^{\sigma} S_{g, g^{\prime}}^{i} \quad \oint_{g} / \int_{g \in G}{ }_{g} \tag{3.3-2}
\end{equation*}
\]
and for the diagonal elements
\[
\begin{align*}
\sigma_{S_{G}} & ={\underset{g \varepsilon G}{ } \sigma_{S}{ }_{g}^{i} \cdot T_{g} \cdot \phi_{g} / f_{g \in G} \oplus_{g}}_{T_{g}}=2\left(\frac{{ }_{S_{G}}}{\Sigma_{S_{g}}}\right)^{2}-\frac{\Sigma_{S_{G}}}{\Sigma_{S_{g}}}
\end{align*}
\]
and
\[
\sigma_{S}^{i}=\sigma_{S_{G, G}}^{i}-\int_{G^{\prime} \neq G} \sigma_{S_{G, G}}
\]
where \(\sigma_{s}\) represents either the \(P_{0}\) or \(P_{1}\) component.
The cross sections for each isotope are weighted with a flux spectrum representative of the local environment the isotope would typically experience in a fuel cell, e.g., fuel region, clad region or coolant.

The 41 -group library has been tested against the basic 85 -group library and has been shown to accurately reproduce reactivity levels, reactivity coefficients, power distributions and reaction rates.

\section*{3. Depletion Calculations}

This section describes trie methoos employed to predict the changes in isotopic composition of reactor core components during power operation. The basic method is described in detail in Reterence 3.19.

\subsection*{3.4.1 Burnup Chains}

The tnree core components which deplete are the fuel, the burnaole absorber roas and the in-core instruments. Burnup chains for each have been incorporated in the data library for DIT. The fuel chains describe the transformation of the important actinides,(See Fig. 3.4) and the builoup and destruction of the fission products (See Fig. 3.5). The burnable absorber rods contain either gadolinia (Figure 3.6) or boron. The boron chain is a simple depletion of \({ }^{10} B\). The C-E fixed in-core instrument is a Rhodium Self Powered Detector (SPND). The chain is a simple depletion of \({ }^{103}\) Rh.

\subsection*{3.4.2 Burnup Equations}

The burnup equations are derivec from the formulation of a material balance on each of the isotopes in the chain:
\[
\begin{equation*}
\frac{d N i}{d t}=\text { PRODUCTION }_{i}-\text { LOSS }_{i} \tag{3.4-1}
\end{equation*}
\]
where \(N_{i}\) is the atom density of isotope i.
The burnup equations are solved for each region in each cell specified to contain a depletable isotope. The depletion time steps are criosen such that the flux in the region and the cross sections can be considered constant during a step. Spectrum and spatial calculations are performed at the start of each depletion step to update the fluxes and cross sections.

The oepletion chains are set in the form of a lower triangular matrix; that is, self-contained loops are not permitted in the chains. The formulation of the fuel chains will de described. Depletion in burnable absorbers and instrument material is treated in a similar manner.

The fuel depletion chains are resolved into a number of incependent actinide and fission product (FP) burnup chains. This is done to minimize computation time by reducing the size of the indivioual matrices.

The depletion time step, \(\Delta T\), is divided into a number of smaller steps
\[
\begin{equation*}
\delta T=\Delta T / N \tag{3.4-2}
\end{equation*}
\]
where \(N\) is chosen to ensure that reaction rates remain essentially constant during the interval.

The actinide chains and the fission procuct chains are decoupled during each interval. For the actinides the burnup equation for each isotope is
\[
\begin{equation*}
\frac{d N i}{d t}=d_{i j} N_{i}(t)+\sum_{j=1}^{i-1} d_{i j} N_{j}(t) \tag{3.4-3}
\end{equation*}
\]
where
\(i=1,2, \ldots\) NFUEL isotopes, and
\(j\) is an index on the isotope contributing as a source to \(i\).
The \(d_{i i}\) are the oiagonal elements for the loss terms:
\[
d_{i i}=-\left(\lambda_{i}+\sum_{g=1}^{N G} \bar{\phi}_{g} \sigma_{i}^{g}\right)
\]
and the \(d_{i j}\) are the off-diagonal elements for the source terms:
\[
\begin{equation*}
d_{i j}=\left(\lambda_{j \rightarrow i}+\sum_{g=1}^{N G} \quad \bar{\phi}_{g} \sigma_{j \rightarrow i}^{g}\right) \tag{3.4-5}
\end{equation*}
\]

Also,
\(\lambda_{j+i}=\) decay constant of isotope \(j\) to isotope \(i\);
\(\sigma_{j \rightarrow i}^{g}=\) reaction cross section to produce \(i\) from \(j\) in group \(g\)
\(\bar{\Phi}_{g}=\) average flux in group \(g ;\)
NG = number of neutron energy groups.

The actinide chains ere solved first. Then, a constant average source rate \(\bar{\sigma}_{k}\) for each of the \(N_{F P}\) fission product nuclides is calculated:
\[
\begin{equation*}
\bar{Q}_{k}=\sum_{i=1}^{N_{\text {FUEL }}} \quad x_{k,:} \bar{N}_{i} \sum_{g=1}^{N G} \sigma_{f}^{g} \overline{\phi g} \tag{3.4-6}
\end{equation*}
\]
where
\(\sigma_{f}^{g}=\) fission cross section in group \(g\) for isotope \(i\).
\(x_{k, i}=\) yield of \(F P_{k}\) from fissionable isotope, \(i\).
\[
\begin{equation*}
\bar{N}_{i}=\frac{1}{\delta T} \int_{T}^{T+\delta T} N_{i}(t) d t \tag{3.4-7}
\end{equation*}
\]
and
\[
K=N_{F U E L}+1, \ldots N_{F U E L}+N_{F P}
\]

The fission product burnup equations are in the non-nomogeneous form:
\[
\begin{equation*}
\frac{d N_{k}}{d t}=d_{k, k} N_{k}(t)+\sum_{\ell=N_{B}+1}^{k-1} \quad d_{k, \ell} N_{\ell}(t)+Q_{k} \tag{3.4-8}
\end{equation*}
\]
where the index on i includes the isotopes of the independent fission product chain.

The burnup equations are solved elther analytically or numerically based on the following criterion:
\[
\begin{equation*}
e^{-\alpha}-\frac{2-\alpha}{2+\alpha}=\varepsilon_{B} \tag{3.4-9}
\end{equation*}
\]
where \(\varepsilon_{B}\) is a difference value on the order of \(10^{-5}\) to \(10^{-6}\) and \(\alpha\) is related to the \(d_{i i}\) values.

A critical value of \(\alpha_{\varepsilon}\) for the criterion \(\varepsilon_{B}\) is found, such that, for
\[
\left|d_{i j}\right| \delta T>a_{\varepsilon}
\]
an analytical solution is used, and for
\[
\left|d_{i j}\right| \delta T \leqslant a_{\varepsilon}
\]
a numerical solution is used.
The solutions of these equations are described in Reference 3.19.

\section*{3.5 verification Against Critical Experiments}
3.5.1. The use of Clean Critical Experiments for Methods and Data verification

The analyses of clean critical experiments provide a means of evaluating the calculative models and the basic cross section data whish constitute the design methodology. Selected critical experiments containing either uniform arrays of fuel rods or heterogeneous arrangements which simulate PWR assembly designs have been analyzed with the DIT code and its data library as a basis. Selection of criticals was based on the criteria of applicability to PWR fuel and assembly designs, self-consistency of measured parameters, and availability of adequate data to model the experiments.

The uniform criticals have been analyzed to demonstrate the adequacy of the fine details of the calculative modeling and the data processing through comparisons with measured criticality parameters and reaction rate ratios.

The non-uniform criticals provide the means of further verifying the design methodology for core configurations which simulate specific PWR assembly designs. In addition to criticality parameters, comparison between calculated and measured fission rate distributions establishes calculative biases and uncertainties for local power distribution predictions.

\subsection*{3.5.2 Uniform Criticals}

Reaction rate ratios are defined below and are referred to in the descriptions of the individual experiments.
\[
\mathrm{C}=\text { (Capture Rate U238)/(Fission Rate U235) }
\]
```

p 28 = Epithermal Capture Rate U238
Thermal Capture Rate U238
8}\mathbf{28}=\frac{\mathrm{ Fission Rate U238}}{\mathrm{ Fission Rate U235}
825=}\frac{\mathrm{ Epithermal Fission Rate U235}}{\mathrm{ Thermal Fission Rate U235}
RCR = (Capture Rate U238/Fission Rate U235) Experiment
(Capture Rate U238/Fission Rate U235) Thermal Column

```

Description of Experiments

Table 3.4 contains pertinent core parameters for each of the experimental configurations. The moderator-to-fuel volume ratios were varied by changing the cell pitch of the fuel rod arrangement. In all cores, \(\mathrm{H}_{2} \mathrm{O}\) was the moderator and reflector material.
(a) UKAEA, Winfrith \(\mathrm{R} / 100 \mathrm{H}\) Series

The cores were composed of stainless steel clad \(40_{2}\) ( \(3 \mathrm{w} / \mathrm{o}\) \({ }^{235} \mathrm{U}\) ) fuel rods arranged on a square pitch. The fuel pellet diameter was 1.012 cm and the outer diameter of the clad was 1.0925 cm . Measured parameters included criticality, asymptotic core buckling \(\left(B^{2}\right)\), the Relative Conversion Ratio (RCR) and \(p^{28}\).
(b) TRX 1 and \(2^{(3.21)}\)

The TRX 1 and 2 cores were composed of aluminum clad, uranium metal ( \(1.31 \mathrm{w} / \mathrm{o}{ }^{235} \mathrm{U}\) ) fuel rods arranged on a triangular pitch. The fuel pellet diameter was 0.983 cm and the outer diameter of the clad was 1.1506 cm . Measured parameters
included criticality, \(B^{2}, D^{28}, \delta^{28}, \quad \delta^{25}\) and the conversion ratio, C.
(c) EPRI-BNWL Critical Experiments

The cores were composed of aluminum clad, vibrationally compacted \(\mathrm{UO}_{2}(2.35 \mathrm{w} / 0)\) fuel rods arranged on a square pitch. The fuel outer diameter was 1.118 cm and the clad outer diameter was 1.27 cm . For each moderator-to-fuel volume ratio, unborated and borates critical configurations were established. The critical parameters and an asymptotic core buckling ( \(B^{2}\) ) were measured for selected fuel rods.
(d) BAPL \(\mathrm{UO}_{2}\) Experiments (3.21)

The cores were composed of aluminum clad, \(\mathrm{UO}_{2}\) ( \(1.31 \mathrm{w} / \mathrm{o}\) \({ }^{235}\) U) fuel rods arranged on a triangular pitch. The fuel pellet diameter was 0.973 cm and the clad outer diameter was 1.0925. Measured parameters included critizality, \(\mathrm{B}^{2}\), \(\rho^{28}, \delta^{28}\) and \(\delta^{25}\).

The BAPL \(\mathrm{UO}_{2}\) cores 1,2 and 3 are specified as integral benchmarks for data testing by CSEWG.

\section*{Method of Analysis}

An infinite lattice fuel cell was modeled in the DIT code with each region (e.g., fuel, clad and moderator) represented explicitly. Fuel-clad gaps were homogenized with the clad material by volume weighting. The square or triangular cells were treated as equivalent right circular cylinders. The integral transport calculation in DIT was solved in 85 energy groups for the heterogeneous cell. A B-1 calculation was performed in 85 energy groups for the homogenized cell (by flux-volume weighting of cross sections) using the measured bucklings. The B-1 calculation provided the effective multiplication of the cell and leakage corrected fluxes to obtain reaction rate ratios to compare to the measured values.

The DIT design data library was used for the analysis. As discussed in section 3.3, the library is based on ENDF/B-IV with modificatiuns. These include:
1. A reduction of about [] in the shielded \({ }^{238} U\) resonance integral.
2. The use of watt spectra for \({ }^{235} U\) and \({ }^{239} \mathrm{Pu}\).
3. Increases of about [] in the \(v\) values of \({ }^{235} U\) and \({ }^{239}\) Pu.

Item 1 was included to remove a known overprediction of \({ }^{238} u\) capture using ENDF/B-IV resonance data. Items 2 and 3 are related to changes made in ENDF/B-V. Not included were changes to \([\)
[ ] These parameters would increase \(\mathrm{M}^{2}\) which appears to be underpredicted by 2 to \(3 \%\) with ENDF/B-IV data. The underprediction of \(\mathrm{M}^{2}\) is most apparent in the results for the high leakage, uniform critical experiments. It is not significant in power reactors where the leakage worth is much less.

\section*{Analysis of Results}

The uniform critical experiments analyzed included:
1. Moderator-to-fuel ratios ranging from 0.78 to 4.02
2. Fuel enrichment ranging from \(1.3 \mathrm{w} / \mathrm{o}\) to \(3.0 \mathrm{w} / \mathrm{o}^{235} \mathrm{U}\)
3. Various fuel pellet diameters including vibrationally compacted fuel
4. Aluminum and stainless steel cladding
5. Unborated and borated cores
6. One experiment at ani elevated temperature
7. \(\mathrm{UO}_{2}\) and uranium metal fuel
] Overall, for moderator-to-fuel ratios typical of PWR designs ( 1.6 to 2.0), the agreement in calculated reactivity is good and differences are well understood.

The calculated \(\delta^{28}\) are generally lower than measurements by an average value of about \(3.3 \%\). This value is comparable to the uncertainty in the measurements. Since \({ }^{238} U\) has a threshold fission energy, the \(\delta^{28}\) value will be sensitive to the accuracy in the calculation of the high energy spectrum. Changes to the fission and inelastic scattering cross sections of \({ }^{238} U\) have been recommended for ENDF/B-V and will result in slightly better agreement. With the changes recommended for ENDF/B-V, a difference of about \(2 \%\) would remain.

The calculated \(\delta^{25}\) values are generally larger than the measured values by an average of about \(2.2 \%\). This difference appears to be related to a small overprediction in the resonance fission in \({ }^{235} \mathrm{U}\). This can be attributed to the method of generating resonance
cross sections or for accounting for interference effects. An overprediction of the resonance fission in \({ }^{235} \mathrm{U}\) and, consequently, the total fission would also contribute to the inderprediction of the \(\delta^{28}\) values.

The observed differences in the \(\delta^{28}\) and \(\delta^{25}\) values are small and are not significant in the design application of the code.

\section*{Conclusions}

The results of the analyses of the 15 uniform critical experiments demonstrate that the DIT code and its data library accurately model the physical processes important for PWR design. The level of agreement with measured criticality and reaction rate ratios is on the order of the uncertainties in these parameters. The small differences that are observed are understood and are not considered significant in the design process.

\subsection*{3.5.3. Non-Uniform Criticals}

The core arrangements of the non-uniform critical experiments selected for analysis are representative of \(C-E\) assembly designs. Measurements included criticality pius fission rate distributions for selected fuel rods. This section addresses the comparisons between measured and calculated criticality. Comparisons between the measured and calculated fission rate distributions to establish calculative biases and uncertainties in predicting intra-assembly power peaking are fully covered in Reference 3.3.

\section*{Description of the Experiments}
a) Combustion Engineering Sponsored Critical Experiments (C-E Criticals)

A series of critical experiments was performed for combustion Engineering at the westinghouse Reactor Evaluation Center (WREC) employing the CRX reactor. The experimental program consisted
of approximately [ critical configurations of fuel rods. The basic core configuration was a \(30 \times 30\) square fuel rod array of \(\mathrm{Zr}-4\) clad \(\mathrm{UO}_{2}\) fuel having an enrichment of \([\) ] Fuel rods were removed to create internal water holes or channels to accommodate control rods or to simulate control rod channels representative of \(C-E\) assembly designs (primarily the MARK \(V 14 \times 14\) design).

The majority of the experiments employed a lattice pitch of [ \(]\) with several experiments repeated with a lattice pitch of [] These values of [] together with the fuel pellet dimensions, enrichment and rod diameter, resulted in hydrogen to fuel ratios representative of the \(C-E\) design at room and at operating temperatures, respectively.

The fuel rod assemblies were fully reflected with \(\mathrm{H}_{2} \mathrm{O}\) on the four sides. The experiments were conducted at room temperature. Both orated and unborated cores were employed. A given configuration was made critical by adjusting the water height. The reactivity worth of incremental water height changes were made to provide a means of interpolating to exact criticality. Axial bucklings were obtained by fitting measured activities along a rod to a cosine function.

Representative core lattices were selected for analysis. Pertinent data for these lattices are summarized in table 3.5. The two basic lattice layouts are shown in Figures \(3-8\) and 9 .
D) KRITZ Experiments

A program of critical experiments, sponsored jointly by Combustion Engineering and KWU, was performed at the KRITZ Critical Facility \(O F A B\) Atomenergi, Stucsvik, Sweden. The program consisted of analyzing a number of core configurations of interest to C-E and KWU . The C-E configurations were
representative of the MARK \(V 14 \times 14\) fuel assembly, including the 5 large control rod channels. A basic cell pitch of \([\) Jwas used for all lattices.

A description of the fuel rods is given in table 3.6. The cores were relatively large botn in cross sectional area and height. Each core contained about [] rods [] in length. The core was reflected with water on the four sides and the bottom. soluble boron was employed for gross reactivity control.

Core criticality was obtained by adjusting the water height. The water temperature was raised by passing the moderator through a 500 kw electric heater outside the core and circulating the water until the desired equilibrium temperature was reached. Once the experiment was started, the water was not circulated. Temperature measurements were made at 3 axial positions to insure equilibrium conditions were reached. In the higher temperature experinents, some cooldown occurred during the experiment. Its effect on reactivity was accounted for by adjusting the reported soluhle boron concentration.

The axial buckling was tife ted by fitting data from axial gamma scans of the irrad at - to a cosine function. Copper wire activation measuren nts whis aiso employed to determine axial bucklings.

The core layout for the experiment is shown in Figure 3-10.

Method of Analysis

[
Four group, fine-mesh, cross sections were generated with DIT.

Separate DIT calculations modeled the various regions of the cores; for example, the central \(14 \times 14\) region and the asymptotic region in the cores corresponding to Figure 3.8 were treated with two DIT calculations. In this way, spatial and spectrum effects due to heterogeneitias were properly accounted for in the cross sections. The cross sections for the CEA channels (large water-holes) were fitted such that the diffusion calculation reproduced the reaction rates predicted by transport theory, i.e. DIT. [


Analysis of Results
The results of the analyses of the [ ]critical experiments are summarized in Table 3.7. The average \(k_{\text {eff }}\) is 1.0016 . The results for the C-E Critical indicate that CEA water worth is slightly overpredicted by DIT. This is seen by comparing the \(\mathrm{k}_{\text {eff's }}\) for the lattices \(\# 12\) and \#32 seen in Figures \(3-8\) and 3-9. As discussed in section 3.5 .2 , the leakage is expected to be slightly underpredicted with the worth varying from 0.1 to \(0.2 \% \mathrm{k}_{\mathrm{eff}}\). corrections for these effects would tend to be compensating.

\section*{Conclusions}

The analyses of [] non-uniform critical experiments with configurations representative of the C-E assembly design demonstrate that the reactivity levels calculated with design methods and data lead to good agreement with experiment. The cores selected for analysis provide an adequate combination of parameters to test calculative methods and data. These include three moderator-to-fuel volume ratios and \(\mathrm{UO}_{2}\) representative of begirining of life ( BOL ).
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TABLE 3.1
Isotopes on DIT Data Library
—ult

TABLE 3.2

ENERGY GROUP STRUCTURE FOR 85 GROUP LIBRARY
\begin{tabular}{|c|c|c|}
\hline E(upper), eV & GROUP & E(upper), eV \\
\hline \(1.4919 \mathrm{E}+7\) & 46 & \(6.4760 \mathrm{E}+0\) \\
\hline 7.4082E+6 & 47 & \(5.0435 \mathrm{E}+0\) \\
\hline 6.0653E +6 & 48 & \(3.9279 \mathrm{E}+0\) \\
\hline \(4.4933 E+6\) & 49 & \(3.0590 \mathrm{E}+0\) \\
\hline \(3.6788 E+6\) & 50 & 2.3824E+0 \\
\hline \(2.7253 \mathrm{E}+6\) & 51 & 1.8554E+0 \\
\hline \(2.2313 \mathrm{E}+6\) & 52 & \(1.7262 \mathrm{E}+0\) \\
\hline \(1.8268 \mathrm{E}+6\) & 53 & \(1.5950 \mathrm{E}+0\) \\
\hline \(1.3534 \mathrm{E}+6\) & 54 & \(1.4575 \mathrm{E}+0\) \\
\hline \(1.0026 \mathrm{E}+6\) & 55 & 1.3079E+0 \\
\hline \(8.2085 \mathrm{E}+5\) & 56 & \(1.1664 \mathrm{E}+0\) \\
\hline \(6.0810 \mathrm{E}+5\) & 57 & \(1.0987 \mathrm{E}+0\) \\
\hline \(4.9787 \mathrm{E}+5\) & 58 & \(1.0722 \mathrm{E}+0\) \\
\hline \(3.6883 E+5\) & 59 & \(1.0624 \mathrm{E}+0\) \\
\hline \(3.0197 E+5\) & 60 & \(1.0525 \mathrm{E}+0\) \\
\hline \(2.2371 \mathrm{E}+5\) & 61 & \(1.0428 \mathrm{E}+0\) \\
\hline \(1.8316 \mathrm{E}+5\) & 62 & 1. \(0137 \mathrm{E}+0\) \\
\hline \(1.4996 \mathrm{E}+5\) & 63 & \(9.5069 \mathrm{E}-1\) \\
\hline 1. \(1109 \mathrm{E}+5\) & 64 & \(7.8211 \mathrm{E}-1\) \\
\hline \(8.6517 E+4\) & 65 & \(6.2493 \mathrm{E}-1\) \\
\hline \(6.7380 \mathrm{E}+4\) & 66 & 5.0326E-1 \\
\hline \(4.0868 \mathrm{E}+4\) & 67 & \(4.1704 \mathrm{E}-1\) \\
\hline 2. \(4788 \mathrm{E}+4\) & 68 & \(3.5768 \mathrm{E}-1\) \\
\hline 1.5034E+4 & 69 & \(3.2064 \mathrm{E}-1\) \\
\hline \(9.1188 E+3\) & 70 & \(3.0113 \mathrm{E}-1\) \\
\hline \(5.5308 \mathrm{E}+3\) & 71 & \(2.9075 \mathrm{E}-1\) \\
\hline \(3.3546 \mathrm{E}+3\) & 72 & \(2.7053 \mathrm{E}-1\) \\
\hline \(2.0347 \mathrm{E}+3\) & 73 & \(2.5104 \mathrm{E}-1\) \\
\hline \(1.2341 \mathrm{E}+3\) & 74 & \(2.27705-1\) \\
\hline \(7.4852 \mathrm{E}+2\) & 75 & \(1.8444 \mathrm{E}-1\) \\
\hline \(4.5400 \mathrm{E}+2\) & 76 & \(1.4573 \mathrm{E}-1\) \\
\hline \(2.7536 \mathrm{E}+2\) & 77 & \(1.1157 \mathrm{E}-1\) \\
\hline \(1.6702 \mathrm{E}+2\) & 78 & 8.1970E-2 \\
\hline \(1.3007 \mathrm{E}+2\) & 79 & 5.6925E-2 \\
\hline \(1.0130 \mathrm{E}+2\) & 80 & \(4.2757 \mathrm{E}-2\) \\
\hline \(7.8893 \mathrm{E}+1\) & 81 & \(3.0613 \mathrm{E}-2\) \\
\hline \(6.1442 \mathrm{E}+1\) & 82 & \(2.0493 \mathrm{E}-2\) \\
\hline \(4.7851 \mathrm{E}+1\) & 83 & 1.2397E-2 \\
\hline \(3.7267 \mathrm{E}+1\) & 84 & \(6.3250 \mathrm{E}-3\) \\
\hline \(2.0923 \mathrm{E}+1\) & 85 & \(2.2770 \mathrm{E}-3\) \\
\hline \(2.2603 \mathrm{E}+1\) & & \\
\hline \(1.7604 \mathrm{E}+1\) & & \\
\hline \(1.3710 \mathrm{E}+1\) & & \\
\hline \(1.0677 \mathrm{E}+1\) & & \\
\hline \(8.3153 \mathrm{E}+0\) & & \\
\hline
\end{tabular}

TABLE 3.3

ENERGY GROUP STRUCTURE FOR 41 GROUP LIBRARY
\begin{tabular}{|c|c|c|c|}
\hline GROUP & E(upper), eV & GROUP & E(upper), eV \\
\hline 1 &  & 21 &  \\
\hline 2 & & 22 & \\
\hline 3 & & 23 & \\
\hline 4 & & 24 & \\
\hline 5 & & 25 & \\
\hline 6 & & 26 & \\
\hline 7 & & 27 & \\
\hline 8 & & 28 & \\
\hline 9 & & 29 & \\
\hline 10 & & 30 & \\
\hline 11 & & 31 & \\
\hline 12 & & 32 & \\
\hline 13 & & 33 & \\
\hline 14 & & 34 & \\
\hline 15 & & 35 & \\
\hline 16 & & 36 & \\
\hline 17 & & 37 & \\
\hline 18 & & 38 & \\
\hline 19 & & 39 & \\
\hline 20 & & 40 & \\
\hline & \(\square \square\) & 41 & \\
\hline
\end{tabular}

TABLE 3.4


TABLE 3.5
C-E CRITICALS
CORE
Configuration
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Lattice & Fuel Rod Array & \begin{tabular}{l}
Fuel \\
Cell \\
Pitch \\
Inch
\end{tabular} & Number of Fuel Rods & Temp. of Core & Soluble Boron Conc. PPM & Number of Control Rod Channels \\
\hline [] & \(30 \times 30\) & - & \(\square\) & \(68^{\circ} \mathrm{F}\) & - & 7 \\
\hline & \(30 \times 30\) & & & \(68^{\circ} \mathrm{F}\) & & \\
\hline & \(30 \times 30\) & & & \(68^{\circ} \mathrm{F}\) & & \\
\hline & \(30 \times 30\) & & & \(68^{\circ} \mathrm{F}\) & & \\
\hline [] & \(30 \times 30\) & - & & \(68^{\circ} \mathrm{F}\) & L & \\
\hline
\end{tabular}

\section*{FUEL SPECIFICATION (KRITZ EXPERIMENTS)}

\(\left.\begin{array}{ll}\text { Canning material } & \mathrm{g} / \mathrm{cm}^{3} \\ \text { Density } & \mathrm{mm} \\ \text { Outer diameter } & \text { 2ircaloy }{ }^{4} \\ \text { Inner diameter } & \end{array}\right]\)

TABLE 3.7
Comparison of Reactivity Levels for Non-IIniform Core


\section*{4.0 DESIGN USE VERIFICATION}

This chapter provides a summary of benchmark comparisons of ROCS using DIT cross sections with experiments. These comparisons are grouped into the two categories of normal conditions and upset conditions. Normal conditions includes power distributions, rod bank worths and reactivity coefficients while upset conditions covers single rod worths and assembly power distributions for anomalous rod configurations.

All ROCS calculations in this chapter employed the Higher Order Difference method, and the verification of power distributions is based on instrumented assembly data only. Assembly power distribution results for ROCS using the Nodal Expansion Method were discussed in Section 2.1. Imbedded calculations of fuel pin power peaking were presented in Section 2.5. Combined uncertainties for ROCS and MC calculations of local power peaking information (i.e, instrumented assembly results from Section 4.1 .2 combined with pin/כox results from Section 2.5.4) are discussed in Chapter 5.

Because of the wealth of experimental data available for model verification and calibration, the definition of biases and uncertainties for ROCS/DIT for normal operation relies on comparisons to measured data rather than to nigher order calculations. Three-dimensional ROCS/DIT models have been used to analyze the available core follow and start-up test data. These data consist of measured incure instrument powers, soluble boron concentrations throughout core life and safety related parameters such as isothermal temperature coefficients, power coefficients, control rod bank worths and soluble boron worths.

The calculations shown here used three-dimensional quarter core ROCS mudels with zero-current boundary conditions along the major axes. The external boundary conditions \(\square\)


The cross section tables used in these ROCS models were all prepared from DIT lattice calculations as discussed in Section 2.1.3. Most, but not all, ROCS models used the same cross section tables,

] The three-dimensional model for each reactor and cycle was depleted in a core follow mode, which simulated the actual core operation for that cycle. End-of-cycle isotopics were then shuffled according to the loading pattern for the subsequent cycle. Thus isotopics used for any power distribution comparison or reactivity calculation always reflected true core history up to that point in time.

The verification of the ROCS/DIT reactivity predictive capabilities is performed by comparison against experimental data for both steady state parameters and reactivity coefficients. Three-dimensional ROCS/DIT computer models, incorporating the same cross section tables used in standard design calculations, are used to simulate the reactor start-up and operation. These ROCS models did not include the fuel rod spacer grids. The calculated reactivities simulate measured critical states and thus give a measure of the reactivity bias attributable to the models. Derivatives of the reactivity with respect to core parameters are discussed in Sections 4.1 .3 through 4.1.6.

\section*{Start-up Data}

Measured data obtained during reactor start-up are the most reliable, because they consist of well controlled conditions. Eleven cores have been analyzed, covering 4 cycles of fuel management. At the beginning of first cycles, the core compositions are entirely defined by the as-built characteristics of the fuel assemblies. At the beginning of later cycles, the core compositions are obtained from the end of the previous cycle, depleted to its correct end point, and shuffled into the new cycle. Decay of Iodine-135, Xenon-135, Promethium-149, Neptunium-234 and Plutonium-241 over the length of the refueling shutdown was simulated.

Table 4.1 shows the measured and predicted hot, zero power, xenon free, all rods out critical boron concentrations for each cycle.Over the eleven points of the data base, the critical soluble boron concentration is underestimated by an average of \([\quad]\) with tolerance limits of \([\quad]\) at a \(95 / 95\) probability/confidence level. In terms of reactivity, this corresponds to an underprediction by \([\quad\) with two sided tolerance limits of

\section*{Depletion Calculations}

The oepletion calculations are performed with a finite number of time steps, simulating the actual plant operation in terms of power level, inlet temperature, soluble boron concentration, and control rod insertion. These conditions were assumed to remain constant over the length of the depletion step. The depletion calculations typically model any change in operating condition which lasts more than [ ] MNO/T.

The operating data from the various reactor sites consist of measured critical conditions characterized by the core average exposure, the power level, the inlet temperature, the soluble ooron concentration and the control rod insertion. These equilibrium conditions must prevail for at least two days to ensure that steady state operation has been reached. The frequency with which the data are collected varies from weekly to daily, thus generating a data base of measured conditions much larger than the number of calculated values. In order to benefit from this large oata base, an interpolation strategy has been developed for the calculated data to produce a calculated reactivity at eacn one of the measured critical conditions. Tnis process has been applied to ANO-2 cycle 1 ( \(16 \times 16\) assembly type) and eight cycles of the \(14 \times 14\) assembly type cores; i.e., Calvert Cliffs I cycles 2 and 3, Calvert Cliffs II cycles 1 and 2, and St. Lucie I cycles 1 through 4. The calculated reactivity values inferred for the entire data base are plotted in Figure 4-1. These results define the reactivity bias for future cycles. A least squares fitting through the points indicates that the reactivity bias has no statistically significant burnup dependence.

A large data base of 1281 data points has been used to establish the Dias of [] with tolerance limits of \([\quad]_{\text {It }}\) a \(95 / 95\) probability/confidence level. The small magnitude the bias confirms the gooo predictive capabilities of the ROCS/OIT system. This bias and uncertainty are in very good agreement with the het zero power results given earlier, demonstrating that Doppler and thermal-hydraulic reactivity effects, as well as fission product worth, are correctly treated tnroughout life by ROCS/DIT.

\subsection*{4.1.2 Assembly Power Distributions}

The uncertainty to be attributed to calculated fuel assembly power distributions can be obtained by comparing detailed three-dimensional calculations of the assembly powers with those inferred from incore measurements with the CECOR \({ }^{(4.1)}\) system using fixed in-core rhodium detectors. The resulting aifferences are a reflection of both measurement and calculative errors. In order to determine the uncertainty to be attributed to the calculation, the measurement uncertainty has been subtracted out from these difference distributions as described below. The basic ineasurement uncertainty was taken from an evaluation of the uncertainty associated with the CECOR system, Part I of Reference 4.1. Thus, this section estimates variances for both the difference between calculation and measurement \(\left(\sigma_{D} 2\right)\), and fo the difference between calculated and true assembly power ( \(\sigma_{C}\) ).

\section*{Introduction}

Estimates have been made of:

(2) \(\sigma_{F Q}\) - the overall peak power standard deviation \(-[\) \(]\) and,
(3) \(\sigma_{F X Y}\) - the planar peak power standard deviation \(-[\) \(\square\)
Similarly, estimetes have been made of \(\sigma_{F R}^{C}, \sigma_{F X Y}^{C}\), and \(\sigma_{F Q}^{C}\), for the standard deviations of the differences between calculated and true assembly power. Sample standard deviations, \(S\), have been used as estimates of the population standard deviations, \(\sigma\).

These same comparison methods were recently used to assess the basic measurement uncertainty for assembly powers and are discussed in Section 1.3.3 of Reference 4.1. The same normalization as in Reference 4.1 is chosen, and hence biases are identically zero. In the present report, the distribution of calculation - measurement differences was analyzed with DIT-based ROCS and CECOR models. The measurement uncertainty component, taken from Reference 4.1 , was then subtracted in order to obtain an estimate of the ROCS/DIT assembly power calculative uncertainty.

Comparisons of measured and calculated assembly powers were made for various \(C-E\) cores over several cycles. The data base included Arkansas Nuclear one unit 2 (ANO-2) cycle 1 , Calvert Cliffs unit 1 (BGE 1) cycles 1 and 2, Calvert Cliffs unit 2 (BGE II) cycles 1 and 2 , and St. Lucie unit 1 ( FPL ) cycles 1 through 3. ANO- 2 is a 177 assembly core with a \(16 \times 16\) fuel pin lattice, while the other cores have 217 assemblies with e \(14 \times 14\) lattice. Overall, comparisons were made for these 8 çcles sver 112 time points with on the order of 40 multi-level instrument strings each, resulting in about 20,000 calculation - measurement differences in the data base. Table 4.15 summarizes the results for this analysis.

\section*{Description of ROCS and CECOR Models}

The ROCS calculations performed to generate the information for this section used three-dimensional quarter core models with zero current boundary conditions along the major axes. The external boundary conditions were \([\)

obtained from DIT assembly calculations as described in chapter 3.0.
Each fuel assembly was represented by \([\) nodes in the \(x-y\) plane. Axially, both the 136.7 inch, 217 assembly cores and the 150 inch, ANO-2 core were represented by [ ]nodes. Each in-core detector level
was represented by [ ]axial meshes except the outer-most level at the top and bottom of the ANO-2 core. These two levels used [ ] axial meshes in order to have similar mesh spacings at the core ends for the 136.7 inch and 150 inch cores.

The three-dimensional ROCS/DIT model for each reactor and cycle was depleted in a core follow mode which simulated actual cors operation from teginning to end-of-cycle. These depletions incorporated details of power level, control rod insertion, inlet water temperature, and soluble boron operating histories, using several time-steps per \(1000 \mathrm{MwD} / \mathrm{T}\) of core burnup.

The measured data consisted of assembly power distributions inferred by the CECOR code \({ }^{(4.1)}\) from "snapshots" of the fixed in-core rhodium detector signals taken periodically during each reactor cycle. The conversion of detector signals to instrument powers by CECOR is described in detail in Reference 4.1, as are the CECOR deoletion models. The signal-to-box power conversion cuefficients used in CECOR were obtained from two-dimensional fine-mesh calculations containing cross sections obtained from the same DIT assembly depletions used for the ROCS models.

Detailed Results
Sample standard deviations of ROCS - CECOR instrument powers at each detector level at each time point for the 8 reactor cycles are shown in tables 4.2 through 4.9. These approximately 450 values form the \(F_{x y}\) data base. Standard deviations for \(F_{R}\) and \(F_{Q}\) are also shown in the tables for each time point. These sample standard deviations were calculated according to the methods of section 1.3.3.2 of Reference 4.1, and are based on equations 3.8 to 3.20 given there.

Since the calculation - measurement comparisons used relative power
fractions, the standard deviations are in absolute, not relative, units. The differences are small and vary little level-to-level. All values are less than [ ] power fraction units and most values are less than [] units.

The least favorable values of \(S_{F X Y}^{D}, S_{F R}^{D}\) and \(S_{F Q}^{D}\) at any timepoint or level for each cycle were chosen for the remaining analysis. These "worst case" values are highlighted in Tables 4.2 through 4.9, and ar o summarized along with the associated number of degrees of freedom in table 4.10. The largest sample standard deviations of the calculation - measurement differences taken from Table 4.10 were:


\section*{Estimate of Calculative uncertainty}

Since the deviations of calculation and measurement from the true power are independent stochastic variables the following relation is assumed to hold for the associated sample variances:
\[
\begin{equation*}
S_{D}^{2}=S_{M}^{2}+S_{C}^{2} \tag{4.1-1}
\end{equation*}
\]
where \(S_{D}^{2}\) is the sample variance for the difference between ROCS/DIT calculated and measured assembly powers from Table 4.10. The variance associated with the difference between calculated and true assembly power, \(S_{C}^{2}\), is obtained from (4.1-1) by introducing the value of \(S_{M}^{2}\) taken from the evaluation of the measurement uncertainty associated with CECOR. [

The results obtained are shown in TaDle 4.11 for \(F_{x y}\), Table 4.12 for \(F_{Q}\) and Table 4.13 for \(F_{R}\). The least favoraole \(S_{C}\) values for each peaking factor are highlighted in the tebles and summarized delow:


The maximum values of \(S_{D}\) and \(S_{C}\) for \(F_{X Y}, F_{Q}\), and \(F_{R}\) are sumnarized again in table 4.14 . They are also converted from aosolute units to a percentage basis by dividing by the minimum peak assembly power occuring during the cycle. One-sided tolerance limits for the population standard deviations have been constructed from the sample standard deviations assuming tilat the distributions are normal and are also shown in Table 4.14. The 95/95 probability/conficence factors were determined from the tables by Owen \({ }^{(4.2)}\). The number of degrees of freedom were determined as follows:
\(f_{D}=\) number of contributing differences -1 , as seen in Tables 4.2 to 4.9


Reference 4.1
and \({ }_{\mathrm{C}}^{\mathrm{C}}\) from the following approximation:
\[
\begin{equation*}
\frac{s_{D}^{4}}{f_{D}}=\frac{s_{C}^{4}}{{ }_{C}^{f}}+\frac{s_{M}^{4}}{f_{M}} \tag{4.1-2}
\end{equation*}
\]

The final one-sided tolerance limits, given on a 95/95 prooability/conficence level, are summarized in Table 4.15. The calculative tolerance limits, \(\mathrm{KS}_{\mathrm{C}}\), if the ROCS/DIT calculation of
assembly power peaks are:
\[
\left[\begin{array}{l}
\text { for } F_{Q} \\
\text { for } F_{X y} \\
\text { for } F_{R}
\end{array}\right.
\]

This excellent agreement between ROCS/DIT and measured three-dimensional assembly power distributions demonstrates the reliability of these codes and supports their use as valid nuclear reactor design tools.

These uncertainties in ROCS assembly power peaking are comoined with the MC uncertainty in peak-to-assemoly-average power (pin/box factor) in Chapter 5.

\subsection*{4.1.3 Inverse Boron Worth}

The Inverse Boron worth (IBW) is expressed as the number of PPM of soluble boron needed to change the core reactivity by \(1 \%\). The IBW, although not strictly a reactivity coefficient, is measured during start-up testing. It is used by the plant operator to assist him in plant maneuvering and control. The IBW is also used as input to safety analyses involving safety injection and in the analysis of the boron dilution accident.

Measured boron worth were obtained as a by-product of the control rod bank measurements performed at start-up and as such reflect the errors innerent in the measured critical boron concentrations and measured rod baric worth. The ROCS/DIT IBW's were similarly obtained diving the calculations of control rod bank worth given in Section 4.1.5. The results of comparisons over four reactors and several cycles of operation are shown in Table 4.16.

The calculations overpredicted the IBW by an average of [] PPM/\% reactivity. On a relative basis, this translates to a bias of [ ] of the measured IBW with a sample standard deviation of [ ] corresponding to tolerance limits of \(\pm \mathrm{kS}=[\square\) on a \(95 / 95\) probability/confidence level. These results represent an improvement on the accuracy historically associated with the prediction of inverse boron worth.

The Isothermal Temperature Coefficient (ITC) is the change in core reactivity resulting from a \(1^{\circ} \mathrm{F}\) cnange in moderator and fuel temperatures. The ITC is used here because it is directiy measurable, unlike the mocerator temperature coefficient wrich excludes the effects of concurrent fuel temperature changes.

Isothermal Temperature Coefficients have been measured for a number of reactors and cycles, both at power and at zero power, and for a wide range of soluble boron concentrations (83 to 1342 PFM). Three-dimensional ROCS calculations were performed at the same concitions as the measurements using concentration files taken from core follow depletions.

The plants included in the data base were ANO-2 cycle 1 , Calvert Cliffs unit I cycles 1 through 4, Calvert Cliffs unit II cycles 1 through 3 anc St. Lucie 1 cycles 1 through 3 . This data base contains 37 comparisons which are shown in table 4.17. Included in the taples are the calculated and measured ITC's, their differences and the respective power level and soluble boron concentration.

Measured ano calculated ITC's sere found to be linear functions of the measured soluble boron concentration (PPM). The ITC calculated measured differences were also a linear function of PPM ans so a least squares linear fit was used to determine a PPM-dependent bias.
\(\square\) Thus the final results of this analysiz consisted of a PPM-dependent bias curve and the associated tolerance band about that curve.

Figure 4-2 shows the calculated - measured differences as a function of PPM of soluble boron, the least squares linear fit, and the tolerance band about that fit. This linear fit is useo to estimate PPM-depencent biases to apply to future ITC predictions with ROCS/DIT. When the bias curve is used the tolerence limits are \(\pm 0.18\) \(\times 10^{-4}\) ap \(/{ }^{\circ} \mathrm{F}\) on a 95/95 probability/confidence level.

These small tolerance limits, which include measurement error in addition to the calculative error, eemonstrate the high accuracy of ROCS anc DIT calculations of reactivity coefficients at operating temperatures. Low temperature end-of-cycle measurements are not readily available, but the excellent agreement with measurements seen here, as well as in Section 4.i.1 on reactivity and Sections 4.1.5 and 4.2.2 concerning control rod worths, establishes confidence in the use of ROCS for safety related calculations such as the cooldown following a steam line break accident.

Sequential insertions of regulating and shutdown control rod banks from start-up tests were simulated with three-dimensional Rocs calculations. The plants included in the data base were Calve:t Cliffs Unit 1 cycles 1 through 4 , Calvert Cliffs Unit II cycles 1 through 3, St. Lucie 1 cycles 1 through 3, and ANO-2 cycle 1. All ROCS/DIT calculations were perforf \(y\) at the conditions of the respective measurements. Reload cycle models used isotopics from core follow depletions. Asymmetric control rod configurations were not included in this analysis (see Section 4.2).

Homogenized macroscopic rod cross sections for the coarse-mesh calculations were obtained by \([\)
\[
]
\]

The comparisons of ROCS calculated controi roo bank worths to the measured values are shown in Taule 4.18. Analysis of the control rod worth data for first cycles indicated that calculation - measurement differences were small with respect to the start-up test acceptance criteria. In reload cycles, biases and uncertainties were somewhat larger, but still within the acceptance criteria. Speaifically, first cycle rod bank worths were underpredicted by [just less than \(2 \%\) ] on the average, while reload cycle control rod worths were overpredicted by [
[

The 67 comparisons from 11 different fuel cycles were tested for normality and poolability of sample standard deviations. Bartlett tests showed that both first cycle iax14 assembly core results and reload cycle (all \(14 \times 14\) assembly) results each were poolable. ANO-2 Cycle i ( \(16 \times 16\) assembly design) did not pool with the other first cycle cores because its variance was significantly smaller. Thus the
conservative approach was taken and the ANO-2 data was excluded from the subsequent analysis. The small first cycle underprediction was observed in ANO-2 as in the other first cycles. All \(14 \times 14\) assembly core results, regardless of cycle, also pool, but because of the different means for first and reload cycles, the uncertainties were calculated for first and reload cycles separately.

Table 4.19 shows the two sample means and standard deviations for the calculated - measured rod bank worth differences, \(\bar{x}\) and \(S_{D}\). The sample standard deviations of the differences are \([\)
] A variance \(\left(S_{M}^{2}\right)\) for the rod worth measurements was estimated by comparing duplicate plants (See Tables 4.20 and 4.21). A variance \(\left(S_{C}^{2}\right)\) for the calculation of the rod bank worths was then inferred using:
\[
\begin{equation*}
S_{D}^{2}=S_{M}^{2}+s_{C}^{2} \tag{4.1-1}
\end{equation*}
\]

The corresponding standard sample deviations, \(S_{C}\), are also shown in Table 4.19.

Table 4.20 compares the first cycle measured rod bank worths for the duplicate plants Calvert Cliffs Units I and II and for St. Lucie I anc Millstone II. It was assumed that the measured bank worths for the duplicate plants shoul be identical at beginning-of-life and the variance \(\left(S_{\Delta}^{2}\right)\) of their differences was calculated. The overall neasurement variance was then estimated from:
\[
\begin{equation*}
S_{M}^{2}=(1 / 2) S_{\Delta}^{2} \tag{4.1-3}
\end{equation*}
\]

The resulting sample standard deviations \(S_{\Delta}\) and \(S_{M}\) are shown in Table 4.21 . The estimated measurement standard deviation of [] was based on first cycle beginning of life measurements and probably represents a lower bound for reload cycle measurenents. This value of \(S_{M}\) was used in equation (4.1-1) for all cycles to estimate the values of \(\mathrm{S}_{\mathrm{C}}\) shown in Taile 4.19.

Tolerance limit factors on a 95/95 probability/confidence level were taken from Reference 4.3. Biases and uncertainties estimated for rod bank worth in this analysis are shown in Table 4.22. The tolerance intervals, \(\pm K S_{D}\), in the differences of ROCS/DIT :o measured rod bank worth were [
The one-sidec tolerance limit \(+k S_{D}\) is consistent with the acceptance criteria associated with start-up test predictions. The estimated calculative tolerance intervals, \(\pm k S_{C}\), for the difference between ROCS/DIT and truth were
] Thus the accuracy of ROCS/DIT is comparable to currently approved C-E methods and is acceptable for the calculation of control rod worth.

\subsection*{4.1.6 Power Coefficient}

The power coefficient is the change in core reactivity due to a \(1 \%\) change in power level. In addition to proper functionalization of the temperature dependence of the imicroscopic cross sections, accurate calculation of power coefficients depends on the model used for the effective fuel temperature. All current ROCS models employ fuel temperature correlations that are both local (nodal) power density and fuel exposure dependent. Direct fits to FATES (4.5) fuel temperature data are used for each fuel type.

Power coefficients were analyzed for a data base similar to that of the isothermal temperature coefficient calculations. Plants and cycles included were Calvert Cliffs unit I cycles 2 through 4 , Calvert Cliffs unit II cycles 1 through 3 and St. Lucie I cycles 1 through 3. Calculations were performed with the same three-dimensional ROCS/DIT models using isotopics from core follow type depletions. Each calculation matched the conditions of the respective measurement as closely as possible.

Table 4.23 shows 15 calculated and measured power coefficients and the differences between them. The average bias was small and slightly positive and therefore conservative. That is, the calculated power coefficients were about [ ]less negative than the measured values.

The uncertainty in ROCS/DIT power coefficients is characterized by tolerance limits of \([\) do/\%power on a 95/95 probability/confidence level. These tolerance limits include both measurement and calculative error. Since the measure ant error component is a significant contribution to these tolerance limits, it is concluded that ROCS/DIT is acceptable for calculating power coefficients.

This second half of the design use verification of ROCS/DIT aiso employs benchmark comparisons against measured data taken from reactor start-up tests at or near deginning of 11 fe . The category of upset conditions includes control rod worths and power distributions for anomalous rod configurations. Specifically, dropped, ejected and net ( \(N-1\) ) rod worths and dropped and ejected rod power distributions are covered. The power distribution comparisons are based on instrumented assembly data only and do not include local power peaking effects which are discussed in Chapter 5.

All ROCS calculations employed the HOD neutronics formulation. The ROCS/DIT models were the same as those used in the comparisons for normal operation and are described in detall in the introduction to Section 4.1. Most calculations were in three-oimensions, though a few two-dimensional midplane calculations were performed where appropriate.

Reactivity worths for the sequential insertion of control rod groups were analyzed in Section 4.1.5. In this section, reactivity wortns for some non-sequential asymmetric rod configurations are calculated and compared to measured values. The results for these anomalous rod configurations are then related to those for normal conitrol rod operation. Some of the ROCS calculations in this section were also used for the power distribution comparisons shown in Section 4.2.2.

\section*{Dropped Rod worths}

Dropped rod calculations simulate the failure of a single control rod drive mechanism such that a single control rod assembly drops into the reactor core. Two-dimensional ROCS/DIT calculations were used in the analysis of hot zero power (HZP) reactivity worth measurements and three-oimensional calculations were used for those experiments at power where in-core instrument readings were also recorded.

Measured data was available for 7 rod drops all performed near beginning of life. FCur reactors vere sampled, including both \(14 \times 14\) and \(16 \times 16\) fuel assembly designs. One drop involved a part length control rod subgroup of 4 rods. Otherwise, the measurements were for single or dual yoked control rods.

The calculated and measured dropped rod reactivity worths are compared in Table 4.24. The absolute calculated-measured differences are small, [
deviation of the differences is \([\) ]

\section*{Ejected Rod worths}

Ejected rod calculations simulate the failure of a single control rod drive mechanism such that one control rod assembly is suodenly withorawn (ejected) from an otherwise symmetric pattern of insertion. Two-dimensional ROCS/DIT calculations were used in the analysis of \(H Z P\) reactivity worth measurements. Three-dimensional
calculations were used for those experiments performed at power where in-core instrument readings were also recorded or where the pseudu-ejectec rod test was performed from partial rather than full insertion.

Measured data was avallable for 8 pseudo-ejected rod tests near beainning of life for four reactors. Both \(14 \times 14\) and \(16 \times 16\) assembly cores are included in the data base. One measurement was performed at two slightiy different times in the beginning of St. Lucie I cycle 1 , once at HZP and once at \(50 \%\) of full power.

The calculated and measured ejected rod reactivity worths are shown in table 4.25 . The absolute calculated-measured reactivity differences are small [ [

Net ( \(\mathrm{N}-1\) ) Rod worths

Net rod worth calculations simulate the insertion of all control rods into the reactor core except one, the most reactive, which remains "stuck" out. All net rod worth ineasurements were performed at HZP beginning of life conditions and hence two-dimensional ROCS/OIT calculations were performed.

Four measured values were available, including the \(16 \times 16\) assembly Arkansas core. In all cases except ANO-2, the control rod remaining stuck out was a dual yoked shutdown rod.

The calculated and measured net rod worths are compared in Table 4.26. The mean difference of \(\square\) represents a small [ ]underprediction of the measured \(N-1\) rod worths which is in the conservative direction. Note that all four measurements are similarly underpredicted, with a stanaard deviation about the mean of [

\section*{Conclusions}

The oropped, ejected and net rod worth comparisons all showed similar good results which are consistent with the previous analysis of control rod bank worths. This is demonstrated in Table 4.27 where the means and standard deviations for the upset rod configurations are compared with reactivity results for normal sequential insertions of control rod banks from Section 4.1.5. The normal rod bank reactivity results are taken from the first cycle only calculations seen in Table 4.18 because all upset rod calculations here were for first cycles. The mean and standard deviation for the normal sequential insertions are shown both in terms of relative differences (tiken directly from Table 4.18) and the corresponding absolute reactivity differences. The rod drop and rod ejection results are shown in Table 4.28 in absolute units because relative units can be misleading when comparing small reactivity worths. The net ( \(\mathrm{N}-1\) ) rod worth mean difference and standard deviation are shown in Table 4.28 in relative terms. This mixed approach is consistent with the selection of acceptance criteria for C-E start-up measuremente 0 : control rod worths.

Table 4.27 shows that the results obtained here for upset conditions compare favorably with the calculations for normal control rod operation. The mean differences are similar, showing basically a small underprediction of the measured rod worths. The siandard deviations for the upset rod configurations are either less than or equal to the symmetric rod bank results. That is, there is no observed deterioration in the ROCS/DIT rod worths for asymmetric rod configurations. Thus the maximum control rod worth calculational uncertainty value of [] taken from Table 4.22 of Section 4.1 .5 would be a conservative choice for upset rod configurations.

ROCS/DIT calculations for dropped or ejected control rods are not very afferent from rodoed cases included in the data bases of the sections in 4.1 Normal Operation. Nevertheless, these upset rod conditions do provide a method to verify the ROCS code for asymmetric (i.e, radially skewed) power distributions. In this section, instrumented assembly radial power distributions for dropped and ejected control rods are calculated with: ROCS and compared to measurements.

The experiments were performed during the power ascension phase of start-up testing, typically at the 50\% power plateau. Some ANO-2 measurements were taken slightly later, near 1000 and again near 2000 \(\mathrm{MWD} / \mathrm{T}\). In-core detector signals were recorded under equilibrium conditions prior to the experiment and then shortly after completion of the rod drop or pseudo-ejection. The experiments took place in less than one hour, so that xenon redistribution effects were small.

Three-dimensional ROCS calculations were performed for the rod ejections since these were all initiated from partial insertion. The ANO-2 rod drops were also done in three dimensions because all 5 levels of in-core detector signals were recorded. Three rod drops involved two-dimensioniai calculations since only one level of in-core signals was available. All ROCS calculations simulated \([\)
this results in conservative comparisons to measurement.

Rest Its

The data base for this analysis is summarized in Table 4.28 and includes cores of both \(14 \times 14\) and \(16 \times 16\) assembly designs. There were 8 dropped rod experiments resulting in 28 planar comparisons and 7 pseudo-ejected rod experiments yielding 15 planar comparisons.

Before and after calculated instrument power distributions were compared to measurements as follows. Ratios of after-to-before powers were constructed from the normalized instrumented assembly radial power distributions. The resulting calculated and measured power distortion ratios were then compared. Figures \(4-3\) and \(4-4\) show typical radial comparison maps for a rod drop and a pseudo-ejection, respectively. Note that ROCS tends to overpredict the strong flux distortions in the neighborhood of the rod drop or ejection.

Next, subsets of the instrumented locations were selected (marked by circles in the sample maps) such that
(1) power increased as a result of the event (i.e., measured power distortion ratios \(>1.0\) ); and
(2) the measured instrument power was greater than average after the experiment.

The ROCS-measured differences in these locations were then tabulated. Thus, for positive differences, ROCS conservatively overpredicts assembly pow increases; and, conversely for negative differences, ROCS underpredicted the assembly power decreases.

Figure 4-5 shows the frequency distribution of the differences in calculated-measured power distortion ratios for the dropped rod cases Figure \(4-6\) shows the same for the ejected rod cases. The shapes of these frequency distributions are quite similar. Both are skewed towards positive differences because of the selection criteria above and the tendency of ROCS to overpredict the flux distortion near the anomalous rod locations. Even for the combined dropped plus ejected rod data base, illustrated in Figure \(4-7\), only a few locations exhibit underpredictions of the power increases. \([\) [ ] Thus the ROCS calculations of dropped and ejected rod events are basically conservative.

Nonparametric statistics have been used to quantify the left-hand (non-consevative) sides of the frequency distributions in Figures 4-5 through 4-7. The method described on pages 116-120 of Reference 4.6 was used to estimate a one-sided tolerance limit on a 95/95 prooability/confidence basis for each error distribution. These estimates are based on the following approximate relationship between the sample size, \(N\), and the \(R^{\text {th }}\) data point
\[
\begin{equation*}
N \approx 9.75 \chi_{2 R}^{0.95}+(R-1) \tag{4.2-1}
\end{equation*}
\]
where \(x_{2 R}^{0.95}\) represents the 0.95 quantile of a chi-square random variable with \(2 R\) degrees of freedom. The error distributions are first ordered monotonically from the most negative difference throurfh zero to the most positive difference. Values of \(R\) are then deducef from Table 4.29 which was calculated using Eq. (4.2-1) above. The \(R^{\text {th }}\) data point counting from the most negative difference represents the estimated lower tolerance limit.
\(\square\)

\section*{Conclusion}

Considering the worst case only (the ejected rod comparison sample), we obtain a one-sided lower tolerance limit of [ ] confirming the initial observation. Thus ROCS/DIT predicts high power assemblies for asymmetric rodded configurations with sufficient accuracy to be used in the design and safety analyses of PWR cores.
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CALCULATION - MEASUREMENT ITC DIFFERENCE vS SOLUBLE BORON 3D ROCS (DIT)


Figure 4-3 COMPARISON OF MEASURED AND CALCULATED DROPPED ROD POWER DISTORTION RATIOS
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Figure 4-4
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Figure 4.7
FREQUENCY DISTRIBUTION OF DIFFERENCES IN POWER DISTORTION RATIOS
FOR DROPPED AND EJECTED RODS
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TABLE 4.1

TABLE 4.2
ANO-2 CYCLE 1 ROCS/DIT - CECOR
SAMPLE STANDARD DEVIATIONS OF CALCJLATION - MEASUREMENT DIFFERENCES
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{2}{*}{} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{ल \({ }^{\text {m }}\)}} \\
\hline & & \\
\hline
\end{tabular}

TABLE 4.3
CALVERT CLIFFS I CYCLE 1 ROCS/DIT - CECOR
SAMPLE STANDARD DEVIATIONS OF CALCULATION - MEASUREMENT DIFFERENCES


Least favorable values are boxed

TABLE 4.4
CALVERT CLIFFS I CYCLE 2 ROCS/DIT - CECOR
SAMPLE STANDARD DEVIATIONS OF CALCULATION MEASUREMENT DIFFERENCES


Least favorable values are boxed
TABLE 4.5
CALVERT CLIFFS 11 CYCLE 1 ROCS/DIT - CECOR
SAMPLE STANDARD DEVIATIONS OF CALCULATION - MEASUREMENT DIFFERENCES

Least favorable values are boxed

TABLE 4.6
CALVERT CLIFFS II CYCLE 2 ROCS/DIT - CECOR
SAMPLE STANDARD DEVIATIONS OF CALCULATION - MEASUREMENT DIFFERENCES


Least favorable values are boxed

TABLE 4.7
ST. LUCIE I CYCLE 1 ROCS/DIT - CECOR
SAMPLE STANDARD DEVIATIONS OF CALCULATION - MEASUREMENT DIFFERENCES


Least favorable values are boxed

TABLE 4.8
ST. LIJCIE ! CYCLE 2 ROCS/DIT - CECOR
SAMPLE STANDARD DEVIATIONS OF CALCULATION - MEASUREMENT DIFFERENCES


Least favorable values are boxed
TABLE 4.9
ST. LUCIE I CYCLE 3 ROCS/DIT - CECOR
SAMPLE STANLARD DEVIATIONS OF CALCULATION - MEASUREMENT DIFFERENCES

\section*{-}

 \(\stackrel{\bullet}{\bullet}\)







Least favorable values are boxed

TABLE 4.10

\section*{SUMMARY Or SAMPLE STANDARD DEVIATIONS OF ROCS/DIT-CECOR INSTRUMENT POWER Differences LEAST FAVORABLE* VALUES FOR EACH CYCLE}

*) ie, the largest sample standard deviation for any timepoint in the depletion and any instrument level in the core.

The least favorable values over all cycles are boxed.


TABLE 4.12
ROCS/DIT FQ CALCULATIONAL SUMMARY


TABLE 4.13
ROCS/DIT \(F_{R}\) CALCULATIONAL SUMMARY


TABLE 4.14
SUMMARY OF ROCS/DIT DIFFERENCE \& CALCULATIVE UNCERTAINTIES

\section*{Assembly Power Peaks}

Least Favorable Case
(All Calvert Cliffs 1)
\({ }^{F} x y\)

Calvert
Cliffs I
Cycle 2
\(F_{Q}\)
Calvert
Cliffs I Cycle 1 Cycle 2

ROCS-Measurement Differences:


ROCS Calculational Uncertainty:


Conversion to (\%) assumes [] minimum peak (Reference 4.1)

\section*{TABLE 4.15 \\ SUMMARY OF BOX POWER PEAKING UNCERTAINTIES \({ }^{+}\)}

+ Tolerance limit on a 95/95 probability/confidence level

*Various rod configurations

\section*{ITC SUMMARY FOR ROCS/DIT}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline CORE & CYCLE & \%Power & PPM & MEASURED & \[
\begin{array}{r}
\text { CALCULATED } \\
\left(\times 10^{-4} 4 \rho /{ }^{\circ} \mathrm{F}\right) \\
\hline
\end{array}
\] & DIFFERENCE \\
\hline \begin{tabular}{l}
Calvert \\
Cliffs II
\end{tabular} & 1
2
3 & HZP
50
96
HZP
50
100
\(H Z P\)
50 & \[
\begin{array}{r}
1090 \\
827 \\
745 \\
1121 \\
940 \\
690 \\
1191 \\
923
\end{array}
\] & & & \\
\hline St. Lucie I & 1
\(1 A\)
2
3 & HZP
50
51
83
98
95
\(H Z P\)
100
97
\(H Z P\)
100 & \[
\begin{array}{r}
962 \\
696 \\
681 \\
619 \\
585 \\
296 \\
1024 \\
670 \\
288 \\
1137 \\
757
\end{array}
\] & & & \\
\hline \begin{tabular}{l}
Calvert \\
Cliffs I
\end{tabular} & 1
2
2
3
4 & HZP
20
50
80
100
100
95
HZP
50
100
HZP
50
100
HZP
50 & 1087
923
820
764
740
365
83
1013
765
593
1220
989
660
1342
1066 &  & & \(\square\) \\
\hline ANO-2 & 1 & \[
\begin{gathered}
\text { HZP } \\
20 \\
5
\end{gathered}
\] & \[
\begin{array}{r}
1012 \\
825 \\
720
\end{array}
\] & L & & \[
1
\] \\
\hline
\end{tabular}

TABLE 4.18
COMPARISON OF CONTROL ROD BANK WORTHS
3D ROCS (DIT) vS MEASUREMENT

UNITS OF \% DIFFERENCE FROM MEASURED WORTH
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{PLANT/CYCLE SEQUENTIAL ROD BANK} & \multirow[t]{2}{*}{\[
\frac{A N O 2}{c C_{1}}
\]} & \multirow[t]{2}{*}{\begin{tabular}{l}
C.C.I \\
CY 1
\end{tabular}} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\begin{tabular}{ll}
\(C . C . I I\) & \(S t, L, I\) \\
cY 1 & cY 1
\end{tabular}}} & \multirow[t]{2}{*}{CY} & \multirow[t]{2}{*}{\[
\frac{C . H}{C Y} 2
\]} & \multirow[t]{2}{*}{\begin{tabular}{l}
t.L.I \\
CY 2
\end{tabular}} & \multirow[t]{2}{*}{\[
\frac{C_{. C . I}^{C}}{\mathrm{cy}_{3}}
\]} & \multicolumn{3}{|l|}{C.C.U. St.L.I C.C.I} \\
\hline & & & & & & & & & CY 3 & CY 3 & \\
\hline & & & & & & & & & & & \\
\hline
\end{tabular}

\title{
TABLE 4.19 \\ ROD BANK WORTH SUMMARY FOR ROCS/DIT \\ MEANS \& STANDARD DEVIATIONS
}

Units of \% of bank worth


TABLE 4.20

\section*{COMPARISON OF DUPLICATE PLANTS \\ FIRST CYCLE MEASURED ROD WORTH DIFFERENCES}
BANK \(\quad \frac{\text { Calvert Cliffs }}{\frac{\text { Unit I }}{(\% \text { reactivity })} \quad \text { Unit II }} \quad\) (\% of Dank worth \()\)

* Difference \((\%)=2(P l a n t 1-P l a n t ~ 2) /(P l a n t ~ 1+P l a n t ~ 2) ~ * 100 \% ~\)

\section*{TABLE 4.21}

\section*{COMPARISON OF DUPLICATE PLANTS}

Means \& Sample Standard Deviations for Measured Rod Worths
\begin{tabular}{l|l} 
Sample Description & \(\bar{X} \pm S \Delta\) \\
\hline Calvert Cliffs I vs. II & \\
Millstone II vs. St. Lucie I & \\
Combined & \\
\hline
\end{tabular}

TABLE 4.22

\section*{BEST ESTIMATED ROD WORTH \\ BIASES AND UNCERTAINTIES \\ FOR ROCSIDIT}

Units of \% of bank worth
\begin{tabular}{l|c|l} 
Individual bank: & Bias Observed & Uncertainties* \\
First Cycles & \(\bar{x}\) & \(\mathrm{kS}_{D} \quad \mathrm{kS}_{\mathrm{C}}\) \\
\hline Reload Cycies & {\(\left[\begin{array}{l}\end{array}\right]\)}
\end{tabular}
*) \(95 / 95\) probability/confidence level.

TABLE 4.23

COMPARISON OF POWER COEFFICIENTS
3D ROCS(DIT) V\& MEASUREMENT
UNITS OF \(10^{-4} \Delta \rho / \% P\)

PLANT/CYCLE POWER ( \(\%\) ) CALCULATED MEASURED DIFFERENCE


TABLE 4. 24
DROPPED ROD REACTIVITY WORTHS

*Part Length CEAS
Mean Difference []
Standard Deviation []

\section*{EJECTED ROD REACTIVITY WORTHS}
CORE
ROD
CALCULATED
\((\% \Delta \rho)\)
MEASURED
(\% \(\Delta \rho\) )
DIFFERENCE (C-M)
\begin{tabular}{ll} 
ANO-2 & \(6-1\) \\
& \(4-11\) \\
Calvert Cliffs I & \(5-1\) \\
St. Lucie I & \(7-1(H Z P)\) \\
& \(7-1(50 \% P)\) \\
& \(6-15\) \\
Millstone II & \(7-1\) \\
& \(6-16\)
\end{tabular}

TABLE 4.26

\section*{NET (N-1) ROD WORTH}

CORE
(Stuck Rod)

CALCULATED
(\% \(\Delta \mathrm{F}\) )

MEASURED
(\% \(\Delta \rho\) )

DIFFERENCE ( - -M)

Absolute (\% \(\Delta \rho\) ) Relative(\%)

(B-9)
Millstone II (A-49)

Calvert Cliffs I
(Absolute) Mean Difference Standard Deviation
(Relative) Mean Difference Standard Deviation

```

    TABLE 4.27
    SUMMARY OF ANJMALOUS ROD REACTIVITY WORTHS
    ```


TABLE 4.28
RADIAL POWER DISTRIBUTION COMPARISONS
IN UPSET ROD CONFIGURATIONS

Axial Planes of

DROPPED ROD
ANO-2
( 8 measurements)

CORE

ROD
\(\qquad\) Instrument Signals

TABLE 4.29
RELATIONSHIP OF SAMPLE SIZE AND DATA POINT fLPRESENTING ONE-SIDED LOWER TOLERANCE LIMIT
\begin{tabular}{|c|c|c|c|}
\hline R & Degrees of Freedom & \[
\begin{aligned}
& { }^{0.95} \\
& \hline \\
& \hline
\end{aligned}
\] & N \\
\hline 1 & 2 & 5.991 & 58 \\
\hline 2 & 4 & 9.488 & 93 \\
\hline 3 & 6 & 12.59 & 124 \\
\hline 4 & 8 & 15.51 & 153 \\
\hline 5 & 10 & 18.31 & 181 \\
\hline 6 & 12 & 21.03 & 216 \\
\hline 15 & 30 & 43.77 & 434 \\
\hline 16 & 32 & 46.17 & 458 \\
\hline 17 & 34 & 48.57 & \$82 \\
\hline 22 & 44 & 60.46 & 632 \\
\hline 23 & 46 & 62.80 & 657 \\
\hline 24 & 48 & 65.15 & 682 \\
\hline 25 & 50 & 67.50 & 707 \\
\hline
\end{tabular}
where \(N \sim 9.75 \chi_{2 R}^{0.95}+\frac{1}{2}(R-1)\)

\section*{5.0}

COMBINATION OF ASSEMBLY PEAKING ANO LOCAL PEAKING UNCERTAINTIES

\subsection*{5.1 Statistical Model}

One-sided tolerance limits for the random error in pin peaking as calculated by ROCS and MC is to be established for each of the three peaking factors \(F_{q}, F_{T}\) and \(F_{x y}\). Table 4.14 from Section 4.1.2 contains estimates of the mean error and variance ror assembly average power (DOX power) peaking ( \(F_{\text {qBOX }}, F_{r B O X}\) and \(F_{\text {xyBOX }}\) ). Table 2.2 from section 2.5 .4 contains an estimate of the mean deviation and variance for MC versus PDQ comparisons of the true pin/box factors, \(F_{p}\). The core pin peaking factors are related to \(F_{B O X}\) and \(F_{p}\) by :
\[
\begin{align*}
& F_{q}=\operatorname{Max}\left(F_{q B O X} \cdot F_{p}\right)  \tag{5.1-1}\\
& F_{I}=\operatorname{Max}\left(F_{I B O X} \cdot F_{p}\right)  \tag{5.1-2}\\
& F_{x y}=\operatorname{Max}\left(F_{x y B O X} \cdot F_{p}\right) \tag{5.1-3}
\end{align*}
\]

The uncertainties of the box peaking and pin/box factors will be combined in urder to establisn the overall uncertainty. To do this, one must first derive estimates of the mean error ( \(\mu_{\rho}\) ) and variance ( \(\sigma_{p}^{2}\) ) for the random error (relative to true values) for the pin/box factor calculated by ROCS and MC.

\section*{Uncertainty In Pin/Eox Factor for ROCS and MC}

Section 2.5.4 establisned the following estimates of the mean difference and standard deviation for pin/00x factors calculated by \(M C\) compared to PDQ. Let \(\left(\mu_{M P}, \sigma_{M P}\right)\) de the mean and standard deviation for this distribution of differences. The estimates obtaineo were:
\[
\begin{equation*}
u_{M P} \equiv \bar{D}_{M P}=[ \tag{5.1.4}
\end{equation*}
\]

\(\sigma_{M P} \cong S_{M P}=[\quad\) (Absolute) or \([\quad\) (Relative)
\({ }_{f_{M}}=51\)
where the mean difference and sample variance are taker frown the least favorable case and \(f_{m p}\) is the associated number of degrees of freedom.

Reference 5.1 Part II documented the estimated uncertainty for PDQ models constructed by Combustion Engineering, Inc. using UIT cross sections. This uncertainty is characterized by:
\[
\begin{align*}
& { }^{{ }^{P D Q Q}} \neq \bar{D}_{P O Q}=[\square  \tag{5.1-7}\\
& { }^{\sigma_{P Q Q}} \cong S_{P O Q}=[  \tag{5.1-8}\\
& { }^{f_{P O Q}}=[\square \tag{5,1-9}
\end{align*}
\]
 The absolute standard deviation in Eq. (5.1-8) was obtain multiplying the relative value by the minimum OIT pin/box factor fri Reference 5.1.

The following model is used to obtain estimates for ( \(\mu_{p}, \sigma_{p}\) ), the mean and standard deviation for pin/box factors calculated by ROCS and MC.
Let \(\varepsilon_{M P}, \delta_{P D Q}\) and \(\delta_{p}\) be the random variables for which means and variances have been defined above. Then,
\[
\begin{align*}
& E\left(\delta_{M P}\right)=u_{M P}  \tag{5.1-10}\\
& D^{2}\left(\delta_{M P}\right)=\sigma_{M P}^{2}  \tag{5.1-11}\\
& E\left(\delta_{P D Q}\right)=\mu_{P D Q} \tag{5.1-12}
\end{align*}
\]
\[
\begin{align*}
& D^{2}\left(\sigma_{P D Q}\right)=\sigma_{P D Q}^{2}  \tag{5.1-13}\\
& E\left(\sigma_{P}\right)=u_{P}  \tag{5.1-14}\\
& D^{2}\left(\sigma_{P}\right)=\sigma_{D}^{2} \tag{5,1-15}
\end{align*}
\]
whera, in the terminology of Ref. \(5.2, E(E)\) is the mean value and \(D^{2}(6)\) is the second moment (variance) of a rascom variable 6 .
since \(\quad \sigma_{D}=\delta_{M P}+\delta_{P D Q}\)
It follows from taking first moments of this equation that:
\[
E\left(\delta_{P}\right)=E\left(\delta_{M P}\right)+E\left(\delta_{P D Q}\right)=\psi_{M P}+\mu_{P D Q}
\]
and the mear value of the MC error can be estimated by:
\[
\begin{equation*}
\mu_{P} \cong \bar{D}_{P}=\bar{D}_{M F}+\bar{D}_{P D Q} \tag{5.1-18}
\end{equation*}
\]

Similarly, taking second moments of Eq. (5.1-16) gives:
\[
D^{2}\left(\delta_{P}\right)=D_{M P}^{2}-D_{P D Q}^{2}=\sigma_{M P}^{2}-\sigma_{P D Q}^{2}
\]
therefore be estimated by:
\[
\begin{equation*}
o_{P}^{2} \leqslant s_{P}^{2}=S_{M P}^{2}-S_{P D Q}^{2} \tag{5.1-20}
\end{equation*}
\]

Inserting the numerical values from above the following estimates result for the mean and standard deviation for the MC pin/box facior error:

\[
\begin{align*}
& \sigma_{p} \leqslant S_{p}=[  \tag{5.1-23}\\
& f_{p}=[\square] \tag{5.1.24}
\end{align*}
\]

The relative sample standard deviation was obtained by dividing the absolute value from Eq. \((5.1-22)\) by the minimum PDQ calculated pin/box factor from the same least favorable case. The equivalent number of degrees of freedom associated with the sample variance \(S_{p}\) has been estimated from the following approximation \(\square\)
\[
\frac{s_{M P}^{4}}{f_{M P}}=\frac{s_{p}^{4}}{f_{p}}+\frac{s_{P D Q}^{4}}{f_{P D Q}}
\]

\section*{Combination of Box Power and Pin/Box Uncertainties}

The box power uncertainty is characterized by ( \(\mu_{\text {Box }}\), \(\sigma_{\text {Box }}\) ), the population mean and standard deviation of the random error. Estimates,
\[
\begin{align*}
& u_{B O X} \simeq \bar{D}_{B O X}  \tag{2.1-26}\\
& \sigma_{B O X}^{2} \leq s_{B O X}^{2}
\end{align*}
\]
were obtained in Chapter 4, Table 4.14. Since only relative power distributions are considered, \(H_{\text {BOX }}\) is identically zero. The pin/box factor uncertainty. ( \(\left.\mu_{p}, \sigma_{\rho}\right)\), was estimated above. The overall combined uncertainty for core pin peaking will be characterize o by \((\mu, \sigma)\) and the method for estimating this is described below.

Eqs. (5.1-1) to (5.1-3) show the single analytical relationship between the box power and the pin/box factors. It follows from these relationships that the random errors are related by:
\(\square\)



If relative units are used, Eds. (5.1-29) and (5.1-30) are therefore equivalent to:
\[
\begin{align*}
& \mu=H_{B O X}+\mu_{p}  \tag{5.1-31}\\
& \sigma^{2}=\sigma_{B O X}^{2}+\sigma_{p}^{2} \tag{5.1-32}
\end{align*}
\]

Rewriting Eqs. (5.1-31) and (5.1-32) in terms of individual components yields the final form for the overall, combined uncertainty:
\[
\begin{gather*}
\mu \cong \bar{D}=\bar{D}_{B O X}+\bar{D}_{P}  \tag{5.1-33}\\
\sigma^{2} \leqslant s^{2}=S_{B O X}^{2}+S_{P}^{2} \tag{5.1-34}
\end{gather*}
\]

Determination of a Tolerance Limit for the Combined Uncertainty
\(\bar{D}\) and \(S\) from Eqs. (5.1-33) and (5.1-34) are estimates of the true distribution characteristics and are therefore themselves subject to random errors. One-sided tolerance limits are constructed such that the ROCS and MC power distribution calculative uncertainty can be estimated on a 95\%/95\% probability/confidence level.

The overall, combined number of degrees of freedom is constructed under the assumption that the underlying distributions are normal.

Hence the sample variances can be assumed to be chi-square distributed and it follows that:
\[
\begin{equation*}
\frac{s^{4}}{f}=\frac{s_{B O X}^{4}}{f_{B O X}}+\frac{s_{p}^{4}}{f_{p}} \tag{5.1-35}
\end{equation*}
\]

A 95\%/95\% probability/confidence multiplier is obtained from Reference 5.1 using the overall number of degrees of freedom, \(f\), as determined from (5.1.35). The lower one-sided tolerance limits for the deviation between ROCS with \(M C\) and the true power distribution is then determined by:
\[
\begin{equation*}
\bar{D}-k_{95 / 95^{5}} \tag{5.2-36}
\end{equation*}
\]

Numerical values are obtained by following the method described in 5.1 and using the results for \(\bar{D}_{B O X}, S_{B O X},{ }^{f} B O X\) and \(\bar{D}_{p}, S_{p}\), \(i_{p}\) as determined in Sections 4.1 .2 and 5.1 respectively. The combined uncertainties associated with \(F_{q}, F_{I}\) and \(F_{x y}\) are shown below and in Table 5.1. For clarity, Table 5.1 aiso includes the corresponding data for \(F_{B O X}\) and \(F_{p}\).


The one-sided tolerance limits \(\bar{D}-k_{95 / 95} S\) use the convention that the deviations correspond to ROCS and MC minus truth. Thus the overall calculative uncertainty is such that there is a \(95 \%\) probability that at least \(95 \%\) of the true \(F_{q}, F_{r}\) and \(F_{x y}\) values will be less than the values obtained with ROCS and MC plus \(\square\) \(\square\) respectively.

It is concluded that the ROCS code, including the fine-mesh module \(M C\), is an accurate design tool for the calculation of two-and three-dimensional, coarse- and fine-mesh flux and power distributions. It is also concluded that ROCS and MC are sufficiently accurate for the generation of coefficient libraries for the in-core instrumentation, replacing the use of two-dimensional PDQ in the procedures described in Part II of Reference 5 .
5.1 A. Jonsson, w. B. Terney, M. W. Crump, "Evaluation of Uncertainty in the Nuclear Power Peaking Measured by the Self-Powered, Fixed In-Core Detector System", Part II, Section 3.3 and Appendix 3.1, CENPD-153-P, Rev. 1-P-A, May 1980.
5.2 H. Cramer, Mathematical Methods of Statistics, Princeton University Press, Princeton, 1954.
5.3 D. B. Owen, "Factors for One-Sided Tolerance Limits and for Variables Sampling Plans," Tables 4.2 .14 and 4.2.15, Sandia Corporation Monograph, SCR-607, 1963.

TABLE 5.1
TOLERANCE LIMITS FOR CORE
LOCAL POWER PEAKING FOR
ROCS AND MC USING DIT CROSS SECTIONS
\begin{tabular}{l|lllll} 
& \(\bar{\delta}(\%)\) & \(s(\%)\) & \(f\) & \(k 95 / 95\) & \(\bar{D}-k S(\%)\) \\
\hline\(F_{Q} B 0 x\) & & & \\
\(F_{r} 80 x\) & & & \\
\(F_{x y} 80 x\) & & \\
\hline\(F_{F}\) & \(\square\) & \\
\(F_{q}\) & & \\
\(F_{r}\) & & \\
\(F_{x y}\) & &
\end{tabular}

Chapters 2 and 3 describe the methodology used in the ROCS and DIT computer codes as well as in the imbedded fine-mesh MC calculations. Cnapter 3 and Reference 5.1 provioe verification for the DIT code by comparison to critical experiments. Chapter 4 presents extensive comparisons of ROCS with DIT cross sections to measurements for both normal operation and upset conditions. Uncertainties for peak-to-assembly average pin power and assembly average power were combined in Chapter 5.

The results of the analyses contained within this report show that the use of ROCS and DIT for both normal and upset operating conditions is associated with the biases and uncertainties shown in Table 6.1. All tolerance limits are given on a 95/95 probability/confidence level. Numerical values of tolerance limits are in all cases smaller than the conservatism applied by \(C-E\) to the input for safety analyses.

\section*{Conclusions}

This report establishes the ROCS and DIT computer codes and the MC module as adequate tools for nuclear core design and safety-related core neutronics calculations with well quantified uncertainties. Their capabilities and levels of accuracy are concluded to be sufficient for the neutronics design including all safety related parameters depundent on two- and three-dimensional coarse- and fine-mesh flux and power distr:...:ions, control and absorber worths, depletion and power dependent reactivity level, reactivity coefficients and reactivity differentials. It is also concluded that the ROCS code, including the fine mesh module MC, is of sufficient accuracy for the generation of coefficient libraries for the in-core instrumentation, replacing the use of two-dimensional PDQ in the procedures described in the topical report on the CECOR code system.

\section*{ABLE 6.1 \\ SUMPARY OF ROCS, DIT AND MC BIASES \& CALCULATIVE TOLERANCE LIMITS}

\section*{Reactivity Related}

Core Reactivity
Inverse Boron Worth
Power Coefficient
ITC and
PPM-dependent bias


Section


Control Rod worths

First cycle rod banks
Later cycle rod banks
Dropped, ejected, ( \(\mathrm{N}-1\) ) rods

Power Distributions
\[
\begin{array}{ll}
\text { Assembly Power } & F_{Q} \\
\text { (ROCS with HOD) } & \\
& F_{X Y} \\
& F_{R}
\end{array}
\]

With dropped or ejected rods

Local Pin Power (DIT)

Core Pin Peaks \(F_{Q}\) (ROCS and MC)
\(\mathrm{F}_{\mathrm{r}}\)


4.1.5
4.1 .5
4.2.1
\(\prod_{4.1 .2}\)

Reference 5.1
5.2

COMBUSTION ENGINEERING, INC.```


[^0]:    * These derivative terms have been found to be negligible for most PWR calculations (Reference 2.1)

