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The Commissioners

James M. Taylor
Executive Director for Operations

RESULTS OF JOINT NRC/INDUSTRY LEMONSTRATION PROJECT ON
MAINTENANCE INDICATORS

To inform the Commissioners of the results of the
industry/NRC Demonstration Project.

In response to the Commission’s direction in June 1989,' the
steff initiated a "Demonstration Project" with industry to
identify and test quantitative indicators for the evaluation
of the performance of maintenance programs. The
Demonstration Project followed a year of work by the staff
to develop i, cicators of maintenance performance for use by
the Commissir:.. The development began in June 1988 with *he
consideratio. of candidate indicators. Through cooperation
with 13 util *ies, the staff narrowed the focus to measures
based on compoent reliability and failure history. The
background for he proposed inaintenance rule published in
November 1988 disseminated this finding, &nd encouraged
industry use of the Nuclear Plant Reliability Data System
(NPRDS) to support such measures. The Revised Policy
Statement reiterated these same po *s. The staff developed
a’. validated a proposed indicator vesed on component

1. ure rates using NPRDS data.® This proposed indicator
became the tocal point of the Demonstration Project.
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Staff Requiremenis Memorandum on SECY BA-TET/TOMtZ~85a2)a- it to 10 CFR 50

Related tc Maintenance of Nuclear Power Plants, June 26, 1988

The development and previous validation efforts regarding the “kC staff's proposed

maintenance indicator have been documented in two reports: At00/S804B, "Application
of the NPRDS for Maintenance Effectiveness Monitoring," issued in January 1989, and
EG&G [daho, Inc. report, “Maintenance Effect iveness Indicator," issued in October 1989
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The staff identified candidate utilities for participation
in the Project to gain perspective across a broad range of
pianis and organizations. Through the coordination of the
Nucleai Management and Resources Council (NUMARC), six
utilitie sreed to participate: Commonwealth Edison
Company, “ ke Power Company, Northeast Utilities, Rochester
Gas and £, ctric, Southern California Edison, and System
Energy Resources, Incorporated. NUMARC, representing these
industry participants, agreed to a project limited in scope
to the review of the NRC staff’s proposed maintenance
effectiveness indicator. The Institute of Nuclear Power
Operations (INPO) provided technical support to NUMARC.

The Demonstration Project included a series of meetings of a
Project group, comprised of representatives from the
participating utilities, and site visits between September
1989 and March 1990. The elements of the Demonstration
Project were: presentation of the proposed indicator to the
utilities, data review and analysis by participating
utilities and INPO, plant specific discussions of
maintenance management and monitoring techniques, and
further development activities Dy the staff. Individual
meetings with each of the participating utilities typically
took one and one half days and involved their maintenance
managers, along with members of their reliability or
performance assessment groups. The staff also obtained and
reviewed proprietary material used by INPO in its root cause
analysis of a sample of component failures reported to the
NPRDS.

Enclosure 1 is the staff’s detailed report on the
Demonstration Project, AEOD/S804C. This report includes, in
Appendix A, the previously issued summaries of meetings with
individual utility participants. These summaries were
agreed to by the utility participant, and provide insight
into the technical and maintenance management issues that
came to light in the context of discussing indicators during
the Demonstration Project. Enclosure 2 provides NUMARC's
final report on the industry’s perspective of the indicator,
dated August 10, 1990.

Because of the agreed upon limited scope of the
Demonstration Project, no consensus maintenance indicators
were suggested by the industry beyond the existing set of
overall INPO and NRC indicators. With regard to the staff’s
proposed indicator, the industry disagreed with the staff’s
finding of a strong relationship with maintenance. For
exampie, the NUMARC report states that only 13% of the
component failures that comprised the indicator were related
to maintenance. The staff reviewed the data that formed the
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basis for this report. The industry assigned the ceuse for
about 80% of these failures to wearout, design,
manufacturing, or unknown. Typically, using the broad
definition of the Policy Statement, the staff would assign
about 75% of such failures to maintenance. The staff noted,
during the Project, that many of the types of failures
deemed by NUMARC to be unrelated to maintenance were
addressed by changes to the plant’s preventive maintenance
program. The inability to reconcile the degree of failures
attributed to "maintenance" is a disagreement that is
fundamental to industry/regulator communications on the
subject of "maintenance". There appears to be, however, a
general agreement regarding failure data and its nexus with
component or equipment reliability.

During the Demonstration Project, the staff expressed the
view that reliable plant equipment was an essential goal of
the plant’s maintenance program and consequently a measure
of that program. However, while some project members agreed
on reliability as a program goal, they did not agree that
the connection was sufficientlv strong to use equipment
reliability, or failure rate, as a measure of their rain-
tenance programs. A number of the Demonstration Project
members have recognized the need to improve equipment
reliability and availability and are taking agg-essive
actions to achieve these goals. However, the indicator
contains a large number of components of varying safety
significance. The Project members were concerned about
accountability to the staff, and its effect on their
resources, for all the underlying factors that govern
equipment performance.

The utility participants suggested several improvements to
the indicator that were implemented by the staff. These
included eliminating the tendency to generate indications in
months where no failures were discovered (due to averaging
with a prior high failure rate month), and displaying the
indicator results by component type as well as by system.
The enclosed industry report does not discuss these
developments, or suggest other approaches that were
discussed during the Project to minimize utility concerns.

The Demonstration Project has identified limitations to the
use of the proposed maintenance indicator. Specifically,
use must be structured to avoid or minimize the following
impacts: disrroportionate pressure on the maintenance
manager, wno does not control the broad maintenance process;
diversion of utility resources to immediately respond to
indications; disruption of plans to pursue alternative
equipment performance management approaches such as
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Reliability Centered Mainten2nce; and disincentive to report
voluntarily to the NPRDS.

There was general agreement that NPRDS, with continued broad
industry support, is a useful tool for improving industry’s
overall maintenance. However, the implementation of au NRC
plant performance indicator using NPRDS may reduce that
support. In addition, the staff noted that there was
difficulty in plent to plant comparison using the indicator.
This difficulty related to the variability in NPRDS
reporting rates and practices throughout the industry as
described by Demonstration Project participants. An
understanding of a plant’s NPRDS reporting practices
underlying the indicator is a necessary attribute of any
plant comparative analyses, and was not accommodated by the
indicator display.

The staff believes that the data does provide useful
insights into maintenance trends at an individual plant and
that a trend of & regated data across all plants gives
insights into overall industry trends related to
maintenance. Although the proposed indicator is consistent
with the scope of maintenance in the Commission Polic
Statement”, the Demonstration Project discussions confirmed
that it is not consistent with the definition generally used
at the plant staff level. It follows that the indicator is
not, based on the prevailing industry practice, a measure of
the effectiveness of their maintenance programs. The
indicator captures a much broader view of maintenance, while
the programs currently in place use the more traditional
limited definition.

Industry’s position has been that overall indicators already
in use by INPO and NRC best characterize the effectiveness
of maintenance programs. The staff proposed an indicator
based on component failure history as an additional element
for monitoring maintenance effectiveness. However, several
impediments to the implementation of that indicator as a
formal "Maintenance Effectiveness Indicator" have been
identified. The primary technical impediment is the
controversy surrounding the assignment of the cause of
failures to the maintenance program. Based on the resuits
of the Demonstration Project, the staff does not recommend
adoption of the proposed Maintenance Effectiveness Indicator
into the set of performance indicators due to the

The NRC defines maintenance as the aggregate of those actions which prevent the
Usgradation .ot Tallure bl. and whigh promptly restors the Inteodes Funevion 9¢
structures, systems, and components. (Maintenance of Nuclear Power Plants; Revised
Policy Statement, December 5, 1689)



The Commissioners

Enclosures:
As stated

NDISTRIBUTION:
Commisgioners
0OGC

QOIG

GPA

REGIONAL OFFICES
EDO

ACRS

ACNW

ASLBP

ASLAP

SECY

limitations in comparing facilities and the potential
adverse effects of its use.

The staff plans to continue to use this methodology until
April 1991 as an internal tool to give insights into plant
equipment reliability at specific plants. The cautions in
the use of the data directed by the Commission in response
to SECY-90-137* will be observed aichg with the lTimitations
discussed in this paper. The method.logy will be available
for subsequent specific application using NPRDS data but the
staff does not plan to periodically process and trend the
data as a performance indicator.

Aamttrglf

ames M. Taylor
xecutive Director
>~ for Operations

“
SECY-90

137, "“roposed Criteria To Be Used In Determining When Industry Progress In The Area

0f Maintenance Would Be Sufficient To Obviate A Need For Rulemaking"
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AEQD/S804C

EXECUTIVE SUMMARY

In response 1o the Commission's direction in the Statf Requirements Memorandum on SECY 89-
143/COMLZ-89-21 *Amendment 1o 10CFR50 Related 10 Maintenance of Nuclear Power Plants® June
26 1989, the staft inttiated @ "Demonstration Project” for the development of maintenance
performa. e indicators.  This repon documents the lessons and results of the Demonstration Project

Candidate utilties for the Demonstration Project were identified by the statf based upon
characterist'cs such as nuclear steam supply system (NSSS) design, plant age and power rating,
utility organizational size or number of plants operated, and location. Through the coordination of
the Nuclear Management and Resources Council (NUMARC), six utilities volunteered 10 panicipate
and provide a memuel 1o the Project group. The six utilties were: Commonwealth Edison
Ccempany, Duke Power Company, Nonheas! Nuclear Energy Company, Rochester Gas and Electric,
Southern California Edison Company, and System Energy Resources, Incorporated. The utilty
participants agreed 1o a project limited in scope 10 the review of the NRC staff's proposed
maintenance effectiveness indicator.

The Demonstration Project was conducted through a sernies of centraiized meetings of the Project
group and individ.al site visits between September 1989 and March 1990, The elements of the
Demonstration Project were: presentation of the MRC inttiative 10 the utilities, data review and
analysis of the proposed indicator by the participating utilties and INPO, plant specific discussions of
maintenance management and monitoring techniques, and further development activities by the staff
Individual meetings with each of the participating utilities typically took one and one-half days and
involved their maintenance managers, along with members of their reliability or performance
assessment greups  The Project group was well rounded with representation from utilty
maintenance, operations, licensing, and perormance or reliabilty assessment organizations.

The industy participants did not agree that the NRC staff's proposed maintenance indicator was a
measure ol maintenance etfectiveness. This disagreement arises from the industry's limited
definition of maintenance versus the NRC's broad definition of mainienance, as described in the
policy statement. The staff believes that consansus was reached on specific improvements 10 the
proposed mainienance indicator. These improvements involve the indicator construction, cakulation,
and use

Baseg upon AEOD's perspective on the issues that arose during the Demonstration Project, the
following changes are suggested:

1. Revise the algorithm used in calculating the indicator 1o eliminate "ghost ticks" and capiure
rshadow ticks * Two alternative methods developed and being tested by the staft
were introduced to the Demonstration Project during the March 1990 joint i2eting
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Modify the overall indicator 10 include both system-based and component-based indications.
The calculations and displays are being modified to also show component-based indications.

Continue 1o encourage improvement in NPRDS panicipation and suppont the intiatives in the
Industry Action Plan regarding improving NPRDS data quality.
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MAINTENANCE INDICATOR DEMONSTRATION PROJECT

INTRODUCTION

In response 1o the Commission's direction in June 1988,' the Nuclear Regulatory Commission (NRC)
staff intiated a “Demonstration Project” for the development of maintenance performance indicators.
The stat identified cand.‘ate utilities based upon characteristics such as NSSS design, plant age
and power rating, utiity organizational size or number of plants operated, and location. Through the
coordination of the Nuclear Management and Resources Council (NUMARC), the Institute of Nuclear
Power Operations (INPO) and s ullities agreed 10 participate. The six utilities in the Project were:
Commonwealth Edison Company, Duke Power Company, Northeast Utilities, Rochester Gas and
Electric, Southern California Edison Company, and System Energy Resources, Incorporated. These
industry participants agreed 1o a project limited in scope 10 the review of the NRC staff's proposed
maintenance effectiveness indicator’

The Demonsiration Project included the following elements: presentation of the NRC indicator 10 the
utilities. NRC statt preparation of computer files and associated information, including presentations
of tailure reccrds for which the proposed indicalor was used to develop & representation of
maintenance efectiveness, data review and analysis by the participating utilities, analysis by INPO,
substantive discussions of maintenance management and monitoring techniques with plant stafts,
further deverpment activities by the stat!, and working discussions of the Project group members 10
formuiate results. Meelings with individual utilties generally involved their maintenance managers
and the reliabilty or performance assessment groups (Appendix A). These meelings, which wuiv
typically one and one-half days long, followed the same basic agenda (Appendix B). The Project
group was well rounded with representaticn from wtility maintenance, operations, licensing, and
performance or reliability assessment organizations

The Nemonsiration Project participants worked toward consensus on issues associated with a
performance indicator to monitor the effectiveness of maintenance at domestic nuclear power plants.
The staff believes that some technical consensus was reached on varous methods 10 improve the
NRC stati's proposed indicator. These included changes 10 ihe indicator construction and
caleulation. the identificat on of potential improvements to the Nuciear Plant Reliability Data System
(NPRDS), and, 1o sorme extent, use of the indicator. However, fundamental differences in
perspectives on what constitutes mainienance tunctions resulted in disagreement over whether the
indicator was a measure of maintenance effectiveness.

Siafl Requirements Memorandum on SECY 86-143/COMLZ-86 21 - Amendment to 10 CFR 50 Relaled to Maintenance of
Nuciear Power Plants June 26 1989

The development and previous validation etons regarding the NRC staft s proposed mainienance indicalor have been
¢acumented in two reports AEOD SB04B *Application of the NPRDS for Mantenance ENecliveness Moniftoning * issued in
January 1989 and the EGAG Idaho. Ine repon. *Maintenance Efectiveness Indicator issued in October 1969
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Typically, the maintenance manager does nol control all the elements of the broadly ¢ fined
maintenance process, but feels accountable for anything lateled *maintenance.” The proposed
indicator is programmatic by design, and is premised on the broad view of maintenance as outlined
in the NRC Policy Statement on maintenarce and industry guidelines. However, this view of
maintenance and the current configuratior, of the indicator 6o not match up in @ practical way with
tradtional maintenance line organizations at the sites. Thus, t may be difficut for plant siatfs 10
benefft in a direct way from the proposed indicator in its current form. Variations of the indicator 10
make 1t more useful for plant statfs were discussed, inciuding component scopes consistent with
reliabllity-centered maintenance (RCM) programs, and cakulating the changes in failures by
component type as well as by system Potential changes 1o the indicator 10 address these concerns
were also discussed, including both the indicator construction and the calculation technique.

INDICATOR TECHNICAL ISSUES

The technical review by the participating utilities focused on the construction of the indicator, the
equipment covered by (he indicator, the alignment of the indicator with the utility maintenance
program (nexus 1o maintenance), and the qualty of the data that supported the indicator. The staff
believes that consensus was achieved on selected improvements 10 the indicalor.

indicator_Construction

The Indicator construction issues refer 1o the calculational technique employed to generat? the
indications from a plant-specific database Two issues emerged that are being addressed as a
result of the Demonstration Project These ar- (1) ghost and shadowed ticks and (2) faliure
grouping

Ghost and Shadow Ticks - In special cases, an indication weulkd occur in @ month in which no
component failures were discovered, or the number of failures declined from the previous month.
This phenomenon was referred 10 as a "ghost tick.* The original algorithm created an indication
based upon a change in the average of a month-to-month count of component failures. As a result,
a high number of failures discovered in one month would carry over fts impact into the average
calculation for the subsequent month even though no new failures or fewer failures were discovered
in that month  For the case of no new failures, a utility charged with troubleshooting the cause for
fts indications would find no basis for the .adication in the month assigned. Although this feature
served as a measure of the magnitude of the first month's component failures, t was misieading.
Conversely, the original calculation aigorthm also led to the masking of some significant failure
changes. These indications which were not generated were kisown as "shadow ticks." In this case,
indications were not generated for significant failure changes bacause preceding significant increases
i* fallures overshadowed the twn-month average associated with the later failure increase. Two
ahernative calculational techniques were developed and are being tested by the staft. They are
descrived in Appendix C.

Failure Grouping - The issue of failure grouping arose from the consideration tnat the indicator
(clusters of failures that caused an indication) should be amenable 10 root cause analysis by the
utility. The original indicator was calculated based on the change in the failures of a selected set of

2
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components (Outage Dominating Equipment [ODE,) within a system. This method produced
indcations that were, in many cases, due 10 the faiure of different types of components (e.9., Circult
breakers, pumps) This arrangement was consistent with the maintenance approach of some utilities
in the Demonstration Project since systems were ofien 1nade available for maintenance during &
cenain chronological interval, and the discovery of failures v:ould tend 10 cluster (indicate) by system.
In addition, the approach provided a usable 100l that enhanced accountabilty for plants with systems
engineers  However, other members of the Project group noted that this method would result in
complicating the cause analysis They requested a second version of the indicator that grouped
indications by type of component. This method erhanced the root cause evaluation.

Equipment Selection

The equipmeni selection for the proposed indicator was the subject of review during the
Demonstration Project Two aspects are worthy of note. First, the statf's original equipmen:
selection aseurnptions were relatively good.  Second, the wtilities preferred that the equipment
solection reflect the plant's maintenance approach

The onginal equipment selection for the indicator was restricted 10 achieve maximum reponting
consistency across plants. NPRDS reporting is a function of the inftiation and processing of
corrective manieiawe work orders. To accommodate the range of the aggressiveness of the
operating crew 24 organization in work identfication, a set of equipment was selected for the
indicator that would likely be the subject of timely repair and work orger processing. This set of
equipment was that needed to support plant operation. In general the staff's assumption was
atirmed regarding the assurance that this set of equipment would be the subject of closer scrutiny,
and hence, less reporting variabilty. Some licensees in the Demonstration Project had created a
similar list of Componeris based upon their operating experience. These components were then the
subject of special oversight.  This visibilty helped ensure thatl the work order flow and information
contained on the NPRDS record were better than average. Participating licensees «'so noted that
the same mainienance program and practices are employed on balance-of-plant (BOP) equipment
and salety equipment  Therefore, the maintenance qQuality on this set of equipment would likely be
representative of the maintenance on all plant equipment.

The equipment selection for the indicator may not fully reflect the plant's approach to maintenance.
The maintenance programs for some components may ulilize a "run ‘s failure® ph'osophy. Under
such a philosophy, no systematic preventive maintenance ‘~m) 1s appliec ‘2 *h; component. Only
corrective maintenance is utilized. As a result, some co'nponent failures captured by the indicator
would be allowed by the plant's maintenance program. Two of the Demonstration Project
partcipants were conducting major RCM programs and viewed this as a major potential difference
betv.een the goal of the indicator and the resuts. RCM methodology, using cost/benefit analysis,
may dictate such a philosophy based upon engineering analysis of the impact of the failure (i.e., the
local, system, or plant level impact). Redundant components and technical specifications (TS are
among the considerations of that analysis. For example, equipment failures with only a local impact
and no TS consequences may permit omission of any PM on the component.



AEQD/S804C

A general comment thal was received from the participants was that the impact of each of the
individual component failures being counted was, in most cases, not significant. Normal prioriies of
maintenance may allow some of the failures. The industry would prefer that the statf reduce the
scope of monfloring 10 & smaller and more significant set of equipment, preferably only safety-
related equipment. The proposed indicator monitored approximately 600 to 2000 components per
plant 1o reflect a broad scope of the maintenance activities.

Nexus 10 Maintenance

The ne.us of the indicator 10 maintenance was a major topic during the demonstration project.

The watf reviewed selected component failures with each of the participating utiities. The utiiities’
ane.yses of these failures and the indicator consumed up 10 6000 person hours and used all of the
inf mation available, including the memory of individuals Therefore, their cause analysis went far
te d that afforded the statf through review of the narrative descriptions of the causes contained in
(he NPRDS failure record. Based upon a review of the NPRDS records, the staff had found that
84% of the component failures that comprised the indicator were related 10 maintenance, under the
NRC's perspective of maintenance. During the Demonstration Project, the utilties found that about
14% of such failures were due 10 maintenance (pnmarily errors of commission), under their
perspective.  The major ditferences between these failure categorizations were associaled with
failures that the statf assigned to maintenance but which the industry assigned to wearout,
desigrvmanutactuning/application, random, or unknown causes.

Many problems that arise from gesign or application deficiencies are responded 1o through
preventive maintenance measures. The industry asserted that the indicator did not measure
maintenance electiveness since the root cause for the failures comprising the indication was not
maintenance -related. under their definition. For example, a utility would argue that charging pump
failures or teedwater pump seal faillures were due 10 the original design of the equipment. However,
during the discussions, the staff noted that the solution 1o the problem was through the plant's
maintenance program, that the occurrence or disappearance of the failures was a direct result of the
preventive maintenance program; and that the indicator was measunng changes in tailure
frequencies resulting from that program

Another major cause for failures that, from the viewpoint of the industry, clouds the relationship of
the indicator to maintenance is wearout. Specifically, the industry categorized many failures not as
maintenance, but as “irst of a kind wearout* This category contained many failures that the statt
contended could have been detected and repaired at the incipient failure stage through a predictive
maintenance program or an aggressive preventive mairtenance program. If detected and repaired
as incipien failures (prior 10 the component function being degraded below specification), they wouid
have escaped the indicalor. Again, as in the previous example, first failures were frequently
addressed by preventive maintenance. If a component (e.g., transmitier) continually failed after
three years in a claimed design life of five years, the utility would intiate a preventive replacement
al the earlier point, thereby eliminating the failures. The indicator would detect the change as a
result of improved maintenance and the dispute regarding the inftial cause of the failure is moot
relevant to the integrity of the indicator.
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This fundamental ditference in perspective between the statf and the participating utiities on the
nexus of component fallures 10 maintenance came 10 be referred 1o in the Demonstration Project as
*Big M versus Little m* These differences were graphically ilustrated during the Demonstration
Project

During the proof-of-concept phase of the development of the proposed indicator, the staff
categorized the causes for approximately 4000 NPRDS failures based on the failure namatives.
These narral'ves were 3amg 3 from the
perods of ODE comperent failure history which
generated indications  This cateqorization
represented the "Big M" perspectve  The
results of this categorization can be seen in
Figure 1.

NRC PERSPECTIVE

The categories shown in Figure 1 should be
understood as folliows: The failures assigned
1o this category could be reduced by
improvements in that programmawc area. For
example, failures associated with the *PM*
category were judged to be reducibie by either
improved implementation of an existing PM Figure 1. Nexus to Maintenance - NRC
program, such as extending the program 1o Perspective

cover addmional equipment, or by instituting a

more extensive PM program, such as using vibration analysis or periodic oil sampling Two cases
drawn from the documentation of recent NRC maintenance inspection results serve 1o further
illustrate this PM assignment. In the first case, four forced outages involved degradation of reactor
recirculation pump seals. To address this problem, the licensee inttiated a program to collect and
analyze reactor recirculation pump shaft
vibration data, and has modified the seal
replacement frequency.’ In the second case, a
turbine-driven auxiliary feedwater pump
oversped and tripped on stan. The cause was
traced 1o lack of a PM program for periodic
ovam (%) flushing of the govemor as recommended in
the vendor technical manual In both cases,
J) the statf would assign the failure 1o the "PM*"
/UND«)"N 17y

MALNTENANCE (PM) j08X|

INDUSTRY PEKRSFECTIVE

category.

Figure 2 shows the “Little m" perspective. I
-1 was developed during the Demonstration
Project by the utility participants with the
assistance of INPO and captured distinctions

MAINTENANLY |14X%]

Figure 2. Nexus to Maintenance - Industry
Perspective

Letter from A B Davs NRC 1o C Reed. CECo, transmitting intial SALP 8 Report for the Quad Cities Nuclear Plant
February 2. 1980

Letter from L Reyes NRC. 1o J Gadberg FPL, tranemiting Nolice of Violation for the St Lucie lacilty, March 14, 1990

5
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they felt imponant in determining the nexus 10 maintenance These distinctions were also brought
out in the review of ODE fallures the stall considered related 1o maimenance during she vists.

*Design® constitutes a large percentage in Figure 2, about eight times larger than the amount
assigned by the statt.  Such a difference Is understandable in that the regulatory perspective of
maintenance includes the feedback of experience gained through engineering and design
modifications used 1o eliminate component performance problems, and over time, this process does
achieve improvements  Examples of this that were discussed in some detall in the Demonstration
Project included the improvement in charging pump performance at Ginna, the improvement in
service water pump performance at Grand Gulf, the planned upgrading of charging pumps
(replacement of blocks with ne ¢ desigrvmaterial) at San Onofre 243, and increased surveillance
frequency on recirculation pump pressure switches 10 compensate for Arift before their function was
impaired. In all these cases, the number of failures experienced decreased or should decrease,
thereby reflecting improvement.  In other cases, however, failures would continue 1o occur at about
the same rate bacause. as discussed for Millstone 3, utility studies showed that it was cost-
beneficial and safe 1o simply periodically repair a marginally designed main feedwater pump seal
rather than to pursue a design improvement,

NPRDS Data Quality

The utility participants stated that NPRDS data provides information on maintenance, but quality
imitations impact its uselulness for @ maintenance indicator used by the regulator. There is
consensus between the statf and the industry that continued improvement and strengthening of
NPRDS is needed’ In paricular, the utility participants felt that a source of inconsistency in NPRDS
reporting was the determination of the existence of a degraded component state needed 1o trigger
NPRDS reportability. Overreporting of minor or incipient conditions revealed by an aggressive and
proactive PM program as degraded failures would result in relatively more failures being used in the
indicator, and potentially a greater magnitude in the indicator over time. Howaever, regardiess of any
overall NPRDS data quality improvements the data can still be used to determine trends at
individual plants

The proposed indicator ftsell is designed to be benign 1o proactive preventive or predictive
maintenance This was accomplished by only including NPRDS failures designated by the utility as
‘immediate" or "degraded”. These terms are defined in NPRDS as follows:

Immediate - A fallure that is sudden and complete.

Degraded - A failure that is gradual, partial, or both. The component degrades 1o a level
that. in effect, is a termination of the ability 1o perform its required function.
This code should be chosen wt n a system of component does not satisty
the minimum acceptable performance criteria for a specific function or when
a component must be removed from service or isolated to perform corrective
maintenance

The revised Policy Staement on Maintenance states in pan *The Commsion encourages the use of tho industry-wide NPRDS
gata . nchiding iImproved indusiry use of and paricipalion i the NPRDS lo gauge the effectivencss of maintenance.*

6
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Proactive mainienance would identity incipient conditions, defined as an imperfection in the state of
condition of a component that could result in a degraded or immediate fallure i corrective action is
not taken. These incipient conditions would be reversed by PM prior to the component entenng a
degraded condition where function was impaired, or such impairmemnt was imminent. An incipient
designation or code indicates an optional record, since failure has not occurred. This code is also
used by INPO to classify records judged not 1o be failures during the INPO fallure audit process.
NPRDS documentation provides extensive guidance for making this determination.

The proposed indicator should not penalize proactive preventive and predictive maintenance. It's
important that incipient conditions discovered by these programs not be interpreted as degraded
failures in the use of the indicator. Improvement of the quality of maintenance work orders appears
essential 10 achieving improvement in NPRDS quality. The utility participants felt that work orders
often do not contain enough detail 10 make a proper determination.  The industry alsy feels that the
lack of detail in wark orders clouds root cause documentation and impacts the diagnostic value of
the indicator  Also, timely maimenance work request close-out and associated NPRDS reporting is
needed 10 capture important details* These difficutties can be addressed through strengthening the
quality of the mamenance work order documentation process, for example as done at Grand GuH
through a dedicated closeout Eigineering Review Group (ERG), and through greater rigor in the
quality assurance review conducted by INPO.

Grand Gulf has established the ERG 1o improve the qualty and timeliness of maintenance
documentation and closeout. The chanter of the ERG, as created within the Performance and
System Engineering Department, is 10 perform a final, independent review of maintenance work
orders prior 10 closeout Grand Gulf has tasked this group with ensuring work orders reflect
adequate details of the identified problem, including the overall work scope, rool cause, corrective
actions taken and component failures.  The ERG represents a plant improvement with the potential
for a direct impact on maintenance incicalor development, addressing the concerns expressed about
the quality of NPRDS reporting and its etfect on the indicator. A group such as the ERG provides
additional assurance that the taiure infurmation documented in the maintenance work orders
(MWOs) is accurate and complete This, in turn, helps assure that the subset being reponed 1o the
NPRDS is accurate and compleis

The specific duties of the ERG consist of

Reviewing completed work orders for consistency,

Obtaining predictive maintenance data for trending,
Providing repors 1o system engineers for analysis,
Maintaining control of the surveillance tracking program,
Entering all MWOs into SIMS for component fa'lure trending

oS W -

The ERG consists of a supervisor, three full time engineers, two clerical personnel, and two
engineering technicians

! Tho latest sta't assessment of NPRDS is that reporting has bacome loss timely  Fallures should be in the system within 80
days of the dscovery date

-
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The Industry Action Plan for improving maintenance identified the need for focused effort on the
NPRDS 10 improve the industry's eftectiveness in monitoring and maintaining the reliability of
imporiant plard equipment. Specifically, INPO and the utilties will upgrade NPRDS effectiveness by
improving data quality and expanding the scope 10 include additional selected balance-of-plam
equipment

Recommen h
1. Revise the aigorithm used in calculating the indicalor 10 eliminate "ghost ticks® and capture
*shadow ticks © Two alternative methods developed and being tested by the statf were
introduced 1o the Demonstration Project during the March 1990 pint meeting.

2 Modily tre overall ing'cator 1o include both system-based and component-based indications.
The caleulations and displays are being moditied to also show component-based indications.

3 Continue 10 encourage improvement in NPRDS participation and suppont the initiatives in the
Industry Action Plan regarding improving NPRDS data quaiity.
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SUMMARIES OF MEETINGS WITH DEMONSTRATION PROJECT

UTILITY PARTICIPANTS

This Appendix containg copies of the NRC minutes for the individual meetings that were held with
the six utility participants in the Demonstration Project. The minutes are arranged in the following

chronologica! order

Commonwealth Edison Company
Southern California Edison Company
Duke Power Company - Oconee
Rochester Gas and Electric Corporation
Systems Energy Resources, Incorporated
Northeast Utilties

Meeli

11/29- 30/1989
12/12- 13/1989
01/09- 1071990
01/17- 18/1990
02/20- 21/19890
02/28-3/1/1990

Page
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MEMORANDUM FOR Thomas M. Novak, Director
Division of Safety Programs
Office for Analysis and Evaluation
of Operational Data

FROM Mark H. Wiliams, Chief
Trends and Patterns Analysis Branch
Otfice for Analysis and Evaluation
of Operational Dala

SUBJECT: MINUTES OF COMMONWEALTH EDICON/NUMARC/NRC
NOVEMBER 29-30, 1889 MEETING

On November 29-30, 1989, representatives from the NRC statf met with the Commonwealth Edison
clatf and a -epresentative from the Nuclear Management and Resources Council (NUMARC) at the
Chicago Ofiice of Comvrnnweattnh Cison. The meeling was scheduled as pan of the Maintenance
Indicator Demonstration Project 1o discuss the staff's proposed Maintenance Effectiveness Indicator
(MEl). This meeting was the first in a series of meetings 10 be held with individual utilties as pan
of the MEI Demonstration Project. A list of attendees is attached

The NRC statl presented the detail and logic foliowed by the stall during the development process
for the proposed maintenance indicator.  The intent of this presentation was to familiarize utility
personnel with all the details necessary for understanding the proposed maintenance indicator.

During the course of the meeting it was determined that Commonweatth Edison is moving toward
monitoring equipment (component) performance. Monitoring of component reliability by
Commonwealth Fdison i1s in general consistent with the logic being followed by the NRC statf during
the develupment of the proposed maintenance indicator. In addition, it was determined that: 1)
utilization of component failures 1o measure the quality of maintenance is appropriate and useful, 2)
utiliz ation of tailure rate increase methods is a reasonable way to approach the detection of changes
in maintenance effects, and 3) the ODE equipment listselection for the indicator is generally
consistent with Commonweahn Edison’s priority listing for equipment availability.

Feedback trem Commonwealth Edison was in general positive and constiuctive. The following
recommendations were made: (1) The current methods used to calculate the ME! may have 1o be
revisited 1o make the indicator more uselul 1o plant staf, e.g., consider grouping failures by
component type and by system, (2) the indicator should be sensitive enough to reflect on-going
programs 10 address specific fixes for a given component; i e., check valves, MOV's, pumps, etc.,
(3) additional sources of data beyond NPRDS (GADS, Greybook) may be useful 10 better describe
ODE equipment performance

Mark H. Williams, Chief
Trends and Patterns Analysis Branch
Office for Analysis and Evaluation

of Operational Data
cc. E. Jordan, AEQD

W. Smith, NUMARC
P. Kuhel, CECo
PDR
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NAME

Paul Kuhel
Marin G Kief
Don Eggett
Roben Lazon
Thomas Kovach
Lee A Sues
walt Smith
Larry Bell

Pat O'Reilly
Mark Williams
Thomas Novak

ATTENDANCE LIST
November 29-30, 1989 Meeling

MAINTENANCE INDICATOR DEMONSTRATION PROJECT

ORGANIZATION

Commonwealth Edison
Commonwealth Edison
Commonwealth Edison
Commaonwealth Edison
Commonwealth Edison
Commonwealth Edison
NUMARC

NRC/AEQD
NRC/AEQD
NRC/AEQD
NRC/AEQD
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MEMORANDUM FOR: Thomas M. Novak, Director
Division of Salety Programs
Ofttice for Analysis and Evaluation
of Operational Data

FROM: Mark H. Williams, Chief
Trends and Patterns Analysis Branch
Division of Safety Programs
Office for Analysis and Evaluation
of Operational Data

SUBJECT: SUMMARY OF DECEMBER 12-13, 1989 MEETING WITH
SOUTHERN CALIFORNIA EDISON COMPANY REGARDING
MAINTENANCE INDICATOR DEVELOPMENT

On December 12-13, 1988, members of the Nuclear Regulatory Commission (NRC) statf met with
representatives of Southem California Edison Company (SCE) and the Nuclear Wiiities Management
and Resources Counc (NUMAKC) al the San Onofre Nuclear Generaling Station (SONGS) stte to
discuss maintenan:e indicator development. This meeting was a foliowup 1o the October 13, 1989
meeting of the NRC/Industry Maintenance Indicator Demonstration Project.

A list of meeting attendees is enclosed

The NRC statf presented the detail and logic which the statf followed during the development of the
statl's proposed Maintenance Indicator. The purpose of this presentation was 10 tamiliarize SCE
personnel with al ¢! \he detal necessary for understanding the proposed indicator,

SCE explained 1= \he staff that, although they do not have an integrated prograri for measuring the
effectiveness of their main‘enance program, they do monitor a number of specific maintenance-
relaled areas (e.g., non-outage productivity, thermal performance, vibration monitoring, rework
monitoring, and oil sampling)

The primary issue which was discussed during the meeting was the link between the NRC's
proposed indicator and maintenance. This was accomplished by:

(1) Listng representative cases of component failures comprising the NRC's indicator which the
statf rad designated as maintenance-related and SCE has not.

(2) Analyzing, the failure narratives for the component faliures identified in (1) above. The staff's
analysis wos based solely on the information contained in the narrative; SCE's analysis was
based on all available information (including indivicual memory) at the site regarding specific
failure.

(3) Discussing the ditference in views of "maintenance-related” failures which, in tum, resulted in
the following issues
. SCE expressed the view that the first failure of a component, or the failure of a
component after it has been in service for a long time, should not be necessarily
considered as related to maintenance. On the other hand, #t is not clear that such
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fallures should be excluded, since lack of maintenance attention or oversight
regarding inclusion in @ PM program could be the cause of the fallure. The number
of such failures caplured by the indicator and their effect on the indicator has not
been determined, but this area should be explored.

SCE believed thal "wearout” was an acceptable characterization of a failure cause,
and that *wearoul” fallures should generally not be considered as related 1o
maintenance. In general, the statf feels that prevention of wearout to the point of
loss of tunction (failure) is the objective of a maintenance program, and thus failures
assigned a “wearout® cause should be considered when assessing the performance
of a maintenance program. Further, “wearout” may be used 100 frequently in lieu of
more rngorous cause analysis.

SCE indicated that a reliability centered maintenance (RCM) program coukd lead 1o a
planned “run-to-failure” strategy for some equipment, and thus fallures of that
equipment should not be used as part of a maintenance indicator. In partioular,
condtion direcled ROM will allow selected components 1o reach a degraded failure
state and thus generate an NPRDS failure report. SCE plans 1o review the list of
equipment used in the candidate indicator and recommend modifications 1o address
this issue. Related to this concern, SCE felt that there is some acceptable level of
component faliure associated with an effective maintenance program, but the
indicator counts all failures in establishing trends, which implies that any failure is @
resull of maintenance ineffectiveness. The indicator uses failures across a broad
spectrum of equipment over time to establish a trend, and in that fremework no
single failure is used to reach a conclusion about the etfectiveness of the program.
This concern could also be handled by putting an "error band" around the indicator.

The concern about reporing incipient conzi.uns as degraded failures to the NPRDS
was also discussed. SCE indicated that some utility maintenance tracking systems
might allow corrective action to be taken under the umbrella of preventive
maintenance, and thus no failure report would be submitted to the NPRDS. This
issue related 10 the completeness and consistency of NPRDS reporting.

Finally, a number of suggestions were made for improving the current indicator which led to the
following ftems for future action:

{1

(3)

SCE will review the specilic list of equipment monitored by the indicator for San Onolre
Units 1, 2, and 3 and designate those components that should be allowed to run to failure
including condition directed cases. Upon stalf agreement with such a list, this may have the
eftfect of reducing the number of first failures of a component contributing to the indications.

The stat! wiil provide SCE the pertinent engineering records for these three units to facilitate
the review

The stat! will develop a template or peer grouping for use in interpreting the calculated
indicator.  This will be cycle-based. No comparison across plants would be attempted
except within the context of this template. Hence, the template would have the so-called
*acceptance bands" mentioned previously.

For future analyses, the statf will produce the indicator calculated by component type as well
as by system. Selection of specific component types will be influenced by the component
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types considered in @ CFAR run.  SCE will provide a list of the CFAR component types for
this purpose

(4) The statf will modity the indicator algorthm to eliminate the problem of "ghost ticks.®

(5) The stalf will determine the extent of the problem of ditferent *ievels® of degraded failures -
those being discovered during operations versus those discovered during refueling outages
(particularly under “open and inspect” conditions).

Mark H Williams, Chief
Trends and Patterns Analysis Branch
Division of Safety Programs
Office for Analysis and Evaluation
of Operational Data
Enclosure. As staled

ce E. Jordan, AEOD
W. Smith, NUMARC
M. Rodin, SCE
PDR
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ENCLOSURE

ist_of
& "WAS - NRC MAINTENANCE INDICATOR MEETING

December 12 - 13, 1989

Name Organization
Brian Katz' Mgr. NSSSD
Don Evans' $8SD

Raipt Sanders S8SD

Robin Baker Licensing

L.D. Brevig Licensing
Fred Briggs Sta. Tech.
AD. Toth NRC Region V
R L. Dennig* AEOD/NRC
Wwalt Smith* NUMARC
Jack Rainsberry Licensing
Mark Williams* AEOD/NRC
Loyd Wrignt' SS8D, Supv.
R H. Bridenbecker VP, Site Mgr.
Harold Ray VP, NES&L
M.E. Rodin* SSSD/Reliability
Pat O'Reilly* AEOD/NRC
Barbara Aden SSSD

Bob Levline* SSSD/ERIN
Notes:

* Full time attendees
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MEMORANDUM FOR. Thomas M. Novak, Director
Division of Safety Programs
Office for Analysis and Evaluation
of Operational Data

FROM Mark H Williams, Chie!
Trends and Patterns Analysis Branch
Otfice for Analysis and Evaluation
ot Operational Data

SUBJECT: SUMMARY FROM JANUARY 9-10, 1980 MEETING AT OCONEE

On January 9-10, 1890 we mel with representatives of Duke Power and NUMARC to pursue the
formulation of maintenance perormance indicators. The list of attendees is attach .
Discussions followed the agenda provided as Attachment 2, and were limited 1o the Oconee
station since Duke staff indicated that no review had been performed for McGuire or Catawba.
The Duke stat did invest a signihcant amount of time in analyzing the indicat~. for the Oconee
case

ltem 2 of the agenda, the discussion of interim indicator results, raised issues on how the
indicator would actually be used, and how much of a resource impact any additional indicator,
technical merits aside, wou's have on Duke general “ffice and plant statts. The concern
expressed by Duke siall was that any new indicator would require resources 1o respond. Al a
minimum, they would have 1o periodically review it and understand fts implications. This would
detract from other inplant reliability analyses already in process. .g.. CFAR, FATS. Their
concern about such an impact is proportional to the degree that this indicator would be used
based on fts face value, e g, absolute magnitude, without additional analysis and interpretation
by knowledgeable individuals

The NRC statf indicated that the proposed indicator was not intended for use without additional
information on maintenance, for example, as found in inspection reports, and that use of any
indicator alone as a basis for a regulatory decision or perspective on performance was contrary
1o NRC policy

lten 3. root cause analysis of individual component failurec, was accomplished by reviewing a
selection of tailures for ODE equipment. Based on the information in the failure narrative the
staff classified these examples as maintenance related, while the utility had not. Of a total of 15
cases reviewed, the Duke stati believed that six could be related to maintenance (as they define
i) in whole or in part. With the additional information provided by Duke, the staff concluded that
3 of the 15 cases were not related 1o maintenance (as the staff defines it based on the
Commission policy statement). The participants disagreed on the remaining 6 cases, due to the
ditfering definttions of what maintenance encompasses, ciffering understandings of what the tenn
*maintenance related” means, and the suftability of the NPRDS guidance on what constitutes a
degraded failure (which is used in the indicator) and an incipient condition (which is not used in
the indicator)

The interpretation of "wearoul" is a particular concern. Duke statf contends that wearout is a
legitimate cause designation which relates 1o normal equipment service, and does not
necessarily indicate deficient maintenance. On the contrary, Duke staff felt that wearout actually
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may Indicate proactive and desirable maintenance for efther the incipient or degraded degrees of
tallure. The statl does not take issue with this contention per se, but argues only that degraded
and immediate tallures (where by definition a component cannot adequately perform one or more
of s functions) attributed 1o wearout are relevant 10 evaluating the efiectiveness of maintenance.

in general, the stafl indicated that fts definitions were consistent with the Commission policy
statement on maintenance, with INPO industry guidelines, and current NPRDS reporting
guidance on the degree of failure. Duke staff disagreed with the boundaries drawn by the staff
in its interpretation of the scope of maintenance. The Duke statf further suggested that the
NPRDS guidance on degree of failure, in the context of a proposed maintenance indicator, may
ne 100 conservative and result in capturing incipient conditions as degraded faiiures.

Under ftem §. Duke Power approaches to component failura trending, the Oconee staff provideo
information on a number of different efforts, efther underway or in the formative stages, as
dascribed in Attachment 3. One database used for component failure tiending purposes is the
Failure And Trending module (FAT). This data base contains information for every maintenanca
work order that indicated a proble.n. It includes all failures that would be reporied 1o NPRDS,
but covers @ much greater scope of equipment, and covers problems of a lower severity than
those reporiable as degraded or immediate failures for NPRDS. When comparing trends under
ltem € Duke statf used the flagging algorithm proposed by the staff in combination with FAT
data and generally obtained more flags. No alternative algorithms or thresholds were tried. The
Duke stafl & Oconee is also making use of CFAR, which is based on NPRDS data and
compares @ plam against the industry for numerous component groupings and application-coded
components using failures per component hour. However, CFAR does not currently provide a
trendable Indicator

The Duke stall stated that the proposed indicalor provided @ measure of component failures, but
that as currently calculated it did not line up with the Oconee maintenance organization, and
thus would not provide useful feedback to the plant statf. The mechanical maintenance at
Oconee is organized by type of component, while the instrumentation and electrical is organized
by system Thus, the system-baced calculation underlying the cumulative indicator display, with
fts mix of ditferent types of components, does not align with the responsibilities of their plant
statt  In response, the stafi explained that the proposed indicator was programmatic, and not
constructed as a detalled feeduack 0ol for taking corrective action. Adverse indicator trends
would necessitate a broad review of the maintenance program and its implememntation.
Nonetheless, the indicator coukd be made more useful 1o plant staffs, for example by cutting the
data by component type, as suggested earlier by Commonwealth Edison stafi. Steps to mz'e
the indicator more useful are being pursued by the stat!, in addition to eliminating mechanistic
problems such as "ghost ticks *®

The Oconee staff is also becoming used to interpreting the component failure rates provided by
CFAR and prefers that similar statistics, i.e., failures normalized by component population, be
used 10 avoid confusion. Given the preference for the CFAR-lype approach, Duke staff indicated
that they would try 1o develop a way to turn CFAR results into a trending tool. The Duke staft
oifered a number of afternatives for staff use in measuring maintenance ettectiveness as
presented in Attachment 4

In summary, a nhumber of issues concerning the indicator raised in previous discussions with the
AHAC participants were again raised by the Duke staff.
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Ascribing the first failure and wearout fallures 1o maintenance,

The poterttial for counting failures that are discovered by PM and not severe
enough 10 impact the component's primary function (due to some NPRDS
failures being coded as "degraded” in accordance with guidance althoug' they
are felt 10 be incipient),

Not highlighting repeat failures or rework,
The presence of "ghost ticks,*
The de gree of uselulness 10 the plant staff,

The need for multiple indicators 1o capture all the nuances of maintenance
performance.

The Duke staff views the proposed indicator as an equipment trend indicator, and believes that
a component falure oriented indicator is needed as pant of a set to monitor maintenance. Duke
staff maintained that more than one oveiall indicator was needed 1o monftior the maintenance
process. The NRC statf agreed and noted that monitoring equipment failures, the focus of the
NRC statf activities, was one useful and imporiant measure of maintenance

effectiveness that should be used with other utility indicators to assess and improve the
maintenance process. The scope of equipment covered by the indicator (ODE) contained as a
subset the equipment Duke would be concerned with given the same basis for selection. More
than in previous discussions the Duke staff expressed concem about resources needed to deal
with the indicator for response and diagnosis. In particular they felt that since they were already
committed to periodic use of CFAR, the need for an indicator might be met by some
modification of CFAR, thus saving engineering resources.

Mark H Williams, Chief
Trends and Patterns Analysis Branch
Oftfice for Analysis and Evaluation

of Operational Data

Attachments: As stated

cc: E. Jordan, AEQD
W. Smith, NUMARC
S Lindsey, Duke Power
L. Wiens, NRR
PDR
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Bob Dennig
Tom Novak
Wayne Hallman
Walt Smith

Bill Foster
Mark Williams

Ronnie Henderson

Sam Hamrick
Stuant Lindsey
Pierce Sk rrer
Dendy Clardy

Attendarce
January 9-10, 1980 Meeting with Duke Power Company

Attachment 1

Regarding Maintenance Indicalors

Office

NRC/AEQD
NRC/AEQD
DPC/GO
NUMARC
DFC/ONS'MAINT,
NRC/AEQD
DPC/ONS/MMSU
DPC/ONS/MNMSU

DPC/NUC. MAINT.

NRO/SRI-Oconee
DPC/ONS/MAINT,

301-492-4490
201-492-4484
704 173-2345
202-872-1280
803-885-3162
301-492-4480
803-865-3162
803-885-3519
704-373-8768
803-882-6927
803-885-3180
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Attachment 2

AGENDA
JANUARY 910, 1990 MEETING WITH DUKE POWER COMPANY
REGARDING MAINTENANCE INDICATORS

NRC presentation - Perormance Indicator Development, Analysis Assumptions and
Purpose of Meeting

Discussion of Interim Indicator Results.
NPRDS Reporting of Component Fallures Involving Outage-Dominaiing Equipment.
Root Cause Analysis of Individual Component Failures of Outage-Dominating Equipment.

Discussion 0! Duke Power's Programs/Approaches for Trending Equipment Fallures and
Faillure Causes as They Relate 1o Maintenance ("FATS")

Comparison of Maintenance Trend Information

(a) Trends Calculated with the NRC's Indica‘or
() Trends Caiculated with Duke Power's Indicator(s)
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Attachment 3

Outline of Trending Approaches at Oconee Nuclear Station

1) Communications trom Work Execution Technicians and Planners 10 Maintenance Engineering
o! component fallure trends and repeal actions recognized while planning and/or performing
maintenance This is an ongoing process and serves as an active feedback mechanism in the
maimenance-triangle concept  Planners now have the capabilty 1o retrieve printed information
sheets thal show a component's corrective maintenance history while planning each work
request. This enables the Planner 10 look or trends during the planning process. The history
sheets are attached with the work request so that Work Execution can review as well.

2) Maintenance Engineers are accountable for defining and driving Technical Support Programs
for componenis and systems  The TSP's include component trending activities The
Maintenance Engineers are expected 1o define and perform programmed maintenance in an
*ownership® manner, and they montior the performance and failures of their components on a
regular basis. The Maintenance Engineers supply regular feedback and conduct meetings 1o
inform appropriate Planning, Work Execution, Radiation Protection, Operations and Maintenance
Management of actione tal ac heeded for problem components “.iscovered through trending or
components that will be monitored closely for trends while operating. Maintenance Engineers
maintain trend data in a variety of places ranging from personal files to computer data sets.

3) Some examples of Technical Support Programs where trending Is ongoing are:

a The Predictive Maintgnance and Monitoring Program (PM2). This program includes the
acquisition and trending of vibration and oil analysis data for rotating equipment. The
responsible Maintenance Engineer monitors the data for adverse trends and prescribes
corrective and preventive maintenance when trends indicate actions are necessary.

b The pipe Erosion/Corrosion Control Program. This program includes the acquisition of
pipe ard fitting wall thicknesses that are maintained in a computer file. The responsible
Maintenance Engineer monitors the data 1or trends that show wall thickness that are
decreasing at an adverse rate. When trends are discovered, the Maintenance Engineer
prescribes the appropriate actions

¢ Instrument procedures provide data sheets for I&E technicians 1o kentify components
where maltunctions or exceeded calibration telerances are discovered. These data
gheets are named Component MaunctionMaximum Tolerance Limit Exceeded sheets.
The data sheets are forwarded to the responsible Maintenance Engineers fur evaluation,
and the sheets are kept 11 1I8E Maintenance Engineering files for trending data. The
I&E Maintenance Engineers review the filed data for trends.

d The I&E Maintenance Engineer responsible for the RPS system monitors the Reactor
Coolant flow for deviations greater than one-half percent and trends that show increasing
deviations  As increasing deviations are discovered, the Maintenance Engineer
prescribes the necessary actions 10 prevent excessive deviations.
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e The I&E Maintenance Engineer responsit.2 for the Control Rod Drive breakers monhors
the trip times oblained during monthly Preventive Maintenance testing and trerxis the
data 1or trip times that show Increases fowards @ limit established by t' » engineer. The
engineer prescribes necessary actions when adverse increases are appuien

I The Pedormance Group trends leak rate data, valve siroke times, pump performance
elc . and notifies Maintenance when adverse trends are discovered.

¢ Limtorque valve operalor MOVATS and lubrication analysis data are trended dy the
responsible Maintenance Engineers for predictive maintenance purposes.

4) The following tallure repons are provided 10 Mainenance Engineers for their use in trending
components

a The *Value Repont Card® is supplied to the Mairtenance Valve Engineer after each
Refueling Outage. This fallure repon identilies any corrective maintenance work
requests written within the thirty-day window following the Refueling Outage. The
engineer analyzet the identified valve tallures for fallure trends as well as work execution
effectiveness

b The "Multiple Work Request Repont” is supplied 10 both Mechanical and 1&E
Maintenance Engwerng groups. This report identifies components that encounter
muttipie failures (not necessarlly related) In a selected time perod

¢ The *Average Faliure Frequency Repont” is supplied 10 both Mechanical and I&E
Maintenance Engineering groups. This repon develops fallure rates or frequencies
considering component populations, number ol correciive maintenance work requests
writicn within a selected time penod for respective components and the amount of work
hours expended

d  The *‘Component Failure Analysis Report® (CFAR) is now being supplied 1o the
Maintenance Engineering groups quarerly CFAR identified Oconee's NPRDS
components that a'e expenencing higher failure rates than similar component
applcations throughout the industry. NPRDS reports that are submitted are now being
supplied 1o the corresponding Maintenance Engineers on a monthly basis with a
summary sheet being sent 1o the Maintenance Engineering Manager.

e Spocial talure reports are supplied 1o Maintenance Engineers as they request them and
as the MMSU group discovers fallures that indicate a need for further investigation.
These reports are built from maintenance history data and fallure data contained in the
Equipment Database (EQDB), Nuclear Maintenance Database (NMDB) and the Fallure
and Trending module (FAT).

{  Future capabilities heing considered are repons that identity rework, repeat failures, and
corrective mainienance required foliowing PMs.

§; Examples of other maintenance indicators trended at Oconee:

a Oconee's Management Information System Report (MIS Report) is a monthly repon that
suppiies a detalled accounting of work hours expended by types of work, the ratio of
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Prevertive Maintenance to Corrective Maintenance work hours, the number of high
priority work requests written and closed out during the month, the work request backiog
greater than 80 days, the status of each open work reques! and the responsible Planner.
Each monthly issue is reviewed and trended by Maintenance Management.

Weekly audits of work requesis by Planning Coordinators and Planning Manager for
completeness and acouracy. One purpose of the audits is 10 trend the quality of
information documented on work requests.

Housekeeping reports are used 10 trend Material Condttion.

The Operations group ientiiies Contrel Room Annunciators and Instruments out of
service monthly 10 the Planning Group for corrective action. Planning and Operations
trend the monthly repons.

Others

6) Indicators such as Availabilty Factor, Safety System Actuations, Forced Outage Rate,
Corrective Maintenance Backlog. Migh Pricrity Work Requests, Ratio of PM 1o Total
Maimenance, PMs Overdue, Thermal Perlormance, Capacity Factor and Number of Continuous
Days of Operation have shown favorable trends during the past years and indicate that
Oconee's Maintgnance Programs are effective in managing component failures.
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Attachment 4
*** PROPOSED OPTIONS ***
FOR
MAINTENANCE EFFECTIVENESS INDICATOR
PTION 1. Utiize LER Forced Outage Rate Data

Reasons ' Bo. LER and Forced Outage Rate data are now reported 10 NRC under
familia: reporting guidelines. This data is relatively pure and accessible for NRC
use

* Maintenance related LER data would provide indications of those maintenance
challenges to safely cystems or design operating bases for a plant. Forced
Outage Rate data cap'ures the challenges 1o the major outage-causing
equipment. Together they provide a good basic picture of a plant's maintenance
without constructing another indicator.

Cost/Benefit: * Cost 1o the NRC and indusiry would be minimal This data is well understood
and will not require redundart analysis/review which would be necessitated by &
new indicator

Needs * Better maintenance cause codes need to be defined for LER reporting. In
ad4ition. the current LER data would need 1o be reviewed and reclassified for a
prior baseline perod (e g, 3 years backiit would probably give & Qood track
record for trending). Based on a review of Oconee LER data for 3 years, this
took about 45 minutes for all 3 units.

Option 2 Utilize some of the important *Maintenance Indicators*

Reasons * A defined core of these maintenance Indicators, when reviewed
collectively, do provide a more accurate picture of Maintenance
Program Effectiveness then any one indicator coukd. These are
what most utilties use 10 measure their program effectiveness,
therefore, the data is again well defined.

Cost/Benelt * Cost io the NRC and industry would be minimal. This data is well understood
and will not require redundant analysis/defense which wouki be necessitated by
the new indicator.

Needs: * Both the industry and the NRC need 10 come 1o a more definitive agreement
as 10 what "Maintenance* means. This will require definition of a core set o!
indicators that when looked at cumulatively provide indication of Maintenance
Program heatth. Possibly a reliability/availability indicator needs to be added to
the "Set" of accepted indicators.
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Option 3 Utilize CFAR type report(s) or Reconstructed Indicator(s) based on Failure Data
Grouped Component Types

Reasons * Fallure data grouped by sysiem appears 10 be ineffective in correlating with
other program indicators, therefore, any reliabilty type indicator(s) need 1o be
grouped based on component groups similar to CFAR. This would provide some
feedback on repeat failures. In effect, trending CFAR *hits® of failure rates would
provide the same type of information and alleviate the exira cost 10 the industry
of trending @ duplicate Indicator.

Cost/Beneft * The cost for the NRC to use CFAR would not be as high but CFAR in it
present form is still judged inadequate to represent Maintenance Program
etectiveness.  Thus even f CFAR is provided 1o the Commission, it will require
some additional cost 10 reconstruct CFAR for the type of analysis desired.
However, CFAR data is well understood and will not require redundant
analysisreview which would be necessitated by the new indicator.

Needs * if @ new reliabilty indicator is generated then several major changes need 1o
be ingorporated 10 make it uselul

1 Grouping should be made by major critical component groups mutually agreed
upon by the industry and the Commission

pd Wearout <ha'd be allowed as a legitimate separate cause code not strictly
maintena ce related Addttional definttion of leghimate wearout will be needed 10
satisty both industry and the Commigsion.

3 Failure irending should account for population size of the group (i.e., % failures
of a given population would provide some benefit for efficiency of maintenance).

4 Fallure trending should be sirictly plotted as \otal # of failures, or failure rate, or
% failures 1or piven population per quarer. If trigger levels are desired then
Alert and Alarm levels should be established based on statistical confidence
himite of population lunctional ability (i.e., something like a 90% confidence of
80% o! 1w population being functionally operable during @ given time peried).
An 2'gorithm which averages failures should not be used.

3 A reliabllity indicator shouid not be used unilaterally 1o measure maintenance
program eflectiveness, but should be only one of several indicalors evaluated.
Also, the PM program should be accounted for in any maintenance indicator.

6 Impact of the fallure needs 10 be evaluated and incorporated (e.9., was the
failure significant 10 system operabilty and safety).

AV?
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MEMORANDUM FOR Thomas M. Novak, Director
Division of Safety Programs
Ottice for Analysis and Evaluation
of Operational Data

FROM Mark M. Williams, Chief
Trends and Patterns Analysis Branch
Otfice for Analysis and Evaluation
of Operational Data

SUBJECT SUMMARY OF JANUARY 17-18, 1980 MEETING WITH
ROCHESTER GAS & ELECTRIC CORPORATION REGARDING
MAINTENANCE INDICATOR LEVELOPMENT

On January 17-18, 1980, members of the NRC staff met with representatives of Rochester Gas
and Electric Corporation (RGAE), their consultant, ATESI, and the Nuclear Management and
Resources Councll (NUMARC) at the Ginna site 10 discuss maintenance indicator development.
A list of meeting atendees is contained in Enclosure 1. Enclosure 2 contains the overall
meeting agenda. Enclosure 3 is the agenda for RGAE presentations that discussed specific
portions of the agenda items from Enclosure 2.

This meeting was a followup 10 the October 13, 1889 meeting of the NRC/Industry Maintenance
Indicator Demonstration Project. The composition of the demonstration project represents a
broad spectrum o Wty 637 aons and sizes, as well as plant sizes and nuclear steam
supply system designs and ages. RGAE wae included in the demonstration project to gain
insights regarding the monitoring of maintenance from the perspective of a relatively smail utility
operating & single, older plant - RG&E's Ginna plant. Ginna began commercial operation in
1670 with 3 two-loop Westinghouse-designed PWR having an electrical output of 470 MWe, and
represents roughly one-hall of the wlility's electric generating capactty.

The NRC statl presented the detail and kogic which were followed during the developmernt of the
stat's proposed Maintenance Indicator (Ml). The purpose of this presentation was 1o familiarize
RGAE perscnne! with all of the detall necessary for understanding the proposed indicator,

RGAE presented results of their asecssment of the NRC's proposed indicator, which involved an
RG&E stat effort of approximately 1000 manhours. This assessment, which included
mathematica' verification of the indicator algorithm and results of their analysis oi individual
NPRDS component fallure narratives, focused on an example system (chemical and volume
control system) that, according 10 the indicator, had equipment problems, and & discussion of
the reliability-centered maintenance (RCM) program being implemented at the Ginna plant.

RGAE presented the background behind their RCM project, is system selection criteria, the
RCM analysis and task methodology, and the RCM Living Program. The results of the RCM

analysis determine which components will receive PM tasks designed to maintain component
function
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The following major issues were discussed during the meeting

(1)

(2)

RGAE expressed concern that the stall's proposed indicator did not distinguish critical
failures from lailures which were not signiticant. They were concerned that use of this
ingicator could resutt w. @ plant's maintenance program focusing on relatively unimponant
individual fallures RGAE sicteu that significant events which occurred at Ginna over the
time span of interest were not tr.~ked by the indicator. The sta¥ explained that, as a
programmatic iIndicator, the proposey indicator was not intended 1o track significant everts.
Rather.  was . ‘nded 10 track compotent failures across a broad spectrum of equipment
over time ‘o establish * trend on the premise that no single failure would be used to
reach a coclusion about “he efectiveness of the maintenance program.

Defintion ¢. Maintenance - comparison of the results of independent reviews of example
NPRDS fallure naratives pertormed by RGAE and the NRC statf lad 10 the issue whether
{ailures which involved wearout or were first of a kind were maintenance-related.

RGAE reevaluated all of the NPRDS failures using a jurv expertise approach, and, in their
view, a low percentage could be attributed directly 10 “maintenance” (11%), as their
organizational siructure defines maintenance.

According 1o RGAE, intrinsic design reliability resulte in random failures for some
components [e g, components that rely on materials that degrade ovér time (capacitors,
relays, seals)) which are expected and are not a result of ineffective maintenance.

A case In pool was a group of fallures involving the charging, pumps. In these faliures,
the pump packing was found 10 be leaking, the packing was replaced, and the events
were reported 10 the NPRDS as degraded failures. Ater several pump packing failures of
this type, RGAE determined that the leaking packing was a wearout problem, The
corrective action taken was 10 prepare a PM procedure 1o replace the pump packing
periodically.  Under current NPRDS reporting guidance, RG&E considers the packing
replacement a wearout condition, and not a maintenance-related fallure The NRC staft
commented that for this case, regardiess of the cause of the first faillure of the pump
packing (wearout or maintenance-related), since the indicalor would be tracking the failure
history, it would show a valid improvement in the RG&E maintenance program when the
new PM procedure for the pump was implemented. Therefore, the indicator in this case
would measure a maintenance program improvement, and the question of whether the
initial failures were due to wearou! or lack of maintenance was moot.

RGAE pointed out that, independent of ingipient or degraded reporting, the economic
decisions exercised during the selection of the preventive maintenance activities or
decisions not 10 maintain but replace when appropriate are treated negatively by the
siaf's proposed indicator. The indicator does not consider economic and ALARA
considerations. This is related 10 the concern expressed in other meetings with project
participants that there is some acceptable leve! of component failure rate associated with
an effective maintenance program. However, the proposed indicator counts all failures in
establishing trends, which implies that any failure is a result of maintenance
ineflectiveness. To this concern, the staf has responded thal the indicator uses failures
across a broad spectrum of equipment over time 1o establish a trend, and in that
framewcrk, no single failure is used 10 reach a conclusion about the effectiveness of the
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program. The staf! believes thal these concerns ocould be resolved by putting a band
around ithe Indicator which would identify the region of acceptability.

(3)  Reliabilty-Centered Maintenance - Since the analysis is done on a component basis, this
methodology may allow components 10 un 1o faillure, or 10 & condition where corrective
maintenance 18 required due 10 a loss of function, i a redundant component (i.e., another
train or path) is avalable. The analysis used 10 identtty this equipment considers the
local impact, system impact, and plant impact of the component failure. There will be no
system impact if all of fts constiurnt trains are nol taken down by the failure of the
component

RGAE stated that the RCM systems selected are predominately standby systems, whereas
the systems monitored by the indicator are outage-dominating systems. The statf's
proposed indicator does not currently cover most standby salety systeme.

The slat! pointed out that the proposed indicator can serve as a check on the adequacy
of the FLW program and implementation. To ensure that the indicator maintains
consistency across plants 10 the extent possivle, the equipment scope of the RCM
program should be included in the selection of equipment 1o be monfored by the
indicater I this vein, the ust of equipment monhored by the indicator may be modilied,
contingent on ecommendations received from the industry during the demonstration
project

From their review of the set of NPRDS faillures, RGRE concluded that no PM Program activity at
Ginna should be modified as a result of the fallures aggregated und.r the indicator algorithm
methodology  Other equipment fallures have caused PM Program changes at Ginna.

Since the indicaor for the Ginna plant remained below the average for PWRs of its type and
size. with no adverse trends, over the entire peiiod of interest, the statt would not have
expecited any PM Program changes 10 be made based on the indicator.

RGAE indicated there is significant risk in reliance on a single indicator 10 measure maintenance
etlectiveness. the stafl s proposed indicator could penalize a good perfurmer by lessening the
priority for budoets being applied to maintenance if the indicator showed good performance.
RGAE utilizes both process indicators (backlog) and industry performance indicators (i.e.,
availability) as measures of maintenance efectiveness. RGAE did identify the following two sets
of indicalors, une qualiative, the other quantitative, which they would propose using 1o monitor
maintenance effectiveness:

Qualitative - plant material condition, repetitive component failures.
Quantitative - forced outage frequency, turbine runback frequency, salety system availability.

RGAE dentified the following issues which they consider 1o be most significant in resolving their
concerng about the staft's proposed indicator.

(1)  System and component selection.

(&)  Efects of failure (Local versus sysiem versus plant).
(3) "Ghest" Ticks-Remove superfluous "Ghost" ticks.
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(4)  Mutitaceted (other indcators, maintenance team inspections, other
inspections

(65)  Individual NIURDS plant reporter expertise and report completeness -
Can significantly atfect the quality of the NPRDS data.

The following ftems were identitied for future action

(1) RGAE will prepare a list of equipment, based on their RCM experience,
that should be monitored with the stat's indicator.

(2)  RGAE wili provide the stafl access 1o component Gata for the
systems analyzed 10 date within the Ginna RCM Program.

RGAE agrees with this summary

Mark M. Willams, Chie!

Trends and Patterns Analysis Branch
Office for Analysis ang Evaluation

of Operational Data

Enclosures. As stated

A
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ENCLOSURE 1
ATTENDANCE LIST
JANUARY 17-18, 1990 MEETING

WITH ROCHESTER GAS 8 ELECTRIC CORPORATION

NAME AFEILIATION
John Fischer RG&E
Mark Flaherly RGAE
James Hutf RGAE

Tom Marlow RG&E

Bob Smith RG&E
Herb Van Houte RGAE
Gerald Wahl RGAE

Joe Widay RG&E

Bill Zornow RGAE

Walt Smith NUMARC
Jim Huzdovich ATES!
John Wilson ATES!
Viclor Benaroya NRC/AEOQD
Bob Dennig NRC/AEQD
Pat O'Reilly NRC/AEQD

Mark Willlams NRC/AEQD

AR2
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(2)
(3)
(4)

(5)

(6)
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ENCLOSURE 2
AGENDA
JANUARY 1718, 1900 MEETING WITH ROCHESTER GAS & ELECTRIC CORPORATION
REGARDING MAINTENANCE INDICATORS
NRC presentation - Performance Indicator Development, Analysis Assumptions and
Purpose of Meeting
Discussion of Interim Indicator Results
NPRDS Reporting of Component Failures Involving Outage-Dominating Equipment.
Root Cause Analysis of Individual Component Failures of Outage-Dominating Equipment.

Discussion of RGAE's Programs Approaches for Trending Equipment Fallures and Fallure
Causes as They Relate to Maintenance

Comparison of Maintenance Trend Information

(@ Trends Calculated with the NRC's Indicator
(b) Trends Calculated with RGAE's Indicator(s)

ARD



ENCLOSURE 3
RG&E AGENDA FOR MAINTENANCE

INDICATOR DEVELOPMENT MEETING

Introduction
NRC Presentation of Agenda ltems 1-4
1) RGAE Assessment of NRC Data

a) RGA&E mathematical verificatwn.
b) §7 reports.

2) Analysis of Validity of MEI

a) Concerns with ME| data.

b) Example of a specific Ginna system
which had ticks - CVCS.

¢) Matrix.

d) Present graphs, charts

(6) Discussion of RG&E's Programs/Approaches
for Trending Equ pment Failures and
Fallure Causes as They Relate 1o Maintenance

a) RCM system selection vs. MEI system
selection

b) RCM analysis and RCM task evaluation.

¢) RCM Living Program - Tells it we did not
have the right system, critica!
component, dominant failure modes,
or frequency.

(6) Comparison of Maintenance Trend Information
(a) Trends calculated with the NRC's
proposed indicator.
(b) Trends calcu'ated with RG&E's indicator.
RG&E's Recommendation for an MEI

a) Qualitative
b) Quantitative.

Conclusions

(Marlow)

{Zornow)
(Zornow)

(Mariow)
(Marlow)
(Wahl)

(Marlow)
(Marlow)

(Wilson)
(Wilson)

(Wiison)

(Marlow)

AEOD/S804C
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MEMCRANDUM FOR Thomas M. Novak, Director
Division of Safety Programs
Office for Analysis and Evaluation
of Operational Data

FROM Mark H. Wiliams, Chie!
Trends and Patterns Analysis Branch
Division of Safety Programs
Oftice for Analysis and Evaluation
of Operational Data

SUBJECT: SUMMARY OF FESRUARY 20-21, 1890 MEETING WITH SYSTEMS
ENERGY RESOURCES, INCORPORATED REGARDING
MAINTENANCE INDICATOR DEVELOPMENT

On February 20-21, 1990, members of the NRC statf met with representatives of Systems
Energy Resources, Incorporated (SERI), the licensee for the Grand Gull plant, and the Nuclear
Management and Resources Council (NUMARC) at the Grand Gulf site 10 cliscuss maintenance
indicator development. A list of meeting attendees is contained in Enclosure 1. Enclosure 2
containg the meeting agenda

This meeting was a followup tc the October 13, 1988 meeting of the NRC/Industry Maintenance
Indicator Demonstration Project.

The NRC statt presented their proposed Maintenance Indicator (Mi). The purpose of this
presentation was to familiarize utility personnel with all of the detail necessary for understanding
the proposed Indicator.

Two unique programs at Grand Gult are particularly relevant to the work on the Demonstration
Project. They are the Engineering Review Group (ERG) and the NPRDS Trend Report, both of
which are discussed in detall below.

An Engineering Review Group has been formed within the Grand Gult Performance and System
Engineering Department to perform a final, independent review of work orders prior 10 closeout.
Grand Gulf management has tasked this group with ensuring work orders reflect adequate
detalls of the identified problem, inzluding the overall work scope, cause, corrective actions
taken, and component failures. The ERG represents a plant improvement with the potential for
a direct impact on maintenance indicator development, since one of the concerns expressed
about a component failure-based indicator has been the quality of NPRDS reporting. A group
such as the ERG provides additional assurance that the failure information documented in the
MWOs (and of the subset being reported to the NPRDS) is accurate and complete.

The specific duties of the ERG consist of :

(1)  Reviewing completed work orders for consistency,

(2)  Obtaining predictive maintenance data for trending,

(3)  Providing reports to system engineers for analysis,

(4)  Maintaining control of the surveillance tracking program,

(6)  Entering all MWOs into SIMS for component failure trending.

A25



AEQD/S804C

The NPRDS Trend Report, which has been prepared and issued periodically since 1987,
contains a listing and evaluation of the component failures at Grand Gulf which were entered
into the NPRDS database over the previous period  This repont: (1) flags repetitive failures, (2)
tracks corrective actions, (3) plots the failure rate for components which have experienced major
repetitive failures (e g . radial well pumps, diesel-generator stanting air compressor), (4) trends
reporting times, and (§) tabulates data for easy reference.

Grand Gulf statf described their maintenance organization and explained their maintenance
philosophy. Basically, the responsibility for equipment at the Grand Gulf station is structured
around the systems engineering concept.  For this reason, they preferred the systems
perspective of the NRC's proposed indicator, as opposed 10 the component type perspective.
As far as quality of maintenance is concerned, no distinction is made between salsty systems
and balance-of-plant systems  The only difference in the maintenance of the two types of
systems is that maintenance oh safety systems receives a higher priority. Their maintenance
program s predicated on the premise that its primary objective is to ensure that the plant
operators have available the equipment necessary to operate the plant in a sale manner in
accordance with the Technical Specifications. Grand Gulf tries 1o perform as much of the
maintenance tasks as possibie during normal plant operation. as opposed 10 accumulating work
for outages For that work which is performed during a refueling outage, timely closeout of
maintenance work during a refucling outage, timely closeout of maintenance work orcers
(MWOQs) and timely reporting to the NPRDS are stressed.

Grand Gulf statf described how the Grand Gulf outage planning and scheduling group interfaces
with the regular maintenance organization. Outage planning at Grand Gulf starts as a "seed"
that pulls in line management 1o actually manage the outage. During an outage, the Grand Gulf
plant is run by this specially constituted outage crganization, and the normal plant organizational
lines do not exist during this time. The transition to this outage organization begins about two
months before the start of a refueling outage. Foilowing the refueling outage, a formal repon is
prepared which documents any lessons learned during the outage that can be considered in the
planning and scheduling for the next refueling outage. The plant sta!! stated that they determine
whether a refueling outage has been successfui from the amount of work completed during the
outage and how the plant operates after the outage is compieted.

In keeping with the systems perspective, Grand Gulf looks one quarner ahead and tries to
consolidate all preventive maintenance (PM) and surveillances for a particular system into, for
example, a one-week period, ano get all (corrective maintenance, as well as PM) of the work
done within this time frame - called a "system outage " The purpose of this approach is to
minimize the total time that the sys em is out of service.

Grand Gulf has actively continued @ Maintenance Improvement Program since June 1987. A
key element of this program ig the stallation and implementation of the Station Information
Management System (SIMS). This system allows Grand Gulf management the opportunity to
closely monitor planned work activit es at Grand Gulf. In addition, SIMS provides more space
for documenting detalled descriptions of problems and the corrective actions taken. SIMS has
the capability for electronically providing the input for NPRDS failure reports. Although this
capability is currently not being used, Grand Gult has future plans to use this system for NPRDS
repon preparation.

The Grand Gulf stat! stated that verbatim ccinpliance with written procedures is stressed at all
times with maintenance and operations stat!, and personal accountability is emphasized. They
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instill & feeling of "ownership® in their operations, maintenance, and engineering suppon
personnel

Another part of the maintenance phiiosophy at Grand Gult is the stated policy that vontractors
are not employed to perform routine maintenance tasks

Another key element of the Maintenance Improvement Program at Grand Gulf is its Predictive
Maintenance Program Grand Guit staff presented a discussion of this prograrn. Basically, i
consists of the following

(1) Vibration monitoring of rotational equipment.
(2) Lube cil analysis program.

(3) Motor-operated valve testing

(4) Pump and valve testing program

(5) Local leak rate testing.

(6) Check valve performance monitoring.

(7) Leakage reduction program.

(8) Relie! valve testing program.

(8) Scram frequency reduction program

(10) Muman performance evaluation system (HPES).
(11) Plant performance monitoring

(12) NPRDS

(13) Erosion/corrosion program.

Consistent with a stated management goal to make Grand Gulf a top performer, SERI has
pursued cross ferilization between Grand Gulf and those U.S. plants. as well as plants outside
the U S, which are considered among the best performing units in the country. This exchange
of technical expertise has taken place at all levels of plant management.

Discussion of the results of root cause analyses of a selected set of Grand Gult NPRDS failure
narratives and the indicator trend led to the identitication of a number of issues regarding the
NRC stat's proposed maintenance indicator.

(1)  Grand Gult statt expressed concern that the indicator can be skewed by just a few
problem components and thereby show maintenance problems. The NRC staff pointed out
that high maintenance equipment can result in indications, but that the indicator looks
across a broad spectrum of equipment and a few problems will not make a plant stand
out.

(2) Grand Gult statt expressed concern about the usage of the staf's proposed indicator.
MHow it will be used and by whom are major concerns which have been voiced in previous
project meetings. The NRC stat! explained that it wouki be used by the NRC statf to
monitor the industry's progress in maintenance and 10 provide input 10 senior management
regarding plant performance through the following process. The indicator for a given plant
would be compared against the average of its peers, and the indicator trends would also
be examined. If a plant's indicator is consistently higher than the peer group average and
displays an adverse trend, the plant operational data for the period(s) where the
indicator exhibits the unfavorable characteristics would be examined in detail to determine
the driving forces behind the component failures experienced during the period. Also, the
statt would check into the plant's NPRDS reporting history 1o determine whether this had
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an influence on the indicator. The indicator would be used as a screening 100! 10 trigger
a more detalled review of plant data and experience obtainable from many sources (e.9.,
regional office inspections, maintenance team inspections, diagnostic evaluations SALPs).

(3)  Grand Gulf stah expressed concern about the characterization of the indicator. In this
respect, they were concerned that each individual indicating flag, or even each individual
component failure, could be construed as a sign of maintenance iretectiveness. The
NRC staf! explained that the indicator was designed as a programmatic indicator, and as
such, was not intended 10 track individual events.

(4)  Discussion of the tailure history for the radial well pumps at Grand Gulf led 1o
identification of a case very similar 10 that of the charging pumps at San Onofre 2 and 3
(e, a case where original design engineering suppon, and traditional mairtenance have
played roles over time In the performance of equipment). In the case of the radial well
pumps, Grand Guli staf! explained that the pumps have had a history of seal failures, in
part caused by suspended mud intake from the river water. As river level varied, 8o did
mud intakes. Over a period of time, systems engineering and maintenance statf have
formulated an improved maintenance approach, empioying PM 10 “get ahead" of the
fallures as much as possible, and they expect the pump failure rate 10 decrease, at which
point the proposed indicator would reflect improved performance resulting from a
maintenance program improvement. They also plan to erect a building over the pumps 10
protect them from the elements and facilitate deteciion of seal failures at the incipient
stage. Extensive maintenance had not coped with detecting early tailures in the past.
Mowever, they pointed out that some random pump failure rate will persist due 10 “bursts”
of sediment in the wells. Complicating the situation is the fact that, at certain times of the
year, work cannot be performed on the pumps because of the danger 1o personnel irom
the high level of the Mississippi River. Therefore, the Grand Gulf stalf was concerned
that individual tailures of this nature would be considered as caused by inetfective
maintenance, and that some failure rate would always be present, since cost-benefit would
not support a zero-tailure approach 1o this problem

The NRC statf explained that for these pumps, the way 10 demonstrate improvement in
the mairtenance process was 10 track the failures before and after those improvements.
In thie sense, the fallures are related to maintenance, especially within the broad context
of the Commission's policy statement. Individual faillures are also fitered through the
indicator algorithm, which tends to screen random failures However, the stalf is exploring
additional ways to address the existence of a residual innerent failure rate, such as the
use of a tolerance band around the indicator trend.

(5)  Discussion of the failure narratives associated wit.i the Grand Gult LPRM system led to
identification of another similar case. In this situation, the LPRM detectors (which are the
first of a Kind and unique to the BWR/6 design) were failing with an NPRDS failure
description of “out of calibration” and a cause category of “dirty connections." The Grand
Gulf statf explained that this condition was not caused by dirty connections as indicated,
but actually was a design peculiarity unique 10 these specific detectore. The detectors
were not field repairable, since the internals were not accessible. Afier much interaction
between the NSSS vendor and SER!, it was found that the root cause of the detector
going out of calibration was a bulldup on the internal connections in the instrument. The
corrective action recommended for the problem was a capacitive discharge test which
would burn off the buildup on the connections. Since there was no way 0 anticipate this
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type of failure. the Grand Gulf statt eventually implemented a PM task that peiforms the
test before the perfiormance of the instrument progresses 10 the degraded stage Grand
Gulf stat! maintained that failures of this type should not be tracked by the indicator since
there was no way that the first failure of the detectors cou'd have been prevented, and
then the unigueness of the design and inaccessibility of the detector internals made i
impossible 1o perform any sort of preventive maintenance until a failure history of the
instruments could be complied over @ long enough span of time upon which 10 base
appropriate PM

(6) A number of cases were discussed which nonsisted of the reporting of incipient corditions
as degraded fallures The Grand Gulf stalf explained that past NPRDS reponting practices
may have been somewhat conservative, and commentad that incipients wou'J today be
recognized and categorized more readily.

(7) “"Ghost ticks" should be eliminated

The Giand Gult stat! uses the following activities and documents at the frequency indicated 10
assess maintenance atl the Grand Gulf plant

Daily

(1)  Plant Status Report
(2)  Plant Tours 10 monitor maintenance activities and housekeeping/piant
material conditions

Weekly

(1)  Work Order Status Report,
(2) Plant Contamination Report
(3) Maintenance Task Tracking
(4) Quality Deticiency Status Report
(5) Material Nonconformance Repon

Monthly

(1)  Maintenance Fyrformance Repon.
(2) Performance Monitoring Report
3) Thermal Performance Report

(4) Operational Analysis Report

(5) Health Physics Summary Repon.

Quarterly

(1)  Quality Programe Status and Trend Analysis Repon.
(2) NPRDS Trend Report

Of particular interest is the Maintenance Performance Report, which is issued on a monthly
basis, and is made available 10 all maintenance pesonnel for their review. This report tracks
the following maintenance-related information: (1) maintenance goais versus actual achievements,
(2) major work ftems during the month, (3) safety report, (4) occupational injury and lliness, (5)
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LERs, (6) violations (7) radiological deficiency repons, (8) personnel contamination repont with
details. (8) personnel exposure, (10) quality deficiency reports, (11) security response 10 insecure
doors, (12) maintenance outages, (13) maintenance work status, (14) task tracking, (15)
department overtime, and (16) oudge!

Mark H Williams, Chief
Trends and Patterns Analysis Branch
Office for Analysis and Evaluation

of Operational Data

Enclosures. As stated
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ENCLOSURE 1
ATTENDANCE LIST
FEBRUARY 20-21, 1980 MEETING

WITH SYSTEMS ENERGY RESOURCES, INCORPORATED

NAME AFFILIATION
Bill Angle SER/

W. T. Cottle SERI

Joel P. Dimmette, Jr. SERI

Chuck Dugger SERI
Norman G. Ford SERI

Randy Hutchinson SERI

M. A Krupa SERI

Ron Moomaw SERI

Jerry C. Roberts SERI

Steve Saunders SERI
Warren J. Hall SERI

H Q. Christensen NRC/RII-SRI
Bob Dennig NRC/AEQD
J. L. Mathis NRC/RII-RI
T. M. Novak NRC/AEQD
Patrick O'eilly NRC/AEQD

Mark Wililams NRC/AEQD
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ENCLOSURE 2

AGENDA
FEBRUARY 20-21, 1990 MEETING WITH SYSTEM ENERGY RESOURCES, INCORPORATED
REGARDING MAINTENANCE INDICATORS

(1) NRC presentation - Performance Indicator Development, Analysis Assumptions and
Purpose of Meeting

(2)  Discussion of Interim Indicator Results
(30 NPRDS Reporting of Component Failures Involving Outage-Dominating Equipment.
(4) Root Cause Analysis of Individual Component Faii re¢ of Outage-Dominating Equipment.

(5)  Oiscussion of SERI's Programs/App. frer fing Equipment Failures and Failure
Causes as They Relate to Maintenancy

(6) Comparison of Maintenance Trend Information

(a) Trends Calculated with the NRC's Indicator
(b) Trends Calculated wih SERI's Indicator(s)
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MEMORANDUM FOR.  Thomas M. Novak, Director
Division of Satety Programs
Office for Analysis and Evaluation
of Operational Data

FROM Mark M. Williams, Chief
Trends and Patterns Analysis Branch
1 of Safety Programs
for Analysis ang Evaluation
of Operational Data

SUBJECT: SUMMARY OF FEBRUARY 28 - MARCH 1, 1990 MEETING WITH
NORTHEAST UTILITIES REGARDING MAINTENANCE INDICATOR
DEVELOPMENT

On February 28 - March 1, 1980, statt from AEQD, Northeast Utilities (NU), NU's operating
companies, and NUMARC met at the Northeast Utilities offices in Berlin, Connecticut 10
exchange information on maintenance indicators. This meeting was part of the NRC/Industry
Maintenance Indicator Demonstration Project. A list of meeting attendees is contained In
Enclosure 1. Enclosure 2 prevides the meeting agenda. On March 1, 1890, the staff also
toured the Haddam Neck nuclear plant

The NRC stal presented the detall and logic which were followed during the development of the
statl's propesed maintenance Indicator (MI). The purpose of this presentation was to tamiliarize
utility personnel with all of the detail necessary for understanding the proposed indicator.

In their opening remarks, NU discussed their management approach for the Miilstone and
Haddam Neck sites. Each unit at each site is operated as an independent entity under the
direction of the unit superintendent.  Within this framework of independence, each unit has its
uwn maintenance staff and facilities, and tracks cents per kilowatt at the bus bar. However,
certain major aspects of the maintenance policy are established at the corporate level. For
example, it is NU's policy that their nuclear plants are not allowed 1o enter a limiting condition
for operation (LCO) solely for the purpose of performing planned maintenance. NU aiso has
established a system-wide Production Maintenance Management System, or PMMS.

PMMS, which was first placed into operation almost ten years ago on a phased implementation
basis, is now aimost completely implemented, and is used to track maintenance at all of their
electrical generating stations, fossil as well as nuciear. It is a computerized maintenance
tracking system with fairly extensive capabilities. NU has used PMMS to: (1) identify plant
equipment by means of a system-wide common nomenclature, (2) establish a dedicated planning
function at each of their generating facilities, (3) establish a common maintenance work order
mechanism across tacilities (4) provide a uniform work priority system, (5) provide resource
forecasting and tracking on a consistent system-wide basis, and (6) provide a database of
production-related information in support of management decisions.

There is an important difference between PMMS and the staff's proposed indicator. PMMS
tracks work orders and associated information. The statf's proposed indicator tracks equipment
fallures. In order to extract failure data from PMMS, engineering analysis supporied by
standardized guidance, such as found in NPRDS, is required.
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NU employs PMMS to generate the PMMS Performance Report on a quarnerly basis. This
repont trends a number of indicators which NU uses 10 monitor maintenance performance at their
plants. The contents of the PMMS Performance Report are as follows: (1) Preventive
Maintenance Percentage. (2) Corrective Maintenance Backlog. (3) CM Backiog Indicator,

(4) Preventive Maintenance Performance, (5) Twenty Most Worked on Components, (6) Ten
Most Worked on Systems, and (7) Rework Percentage. Performance Indicators have been used
in the NU organization as management 100ls for about five years

NU considers ltems (1), (3). and (7) above their primary maintenance indicators. The Preventive
Maintenance Percentage displays a trend of the preventive work accomplished by a task
department as a percentage of the total maintenance work. The CM Backlog Indicator is an
indicator which was developed internally by NU. This indicator displays a curve of CM work that
indicates the condition of the work backiog and the clearing rate time constant. This consists of
the number of priority 3 non-outage CM work orders that are open at & point in time. This
process indicator is not used 10 provide diagnostic feedback to the orpanization at the working
level. The Rework Percentage displavs a trend of CM and other work orders that failed a retest
by operations by quarter

NU also produces a quarterly Utility Performance Report for NU management which contains

(1) capacity factor, (2) forced outage rate, (3) thermal performance (unit heat rate), (4) LERs, (5)
unplanned automatic reactor trips, (6) plant design change eviluation status, (7) plant design
change request status (8) solid radioactive waste generated, (.) collective man-rem exposure,
(10) total skin and clothing contaminations, (11) PMMS Irdicators #1 and #3, (12) NRC
ingpections - violations and severity level, (13) outstanding INPO recommendations, (15) NE&O
contractors, and (16) Enforcoment conferences

During a discussion about maintenance during outages, NU stated that each of s four units
(Haddam Neck, Milistone Units 1,2, and 3) prep27es an outage report 30-60 days atter the
compietion ot a refueling outage which documents lessons learned during the outage. Within
the NU organization, outage planning is done on a unit level, as opposed 10 the corporate level.
Usage of the NPRDS database by the NU organization was also discussed. Currently, there is
a task force within the organization evaluating how NPRDS could best be used to enhance plant
operations. In the past, the NU organization has not used NPRDS data very much, and since it
is prepared at the corporate level unit maintenance managers are generaily not familiar with the
NPKDS data for their units

Prior to the meeting NU was provided with examples of NPRDS-reported failures, used in
constructing the proposed Indicator, that the stalf categorized as maintenance-relaied. The
discussion of the history behind these failures indicated that plant stalf were aware of component
performance problems and had often made various adjustments 10 the maintenance programs in
response. However, the utiity determination that the performance problem originated

in a marginal application of a component design resulted in their concluding that the failures
were not related to maintenance Several examples are discussed below. Since the frequency
of such failures is being controlled by the maintenance program, the staft believes an increase
or decrease in such failures is a measure of maintenance etfectiveness.

There were a number of failures of a reactor recirculation pump pressure switch at Milistone 1
that the utility had attributed to wearout in the NPRDS failure records. On other occasions, the
same switch had drifted out of specification due to unknown causes. The NU staft explained
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that this particular switch was a design problem that had existed since the plant was buit. It
was essentially a misapplication of design which utility management had made a decision 1o live
with, and had charged the maintenance department to keep the equipment operating, given this
deficiency. NU stated that a temporary soiution to the problem had been impiemented. This
consisted of an increased surveillance frequency which was established 10 catch the instrument
drift while it was still in the incipient stage before the instrument's function became degraded.

Another example consisted of three failures of main feedwater pump sedls at Milistone 3. In
this case. according to the wtility, the original pump seal design was marginal, especially at low
flow conditions, when flashing led to overheating of the seal and subsequent failure. As
explained, this was a misapplication of design, for which utility management had decided that
continuing to fix seal fallures was more cost-effective than making a major design modiication.
The maintenance organization was then faced with the responsibility of keeping the pumps in
operating condition in spite of the seal problem. These failures were either categorized as due
10 unknown causes or attributed 10 design problems.

During the meeting. NU stalf expressed a number of concerns about the usefulness of the
proposed indicator. The need for resources 1o respond 10 another indicator (fielding questions
trom the NRC and various PUCS), with the likely outcome that these resources would be
diverted from existing statf now devoted to utility performance trending, was a major concern. In
the NRC stati's view, the intended use of the proposed indicator should help allay this concern.
The utility staff also felt that the proposed indicator was difficult 1o interpret, and offered little
diagnostic information for corrective action. As a programmatic indicator, diagnostic capability
was not a prime concern originally, but comments from other Demonstration Project participants
have resulted in modifications, such as culting the indicator by component type, 1o enhance its
usefulness to plant statf

The utility staft also felt that the guality of NPRDS reporting may not be high enough for this
impontant use.  The tendency for NPRDS data to show concentrations of fallures discoveied in
outages, and the potential for penalizing proactive maintenance if incipient conditions were
reporied as degraded failures were raised as issues. NRC staff actiuns 1o adjust indicator
interpretation based on various segments of the fuel cycle, and examination of reporting patterns
in interpreting the indicator were cited by the stall as petential remedies for these concerns.

Lastly, NU statt were concerned about use of a single indicator to track maintenance. the staff
explained that no indicator is used in the absence of other information, including other indicators
and information from various types of inspections. Further, the proposed indicator was
developed as an example of the type of indicator needed, and was not intended 10 be the only
indicator based on component failure data.

Mark H. Williams, Chiel
Trends and Patterns Analysis Branch
Office for Analysis and Evaluation

of Operational Data

Enclosure: As stated
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NAME

Bob Dennig

T. M. Novak
Patrick O'Rellly
Mark Williame
Thomas Laats
Howard Stromberg
Peter M. Austin
Mike Ciccone
Tom Dente

Neil Herzig
William J. Nadeau
Wayne D. Romberg
Jere LaPlatney
Neil Bergh

Peter J. Przekop
Ron Rothgeb
Walt Smith

Tom Tipton

AEOD/S804C

ENCLOSURE 1
ATTENDANCE LIST
FEBRUARY 28-MARCH 1, 1990 MEETING

WITH NORTHEAST UTILITIES

FFILI

NRC/AEQD

NRC/AEQD

NRT/AEOD

NRC/AEOD

EG&G-Idaho

EG&G-Idahe

Northeast Ulilities

Northeast Wtilities

Northeast Utilities

Northeast Utilities

Northeast Utilities

Northeast Wtilities

Connecticut Yankee Atomic Power Company
Northeast Nuclear Energy Company
Northeast Nuclear Energy Company
Northeast Nuclear Energy Company
NUMARC

NUMARC
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ENCLOSURE 2
AGENDA
FEBRUARY 28-MARCH 1, 1990 MEETING WITH NORTHEAST UTILITIES
REGARDING MAINTENANCE INDICATORS

NRC presentation - Perlormance Indicator Development, Analysis Assumptions and
Purpose of Meeting

Discussion of Interim Indicator Results
NPRDS Reporting of Component Failures Involving Outage-Dominating Equipment.
Roo! Cause Analysis of Individual Component Failures of Outage-Dominating Equipment.

Discussion of Northeast Utilities' Programs/Approaches for Trending Equipment Failures
and Failure Causes as They Relate t, Maintenance

Comparison of Maintenance Trend Information

(a) Trends Caiculated with the NRC's Indicator
(b) Trends Calculated with Northeast Utilities' Indicator(s)
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APPENDIX B

MAINTENANCE INDICATOR DEMONSTRATION PROJECT DETAILS

This Appendix discusses the detalls of a typical meeting with one of the utility participants in the
Demonstration Project It also contains a roster of all the utilty statt and consuttants that
panicipated in these meetings, along with copies of the NRC standard presentation slides used

duting each of these Individual meetings
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APPENDIX B

MAINTENANCE INDICATOR DEMONSTRATION PROJECT DETAILS

The second meeting of the NRC/Industry Maintenance Indicator Demonstration Project 1ook place on
October 13 1988 Al this meeting. each of the su project utility-panticipans presented their
preliminary comments regarding the NRC staff's proposed Maintenance Indicator and summarized
the results of their reviews of the plant-specific set of NPRDS component failures which the NRC
sta¥ had provided 10 each utility-participant at the first meeting of the project on September 12,
1989 In order 10 oblain more detalls concerning each utility's review, the NRC stat! held a series
of twoday meetings with each of the six project utilty-participants over the five-month period
November 1988 March 1980 These meetings were held efther at the utility's headquaners ofice or
at one of the utility's plani sttes  Table B-1 shows the date and location for each of the six
meetings  Prior 10 each of the six meetings, the NRC stalf sent a letter 10 the senior maagement
of the respective uliiity-panicipant acknowledging the meeting date and transmitting a propo ‘ed
agenda for the meeting  To ensure consistency in the information discussed during the mee.."Qgs, @
slandard agenda wae used for the series of eix meetings. Table B-2 contains the standard me. ting
agenda  Table B-3 identifies e participating utility staft and consultants who participated in the @
six meetings

Typically, each meeting began with introductory remarks by the utility's Senior Vice Prezident -
Nuclear or his designated representative.  The NRC staff then gave & detailed presemation on the
development and validation of the statf's proposed Maintenance Indicator. Using a standard set of
slides (Table B 4) the NRC stal! described the proposed indicator concept, explained how the
indicator was constructed, discussed the indicator validation process, and for lllustrative purposes,
presented the Indicator for & typical plant. The statf's presentation was designed to familiarize utility
personnel with all of the detalls necessary for understanding the indicator.

Next, the NRC statt presented the indicator for the utility's plants. In the discussion that ensued, the
NRC statf related 1o the utility stat their interpretation of the spectfic plant's indicator, whether the
indicator for the plant was fugher 1han, below the average, or average relative 10 the average for
that plant's peer group, and whether any adverse trends in the indicator were noted. In turn, the
utility statf provided their comments on the proposed indicator based on their review of the failure
data which were monitcred by the indicator. This discussion of the indicator was usually foliowed by
a discussion of the NPRDS - the utility's NPRDS reporting philosophy (tendency 10 over report vs.
under reporting), how the reporting is handled (on a unit basis or at the corporate level), and who
determings what information from the work orders is reported to NPRDS

The NRC statf and the utility statf then embarked on a delailed discussion of the root cause of @
specttic group of NPRDS fallure records that contributed 10 the indicating flags generated by the
NRC statl's proposed indicator. A sample set of failures used in this discussion is shown in Table
BS& The records discussed consisted of failures which the utility had categotized as attributable 10
causes other than mantenance (e g, engineering/design, wearout, unknown, random failure), but the
NRC staft, applying the scope of the Commission's definition of maintenance as specified in #s
Revised Maintenance Policy Statement issued December 4, 1889, had classified as mainlenance-
related  Generally, the statf's review of the NPRDS failure nar atives for the records in question had
resutted in about 70-80% of the failures reviewed being ascribed 10 maintenance. In contrast, the
utility's review of the same se! of failure records, using all of the detailed information about the
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individua! fallures at the Wlility's disposal and applying the industry's much narrower view of the
definition of maintenance, usually resulled in a much smaller percentage (5-18%) being characterized
as maintenance related Typically, the majority of the failures were attributed 1o wearout or 10
unknown causes

Out of these discussions arose issues such as whether first failures or failures of components that
had been in service for relatively long per.ads of time shoulkd be classified as maintenance-related.
Another issue that was identified during these discussions was whether the failure of a problem
component for which a management decision had becn mede to continue to maintain the
component in operable condition as opposed 1o iiplementing a major (and, therefore expensive)
design modification (e g . the charging pumps at San Onofre 2 and 3) should be captured as a
maintenance-related failure

A related issue which originated from these discussions was the discovery that, in the interest of
conservatism, most of the utilities in some cases had reported what were apparently incipient
conditions as degraded failures. Such over repoiting would have a direct adverse effect on the
NRC stafl's proposed indicator, sinca the indicator was originally designed 10 consider only degraded
and immediate failures, not incipient conditions

These discussions enabled each of the two paries o better understand the other's perspective of
maintenance Sometimes the utility statf changed their position on a given failure, and agreed with
the NRC statf tha! the fallure was maintenance-related. In other cases, the NRC stalf agreed with
the utility's position The end result of these discussions was generally that the percentage of the
total number of failures attributed to maintenance-related causes might change by as much as 10%.
However, as far as the NRC stalf was concerned, the majority of the component failures that
comprised the indicator was still maintenance-related, and their original conclusion on this issue was
still valid

The utilty stalf then discussed their programs for monito ing trends in maintenance. For the most
pan, these consisted of plant level performance indicators which track the maintenance process
(termed process indicators in AEOD/S804A and S804B). Included in this category are the three
INPO performance indicators that are related 10 maintenance. These are Corrective Maintenance
Backlog Ratio of Preventive Maintenance to Total Maintenance, and Percentage of Preventive
Maintenance Missed Some utilities track these indicators in a separate formal report which the
plant statf prepares for senior management on a regular basis. Cther utilities include the
maintenance-related indicators in the overall plant performance indicator report that is issued
periodically to management. One utility has developed s own maintenance indicator which it tracks
in a special maintenance performance report that is issued on a periodic basis. Another utilty did
not have any formal repont which tracked maintenance indicators.

Finally, the last item on the meeting agenda was a comparison of maintenance trend information
calculated with the NRC staft's proposed indicator and the maintenance trend information calculated
with the utility's indicator(s). In this case, the only available trend information was that provided by
the NRC stafi's proposed indicator. None of the utilities visited have a programmatic indicator that
is used 1o routinely monitor equipment performance and feed back that information 1o the
organization at the working level. Consequently, the only discussions which took place with each
utility re jarding this agenda item were primarily qualitative.

Foliowing all of the meetings except one, the NRC statf was given a tour of the plant site conducted
by the utility staff
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Table B-1

NRC Staft Meetings with Individual Project Utility-Participants

Megting Dates
11/29-11/30/89

12/12-12/13/89

01/09-01/10/90

01/18-01/19/90

02:20-02/21/90

02/28-03/01/80

Project Utliity-Panicipant

Commonwealth Edison
Company

Southern Califomnia
Edison Company

Duke Power Company

Rochester Gas and
Electric Corporation

Systems Energy
Resources, In¢

Northeast Utilities

Ed

Meeting Location

Commonwealth Edison
Office - Chicago, IL

San Onofre Plant Site

Oconee Plant Sie

Ginna Plant Site

Grand Gulf Plant Site

Northeast Utilities
Office - Berlin, CT



(1)

(2
(3)
(4)

(5)
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Table B-2
Agenda Used In Meetings with Six Project Utliity-Participants
NRC Presentation - Perdormance Indicator Development, Analysis Assumptions and F urpose
of Meeting
Discussion of Interim Indicator Results
NPRDS Reponting of Component Failures Involving Outage-Dominating Equipment.
Root Cause Analysis of Individual Component Failures of Outage-Dominating Equipment.

Discussion of Project Utility-Participant's Programs/Approaches for Trending Equipment Failures
and Fallure Causes as They Relate 10 Maintenance

Comparison of Maintenance Trend Information

(a) Trends Calculated with the NRC's Indicator.
(b) Trends Calculated with the Utility-Participant's Indicator(s).
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Name

Jere LaPlatney
Ron Rothgeb
Neil Bergh

Peter J. Przekop
Tom Dente
Mike Chiccone
Nell Herzig
Peter Austin
Willlam Nadeau
Wayne Romberg
Pau! Kuhel
Manin G. Kief
Don Eggett
Robert Lazon
Thomas Kovach
Lee A Sues
Brian Katz

Don Evans
Ralph Sanders
Robin Baker

L. D. Brevig
Fred Briggs
Jack Rainsberry
Loyd Wright

R H. Brigenbecke!
Haroid Ray

M. E. Rodin
Barbara Aden
Bob Levine
Wayne Haliman
Bill Foster
Ronnie Henderson
Sam Hamrick
Stuant Lindsey
Dendy Clardy
Bill Angle

W. T. Cottle

Joel P. Dimmaette, Jr,

Chuck Dugger
Norman G Ford
Randy Hutchinson
M. A Krupa

Ron Moomaw
Jerry Roberts
Steve Sanders

Table B-3

Affiliation

Connecticu! Yankee Atomk Power Company

Northeast Nuclear Energy Company
Northeast Nuclear Energy Company
Northeas! Nuclear Energy Company
Northeast Utilities

Northeast Utilities

Northeast Utilities

Northeast Utilities

Northeast Utilities

Northeast Utilities

Commonwealth Edison Company
Commonwealth Edison Company
Commonwealth Edison Company
Commonwealth Edison Company
Commonwealth Edison Company
Commonwealth Edison Company
Southern California Edison Company
Southern California Edison Company
Southern Calffornia Edison Company
Southern California Edison Company
Southern Calffornia Edison Company
Southerr. California Edison Company
Southern California Edison Company
Southern Caliiornia Edison Company
Southern California Edison Company
Southein California Edison Company
Scuthern California Edison Company
Southern Calfornia Edison Company
Southern Caiifornia Edison Company
Duke Power Company

Duke Power Company

Duke Power Company

Duke Power Company

Duke Power Company

DOuke Power Company

Systems Energy Resources, Incorporated
Systems Energy Resources, Incorporated
Systems Energy Resources, Incorporated
Systems Energy Resources, Incorporated
Systems Energy Resources, Incorporated
Systems Energy Resources, Incorporated
Systems Energy Resources, Incorporated
Systems Energy Resources, Incorporated
Systems Energy Resources, Incorporated
Systems Energy Resources, Incorporated

B6

AEQD/S804C

Utility Statt and Consultants Participating In Demonstration Project Meetings
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Table B-3 (Continued)

Utility Statt and Consultants Participating In Demonstration Project Meetings

Name Aftiliation

John Fischer Rochester Gas & Electric Corporation
Mark Flaheny Rochester Gas & Electric Corporation
James HuH Rochester Gas & Electric Corporation
Bob Smith Rochester Gas & Electric Corporation
Tom Marlow Rochester Gas & Electric Corporation
Herb Van Houte Rochester Gas & Electric Corporation
Gerald Wah! Rochester Gas & Electric Corporation
Joe Widay Rochester Gas & Eiectric Corporation
Bill Zornow Rochester Gas & Electric Corporation
Jim Huzdovich ATESI

John Wilson ATES!
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Siide No

1

2

10

11

13

14

16
17

18
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Table B 4
NRC Standard Presentation Slides
Subject

Current Indicators - Simple List
P | Report page - Finger Chars
P | Report page - Trend Charts
P. | Report page - Par |l event descriptions
Commission Direction on Maintenance Pls - Background
LER Causes & Corrective Actions - Ind. Avg w/maintenance
MEI Summary Description - Failure rate increase with causes
MEI Trend - totals of prior slide portrayed over time for a plant
ODE Equipment Selection Basis
MEI ODE Systems Selected
Key Aspects of the Indicator
Indicator Display candidate (with cumulative curve)
Validation Activities
ME! vs. Cause Code Correlation
MElI BWR & PWR Populations (2 yr. totals)
ME! Trend for PWRs (2 yr. regression line)
Demonstration Project Background

Demonstration Project - Utility membership
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{sudo 1

CURRENT INDICATORS

¢ Automatic Sorame While Critical

¢ Safety Systems Actuations

¢ Significant Events

o Satety System Fallures

¢ Forced Outage Rates

¢ Equipment Forced Outages/1000 Crit. Hre.
¢ Collective Radiation Exposure*

¢ Cause Codes
Provided Wy INPO
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MAINTENANCE MONITORING

* COMMIBSION DIRECTION « MAINTENANCE INDICATORS
» AEOD 8804 A-Process Indicators (10/88)
« AFOD 88048-Etectivenses Indicators (2/88)
* Follow-up development

*« MAINTENANGE RULEMAKING ABSOCIATION
+ Monior and Inepection Function
* Roguiatory Guide and Policy Btatement

B MONTH INTERWVAL
* Manwnance indicator Use
+ Bla'! Evalustion

« INTERACTION WITH INDUSTRY
+ Commission Intent

CORRECTIVE ACTIONS
EVENTS WITH MAINTENANCE CAUSES

Correclive Actions
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MAINTENANCE EFFECTIVENESS INDICATOR
(KEY ASPECTS)
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Blide 12
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VALIDATION ACTIVITIES

ROCT-CAUSE ANALYSIS
LER CORRELATION ANALYSIS
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APPENDIX C

INDICATOR TECHNICAL ISSUES

Appendix C cuntaing detalls of the algorithm methods being explored 10 address concerns expressed
during the Demoratration Project over how the proposed indicator introduced "ghost” indications and
suppressed "shadow" indications.
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APPENDIX C

INDICATOR TECHNICAL ISSUES

As initially presented in AEQD/SB04B, the maintenance indicator used a simple computational
algorithm that compared fallure counts over a sliding five-month time interval. Only when a selected
threshold value was exceeded did it flag the comparative change as being significant. The indicator
was based on selected components in selected systems and it trended the summation of the
cumulative indicator flags for each system considered based on all component failure indications
within these selected systems.  All failures of the equipment as reporied 1o NPRDS were included
they were of an immediate or degraded nature, reporied incipient failures were excluded. As a
result of this intial construction and bases, several compromises were introduced into the indicator's
Frecision and usefulness 1o utility statts. These included being a system-based rather than a
;omponent-based indicator, tracking of only some of the systems reportable to NPRDS with
exclusion of most safety systems, introduction of "ghost" indications and suppression of "shadow"

indications. During the Demonstration Project, several methods and modifications have been
explored 10 address these problems

Algorithm Refinements

The algonthm used in constructing the indicator was very simple. I processed the selected NPRDS
faillures by first counting the failures by calendar month using the NPRDS failure discovery date. It
then looked for a relalive increase in the fallure frequency within a moving five-month window,
comparing the average number of failures in the last two months to the average number of failures
in the first three months  When this difference exceeded a fixed threshold value, a marker was
assigned 1o the latest month of the five-month period. If the failure count for the fourth month is
high enough, however, the overall average for the fourth and fitth months can be great enough to
produce an indication in the fifth month even when there were zero failures in the fifth month. This
"ghost tick™ phenomena was identified early in the development of the proposed indicator but the

formula was not moddied since it was felt that sensitivity to the magnitude of a failure jump increase
was desirable and the precise placement of indications was not critical

Conversely, the original calculation averaging also led to some significant failure increases not
generating indications. This "shadowing® of indications occurred when significant increases in
failures in a preceding month, when included in the three-month average used in the algorithm
overshadowed the two-month average associated with the later failure increase. This phenomenon
was also recognized during the indicator development but this lack of indication was considered 1o
not be a problem given the anticipated way that the indicalor was meant 10 be used

Two revised calculational methods are being explored 10 eliminate the "ghost ticks" while capturing
"shadow ticks", thereby yielding a more precise sel of indications. Both of these exploratory
caiculational methods still employ the same sliding five-month time window used in the original

algorithm.  They difter from the onginal algorithm in the methods used 10 treat the failure information
within the five-month window

Three-month Averaging In the three-month averaging rethod, the algorithm is applied to the failure
data, e °r; nally proposed. If the average number of failures for the last two months of the five-
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month window exceeds the average number of tailures for the first three months of the time window
by the threshold imit of 1.01, the algorithm calculation is satisfied such that an indication would be
generated for the 1ifth month. At this point, a check of this indication is made 10 verity that it is not
a ghost tick. This check is performed by averaging the values of the failure counts in the first three
months of the time window being considered. If the actual failure count value in the fitth monih
exceeds the first three-month average for this window, the indication is permitied 1o remain. If the
value of the tith month does not exceed the average value of the first three months then the
indication is eliminated

It the average of the last two months of the five-month window does not exceed the average of the
first three months by the threshold limit, checks are made 1o determine I an indication should be
generated but is being "shadowed" by previous recent failure histories. This check is performed by
averaging the values of the fallure counts in the first three months of the time winoow and
substituting this average value for the highest value in the three-month period. The algorithm is
then completed using the actual failure values for the last twe months of the five-month period. ]
the threshold value of the algorithm is now exceeded, an indication is generated and retained for
this fitth month

Five-month Averaging The five-month averaging method uses the same algorithm and threshold as
used in the original Indicator.  The ditference occurs once a failure indication is generated. In the
five-month averaging method, once an indication is generated the data values 10 be used in
subsequent calculations are revised This is accomplished by substituting the average value of the
failures for the actua! values o! the failures in the five-month time window thal resulted in an
indication being generated for the fith month. The lime frame is then shifted one month and the
original algorithm is applied but now the first four months of the five-month window are average
fallure values, not actual values. If no failure indication is generated for this new time window, the
window is shifted another month with the first three months of the window retaining the old average
value and the last two months containing actual monthly failure counts. If no indications are
generated. the window is shifted again and the process is repeated. This continues until a new
indication is generated. Once a new indication is found, the actual failure values for the five-month
window involved in the new indication are retrieved, if necessary, and a new five month average is
determined  These average values are then substituted for the actual values and the process
outlined! above is repeated

These processes are continued for the entire time period under consideration for both the system-
based and the component-based sets of NPRDS equipment failures for each plant. Comparative
graphs of the cumulative resutts of these efforts are plotted. The following examples illustrate how
the revised algorithms compare with each other and with the original approach. The examples are
based on actual NPRDS failure data for plants which were represented in the Demonstration Project.
In these examples, an "F" denotes an indication found by all three metheds, a "G" represents ghost
indications that are eliminated by the revised calculation method, and an "S" notes a shadow
indication which is added by a revised calculation method.

In the first example, a plani experienced 57 failures in systems and components used in
constructing the original indicator.  Of these, 41 failures were experienced in just two systems.
These 41 failures resulted in the gene ation of a total of eight indications, four in each of the two
systems, when the original algorithm was applied. The remaining 16 failures were distributed among
six other systems and these failures resulted in no additional indications. The disiribution of the 41
fallures between the two systems is shown in Figure C1. Included in this figure are the



AEQD/S804C

omparative indications generated when the original and the two revised algorithms are applied 1o
this data

MONTH M A M UJ J A & O ND UJU F M AMUJ J A S ONDUJI I MA M
Fallures
System A 0 8 0 3 N0 . 1-D0 P48 0.8 908 B B9 B O &8 08 0 1 19
System B 0 1 06 2 0.0 9 1.9 % BH-8§ BB DRI I QRIS IE 1 0
ALLCORITHM
Orginal
System A e 8, U Ll i e e e e e G SRR P RS Bl
Sysiem B ’ . : ’ . * 3 . . . . . ¥ . - . F @ - .
3 Month
Sustem A . . . . . 3 ¥ . -
Snsten B et R ¥ s el ¥ ¥ .
5 Month
System A ¥ ' ' R
System B } . ¥ F

Figure C.1 Example Application of Varnous Algorithms

In this example, both of the revised algorithms eliminated three "ghost” indications. The failure
distribution was such that neither revised algorithm determined that additional "shadow" indications
were present

In the following example, a different plant experienced 229 failures, with 35 of these failures
occurring in one paricular system. Applying the original algorithm 10 these failures resulted in the
generation of three indications. In this case, the application of the revised algorithms both
eliminated one "ghost!” indication but found one "shadow" indication. Figure C.2 illustrates these

indications

MONTY M A M UJ J A S ONDUJIU F M AMUI JI ASE O NDPUJIF M A MY
Faillurea

System O ¢ ¢ S 0 1 1 040 3 0 0.3 Q0 Q% "0V 0
ALGORITYIM

Onginal

System ( . . ¥ . . . . . . . R

A Month

System C . ¥ . . . . ¥ . T W . " - 3
5 Month

Svsiem C . . . . . F - . . . . . s P e v B

~
o
«
o
~
©
~
—

Figure C.2 Additional Example Application of Various Algorithms

Thus 1or this example, the total number of indications remains the same. However, the revised
algorithms yield a different distribution of the indications over the time period being considered.
Comparisons of additional examples reveal that the two revised methods are equally sensitive to
capturing "shadow" indications but the five-month averaging method is more sensitive and eliminates
adgditional "ghost!" indications
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August 10, 1890

Thomas M. Novak, Director

Division of Safety Programs

Office for Analysis and Evaluation
of Operational Data

U.S. Nuclear Regulatory Commission

Washington, DC 20555

Dear Mr. Novak:

Enclosed for your information is a copy of our final report "Evaluation
of the NRC Proposed Maintenance Effectiveness Indicator." As a result of our
meeting on June 26, 1990, this report has been changed since the draft version
was transmitted to you to clarify the results of the industry analysis as
shown on page 9 of the report, The industry appreciates having had the
opportunity to interact with the NRC-AEOD staff in the evaluation of the
proposed maintenance effectiveness indicator as described in report
AEOD/S804B. We believe the interaction has resulted in a good understanding
between us even though our conclusions, as described in the enclosed NUMARC
report, differ significantly from those published in the NRC draft report

AEQOD/SB04C. In addition to the detailed comments in the enclosure, we offer
the following general observations.

The relationship of the proposed indicator to plant safety has not been
demonstrated by the data evaluated during this project. Additionally, our
review of the failures and their significance leads us to conclude that this

proposed indicator is neither a measurement of maintenance effectiveness nor
does it provide insight into its nexus to maintenance.

The proposed indicator equates all equipment failures to ineffective
maintenance. However, in order to measure maintenance, the proposed indicator
should include only those failures that are maintenance related. The NUMARC
Ad Hoc Advisory Committee (AHAC) analysis of the data provided by the NRC
associated with six plants concludes that failures unrelated to maintenance
are a major contributor to all failures and are accrued together with failures
that are related to maintenance. Assuming that one could eliminate all
maintenance related failures, the proposed indicator would still indicate a
"maintenance ineffectiveness" trend. The logic is technically flawed.

The proposed indicator methodology relies on the premise that the
Nuclear Plant Reliability Data System (NPRDS) narrative reports alone contain
sufficient detailed information to enable an independent person to establish
the root cause or causes of equipment failure. The AHAC analysis of the data
that underpins the proposed indicator concludes that significant information
beyond that normally available in NPRDS is required to establish the primary
o contributing root cause or causes. Further, our assessment of the causes




Thomas M. Novak
August 10, 1990
Page 2

that contribute to equipment failure is substantially different from the NRC
perceived cause distribution. The NPRDS, as a reliability data base, was not
:s;ab\ished to require detailed root cause determination of all reported
ailures.

The propesed indicator methodology does not exclude a degraded or
potentially degraded condition that has been evaluated for its system effect
and properly determined to be repaired or replaced when necessary. These
decisions reflect neither ineffective maintenance nor a non-aggressive
management approach to maintenance but instead reflect appropriate licensee
Judgement.

Regarding the NRC's meeting minutes dated July 13, 1990, of our June 26,
1990 meeting, based on our detailed review of the cata and methodology, we are
unable to support the NRC's position that, "the data does provide useful
insights into maintenance trends at an individual plant and that a trend of
aggregated data across all plants gives insights into industry trends related
to maintenance." We are unable to substantiate these premises by comparison
of the indication frequency with the average SALP performance for three years
from 1986 to 1988, the results of 52 plant maintenance team inspections and
with the participating utility evaluations of the proposed indicator data.

As we discussed at our meeting with you on June 26, we conclude that the
proposed indicator as currently defined or as proposed to be modified does not
measure maintenance effectiveness. If you have any questions relative to this
letter ur its enclosure, please contact Walt Smith, Warren Hall, or me.

Sincerely,

# J?,t.:‘
homas E. Tipton
Director

Operations, Management and

Support Services Division
TET\WJS:amw

Enclosure

4 E£. Jordan
M. Williams
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EXECUTIVE SUMMARY

BACKGROUND

The Commission in its Staff Requirements Memorandum of June 26, 1989,
from Samuel J. Chilk to Victor Stello, stated "...To assist the Commission in
monitoring industry improvement initiatives, the staff should proceed with
validation and imp ementation of its maintenance effectiveness indicator on an
expedited basis. As a first step, the staff should invite the voluntary
participation of licensees in a small, NRC-utilities, demonstratior oroject to
identify quantitative indicators for the evaluation of the performance of
maintenance programs. This project should begin immediately and would have
the objective of developing a product suitable for use on a trial-basis within
one year. Following the identification of a mutually agreed upon set of
indicators, a testing period (of adequate duration) of their use <hould
begin."

Industry participated with the NRC Office for Analysis and Evaluation
of Operational Data (NRC-AEOD) in the evaluation of a proposed indicator that
would indicate maintenance effectiveness. 1t was reviewed by a Nuclear
Management and Resources Council (NUMARC) Ad Hoc Advisory Committee (AHAC)
consisting of six utilities with participation by the Institute of Nuclear
Power Operations (INPO) and NUMARC. This proposed indicator was developed by
the NRC as a result of an NRC study, ‘"u0/S804B.

The proposed indicator trends the failure rate increase of a selected
set of Nuclear Plant Reliability Data System (NPRDS) components within
selected systems that fail for any reason including failures that are not
related to maintenance. As described in AEOD/S804B, "The resultant
computerized indicator formula counts the number of component failures
discovered during each month in a five-month span of time for each of the
selected systems. Dividing the number of component failures for each of the
systems in a selected time period by the number of months in the period, it
then calculates the average component failure rate for each system for (a) the
first three months of the five-month time span and (b) the failure rate for
the last two months of the span. It then compares the twe average rates and,
if the rate in the last two months exceeds that of the first three months by
more than a threshold value, an indicating mark is placed in the last month of
the five-month span. The program then adds the next more recent month and
drops the oldest month, i.e. the five-month span is shifted forward one month
and the failure rate calculations and comparisons are repeated." The phrase
"an indicating mark" is referred to in this report as an "indication."

ii



PURPOSE AND APPROACH

The project purpose was to evaluate the NRC proposed indicator as a
method to measure maintenance effectiveness. The six utilities, INPO, and
NUMARC supported this evaluation with over two man-years of effort in detailed
reviews and analysis. Meetings were held with the NRC, including both group
meetings and individual utility meetings at each facility. This report
addresses only the maintenance performance indicator described in AEQD/SB04B.

The evaluation, as detailed in the body of this report, addresses the
following questions:

o Does the proposed indicator measure maintenance effectiveness?

o Can the proposed indicator be validated by comparison with other
data or criteria?

What additional concerns exist relative to the use of the proposed
indicator?

In addition to these three key questions, current methods were

identified that the licensees use to measure or provide insight to maintenance
effectiveness,

SUMMARY

DOES THE PROPOSED INDICATOR MEASURE MAINTENANCE EFFECTIVENESS?

No. The proposed indicator does not measure maintenance effectiveness.

The proposed indicator trends the failure rate increase of a selected

set of systems and components from the NPRDS data base. Since component
failures due to al)l causes, even those unrelated to maintenance, are included

in this trend, the user is unable to determine if the indication is
maintenance related.

For the proposed indicator to measure maintenance effectiveness,
improper maintenance would have to be the dominant cause of the failures that
resulted in indications. A detailed analysis for six units involving a total
of B4 indications and their associated 279 NPRDS failure reports determined
that 13 percent of the failures were related to improper maintenance. It is
recognized that some failures that are coded as unknown and wearout that could
not be anticipated, if analyzed in depth, might be attributed to maintenance;
however, it is likely that the increase in the number of cases attributable to
maintenance would be proportionate to the distribution of all causes. Wearout

that could not be anticipated (e.g., first-time failures) and design/manufac-
turing problems constituted 60% of the failures.




The proposed indicator measures failure rate change at a system level
but does not address the consequence of the component failure; therefore, the
safety significance or loss of function as a result of the failure is not
demonstrated. For example, the inoication may be the result of non-critical
component fatlures (e.g. non-essential chart recorders). During a review of
the 279 NPRDS failure reports, of 65 failures attributed to operation only 7
affected actual plant operation such as a plant power reduction.

Using the proposed indicator, many causes of failures that are not
related to maintenance are aggregated and treated as if all the failures are
related to maintenance. Examples include failures due to original design,
manufacture or installation. This is technically incorrect and not consistent
with the NRC's definition of a failure that indicates ineffective maintenance.

The proposed indicator is influenced by specific activities that, in
fact, are targeted to improve component reliabiiity and availability. For
example, the proposed indicator will appear negative and reflect a higher
indication rate as a result of an aggressive preventive maintenance (PM)
program. As a result of an aggressive PM program and conservative NPRDS
reporting, a utility may conservatively enter degraded component reports in
the NPRDS data base. Although a component may be degraded, it may stiil be
able to perform its intended function. As in the case of one of the
participating utilities, the proposed indicator could penalize the utility for
a good PM program and conservative reporting.

Trending component failure rate changes as an indication of maintenance
effectiveness also implies that the goal of maintenance is to prevent all
component failures. In fact, many component failures are allowed to occur
because the severity of the problem does not warrant replacement prior to
failire. Additionally, some design or preventive maintenance solutions may
not be appropriate from an ALARA or cost/benefit standpoint and become
management decisions.

The results of this study also show that most indications occur during
planned outages suggesting that the indications reflect the level of
maintenance effort rather than maintenance effectiveness.

CAN THE PROPOSED INDICATOR BE VALIDATED BY COMPARISON WITH OTHER DATA OR
CRITERIA?

No. A review of the proposed i:dicator data did not demonstrate a
significant correlation between the nunber of failures and the number of
indications between plants perceived as good plants and plants that are
perceived as needing improvement in elements of their maintenance program.
Some plants receiving a good rating based on SALP and NRC maintenance team
inspection data had as many or more indications as plants that were not as
highly rated.

Additionally, a review of other indicators that provide insight into
maintenance effectiveness did not result in a meaningful correlation to the
proposed indicator data.

iv



The proposed indicator as currentiy constructed does not monitor the
affect of a component failure on systems or on the plant from a safety,
reliability or availability standpoint. Reviews did not establish a
correlation between the indications and power reductions or component forced
outages that occurred at the participating plants.

WHAT ADDITIONAL CONCERNS EXIST RELATIVE TO THE USE OF THE PROPOSED INDICATOR?

The following additional items of concern relative to the use of the
proposed indicator were noted:

0

1f the NPRDS data base is used as a basis for measuring the
effectiveness of a selected function or organization, such as
maintenance, reporting could be unnecessarily delayed, technical
resources diverted and additional cost incurred to establish the
root cause or causes. NPRDS is established as a component
reliabilily data base with emphasis to ensure that failures of
important components in selected systems are reported. The
reporting of failures to the NPRDS data base, regardless of cause,
assists users in comparing their component failure rates with
industry experience. Additionally, the concept of sharing industry
experience on important plant components by identifying other users
that have experienced similar problems does not rely on the
determination of a specific root cause. Through experience it has
been determined that in-depth root cause analysis, while beneficial
in many cases, is neither cost effective nor warranted for all
failures reported in the NPRDS data base.

Use of the NPRDS data base in support of the propused indicator
will impact NPRDS reporting. As explained in paragraph E£.1.5,
reporting of borderline failures has a major impact on the number
of indications at a plant. Because the proposed indicator is
dependent upon the number of failure reports submitted to NPRDS, an
incentive is created to exclude component problems that are
"borderline" failures, per NPRDS reporting guidance. This
incentive is counterproductive to current industry e forts to
improve the completeness of reporting to the data base.

Both NRC and industry resources could be misdirected in an attempt
to utilize the data. For an indicator to be useful, it should
provide a meaningful perspective without requiring additional
complex analysis. During the pilot project, no meaningful results
rould be established without significant engineering analysis and
detailed knowledge of the failure and plant practices. Following
an extensive engineering analysis, it was concluded that none of
the indications would result in a change to individual maintenance
programs. Because of the extensive analysis required and the need
for data not normally available in NPRDS, it is doubtful that the
user can effectively use the proposed indicator to identify what



maintenance program deficiencies are contributing to these
indications.

The use of the data external to AEOD will be subject to
misinterpretation and significant error due to a Tack of reference
data and expertise in the use of the data. The curves and trends
produced by the NRC from the NPRDS ?ropr1etary data base can not be
easily understood by others external to the AEOD organization
without extensive analysis and explanation. The indications
provided under the proposed methodology do not result in consistent
tiends that discriminate performance within a plant or between
plants. Some programs that are viewed as good, satisfactory or in
need of improvement can display approximately the same number of
indications.

The rethodology, as presently used, provides indications with no
corresponding failure data ("ghost" indications). A review of the
84 indications identified 16 (19%) that occurred with no associated
NPRDS failure reported.

OTHER METHODS EXIST TO MEASURE OR PROVIDE INSIGHT TO MAINTENANCE EFFECTIVENESS

Many in-depth and diverse methods already exist that systematically
monitor component and system perfermance and provide meaningful insight and
perspective into maintenance effectiveness. Exampies include:

0

Overal) nerformance indicators -- A well maintained plant clearly
contributes to good performance in the industry overall performance
indicators;

Individual utility maintenance process indicators -- Utilities use
indicators such as the quantity and age of corrective and
preventive maintenance backlogs, rework and other indicators to
monitor individual plant maintenance effectiveness;

Industry and NRC performance monitoring of selected important
comporents and systems and analysis of Licensee Event Reports
(LER"s)*

Operator and NRC resident inspector rounds and other physical
inspections of the plant including supervisory and quality
assurance monitoring of plant operation and maintenance activities;

Utility self assessments and periodic independent evaluations and
assistance visits by INPO that not only provide continuing
monitoring of programmatic aspects of plant operations and
maintenance but also include the inspections of the material and
equipment condition of the plant;

vi



o Assessment of the results of surveillance tests required by the
station Technica) Specifications, ASME Section XI, and other code
requirements; and

o Quarterly assessments of the Comporent Failure Analysis Report
(CFAR) module of NPRDS that compare the failure rate of components
at a plant with industry failure rates.

SUMMARY CONCLUSION

The NUMARC Ad Moc Advisory Committee concluded that the proposed
indicator does not measure maintenance effectiveness, does not provide
consistent results that discriminate performance within a plant or between
plants. and could potentially dilute the usefulness of the NPRDS data base to
the industry. Other d verse methods exist that, when combined, provide
fnsight into the effectiveness of maintenance from a broader perspective than
can be achieved t a single indicator,
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EVALUATION OF THE NRC
PROPOSED MAINTENANCE EFFECTIVENESS INDICATOR

A INTRODUCTION

On November 28, 1988, the Nuclear Rogu\ator‘ Commission (NRC) issued
a proposed rule on '(nsurin? the Effectiveness of Mai. tenance Programs for
Nuclear Power plants,” 10 CFR 50.65. The proposed rule would require
licensees to formalize their maintenance pro,rams in accordance with the
definition in the rule and to monitor the effectiveness of their programs,
Specifically the rule would require the licensees to: *...regularly assess
the effectiveness of this maintenance program, and based upon this assessment,
make improvements as appropriate.”

Based upon NRC studies conducted by the Office for Analysis and
Evalustion of Operational Data (ALOD), as documented in NRC report AEOD/S804,
the NRC concluded that "...indicators which are based upon actual component
relfability and fatlure history rrovide the best measure of maintenance
effectiveness monitoring."

The Commission in 1ts Staf: requirements Memorandum of June 26, 1989,
from Samuel J. Chilk to Victor Stello, stated "...To assist the Commission in
monitoring industry improvement initiatives, the staff should proceed with
validation and implementation of its maintenance effectiveness indicator on an
expedited basis. As a first step, th: staff should invite the voluntary
participation of licensees in a small, NRC-utilities, demonstration project to
identify quantitative indicators for the evaluation of the performance of
maintenance programs. This project should begin immediately and would have
the objective of developing 3 product suitable for use on a trial-basis within
one year. Following the identification of a mutually agreed upon set of
1ndica§ors. a testing period (of adequate duration) of their use should
begin.

B. INDUSTRY PARTICIPATION

In response to the request of the Commission, AEOD, six utilities,
INPO, and NUMARC agreed to participate in the evaluation of the proposed
indicator initially developed as a result of the AEOD/SB04B report.
Utilities were requested to participate to achieve a relatively representative
group of generating units from the NRC regions and include:

Commonwealth Edison Company Rochester Gas and Electric*
Duke Power Company Southern California Edison*
Northeast Utilities Systems Energy Resources Inc.

(*) Utilities involved with EPR] in a pilot test of Reliability Centered
Maintenance



Over two man years of utility effort were expended in data reviews,
analyses and in interface meetings with the NRC both in Washington and at
utility facilities. Each of the meetings at the utility facilities were in-
depth two day meetings that addressed plant specific data and trends (see
tadle 1).

TABLE 1
PERFORMANCE INDICATOR PILOT GROUP

MEETINGS
0 September 1989 NRC/Industry - initial scoping
0 October 1989 NRC/Industry - preliminary evaluation results
0 November 1888 NRC/Commonwealth Edison - utility specific data
0 December 1889 NUMARC AMAC - analysis of indications
0 December 1989 NRC/Southern California Edison - utility specific data
0 January 1830 NRC/Duke Power - utility specific data
0 February 1920 NRC/System Energy Resources - utility specific data
0 February 1880 NRC/Rochester Gas & Electric - utility specific data
0 March 1880 NRC/Northeast Utilities - utility specific data
0 March 1990 MRC/Industry - summary of results to date
0 April 1980 NRC/Industry - pilot study results & future directions



. PURPOSE OF THE MAINTENANCE PERFORMANCE INDICATOR PROJECT

The project purpose was to evaluate the NRC proposed indicator as a
method to measure maintenance effectiveness. NUMARC for.ed an AD Hoc Advisory
Committee (herein after referred to as AMAC) consisting of six utilities, INPO
and NUMARC, This report addresses only the maintenance performance indicator
described in the NRC report AEOD/SBOAB.

D. KEY ELEMENTS OF THE NRC PROPOSED INDICATOR

Before addressing the key findings from the evaluation, the following
key definitions and the approach used in the methodology are briefly
described.

D.1 DEFINITIONS
MAINTENANCE

As defined in INPO §0-008, "Maintenance Programs in the Nuclear
Power Industry," the industry has defined maintenance to be the
agaregate of those actions that prevent the degradation or failure of
and that promptly restore the intended functions of stiuctures, systems
and components. As such, maintenance includes not only the activities
traditionally associated with identifying and correcting actual or
potential‘deqraded conditions (that is repair, surveillance, and other
measures)', but also extends to supporting functions for the conduct of
these activities. Examples of these functions include engineering
support of maintenance; operator identification of material
deficiencies; and some aspects of chemistry control, radiological
protection and training. Th's description and the elements of an
effective maintenance progr.m are further described in INPO 90-008
revised March 1990, and are consistent with the revised NRC Policy
Statement issued in December 1989,

INEFFECTIVE MAINTENANCE

The NRC has defined ineffective maintenance’ as 1|j]uﬁg; (emphasis
added) experienced while conducting, or as a consequence ©
maintenance, upkeep, repair, surveillance, testing and calibration of
plant equipment. Examples include personnel errors of omission and

' During the demonstration project the traditional activities described
above became known as little "m" to enable comparison of this scope with the
scope that is added to reflect activities that support the performance of
maintenance. The total scope including support activities is referred to as
big " M ." A concern expressed was that the proposed indicator included
support activities that were not within the span of control of the maintenance
manager.

? NRC Report AEOD/SB04B, Page 13.



comnission by maintenance staff, procedure problems resulting in
inadequate/improper maintenance, problems traceable to maintenance
program administrative control and equipment failures due to impreiper
previous repair.

Although AEOD/SBO4B uses this definition of ineffective
maintenance, the proposed indicator mnthodo1ogy collects a1l faflures,
even 1f the cause of fatlures is not related to maintenance.

THE NUCLEAR PLANT RELIABILITY DATA SYSTEM (NPRDS)

NPRDS 1s @ computer based collection of engineering, operational
and failure data on systems and components installed in United States’
nuclear plants. Systems and components within the scope of NPRDS are
selected bascd on their importance to safe and reliable plant
operation. Maintenance personnel are trained in the ways NPRDS can be
used to support maintenance activities. Exumglos of typical uses of
NPRDS include the following: locating critical spare parts, identifying
high failure rate components and adverse trends in component
performance, finding other plants that have experienced similar
component problems or have a good performance record; determining
appropriate frequencies and types of preventive maintenance based on
component aging and wearout patternsi and providing a summary of
corrective maintenance history data.

FATLURE

The NRC proposed indicator methodology results in the extraction
of failures of selected components from the NPRDS data base that are
classified as having a failure severity of immediate or degraded.
Components that are classified as incipient failures were not included
in the calculation methodology. Failures are defined" as follows:

IMMEDIATE - a failure that is sudden and complete.

DEGRADED - a failure that is gradual, partial or both--The component
degrades to a level that, in effect, is a termination of
the ability to perform its required function. This code
should be chosen when a system or component does not
satisfy the minimum acceptable performance for a specific
function or when a component must be removed from service
or isolated to perform corrective maintenance.

3 INPO 90-008 "Maintenance Programs in the Nuclear Power Inustry,"_
page 4. par :

¢ NPRDS Reporting Guidance Manual, page 6-22.
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INCIPIENT® - an imperfection in the state or condition of a component
that could result in a degraded or immediate failure if
corrective action 1s not taken--This indicates an
optiona) record, since failure has not occurred. This
code also 1s used by INPO to classify records judged not
to be fatlures during the INPO evaluation process.

D.2 SYSTEM AND COMPONENT SELECTION

For the purposes of the NRC report AEOD/SB04B *..the study
considered only major components in systems which have historically
been significant contributors to forced outages." The systems and
components were selected for application of the proposed indicator from
the NPRDS data base and do not include a1l systems or all components of
the selected system,

The AMAC agrees that component selection should be based on the
significance of the component (the potential of the component, upon
failure, to contribute to a significant system or plant effect from the
standpoint of safety, and reliability). Although the component
selection basis was initially developed to consider systems and
components that contribute to forced outages, the AHAC analysis of
indications did not find any correlation between actual forced outages
and the rate or timing of indications analyzed. Further, no
correlation of the indications to power reduction was determined. It
was found that the indication is very sensitive to the components
selected in that the selection of a different set of components in the
same system could change the indications significantly.

D.3 INDICATOR CALCULATION ALGORITHM

A computerized indicator formula, as described in AEOD/SBO4B,
counts the number of component failures discovered during each month in
a five month span of time for each of the selected systems (

NOT _THE FAILURE 1S RELATED TO MAINTENANCE). DMd‘ng the number o
component failures for each month in the period by the number of months
in the period, 1t then calculates the average component failure rate
for each system for:

a) the first three months of the five-month time span, and
b) the last two months of the span.

It then compares the two average rates and, if the rate in the last two
months exceeds that of the first three-months by more than 1.01, an
indicating mark is placed in the last month of the five month span.

The program then adds the next more recent month and drops the oldest
month, 1.e. the five-month span is shifted forward one month, and the

frequently (and conservatively) reported as DEGRADED |

® An analysis of indications shows that INCIPIENT CONDITIONS are
FAILURES




failure rate calculations and comparisons are repeated. The AHAC
analysis of indications determined that the averaging method reference
para. £ 1.5 produces indications although no failures have occurred.

DOES THE PROPOSED INDICATOR MEASURE MAINTENANCE EFFECTIVENESS?

The proposed indicator does not measure maintenance effectivaness.

1t trends the failure rate increase of a selected set of systems and
components from the NPRDS data base. Component failures due to all causes,
even those unrelated to maintenance, are included in this trend. These
findings are supported by a detailed analysis for six plants involving a tota)
of 84 indications and their asscciated 279 failure reports.

E.] ANALYSIS OF INDICATIONS

t.1.] BACKGROUND

Bn analysis was performed of the indications and the
corresponding component problems associated with the indications.
The purpose of this analysis was to determine 1f the causes of the
indications suggested problems with maintenance effectiveness.

The analysis approach and results are provided in this section.

£.1.2 APPROACH

Six units, one from each utili.y participating in the AKAC,
were selected for a detailed review of each plant specific
indication. A tota) of B4 indications, and their associated 279
NPRDS failure reports were analyzed. This number of indications
was sufficient to perform validation studies of the proposed
indicator., For each indication, the utility performed a detailed
review of the NPRDS failure reports that caused the indication to
occur. When insufficient information was available in the NPRDS
failure reports, additional information was obtained from plant
records and interviews with plant technical personnel.

The method of failure detection, the cause categories of the
failures, other factors that caused the indications, the
timeliness of the indications, and other input provided by the
utility AMAC members on these indications are presented below.

E.1.3  METHODS OF FAILURE DETECTION

The methods by which failures are detected helps characterize
the effectiveness of surveillance and maintenance programs at
nuclear plants. These programs are barriers preventing important
component failures from occurring during system operation. For
example, 1f important component problems in normally operating
systems went undetected during surveillance and preventive
maintenance activities, then failures during operation could
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occur, resulting in aa increased chance of the unit experiencing
an equipment forced outage. The failures associated with the
indications at the six units were categorized by failure detection
method. The failure detection categories were:

o Detected during syrveillance: This category includes problems
detected during routine surveillances to determine
operability, such as pump and valve tests, instrument channe)
calibrations, and local leak rate tests.

0 lMunﬂUuﬂMLMHH*MMJmLMIRMMmJHMNnMB This
category includes problems detected during operator rounds,

other routine or specia)l inspections, and preventive
maintenance.

o Detected during vperation: This category includes problems
detected during cumponent operation, not including
surveillances. These problems typically are detected while
operations is attempt .ng to use the component or while the
component 1s normally vnerating.

The distribution of failures associated with the indications,
categorized by detection method, is provided in Figure 1 below.

w | TR | r ‘ - 1 » - -
Methods of Failure Detection
Tem
Irsoections
ano
Pyvemt ive
ek W, nitenarnce
Operationa
ek NUXARG
Survellarnces

Figure |

Preventive maintenance (PM) and inspections and surveillances
detect the highest percentage o failures (38% each), suggesting
that effective programs in these areas may be contributing to the
indications, instead of ineffective programs in these areas
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contributing to the indications. The ?ercontagc of operational
failures 1s the lowest (24%) &5 a result of these other failure
detection mechanisms,

A review of the failures that were detected during operation
showed that 7 of the 65 fatlures had some affect on plant
operations, such as a power reduction. Two of these seven
fatlures could not have been detected by surveillance and
maintenance programs because 1t 1s not possible to check the
components (source range detectors) during power operation, The
remaining S8 failures that occurred during operation did not
effect the plant operation because:

o The component thet failed was nct critical to plant power
operation (e.g., redundant components provided the function or
the component was not important to power operation);

o The failure mode of the comporent did not effect the plant
(e.g., valve sutomatic control inoperable requiring manual
control, valve leak-by, instrument drift); or,

o The failure occurred when the plant was shutdown,

£.1.4 CAUSES OF FAILURES

A review was conducted of NPRDS failure narratives and other
plant records associated with the failures to help identify the
root cause of the problems. The failures associated with the
indications at the six units were then grouped into the following
ceuse categories:

0 mproper n nce: This category includes activities
improperly performed, or not performed, in order to assess,
maintain, or restore component operational capabilities. This
includes maintenance errors, inadequate technical support of
component problems, incomplete preveniive maintenance
programs, and other activities within utility control,

o Design/Manufacturing: This category includes component
failures related to design of components or systems, or the
component manufactur1n? process. Recurring problems remain in
this category if a des ?n change is Jjustifiable in long-term
corrective actions or if a decision was conscientiously made
to accept the consequences of the design problem. Design
problems not being addressed are included in the improper
maintenance category.

0 ymumn.mu.q_mn_ammpm: This category includes
component fairlures that occurred for the first time, and other

random failures that resulted from wearout of component parts.
To be in this category, the preventive maintenance program



could not have avoided the faitlure (without foreseeing the
future).

o Qther: This category includes component failures due to some
of the minor cause contributors, 1ncluding improper
operations, and decisions to run components to failure, but
not improper maintenance.

0 Unknown: This cato?ory fncludes component failures that could
not be categorized into any of the above classifications, even
if an analysis was performed. Instrument drift and out of
calibration problems due to unknown causes are included in
this category.

The distribution of failures associated with the indications,
by cause category, 1s provided in Figure 2 below.

CAUSE OF FAILURES
Tk i )

vearowt That

% Covulo Not Be

- ARt ICIpBted
MR imerance
18%

Unk nowT
25%
Des i gn/Mensfact ur ing NUNAR®

Figure 2

Improper maintenance contributes 13 percent of the total,
demonstrating that the causes of the indications are not primarily
maintenance-related. It is recognized that some failures that are
coded as unknown, if analyzed in depth, might be attributed to
maintenance; however, it is likely that the increase in the number
of cases attributable to maintenance would be proportionate to the
distribution of all causes (resulting in an increase of
approximately 3%). Additionally, many of the cases of wearout are
clearly initial failures that could not have been reasonably
anticipated or precluded by the maintenance program. As in any
subjective assessment, a comprehensive root cause analysis of



other wearout conditions could result in differing assignment of

causes and some wearout might appropriately be atiributed to
maintenance.

Wearout That Could Kot Be Anticipated

Wearout that could not be anticipated is the dominant cause of
failures, contributing about 35 percent of the total. In most of
these cases, the component Tailures occurred with no prior history
of similar problems. Examples of these types of problems include:

© During a one month perfod, two pressure switches and one
voltage regulator in the main feedwater system would not
calibrate during surveillance, resulting in an indication,
Parts of the components were worn out and were replaced.
These were the first problems of this type experienced by
these components and they were found during surveillances that

were designed to check for these types of problems. No system
impact occurred,

During a one month period, while conducting preventive
maintenance inspections, two circuit breakers and one
transformer in the plant AC power system were found to have
worn out parts resulting in an indication. The deficiency did
not have a system affect. The worn out parts were repl® ed.
These parts had not previously had any problems, and they were
found during preventive maintenance inspections that were
designed to check for these types of problems.

During @ one month period, four hydraulic contro) units
(HCU's) experienced leakage on two valve seats, & cylinder,
and a valve stem, resu1tin? in an indication. The plant
routinely overhauls one-half of the HCU's during each
refueling, and these four HCU’s were not overhauled during the
previous refueling. Wear of the parts of the HCU's could not
be anticipeted because of premature part failure (in less than
3 years) despite being included in an aggressive preventive
maintenance program. Because problems with these HCU's are
quickly detected during existing surveillances and
inspections, and the failure mode is not significant, no
changes to the HCU preventive maintenance program were

implemented and the problems were not classified as improper
maintenance.

Qggiggfﬁgngfggggring Problems

Design/manufacturing problems were the second largest cause
category, contributing 25 percent of the total number of failures.
While many of these problems would appear to be maintenance-
releted, based on a more detailed review of cause info mation than
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is typically available in NPRDS (e.9., root cause analysis
reports, engineering studies, discussions with cognizant
engineers) shows that system and component design is the cause of
these failures. Examples of these types of problems include:

0 Twenty-three component failures occurred within a reactor
protection system cabinet during a two year time period,
contributing to three indications. Most of these failures
were caused b high temperatures within the cabinet, due to
inadequate cagine cooling design. The utility performed a
design change to reduce the internal ambient temperature
within the cabinet. The des!gn change required substantial
time to ‘mplement, primarily because of seismic qualification
concerns and the need to perform the modification when the
plant was down,

o Six valve operator 1imit switches in the service water system
were inspected during 2 refue11n? outage and found to have
broken finger bases, causing an indication to occur. The
inspection was initiated as a result of an NRC Inspection and
Enforcement Notice, w ich stated that the cause of the problem
was design-related. The broken finger bases did not affect
the ability of the valve operators to perform their intended
functions, The valve operators were still able to correct)
position the valve. Per the NFRDS reporting guidance manual,
gagﬁs 6-77 to 6-80, these are not reportable degraded

ailures.

o Five reactor trip breaker problems occurred in two successive
months, resulting in two indications. Problems ircluded
broken reIa{ coil contact blocks, failed current transducers,
and undervoltage trip devices out of adiustment. None of the
problems resulted in a system affect. root cause analysis
identified component design as the causes of the problems and
the breakers were sent back to the manufacturer for redesign,
and were then successfully returned to service.

In summary, “"wearout that could not be anticipated" and
"design/ manufacturing" are the dominant causes of the failures
that created indications. Maintenance effectiveness was not the
dominant cause of the component problems evaluated in the six
utility plants,

E.1.5  ANOTHER FACTOR THAT CAUSES INDICATIONS

A review of the data provided by AEOD identified an important
factor that cause indications to occur that is not related to
component failures. A review of the 84 indications identified
that 16 indications, (19%) occurred with no associated NPRDS
failure reports. Each of the six units experienced from 2 to 4
"ghost" indications, suggesting that this is a significant
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problem. This problem has a much more pronounced effect on units
with a small number of indications; at three of these units,
*ghost" indications contributed 7 of 22 total indications (31%).

The cause of these "ghost" indications appears to be due to
the algorithm method having no check for a failure to occur in the
month that an indication appears. because of the method used to
average and compare indications, a high rate of indications in a
previous period can cause an indication to be reflected in a month
in which no failures have occurred.

The aloorithm method also has no check for a sustained high
number of failures in a system. It is possible that no indication
would occur when several failures were discovered in one month
because the previous months exhibited a high number of failures.

E.1.6 ZOMPLETENESS AND TIMELINESS 0OF THE INDICATIONS

An NRC stated purpose of the proposed indicator is to provice
a timely indicator "...in trending the effectiveness of each
plant’s maintina ice program in ensuring component performance...".
A review of NFRDS component fatlure history during the two-year
time period of the AEOD study identified several instances in
which recurring component problems occurred, bu: were not
indicated. Examples of this include:

o There were four inverter failures in the Instrument AC power
system &t one plant during the two year .ime period, resulting
in a high inverter failure rate. One irverter failed three
times during this time period. No indications appeared in
this system because the inverter failures were distributed
over different months,

o There were seven failures of an auxiliary feedwater pump
during the two year time period, resulting in a high pump
failure rate. No indication occurred because the failures
were distributed over six different months, and this
particular type of pump was not included in the component
selection criteria.

A review of NPKDS component failure history identified severa)
instances where recurring component problems were not identified
in a timely manner or where recurring problems did not continue to
be indicated. Examples are provided below:

o A design-reliated problem with a valve operator in the
condensate system was indicated in October 1987. However,
previous failures of this valve operator in March and June
1987 did not generate an indication.
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problems with diaphragm valves in the CV(S system were
indicated in March 1987 and February 1988. Repetitive
diaphragm valve problems in May 1987, July 1987, and December
1987, however, did not generate an indication.

Twenty-three problems with components in a reactor protection
system cabinet were reported during the two year study period,
generating an indication in March 1987. However, problems in
April, May, July, August, September, Uctober, and December
1687 did not generate an indication.

The causes of the unidantified repetitive component problems
were primarily due to two factors; the indicator algorithm method
employed and the selection criteria used for the components.

211 of the examples of problems that were not identified by
the proposed indicator were identified by other methods available
to the utility. In addition, for each set of component problems
that resulted in an indication, the utilities had other mechanisms
for detecting these trends. Examples of methods used by
individua) utilities to identify these trends include:

o Component Failure Analysis Report (CFAR)-<The three examples
of high failure rate components that were missed by the
proposed indicator were detected by CFAR,

plant-specific component trending programs

station-initiated requests for engineering assistance and root
cause analysis to resolve identified problems

Reliability centered maintenance programs that evaluate each
failure for trends and considers modifying either the method
or frequency of the preventive maintenance tasks

None of the above methods are considered indicators, but are
vseful in identifying potentially adverse component per formance
trends and monitoring the effectiveness of corrective actions,

£.2 DETERMINATION OF CAUSE AND FUNCTIONAL RESPONSIBILITY FROM NPRDS

The NPRDS Reporting Guidance Manua) states that the narrative
ortion of a failure report should reflect "...the root cause or the
apparent root cause of equipment failure.' Further the guidance
sungests, "The causes of component failures will be investigated to
varying levels of detai), depending on the nature of each failure.
Such factors as the potential severity of failure, similar previous
failures and the information needs of the plant staff will affect how
deeply to investigate the cause of each failure." Interviews of plant
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personnel, analysis of NPRDS narratives, and retrieval of plant records
resulted in the conclusion that maintenance 1s not the dominant cause
of component fatlure (13-24%).

Evaluation of the NRC fdentified failures suggest that the
organization or function that 1s the sole or primary contributor to the
ceuse of @ component failure can not be determined from an evaluation
of the NPRDS narrative report alone. NRC analysis of NPRDS narratives
(alcne) resulted in the NRC conclusion that maintenance 1s the dominant
cause of component failure (>75%). During NRC/Utility discussions
relative to the cause of failures, it became obvious that different
interpretations of the cause of failure could be suggested by the
narratives depending on the extent of plant specific knowledge and an
individual ‘s point of view,

NPRDS 15 established as @ component reliability data base with
emphasis to ensure that failures of important components in selected
plant systems are reported on a timely basis. The NPRDS data base does
not ensure that the function or program (e.g. Design, Manufacturing,
Maintenance etc.) that contributes the most or solely to component
degradation is precisely designated. To determine this information,
data would be required from sources beyond that which is normally
available in the NPRDS data base.

£.3 ggg:axlgons OF THE PROPOSED INDICATOR AND THT SCOPE OF MAINTENANCE
M

The proposed indicator methodology collects all failures including
those that are not related to maintenance or those that have been
appropriately decisioned to be allowable as a result of a technizal
assessment., Failures for these reasons should not be used to
characterize ineffective maintenance.

Preventive maintenance programs are established to deteci and
minimize the effects of wear to the extent necessary and practical on
the basis of technical judgement, vendor recommendations and
experience. Additionally, design codes and the plant Technical
Specifications establish required surveillance test frequency criteria
that 1s used to esteblish and monitor portions of the maintenance
program.

Maintenance programs consider the significance of the system and
component relative to the potential for a component failure to affect
safe, reliable and economic plant operations. Based on these
considerations, an option of preventive or corrective maintenance is
selected., Maintenance programs are not structured to greciude all
component degradation or failure. The decision to apply a preventive
or corrective maintenance activity is often based on safety
significance, ALARA or economic decisions. As a result, component
failure does not necessarily reflect ineffective maintenance.
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Prevent ve maintenance programs do not usually preclude wear or
failure due to errors in original component design, manufacture or
application of the component to a specific use. Some examples of these
problems include failure of a design to provide for adequate cooling or
humidity control of electronic enclosures. When failures occur for
these reasons, preventive maintenance programs can be introduced, in
some cases, that will mitigate the effects of these problems in the
future. Original fatlures that are caused bg'conditions beyond the
scope of the maintenance program should not included in an indicator
to measure the effectiveness of maintenance.

Other failures occur that are not attributable to conditions
within the control of a utility’'s overa)) maintenance program,
Examples include origina) manufesturing defects and materials that have
an intrinsically short design life such as rubber gasket and bellows
materials or electronic piece parts, such as some capacitors. Some
component degradation occurs after having been in-service for extended
periods of time even with an effective maintenance program in place.
In some cases, origina) component selection was limited by state-of-
the-art available components, especially, in the area of electronics
and instrumentation. Although a more extensive maintenance program may
be required, a repair or replacement may be less of an impact than
fncurring the costs for redesign and plant modification.

First of a kind failures that are not related to maintenance
adequacy should be excluded from the proprsed indicator.

Preventive or corrective maintenance to correct initial
degradation or failure after a component is in-service for a reasonable
time is frequently directed to correct the apparent cause of the
degradation; and, the root cause or causes may not be practically
discernable until the initial degradation recurs. Determining the root
cause or most dominant cause of an initial failure or possibly more
than one failure of the same king is frequentl{ not cost effective. To
conduct & root cause analysis in all cases would divert technical
resources inappropriately.

A1l of the above failures (e.g. first of a kind) regardless of
cause are collected and used as part of the proposed indicator
methodology. Collecting all failures of components that have occurred,
even when the failure is not maintenance related, masks the relation-
ship of the component failure to the adequacy of the maintenance
program.

The results of applying the proposed indicator methodology
suggests that indications occur most frequently during outages. This
condition appears valid because preventive and corrective maintenance
are most effectively performed when operationa) conditions are most
suitable and when maintenance can be best planned, coordinated and
controlled. Although not evaluated in detail, 1t is 1ikely that the
number of indications during outages may be more related to the scope
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and duretion of the outage and to conservative reporting of component
degradation than to the effectiveness of the maintenance program.

F. CAN THE PROPOSED INDICATOR BE VALIDATED BY COMPARISON WITH OTHER DATA
OR CRITERIA?

A comparison of the number of indications produced by the proposed
indicator methodology at plants comercial prior to 1985 was made with the
following data:

0 a2 3 year SALP average (1986 to 1988);

0 the ratings assigned by the NRC Maintenance Inspection Teams of 52
plants;

0 plents added or removed from the semi-annual problem plant 1ist
since June of 1987,

0 age, size, and NSSS vendor
0 forced outages and power reductions;
0 INPO overal) performance indicators;

0 AEOD 1987 report on manual and automatic trips, significant events
and safety system failures; and,

0 Licensee Event Reports (LER).

A review of the proposed indicator data does not demonstrate a
significant difference between the number of indications received by plants
perceived as good plants and plants that are perceived as needing improvement
in elements of their maintenance program. Some plants receiving a good rating
based on SALP and NRC maintenance team inspection data had as many, or more
indications as plants that were not as highly rated. For example the plant
with the best SAL® performance over @ three year period had more indications
than the plant with the median number of indications and the same number of
indications as plants that were evaluated as 23rd, 49th, 66th, 75th, and 82nd
out of 84 plants in commercial operation prior to 1986. In another
observation it was noted that problem plants experienced fewer indications
than those plants in the highest indication frequency range (23-33).

Additionally, a review of other indicators that ?rovido insight into
maintenance effectiveness did not result in a meaningful correlation to the
proposed indicator data. One utility indicated that the LER data appeared to
corre}ate with its trend of indications while many other plants show no
correlation,
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6. WHAT ADDITIONAL CONCERNS EXIST RELATIVE TO THE USE OF THE PROPOSED
INDICATOR?

There 15 concern regarding the potential inappropriate use of the NPRDS
proprietary data base and the derived curves, trends and analysis. The AEQD
has identified the following potential uses of the proposed indicator:

0 Understand patterns of reporting NPRDS failures by individual
utilities;

0 Screen failure rate differences among peer units for the purpose
of identifying performance that diverges from the peer average to
identify areas for further investigation, analysis and follow-up;

0 Draw conclusions about the effectiveness of maintenance programs
(S8048
effective maintenance program);

0 Support the identification of probiem plants by NRC-AEOD when used
in conjunction with other available data.

From an industry perspective, the proposed indicator displays data that
is of limited use, and the necessity, benefit, or safety significance does not
eppear sufficient to warrant its application. The following is an assessment
of the NRC anticipated uses of the proposed indicator:

G.1 NRC USE IN MONITORING NPRDS PATTERNS OF REPORTING

The proposed indicator, as constructed, is not needed and would
actually complicate the monitoring of NPRDS reporting patterns because
it would mask failures due to the algorithm methodology. For example,
some recurring component failures are not detectable by the algorithm
because the calculation methodology was not intended to identify
specific component failure trends, Instead, the algorithm was
established to 1dentify an increase in the failure rate of a group of
components.

The industry, through the management of the NPRDS data base by
INPO, has voluntarily accepted the responsibility for 1mqrov1n? the
quality and use of the data base. The NRC staff currently monitors the
management of this data base and periodically reports to the commission
on the status of the program implementation. NRC participation with
the NPRDS users group and periodic audit of the NPRDS data base
provides a continuing opportunity to monitor the program use and
implementation. This approach is cost effective and in the long term
view appears to be working.

G.2 NRC USE TO IDENTIFY DIFFERENCES IN FAILURES AMONG PEER PERFORMERS
FOR FURTHER FOLLOW-UP
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fach of the indications produced by the proposed indicator
methodology for a sample of six units (one from each utility) was
evaluated. Based on this evaluation (see para E. above) 1t is
concluded:

0 The dominant causes of components failure 15 wearout that could
not be anticipated (35%) and Design/Manufacturing (25%).
Maintenance 1§ not the dominant cause of fatlure in that
approximately 13% of the failures were specifically attributed to
maintenance causes.

0 The proposed indicator methodology, including the trends and
analysis derived, is significantly complex in scope and data use,
does not identify whether the reported failure would precliude the
system from performing its intended function and relies on
extensive expertise and judgement to produce @ conclusion that can
be understood. This complexity and need for reliance on judgement
will cause derived conclusions to be subjective and difficult to
verify.

The rate of indications does not differentiate maintenance program
performance either directly or by comparison with any other method of
assessing maintenance program performance because no standard of
acceptability exists wnd performers eva'uated as good, satisfactory or
in need of improvement in many cases reflect the same or very similar
quantities of indications. Because the indications result from
failures of different components and the failures occur as & result of
different causes there is no common basis to analyze peer performance.

Peer analysis 1s further complicated as a result of the affect of
different component operating frequency and components that perform the
same function but are different in physical configuration or are
installed in different orientations.

NRC research indicates that the cause of failures attributable to
maintenance vary from plant to plant from 0% attributable to
maintenance to 100% attributable to maintenance. The proposed
indicator methodology trends plants on the basis of failures for any
reason to construct a peer average. Since failures other than
maintenance are combined with maintenance failures, the proposed
indicator does not discriminate the affects of maintenance program
weakness among peer performers.

6.3 NRC USE OF THE INDICATOR TO DRAW CONCLUSIONS RELATIVE TO
MAINTENANCE EFFECTIVENESS

The proposed indicator does not measure maintenance effectiveness.
It is important to menitor component failure to ensure repetitive
occurrence is precluded or minimized to the extent possible. It does
not follow that the proposed indicator methodology that trends groups
of diverse component failures that occur for many reasons unrelated to

18



maintenance 15 a measure of maintenance effectiveness. The following
factors detract from the proposed indicator’s usefulness in drawing
conclusions relative to the effectiveness of maintenance from componsnt
fatlures. (Examples of many of the areas are described in paragraph £.
above).

0 Maintenance 1s not the dominant cause of component failure.

0 The essential elements of a maintenance program and the
interrelationship of each element is complex and not measurable by
@ single indicator. For example, the ability to designate the
relative contribution of organization, staffing and planning to
the cause of failures will be highly subjective at best.

0 Many causes of failures that are not related to maintenance are
agoregated and treated as 1f a1l the failures are related to
maintenance. Examples include failures due to original design,
manufacture, installation, improper operation and wearout. This
is technically incorrect and not consistent with the NRC's
definition of a failure that indicates ineffective maintenance.

0 Some plants that are judged to have good maintenance programs
reflect higher levels of indications than other plants that are
Judged to need maintenance program implementation improvement.
Maintenance performance differences are not obvious on the basis
of the indication trend frequency.

0 Original decign and manufacturing errors that result in component
degradation or cause maintenance to be more complex are not
maintenance related deficiencies. Although maintenance
methodologies can be employed to mitigate original design
problems, maintenance programs are not designed to anticipate
either design errors or the effects of a design solution that
might have been the best available option at the time of initial
design, especially for failures that occur for the first time.

0 First of a kind failures are included in the NRC proposed
indicator methodology. The basis stated by the NRC is that if &
maintenance technique could have been applied to solve a component
failure that occurs for the first time that a maintenance solution
should have been applied to preclude the component failure before
it occurred. Many failures that occur for the first time can not
be practically predicted and would unnecessarily impact O&M costs
and divert technical resources to a significant extent.

0 Technical areas of concerns identified during the interaction of
the NRC and the AHAC that affect the usefulness of the proposed
indicator include:

- "Ghost" indications that incorrectly overstate failure trends.
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Component failures that do not impact the safety or
reliability of systems or the plant. The AHAC analysis of
indications and failure reports concludes that the proposed
indicator methodology provides no insight into safety or other
significant problems because 3 correlation to significant
events, safety system fatlures, and power reductions {s not
demonstrated.

. Conservative reporting that results in false trends of
failure.

0 A component that requires frequent maintenance is not necessarily
indicative of an ineffective maintenance program even {if an
adequate design solution is achievable. Some design solutions
that could reduce the maintenance effort may not be appropriate
from a cost or ALARA standpoint and become management decisions.
Other design solutions may be effective but are required to be
scheduled for implementation in conjunction with all other
priorities.

6.4 FPOTENTIAL EFFECTS ON NPRDS DATA BASE USAGE

The NPRDS data base usage and data quality has steadily improved
under the voluntary management of INPO. This improvement continues to
be achieved by monitoring implementation during evaluation of the
program and feedback from the users of the data base. Additional},,
the NPRDS process has been enhanced by software changes, improvements
to the guidance manual, and training those who input and use the data
base products. The emphasis of the program has been to promptly
identify and share lessons learned from the failure of important plant
components regardless of the cause. Knowing the apparent causes or
root causes of component failure is of assistance to users but is often
not a;ailab1¢ from the NPRDS data base alone (reference paragraph £.2
above).

To use the data base to identify the function or organization,
such as maintenance, that is the predominant or contributing cause for
the failure of a specific component can be complex, costly and divert
technical resources unnecessarily., The AHAC analysis of NRC supplied
indicator data concludes that the gredominlnt cause 1s not maintenance
and that most failures do not result in a significant system or plant
effect. Under current guidance it is acceptable to classify a cause as
unknown and to identify the apparent cause of failure. Since failures
of components can be viewed as a measure of maintenance effectiveness,
it is 1ikely that borderline cases of degradation that have not
proceeded to failure will not be reflected in the data base to the
extent previously captured.

The use of the NPRDS data base for the support of the proposed
indicator is perceived as a aisincentive in the promotion of timely and
complete reporting.
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H, OTHER METHODS EXIST TO MEASURE OR PROVIDE MAINTENANCE EFFECTIVENESS
INSIGHT

Other methods are available that provide insight to component
performance, component degraded failures and maintenance effectiveness.
Examples include:

0  Methods to directly monitor component performance that minimize
the loss of component functions

such as:

Preventive (Predictive) Maintenance. The NRC maintenance team
inspections indicate that virtually all plants have developed,
and satisfactorily implemented, an effective program.
Individual program upgrades continue.

Poct Maintenance testing that ensures th: adequacy of the
maintenance.

Systems testing that ensure operability prior to restoration
of the system to service.

Plant technical specification required surveillance tests.
ASME Section X1 code required surveillance tests.

Performance monitoring determined to be necessary based on
individual plant experience. For example, components
exhibiting degraded performance are often instrumented and
monitored frequently to diagnose the cause or extent of
degradation.

Operator and NRC resident inspector rounds and other physical
inspections of the plant including monitoring of plant
operations and maintenance activities by management and
quality assurance personnel.

0 In-depth and diverse methods to systematically mgn1135_;9mpgng$1
and system failure. These methods provide a forcing function for
the determination of root causes and the implementation of

cor:ective action on important components and systems. Examples
include:

The Comporent Failure Analysis Report (CFAR) module of NPRDS
quarterly assessments,

Industry and NRC performance monitoring of selected important
systems,
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Utility specific day-to-day meetings and safety review group
oversight of operational events and LER'S.

NRC LER cause coding and trending.

Periodic independent plant evaluations by INPO and peer
evaluators provide not only continuing monitcring of the
programmatic aspects of plant operations and maintenance but
a1so the ma.eria) and component condition of the plant.

Utility specific techniques that monitor repetitive failures
of the same and similar components.

NRC quarterly performance monitoring reports.

Broad based indicators and other planned industry actions.

In @ broad sense, utilities know on a semi-annual basis what
their level of performance is in comparison with the industry at
large in the area of overall indicators. A1l utilities
periodica)ly review their performance against not only the overall
performance indicators but aiso the plant specific process
indicators that management has determined as fmportant to judge
the effectiveness of the controls of its individual facilities.

As part of the industry action plan to continue improvement in
the maintenance of nuclear power plants, other methods of
evaluating maintenance effectiveness are being evaluated.

1. CONCLUSIONS:

The conclusions that follow are based on the development of the
proposed indicator to date and the analysis of plant specific data from the
utilities participating in the evaluation of the NRC proposed indicator. It
is recognized that there are NRC on-going efforts to analyze component
failures based on significance and other methods of analysis. Additionally,
the interaction of the NRC and the AHAC has resulted in NRC proposed changes
to the initia) proposed indicator that include calculational changes and
component selection acjustments that have not been evaluated by the AHAC.

0

The proposed indicator trends the failure rate increase of a
selected set of NPRDS systems and components that include failures
that are not maintenance related. Examples of failures unrelated
to maintenance are design and original manufacturing deficiencies.
Additionally, failures are included even though they may not
affect safety, reliability, or availability. This approach to
establish a viable indicator does not provide clear insight into a
maintenance program or suggest succinctly a problem that a utility
could address.
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Component selection should be based on the significance of
component (the potentia) of the component, upon failure, to
contribute to a significant system or plant effect from the
stendpoint of safety and reliability). Failures that occur that
affect only the economics of operation and maintenance without
affecting system or QIant safety and reliability should be
excluded from a regulatory based indicator.

NRC analysis of NPRDS narratives [(alone) resulted in the NRC
conclusion that maintenance 1s the dominant cause of component
failure (>75%). The AMAC determined that approximately 13% of
component problems at six sample plants were related to improper
maintenance, suggesting that the causes of the indications are not
predominately maintenance related. The NRC Staff and the AWAC
have different views relative to component failures that should be
attributed to maintenance. Different interpretations of the cause
of fatlure can be squested b{ the narratives depending on the
extent of plant specific knowledge and an individual’‘s
interpretation of the NPRDS report narrative. The analysis of
indications required a review of the NPRDS narratives with
amplification from other plant documents and interviews of
knowledgeable plant technical personnel. Failures that are beyond
the control of the utility or are allowable on the basis of a
technical evaluation are examples of areas in which agreement has
not been achieved.

The AHAC analysis of the causes of indications, as previously
described in paragraph £.1.4 and figure 2, concludes:

Wearout that could not be anticipated is the dominant cause of
failures, contributing about 35 percent of the total. In most
of these cases, the component failures could not be
enticipated and occurred with no prior history of similar
problems.

The distribution of failures associated with indications, by cause
category, is provided in Figure 2.

- Design/manufacturing problems are the second largest cause
category, contributing 25 percent of the total number of
failures. Many of these problems would appear to be
maintenance related, based on a review of NPRDS, because they
result in recurring maintenance on components. However, a
more detailed review of cause information than is typically
available in NPRDS (e.g9., root cause analysis reports,
engineering studies, discussions with cognizant engineers)
:ho:s that system and component design is the cause of these

ailures.

None of the indications would result in a change to the
maintenance program. This 1s considered important because the
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proposed indicator 1s suggested as 3 method of assessing the
effectiveness of the overa)) maintenance program by counting

the frequency of component failures.

The trends that are produced by the indicator are overly influenced

by lllﬂﬁg frequently (and conservatively) reported as
and by the ulxorithm ovorag!ng methodology. A
review of the data provided by AEOD identified the following

important factors that cause indications to occur that are not
related to component failures:

. * review os g’t ’l!‘ure reports

associated with the 84 indications identified 60 reports
(22%) that do not constitute failures.

A review og 84 indications 1denti?1og l% (152) that '

occurred with no associfated NPRDS failure reports. Each
of six plants experienced from 2 to 4 "gnost" indications
(indications with no corresponding failure data),
suggesting that this 1s a significant nroblem. This
problem has a much more pronounced effect on plants with a
small number of indications; at three units, “ghost"
indications contributed 7 of 22 tota) indications (31%).

Most indications occur durin? planned outages suggesting that the
indications reflect the leve! of maintenance effort rather than
maintenance effectiveness.

A review of existing indicators and methods that provide insight into
maintenance effectiveness did not result in a meaningful correlation to
the proposed indicator data. The indications provided under the
proposed indicator methodology do not result in consistent trends that
discriminate performance. For example programs that are viewed as good,
satisfactory or in need of improvement can display the same frequency of
indications.

To assign the cause of component failures to a specific organization
will be counterproductive to the use of the NPRDS data base as a
reliability tool and as a method to share information relative to the
degradation of important components.

Individual utility maintenance managers prefer to be measured according
to the elements under their span of control. Although the NRC
definition of the scope of maintenance and the industry definition of
maintenance is very similar, the scope of the proposed indicator goes
beyond the bounds of hands-on maintenance.

The attempt to extrapolate failures that occur for many diverse reasons

to a meaningful conclusion relative to the essentia) elements of 2
maintenance program introduces significant subjectivity into the use of
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the proposed indicator. It 1s unlikely that a singlc indicator could
capture the affects of such a complex set of essential elements.

The proposed indicator, as constructed, does not measure maintenance
effectiveness.
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