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1.0 INTRODUCTION

This section provides a summary of the Zion Interim Depioyment Tool including
limitations and cautions on its use.

1.1 Introduction

The Zion Station Individual Plant Evaluation (IPE) is a large, complex, technological
undertaking. It will be useful in many areas of plant operations including
maintenance, technical specification assessment, modification evaluation and risk
optimization. However, the use of the IPE, as currently structured, requires a great
deal of probabilistic risk assessment (PRA) experience and expertise. The IPE is
not in a form that promotes use by plant engineers or other plant personnel.

In an effort to overcome this difficutty, this interim deployment tool has been
developed to address some of the issues raised by the station and others
regarding the use of PRA at Zion. The interim tool has limited uses and does not
pretend to completely represent the results of the Zion IPE. Those limits are either
self evident or are carefully spelled out as they pertain to sections of this tool. i
questions arise, the prudent course of action is to contact the Edison PRA
group for clarification.

Edison is actively pursuing the development of a much more comprehensive
deployment too! which will provide a great deal more capability to the station while
preserving a user friendly, format. Feedback on the effectiveress of this interim
tool will aid in the design of the more comprehensive tool.

1.2 Limitations

It is crucial for users of the IPE, the interim deployment tool, or, eventually, the final
deployment tool to understand the technical basis of the IPE and the limitations
these impose on the use of the IPE or any product derived therefrom. The Zion
IPE is based on plant configuration information which amounts to a late 1989
*snapshot” of the plant design, data and procedures. This does not invalidate the
IPE in our view. it does mean that an update to the IPE as part of the "living PRA"
process will be in order in the future. In the mean time, some care must be taken
when applying the IPE to detailed assessments of plant alternatives.

More importantly, it is vital to recognize that the IPE, as with any PRA, is based on
representations of the plant on an annual average or mean basis. One can derive,
from the IPE, lists of functions and systems which are ranked in order of risk
importance. Typically, any one of @ number of such measures are employed by
PRA practitioners in assessing PRA results. The Zion IPE “Top Events" Report in
the IPE documentation is representative of such a list. These lists are usefui to risk
assessment personnel in evaluating the PRA results, searching for insights, and
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cross checking conclusions reached through other technigues. Such lists are
utterly Inappropriate for use on a daily or weekly basis by station personnel
in assigning priorities for maintenance or other activities.

The reason behind this limitation is simple. The lists represented by the "Top
Events' Report are annual average composites. They are not correct for the plant
on any given day in any given configuration. For example, if the plant is in an LCO
condition with the diesel generator supplying bus 147 out of service, the relative
importarice of AFW is raised because the potential success'”’ of bleed and feed
cooling is reduced. This perspective highiights the need to examine the "state" of
the plant before making daily decisions on the relative importance of components
or systems. Clearly, by contrast, the annual average representations (independent
of current plant state) may be used to assist in decision making aimed at
management of annual average risk.

Lastly, the IPE addresses internal events associated with the plant in the “at power”
condition. It does not represent shutdown risk considerations at all nor does it
consider external initiators.

1.3 Interim Tool

This interim tool for the Zion IPE addresses a limited number of plant "states” by
considering a few key support system states as a basis for development. The tool
considers those states which are most likely or most risk significant as defined by
the top 110 accident sequences in the Zion IPE. Then, for each support state, the
appropriate results are decomposed to reveal the most important systems and
components and to comment, where appropriate, on key precautions to limit risk
while in a given state. It also considers the relative risk importance of key systems
and operator actions on an annual average basis.

The tool consists of two separate sections. The first section, the main portion of
the tool provides a list of and definition of the support states considered in the
interim tool and a discussion, for each support state of the risk significance and
relative risk contributors associated with each support state. This section may be
used directly to assess maintenance priorities while at power. It may aiso be key
to assessing the risk significance of various other operating decisions while at
power. A set of examples is provided to assist in understanding the use of this
section.

The second section provides the “Top Events® Report from the IPE. This section
should be used with extreme care. It is recommended that this section De

mpl rimari rioriti r mainten r f ion work

1
“Sucoess” in the IPE is defined s preventing the hottest core node temperature from excesding 1200 ° F for more than 30
minutes (the prevention of core damage in the IPE).



2.0

to be performed during plant outages where such work may affect the annual
average reliability of components and systems having possible risk significance.
Other proposed uses of this section should be discussed with the PRA group to
insure the suitability of the application. Examples of the use of this section are
included to assist in guiding the reader.

Because many factors influence decision making at Zion station, it should be noted
that this tool only offers a perspective from PRA viewpoint and it is meant t0
supplement, not replace, the numerous other viewpoints (e.g. Technical
Specifications, reliability, ALARA, etc.)

ASSESSING MAINTENANCE PRIORITIES WHILE AT POWER

This section provides a method for using the IPE results to assess maintenance

priorities while at power including a discussion of the status of key support systems, front
line system information, a step-by-step process, and examples to illustrate the use of this
material.

2.1

introduction

The information contained in this section may be used directly to assess
maintenance priorities while at power. It may also be key to assessing the risk
significance of various other operating decisions while at power.

The Zion IPE employed a "support state methodology” to model the key support
systems and their impact on the safety systems that are required to respond to the
various initiating events modelled in the IPE. Systems shared between the two
units were modelled to ensure that the influence on both units was captured.

The following key support systems were modelied in the IPE:

Electrical Power - DC

Electrical Power - AC

Engineerec Safety Features Actuation System - ESFAS
Safe shutdown Sequencer

Service Water - SW

Component Cooling Water - CCW

* % » % » »

The Zion IPE which was submitted to the NRC in April, 1992, considered over 200
support system states. Because the vast majority of these states represent
degraded conditions which are not allowed in the Zion Technical Specifications,
this interim deployment tool only uses a total of 2 support states (4 combinations
of components) as defined on Table 1. If support system components not listed
in Table 1 are unavailable, this tool cannot be employed for at power maintenance
prioritization. Should there be any questions as to the applicability of the



ir‘ormation contained in this section, please contact the PRA/HF Group in the
Nuclear Engineering Department.

TABLE 1
PLANT SUPPORT STATES

NONE - ALL COMPONENTS AVAILABLE

UNAVAILABLE SUPPORT SYSTEM COMPONENT

SUPPORT STATE
IDENTIFIER

| ONE SERVICE WATER PUMP 1A

I ONE COMPONENT COOLING WATER PUMP 1A

ONE SERVICE WATER AND ONE COMPONENT COOLING 1A
WATER PUMP

it should be noted that the most risk significant of the key severe accident
sequences occur while the plant is in Support State 1. We hasten to add that
i+ _se results must be considered with care. Other states, potentially more risky
once occasioned, may simply be masked in the existing data banks and/or may
result from un-analyzed series of conditions. The Zion IPE does contain
uncertainties.

The information contained in this section can be used for at power maintenance
prioritization. If the plant is in a cold shutdown condition and extensive outage
work is contemplated, the information contained in Section 3.0 should be
employed. Although the nomenciature of this tool is for Zion Unit 1, the
appropriate Unit 2 nomenclature should be used when applying the tool to Unit 2.
Ali results apply equally to either unit.

The remainder of this section provides a discussion of the support states
considered in this interim tool, a step-by-step application process, and examples
of the use of the information.



Support State 1 is defined as all support systems operational with ail key support
equipment functioning or operable. For this state, we have developed
assessments of the:

a) risk importance of the top initiating events (Table 2),

b) risk importance of the most significant of the system failures in the key
accident sequences (Table 3), and

c) risk imp.srtance of the most important system successes (Tabie 4).

in this latter case, we have simply identified the systems which did not fail for the
success and Success with Accident Management (SAM)® sequences. This
information provides valuable input on "what worked" and is an indication of the
importance of systems which contributed to success.

Support State 1 is the numerically most important support state for Zion Station in
that it contains over 99.8 percent of the frequency of support state occurrence.

it wiil readily be noted that the four important system failures shown in Table 3 are

also found repeatedly as important successes in Table 4. This dual appearance
reinforces the significance of those four systems for Support State 1.

TABLE 2

KEY ACCIDENT INITIATORS
SUPPORT STATE 1

INITIATOR RELATIVE IMPORTANCE
| IN SUPPORT STATE 1 |

| Steam Generator Tube Rupture | 7.3
Large Loss of Coolant Accident 18
Medium Loss of Coolant Accident 06

Small Loss of Coolant Accident

ZWMWWIW)WWNMMUOMDMMNNMWM
intervention after the first 24 hours 10 prevent cors damage.



TABLE 3

IMPORTANT SYSTEM FAILURES
SUPPORT STATE 1

SYSTEM RELATIVE IMPORTANCE
IN IPE |

RWST Refill Systems per Zion EOP's 69

Residual Heat Removal System as ECCS Injection 1.5
Residual Heat Removal System as ECCS 09
Recirculation

Centrifugal Charging Pumps as ECCS Injection 0.7
M

NOTE: The relative importance of the initiators and systems shown in Table 2 and
3 for Support State 1 includes consideration of the impact of the initiator
on both core damage frequency and frequency of serious release. Both
of these factors receive equal weight. The scale employed is one to ten
with ten indicating the greatest risk contribution.



TABLE 4

IMPORTANT SYSTEM SUCCESSES
SUPPORT STATE 1

INITIATOR

Inventory Control RHR as ECCS Injection; Sl or C. Chg in same role

LARGE LOCA | Long Term RHR as ECCS Recirc.; Sl or C. Chg with RWST Refill |
inventory Control

Long Term Heat
Removal

RCFC's or RHR Heat Exchanger

inventory Control Sl or C. Chg as ECCS Injection or RHR as ECCS

injection with AFW and SG PORV's to De-pressurize

Long Term RHR and SI/C. Chg as ECC® Inventory Recirc.; Si or
MEDIUM LOCA | | entory Control | C. Chg with RWST Refil

Long Term Heat RCFC or RHR Heat Exchanger
Removal

inventory Control S! or C. Chg as ECCS Injection or RHR as ECCS

injection with AFW and SG PORV's to De-pressurize

SMALL LOCA | RCS Heat Removal | AFW and SG PORV's or Turbine Bypass Valves ]
Lgrﬁt_svl_.%g_l_\_) Long Term RHR and Normal Charging or RHR and/or C. Chg/Sl
11 2‘5, inventory Control as ECCS Recirc. or C. Chg/Sl pius RWST Refill

Long Term Heat RCFC's or RHR Heat Exchanger
Removal

inventory Control C. Chg or Si as ECCS Injection

STEAM RCS Heat Removal | AFW and SG PORV's or Turbine Bypass Valves
GENERATOR | ong Term Normal Chg. or RHR and C. Chg/S! as ECCS Recirc.
RJ;JT%ERE Inventory Cortrol | Control or C.Chg/S! and RWST Refil

Long Term Heat RCFC or RHR Heat Exch.
Removal or AFW/PORV/stm dump

ey

NOTE: The reference for this table is Table 4.1.4-1 in the Zion IPE submittal document. The
dstailed success criteria combinations for various initiating events are set forth for each
of the key safety functions. That information is independent of the support state at any
given time so care must be taken to insure that inappropriate use is not made of the
information therein. Table 4 provides a distillation appropriate in that regard for Support
State 1.



2.3

24

tate 1A - Di ion of Risk Signifi nd Rel isk ri

As shown in Table 1, SupportStateMssdeﬁnedasonommchoneservice
water pump or one component cooling water pump Or one service water pump
ang one component cooling water pump are unavailable. These conditions are

allowed by the plant Technical Specifications. Support State 1A is not a
significant risk contributor in the Zion IPE. In fact, it is so insignificant, that it is
not listed as a contributor.

The behavior of the plant, in risk space, is nearly identical fcr Support State 1A
and Support State 1. Therefore, the information provided for State 1 can be
employed if the plant is in State 1A.

Application Process

This section provides a step-by- -step process for application of this interim tool to

"at power" maintenance prioritization.

STEP 1 - Verify that the plant is in Mode 1. If not, this section cannot be
employed.

STEP 2 - Determine if the only suppert system cormponents which are unavailable
ars those listed in Table 1. ¥ not, this section cannot be employed.

STEP 3 - Determine if any other support systems are inoperable and thereby
renders the ECCS systems, AFW, or RCFC’s in an inoperable or
degraded state. If so, this section cannot be empioyed.

STEP 4 - Determine if there is anything unusual at the plant indicating a precursor
to a possible inttiating event, such as:

- Steam Generator Tube Leakage (SGTR)

- Excessive or unusual RCS leakage (LOCA)

- High temperatures in the RHR System (Interfacing Systems LOCA)

- High System Demand, High winds or Thunderstorms, work in the
switchyard (LOOP or DLOOP)

i one of these precursors exist, use the equipment prioritization
mmabmmmappropnmmmgmmmnnbb4 lLl

STEP 5 - Prioritize maintenance in accordance with the relative importance of the
systems listed in Table 3. If the system of interest is not contained in
Table 3. use the information contained in Table 4 (Rev. 1a, 10/30/92).



25 Application Examples for At Power Maintenance Prioritization

This section provides three examples for use of the Section 2 information to
prioritize maintenance activities while at power.

251 Example A
Given: The plant is at full power with a minor steam generator tube leak on the

1B steam generator. All support systems are fully operational. There
is a work request for replacement of a minor part on the "A" centrifugal
charging pump on unit 1, which has the pump “inoperable” and a
second work request for an RPS surveillance waiting to be processed.
In the past, this particular RPS work has occasionally led to unit trips.

Question: What does the interim deployment tool suggest regarding this situation?

Response: First of all, note that all support systems are fully operational. This

puts the plant in Support State 1. The charging pump is one of the
primary tools for RWST refill and is important in two roles for this
support state (i.e. See Tables 3 and 4).

Also, with a leaking tube, any transient which might severely stress
the steam generator tube bundie, such as a trip, should be avoided.
This is particularly true if key safeguards equipment is not available.

Reasonable courses of action would be to fix the pump prior to
performing any surveillance and to add extra precautions to avoid a
unit trip when the surveillance is performed. Alternatively, one might
take the plant to a shutdown condition (depending on a variety of
conditions) in an orderly manner, fix the pump, perform the
surveillance and restart the plant.

252 Example B

Given:

The 1A service water pump is OOS for maintenance. Surveillances have
just disciosed that the 1B SI pump and the 1A RHR pump are
“inoperable." The RHR pump will require 144 hours of maintenance
time to restore to service. The SI pump will require 18 hours of
maintenance time to restore to service. The plant does not have
enough maintenance manpower to work on both at the same time. The
tech spec LCO is 7 days for both SI and RHR systems.

Question: Which of the thres pumps should be addressed first?



Response:

253 Example C

The plant is in Support State 1A with one service water pump
unavailable. The discussion for State 1A indicates that the plant
behavimisjudgedtobeneaﬂyidemicaltothatsaﬂomm&me 1.
An examination of Table 3 for Support State 1 reveals that the RHR
pumps play an important role but that the SI pumps do not appear
to be anything like as risk significant. Table 4 also highlights the
importance of RHR pumps while offering the charging pumps as
alternatives for the SI pumps. Therefore, despite the shorter
restoration time associated with the SI pumps, the RHR pumps
should receive the higher priority.

Given: Ail support systems and equipment available and the plant at power.
Work requests are on hand for a containment spray system pumping
train and for a RCFC.

Question: Which should have the highest priority?

Response:

254 Example D

A review of Table 4 reveals that the RCFCs act in an important role
for long term heat removal. The containment spray system does not
show up as an important success in this table. The RCFC shouid
have a higher priority. [Note: Further review of the Zion IPE would
reveal that the sprays have a limited beneficial role and may, as
currently conficured, contribute to risk given automatic actuation.]

Given: During full power ope.ation, with no support systems out-of-service, two
NWR's are being prioritzed. One will adjust the circuits controlling an
Auxiliary Feedwater Punip, the other is to investigate spurious alarms
on the Rod Control Cabinets.

Question: Which should have the highest priority from a risk viewpoint?

Response:

The plant is in support state 1. From Table 4 it can be seen that the
AFW system plans an important role in SGTR's, Medium and Small
LOCA's. The Rod Control Cabinet does not appear in Tables 2
through 4. Therefore, the Auxiliary Feedwater Pump NWR shouid be

given priority.

10



255 Example £

Given: During full power operation with no support systems out-of-service, two
NWR's are being prioritized. One is for the Main Feedwater system and
the other is for the Instrument Air System.

Question: Which should have the highest priority from a risk viewpoint?

Response: The plant is in support state 1. From Tables 2 through 4 it can be
seen that neither system has importance from a risk standpoint.
Therefore, priority should be assigned based on other criteria.

3.0 MAINTENANCE/MODIFICATION PRIORITIZATION PRIOR TO RETURN TO
POWER

This section provides the Zion IPE “Top Events” and "Initiating Events® Reports
which can be used for maintenance and modification prioritization prior to return to power
from an outage (i.e. outage work prioritization). Examples have been provided to assist
in the understanding the use of this section.

The “Top Events" report provides the annual average top events from the IPE and
has been broken out intc equipment top events (Table 5) and operator top events (Table
). The events listed in Tables 5 and 6 are the branches (nodes) on the Plant Response
(or Event) Trees (PR1s). The Plant Response Trees are used to logically model the
accident progression of each initiating event through successful mitigation or core
damage and containment disposition. The events are the series of equipment which is
activated or operator actions which are taken in response to an initiating event. A
description of each of the "events" is provided in appendix A.

The core damage frequency (CDF) listed in Tables 5 and 6 is a cumulative total
CDF of the occurrence of that event on core damage pathways across all initiating events.
For example, ORT failure occurs in core damage pathways have a total COF of 1.366E-6
(i.e. 34.15% of the total CDF of 4.00E-6).

The events listed in Table 5 may be useful for setting priorities for overhaul,
maintenance or replacement of components used during power operation while the plant
is undergoing an outage. Table 6 identifies those key operator actions which are most
risk significant and which might benefit most from emphasis during annual training. In
that role, this interim tool provides a prioritized list of those components, systems or
operator functions which are likely to average highest in importance over the course of
the coming year and which, therefore, are deserving of a high outage work priority.

1"



CAUTION

The information contained in this section should be used with extreme care.
It is recommended that this section be employed primarily t0 assess
priorities for maintenance and/or modification work to be performed during
plant outages where such work may affect the annual average reliability of
comporents and systems having possible risk significance. Other propose~
uses of this sertion should be discussed with the PRA group to insure the
suitability of the application.

When prioritizing outage work, the relative ranking of the systems or components
shown in Table 5 can be employed. The relative rank of components .vhich are on the
lower portion of the table is of less significance than those which are high on the list.

3.1 ication rk Pri
311 Example A

Given: A plant outage is being planned. Key modificaticn packages are being
reviewed and efforts are being made to prioritize these and allocate
available funding and personnel resources. Two of the modifications in
question are,

A. a change to the low pressure injection (RHR) system which will
decrease its unavailability by a factor of 5.

B. a change to engineered safety features actuation system which will
decrease its unavailability by a factor of 20.

Question: Which of these modifications should receive priority attention from a
risk perspective?

Response: Table 5§ shows that the low pressure injection (LPI) system (item #3)
has a CDF contribution which is 18.57% of the total versus the ESF
(item #11) contribution of 2.85%. Therefore, the LPI CDF contribution
is 6.52 times greater than the ESF contribution. The ESF unavailability
decrease, however, is only a factor of 4 greater than the LPI
modification. Therefore, more is to be gained hy improving the iow
pressure injection system than by improving & engineered safety
features actuation system. The change to RHR should be given
prioncy.

12



3.1.2 Exampie B

Given: During a refueling outage, an effort is being made to assign priorities to
work requests covering essential maintenance on the following
systems/components needed for power operation;

. auxiliary feedwater pumps

. safety injection pumps

. containment spray valves

. service water pumps

. main steam isolation valves

moow>»

Question: How should these work requests be ranked so as to minimize annual
average risk once the plant returns to power?

Response: Using the top events report, the work requests should be ranked as
follows;

auxiliary feedwater pumps (Item #5)

. service water pumps (tem #8)

. containment spray valves (item #8)

. safety injection pumps (Item #17)

. main steam isolation vaives (item #34)

Db WK -
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TABLE 5
ZION IPE TOP EVENTS REPORT

(Equipment)

NODE CORE DAMAGE PERCENT OF
NAME  DESCRIPTION FREQUENCY TOTAL COF
1. RTK  EQUIPMENT TO REFILL RWST 1.337E-006 33.42%
2 BUS 4160V AC BUSES 147, 148, 149 9.128E-007 22.82%
3 P LOW PRESSURE INJECTION 7. 430E-007 1857%
4 FC REACTOR CONTAINMENT FAN COOLERS 5.243E-007 13.11%
5. AFW  AUXILIARY FEEDWATER SYSTEM 5.114E-007 12.78%
€ HPR  HIGH PRESSURE RECIRCULATION 4 559E-007 11.40%
7. LPR LOW PRESSURE RECIRCULATION 3 604E-007 8.01%
8 SWS SERVICE WATER SYSTEM 1.375E-007 3.44%
9 Csi CONTAINMENT SPRAY SYSTEM 1.329E-007 3.32%
10. SAC  SAFEGUARDS ACTUATION 17, 18, 19 1.168E-007 2.92%
11. ESF  ENGINEERED SAFETY FEATURES ACTUATION 1.139E-007 285%
12. CCP  CENTRIFUGAL CHARGING PUMPS 1.115E-007 2.79%
13.C CONTAINMENT ISOLATION 1.062E-007 2.65%
14 HPI  HIGH PRESSURE INJECTION 9.839€-008 2.48%
15. DCB 125V DC BUSES 011-1, 111, 112 5.691E-008 1.42%
16. CCW COMPONENT COOUNG WATER SYSTEM 5.624E-008 141%
17. SIP SAFETY INJECTION PUMPS 3.345E-008 0.84%
18. CB CONDENSATE BOOSTER PUMPS 3.015E-008 0.75%
19. AHX  RHR HEAT EXCHANGER COOLING 2.692E-008 067%
20. RXT  REACTOR TRIP 1.404E-008 0.35%
21. SLO CONSEQUENTIAL SEAL LOCA 1.183E008 0.30%
22 AFT  TURBINE-DRIVEN AUXILARY FEEDWAER PUMP 1.042E-008 0.26%
23. MF FRAC OF TRAN MFW AVAIL UNTIL TT 6.377E-009 0.16%
24 AM ATWS MITIGATING SYSTEM ACTUATION CIRCUIT 6.377E-009 0.16%
25. RE RESTORE EQUIPMENT & SUPPORT SYSTEMS 3.832E-009 0.10%
26. AFI CLOSE ALL FW/AFW VALVES TO RUPT SG 2.860E-009 0.07%
27. SEQ  SAFE SHUUTDOWN SEQUENCERS 17, 18, 18 1.103E-009 0.03%
28. PRV PRESSURIZER PORVS $.109E-010 001%
28. DS SECONDARY PRESSURE RELIEF 3.843E-010 0.01%
30 TT TURBINE TRIP 3.695E-010 001%
31. PPR  PRIMARY PRESSURE RELILF 1.993E-010 0.00%
32. TK REFUELING WATER STORAGE TANK 1.567E010 0.00%
33 ALT  ALTERNATE FEEDWATER 1.372E-010 0.00%
34 MSI  MAIN STEAM ISOLATION 1.199E-010 0.00%
34 DP PRESSURIZER PORVS 7.382E-011 0.00%
36. 772  TURBINE TRIP OR ALL MSIVS CLOSE 1.659E-011 0.00%
37. AC CHARGING PUMP FLOW ALIGNMENTS 1.626E-011 0.00%
38. NC  NORMAL CHARGING 43556012 0.00%
39 ACC  ACCUMULATORS 4 345E-012 0.00%
40. EC FIREWATER TO OPERATING CHARGING PUMP 4 099E-012 0.00%
41. NRC NORMAL RHR COOUNG 2.437E012 0.00%
42 MFW  MAIN FEEDWATER SYSTEM 1.451E012 0.00%
43 SGI  SEC BREAK INSIDE CTMT ISO - MSIV + FwiV 1.183E012 0.00%
44 BL PRESSURIZER PORVS BLEEDING 4 930E-013 0.00%
45 CRI  CONTROL ROD INSERTION 2.870E-013 0.00%
46. NCP  PROBABILITY OF 2/2 CCP AVAIL 2681E013 0.00%
47. FB1  FEEDWATER ISOLATION (FOR BREAK OUTSIDE CONTAINMT) 8.406E-014 0.00%
48. VLV CHARGING PUMP IMJECTION VALVING 3.560E-014 n.00%
49. SW EQUIPMENT TO RESTORE SW & ALIGN CCW 1.730E014 0.00%
50. MSR  OPEN BREAKER OR TRIP MG SET OR INSERT 1.681E014 0.00%
51. FB2 FEEDWATER ISOLATION (FOR BREAK INSIDE CONTAINMT) 4 60BE-016 0.00%
52 EB EMERGENCY BORATION 2. 249E-016 C.00%
53 RCW EQUIPMENT TO RESTORE CCW 2. 620E-017 0.00%

Total plant core damage frequency = 4 001E-006 per year

14



TABLE 6
ZION IPE TOP EVENTS REPORT

(Operator Actic as)

NODE CORE DAMAGE PERCENT OF
NAME DESCRIPTION FREQUENCY JOTAL CDF
1. ORT OP ACTION - REFILL THE RWST 1.366E-006 34.15%
2 ORC OP ACTION - ESTABLISH ECC RECIRCULATION 8. 144E-007 20 36%
3. ODS OP ACTION - SG DEPRESS FOR PRIM COOLING 6.785E-007 16 96%
4 OIR OP ACTION - REDUCE INJECTION 4.770E-007 11.82%
5. ORE OP ACTION - RESTORE EQUIP/SUPPORT SYSTEMS 1.699E-007 A.25%
6 OSI OP ACTION - INITIATE SAFETY INJECTION 4 691E-008 117%
7. ORS OP ACTION - RAPID SG DEPRESS FOR CB INJ 5.478E-009 0.14%
8. OB OP ACTION - ISOLATE RHR BREACH 4 532E-009 0.11%
8. ONC OP ACTION - ESTABLISH NORMAL CHARGING 4 DB3E-009 0.10%
10. OTT OP ACTION - TURBINE TRIP OR CLOSE MSIVS 2. 474E-009 0.06%
11. ORF OP ACTION - RESTORE CB &/OR MFW 1.916E-009 0.05%
12. OPR OP ACTION - DEPRESS PRIM WITH PRZR PORVS 1.469E-009 0.04%
13. OHX OP ACTION - ESTABLUSH CCW TO RHR HX 1.369E-008 0.03%
14. OAF OP ACTION - ISOLATE FEED TO RUPT SG 1.114E009 0.03%
15. OOF OP ACTION - OPEN AFW THROTTLE VALVES 7.853E010 0.02%
16. OAl OP ACTION - ISOLATE STEAM FROM RUPT SG G.782E-011 0.00%
17. OSW OP ACTION - RESTORE SW AND ALIGN CCW 4.839E-011 0.00%
18. ORI OP ACTION - MANUAL CONTROL ROD INSERTION 1.731E011 0.00%
19. OAC OP ACTION - ALIGMN CHARGING SUCTION 5.600E-012 0.00%
20. OFW OP ACTION - START AUX FEEDWATER 4 897ED12 0.90%
21. ODP OP ACTION - DEPRESS PRIM WITH PRZR PORVS 3.027E-012 0.00%
22. OEC OP ACTION - FIREWATER TO CCP OIL COOLER 2.393E012 0.00%
23. ONR OP ACTION - ESTABLISH NORMAL RHR COOLING 1.198E012 0.00%
24 OSC OP ACTION - STOP CCW PUMPS 6.488E-013 0.00%
25. OSR OP ACTION - CONTROL RODS TO CORE BOTTOM 3.229E013 0.00%
26. OBL OP ACTION - DEPRESS PRIM WITH PRZR PORVS 1.482E013 0.00%
27. OCC OP ACTION - RESTORE CCW 1.461E013 0.00%
28. OEB OP ACTION - EMERGENCY BORATION 3.446E-014 0.00%
29. OXR OP ACTION - ECC RECIRC AFTER CORE DAMAGE 3.368E015 0.00%

Total plant core damage frequency = 4.001E-006 per year
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TABLE 7
ZION IPE INITIATING EVENTS REPORT

EVENT CORE DAMAGE  PERCENT OF
NAME DESCRIPTION FREQUENCY  _TOTAL CDF
1. LLOCA LARGE LOCA INITIATING ZVENT 1.324E-006 33.00%

2 SGTR  STEAM GENERATOR TUBE RUPTURE INITIATING EVENT 1.152E 006 28 80%

3. DLOOP DUAL UNIT LOSS OF OFFSITE POWER INITIATING EVENT  9.000E-007 22.50%

4. MLOCA MEDIUM LOCA INITIATING EVENT 3.973E-007 9.89%

§ SLOCA SMALL LOCA INITIATING EVENT 1.540E-007 3185%

6 GTR  GENERAL TRANSIENT INITIATING EVENT 4 615E-008 1.15%

7. LOOP  LOSS OF OFFSITE POWER INITIATING EVENT 2.124E-008 0.53%

8. ISLOCA INTERFACING SYSTEMS LOCA INITIATING EVENT 4 532E-009 0.11%

9. LOC  LOSS OF 125V DC BUS 111 INITIATING EVENT 7.209E-010 0.02%

10. FBIN  FEED BREAK INSIDE CONTAINMENT INITIATING EVENT 2.346E-010 0.01%

11. SBIN  STEAM BREAK INSIDE CONTAINMENT INITIATING EVENT 2.346E-010 0.01%

12. FBOUT FEED BREAK OUTSIDE CONTAINMENT INITIATING EVENT  2.345E010 0.01%

13 SBOUT STEAM BREAK OUTSIDE CONTAINMENT INITIATING EVENT  2.344E-010 0.01%

14 LSW  LOSS OF SERVICE WATER INITIATING EVENT 5.126E-011 0.00%

15 LCCW  LOSS OF COMPONENT COOLING WATER INITIATING EVENT  4.687E-013 0.00%

TOTAL 4 D0E-006 100.00%
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APPENDIX A

DESCRIPTION OF TOP EVENT NODES

The following information provides a description of the equipment and operator action top
gvent nodes identified in Tables 5 and 6.

1. Hardware, Align Charging Pumps (AC)

This node Is the availability of equipment necessary to accomplish the valve alignments required by
the operator actions of node OAC. A detalled description of AC is provided in the Miscellaneous System
Notebook.

2. Accumulators (ACC)

Thtsnodohlrwmondtrnmmdnm(AOC).apanmmmdwgmdtoprovbomcodm
during the blowdown and refiood portions of the LOCA. When the RCS pressure drops below the nitrogen
pressure in the accumulators (~650 psig), borated water in the accumulators is forced int the cold legs.
For the consideration of the medium LOCA sequence, accumulators are required to prevent core damege
# HPI and AFW or ODS/DS have falled, but ODP/DP is successfu. A detalled description of ACC e
provided in the ECCS notebook.

3. Isolation of Feedwater Flow 10 Ruptured SG (AFI)

This node includes the equipment to isolate feedwater flow to the ruptured SG. Specffically, this
equipment includes the AFW flow regulating valves on the motor driven AFW pump line (FW0051, FW0053,
FW0055, FWD057) and on the turbine driven AFW pump line (FW0050, FW0052, FW0054, FW0056). For
feadwater to the SGs via the main feedwater pumps, the equipment includes the main feedwater flow
regulating valve on each line (LCV-FW510, LCV- FWS20, LCV-FW530, LCV-FW540) as well as the main
feec,:ater bypass line flow regulating valve on each line (LCV-FW510A, LCV-FWS20A, LCV-FWS530A,
LCV-FW540A). An evaluation of node AF1 is given in the Auxillary Feedwater Systems Notebook for auxiliary
feedwater control and the Miscellaneous Systems Notebook for alternate feedwater control.

4 Auxiliary Feedwater - Turbine Driven (AFT)

This node represents the delivery of auxiliary feedwater to the steam generator(s). Since all AC power
has been lost, only the turbine driven auxiliary feedwater pump Is available. The automatic opening of the
steam Qenerator safety valves is also included in this node. At 4 hours, the time that the station bafteries
anpoﬂumodtobomumd.uIDCpowuwllbﬂoumdemdlhctrunmutlonwllboloa. At
thispohl.!hwoddmmmmwmm.mlhwwwntucmmmtrum
position as just prior to the loss of DC power. Following this, as the generator fills , the operator will watch
for water coming out of the rellef valves and throttle auxiliary feedwater accordingly. A detalled description
of AFW is provided in the Auwdilary Feedwater System Notebook.
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s Auxiliary Feedwater (AFW

This node is auxiliary feedwater delivery to the steam generators with a motor driven auxiliary
teedwater pump. The auxiliary feedwater system provides water 10 the steam generators 10 maintain steam
generator level ensuring effective heat removal via the steam generalors Auxiliary feedwater is required to
i} maintain RCS pressure below the shutoff head of the S| pumps,  charging pumps are not available, 2)

oldown and depressurize the reactor coolant system, and 3) prevent the EOPs from requiring the
operators 1o initiate RCS bleed and feed cooling. The operation of the steam dumps of the automatic
opening of the steam generator atmospheric relief and/or safety valves is also included in this node 3

”~

detailed description of AFW is provided in the Auxiliary Feedwater System NCtebook
£ Alternate “eedwater (ALT)

This node is alternate feedwater delivery to the steam generators with the main feedwater pumps
it auxiliary feedwater is not avakable, an a'ternate feedwater source Is required ‘o cooldown and depressurize
the RCS. For the SGTR scenario, the main feadwater pump(s) can provide sufficient water to the steam
generators in order to ensure steam generator heat removal capablity. For injection with the main feedwater
pump(s), this node represents the successhul start and continued operation of the main feedwater pump(s)
along with the operation of the assoclated valves required 1o realign the main feedwater pump(s) for injection
to the steam generator(s). The main feedwater pump wil be fed by the condensate booster pump(s)
therefore successful injection with the main feedwater pump(s) aiso includes the successhd stant and
continued operation of the condensate booster pumps along with the operation of the associated valves
required for the condensate booster pumps 10 feed the main feedwater pump(s). However, noO steam
generator depressurization is necessary for injection with the main feadwater pump(s). A detalled
description of ALT is provided in the Miscellaneous Systemns Notebook

ATWS Mitigation System Actuation Circultry (AM)

The ATWS Mitigation System Actuation Circultry (AMSAC) provides a means, diverse from the Reactor
Protection System (RPS), for initiating turbine trip and auxiiary feedwater flow on conditions indicative of
an ATWS. For power levels greater than 40%, if steam generator levels decrease 10 6% narrow range, a
jiverse signal is sent 1o trip the main turbine and start the auxiliary feedwater pumps. The diverse signal
improves the reliability of systems needed to ensure a secondary heat sink following an ATWS event. For
most transient events, including a complete loss of main feedwater, turbine tnp is initiated by the P-4
orotective interiock, which requires the reactor trip breakers 1o be open. Because the breakers may fail 1o
open on an ATWS event, a diverse means to trip the turbine is required. A diverse means 1o stan the AFW
pump s provided based on the unlikely event that the RPS fallure was due 10 2 tallure In the SG level
protection channel's power supply, comparator /bistable of I0gk relay

8 RCS Bleed via Pressurizer PORV(s) (BL)

This node is the action of at least one pressurizer PORV to open and remain open upon demand
As part of this equipment, the associated block valve must also open ( if not already) and remain open. A
detailed description of BL is provided in the Miscellaneous Systems Notebook

G BUS

This node indicates the branching for the combinations of 4KV ESF buses that can be av ailable to
Jnit 1 when offsite power is avakabie




10. Condensate Booster Pump (CB)

This node Is alternate feedwater delivery 10 the steam generators with the condensate booster pumps,
either acting as a booster pump to the main feedwater pumps or directly to a depressurized steam
generator. If auxiliary feedwater is not available, an alternate feedwater source is required to cooldown and
depressurize the reactor coolant system. The condensate booster pumps can provide sufficient water to
the steam generators, via either alignment described above, to maintain steam generator leve! in order to
ensure that heat removal via the steam generators is effective and prevent implementation of bleed and feed
cooling. This node represents the operation of the condensate booster pumps (CBPs) and associated
vaives required for CBP injection 1o the steam generators for either alignment described above. The
operation of the associated valves refers to the feedwater isolation MOVs and the feedwater regulating
bypass valve manual isolation vaives, and throttling the fesdwater regulating bypass valves. A detailed
description of CB is provided in the Miscellaneous Systems Notebook.

11. Component Cooling (CC)
This node indicates the availability of the CCW system

12. Centritugal Charging Pump (CCP)

This node is high-pressure Injection via the charging pumps. initiation of safety injection woukd
immodlntdysunthocrurgmgpunpowhlchwowjddwuwatutotmructacodnmmwwm
emergency core cooling system cold leg injection pipes. A charging pump is required for success. A
detailed description of CCP Is provided in the Emergency Core Coaling System Notebook.

13. Containment isolation (C1)

This node represents containment isolation. Containment isolation is not required for success of
efther core or containment cooling. Failure of containment isolation, given core damage, will result in a
release of fission products to the environment. A detailed description of containment isolation is given in
the Containment isolation Notebook.

14. Control Rod Insertion (CRI)

This node Is the action of the control rods to insert in response to the operator action o insert the
control rods. This adds negative reactivity to the core and reduces reactor power. As a result, the steam
generatornakelongutodwmtarﬂhmﬁabmnlow«mwmdwm. This limits
the peak RCS pressure reached for the ATWS event.

15. Containment Spray Injection (CSl)

This node is Containment Spray during the ECC injection mode (CSi). CSI rapidly reduces the
pressure in the containment atmosphere temporary. CSi also scrubs the atmosphere of radionuclides,
reducing the severtty of the release if CS! is operating after core damane occurs. CSi will not prevent core
damage or containment failure. Omdﬁnmkm:pnyayuomm«m&mgomm
provide for draining the RWST water inventory 1o the containment. A detalied description of this system is
provided in the Containment Spray Notebook.



16. Depressurize Reactor Coolant System (DP)

This node is action of the pressurizer PORV(s) 1o open, and remain open, upon demand. Reclosing
of the pressurizer PORV(s) is not modeled in this node, failure to reclose results in a larger LOCA which also
achieves the desired depressurization of the reactor coolant system. A detailed description oft DP is
provided in the Miscellaneous Systems Notebook.

17. DC BUSES (DCB)
This node indicates the branching for the combinations of DC buses that can be available 1o Unit 1.
18 Depressurize Steam Generators (DS)

This node is action of the atmospheric relief valves to open upon demand. As noted in the ODS
discussion, the condenser stearm dump valves would be isolated due to Phase B containment isolation; thus
the atmospheric relief valves must be utiized. The opening of the atmospheric relief valves permits
depressurization of the steam generators and removes heat “om the RCS. A detailed description of DS is
given in the Miscellaneous Systems Notebook.

19. Emergency Boration (EB)

This node addresses the equipment needed for injection of boric acid intc the RCS. This node
requires one of four emergency boration paths to be opened: 1) via the emergency boration valve
(MOV-VC-8104), 2) via FCV-0110A and 01108 , 3) from the RWST through MOV-VC-1120 and 112E, or 4)
local opening of the manual emergency boration vaive VC8439. All of the above methods require continued
operation of a charging pump and opening of the charging flow control vaive (FCV-121). Also the boric acid
transfer pumps must operate in fast speed for those flow paths from the boric acid storage tank (methods
1,2 and 4 listed above). A detalled description of the equipment required for emergency boration is provided
in the Emergency Core Cooling System Notebook.

20. Hardware, Emergency Charging Pump Cooling (EC)

This node is the availability of equipment necessary 1o establish emergency cooling to a charging
pump. This equipment includes Fire Water supply as well as equipment located in the gang box outside
the charging pump rooms {l.e., tools, hoses, fitting and quick disconnects). A detailed description of EC
is provided in the Miscellaneous System Notebook.

21. ESF Trains Available (ESF)
This node indicates the branching for the combinations of ESFAS trains that can be available.
22. Feedline Braak Isolation (FB1 & FB2)

This node is the action of the main feedline valves which automatically close to isolate the break
following & feedline break either outside containment (FB1) or inside containment (FB2). The FW
reguiating /reguiating bypass are ciosed automatically, and the main feedwater pumps are stopped. foliowing
the reactor trip signal. The FWIVs are all closed automatically by the safety injection signal. A detailed
description of the vaives required to close for nodes FB1 and FB2 is provided in the Feedline Break Success
Critenia Notebook.



23 Reactor Containment Fan Coolers (FC)

This node is the RCFCs (FC) which provide cooling for the containment atmosphere and can prevert
automatic spray actuation prior 1o reaching the refueling water storage tank low level alarm (the setpoint for
switchover 10 emergency core coolant system recirculation). The Reactor Containment Fan Coolers
Notebook provides a detalled description of this system.

24 High-Pressure !njection (HPI)

This node is high-pressure injection (HP1). The Si signal would immediately start the high-pressure
pumps; two centrifugal charging pumps and two S| pumps. The high-pressure pumps would take suction
from the RWST and inject subcooled, borated water to the RCS via the ECC coid leg injection pipes. The
high-pressure pumps would also be used to inject subcooled, borated water during ECC recirculation for
event sequences in which the RCS pressure is not reduced below the shuto#f head of the RHP pumps. In
the recirculation case, the high-pressure pumps take suction from the discharge of the RHR pumps. Finally,
the high-pressure pumps could be used to continue injection of water from the RWST f ECC recirculation
tailed and the RWST were refilled. A detalled description of HP! is provided in the ECCS Notebook.

25 High-Pressure Recirculation (HPR)

rmm-uwommmmmmmwammmmw
aligned to take suction from the residual heat removal pumps. This node includes the components required
1o operate in the high-pressure recirculation mode, including the low head pumps and related valves,
associated with the operator action ORC (e.g., vaives opening and closing to realign the high pressure pump
suctionmrhormmwutuumoohnktottnm&dudMumonlpsmpdbcfnrgo). HPR is required
to maintain the plant in a long-term stable condition for event sequences with the reactor coolant system
pressure above the residual heat removal pump shutoff head at the time of switchover to cold leg
recirculation. A detalled description of HPR is given in the Emergency Core Coolant System Notebook.

26. Low-Pressure Injection (LPI}

This node Is low-pressure injection (LP1) with the RHR pumps. LP| can maintain core integrity in the
injection phase if the RCS can be depressurized to a point below the shutoff head of the RHR pumps.
Failure of the RHR pumps during the ECC injection phase would result in immediate implementation of the
RWST refill procedure via ECA-1.1 (EOP for ‘Loss of Emergency Coolant Recirculation’). Failure of LPI at
any time during the progression of the event results in failure of ECC recirculation (high- and low-pressure)
as RHR purnps are required for recirculation. LP! is also considered on core damage sequences (0 address
disposition of RWST inventory for the scenario in which containment spray fails. A detalled description of
LP! is provided in the ECCS notebook.

27. Low-Pressure Recirculation (LPR)

This node is low-pressure recirculation with the RHR pumps (LPR) and includes the components
required 10 start and/or operate (sump valves open, RWST suction vaives closed, and RHR pumps restarted)
in the low-pressure recirculation mode associated with the operator action ORC (or OXR). It is noted that
for those event sequences in which the RCS pressure remains above the shutoff head of the RHR pumps,
success of LPR is required 1o establish high-pressure recirculation (HPR). LPR is required to maintain the
plant in & long-term stable condition. A detalled description of LPR is given in the ECCS notebook.

AS



28 Main Feedwater Available (MF)

This node represents the fraction of anticipated transients for which main feedwater is available unti
after turbine trip. The most severe ATWS transient occurs on a loss of normal feedwater In conjunction with
a failure of the main turbine to trip. If the turbine trips prior to loss of main feedwater, then main feedwater
will be available for 50 seconds following turbine trip. The fraction of initiating events for which main
feedwater is avallable until atter turbine trip is determined in Appendix D of the ATWS Notebook.

29. Main Feedwater (MFW)

This node is alternate feedwater delivery 1o the steam generators with the main feedwater pumps. Use
of the main feedwater pumps require the operation of the condensate booster pumps. If awdliary feedwaler
is not available, an alternate feedwater source is required to cooldown and depressurize the reactor coolant
system. The combination of main feedwater pumps and condensate booster pumps can provide suificient
water to the steam generators, without the need to depressurize the steam generators, 1o maintain steam
gonemtorlwdhordutomuromm'mnovdmmmmmhMM\dwm
implementation of bleed and feed coolirg. This node represents the operation of the main feedwater pumps
(MFPs). Tmopombndcmdmtoboonupm\uandmokunquhdmmqnﬂthmnu
pumps 1o the steam generators following main feedwater trip are modeled in the previous node, (CB). A
detalled description of alternate feedwater using the main feadwater pumps is provided in the Miscellaneous
Systems Notebook.

30. Reactor Shutdown by Control Rods (MSR)

This node addresses the equipment used for shutdown of the reactor using control rods. Given fallure
of the automatic anc manual reactor trip from the main control board, reactor trip can be accomplished by
one of three means. First, locally opening the reactor trip bréakers will interrupt reactor power 1o the RCCA
drive mechanisms; thereby causing the control rods to drop into the core. Second, locally tripping the rod
drive motor generator sets will discontinue the power supply to the controi rods; thereby causing the control
rods to drop into the core. Finally, continued insertion of the control rods can also be used to shutdown
the reactor. It should be noted that interrupting powet 1o the control rods is assumed 1o result in the control
rods dropping into the core. Failure of a large number of control rods to fall into the core following power
supply interruption would require a mechanical failure of several rod assemblies. Such a failure mode Is not
considered credible for Westinghouse reactor control cluster assemblies (RCCAs).

31. Isolation of Steam Fiow from Ruptured SG (MSI)

This node includes the equipment to isolate steam flow from the ruptured SG. Specffically, this
includes the MSIV on the ruptured steam generator. Isoiation of the ruptured steam generator also includes
isolation of other steam flow paths such as the turbine driven AFW pump steam supply line, etc. Success
of this node may also be achieved by closing the MSIVs on the intact steam generators. This action
effectively isolates the ruptured SG from the intact SGs since the steam dumps should stay closed. A
detailed description of MS! is given in the Miscellaneous Systems Notebook.

32. Normal Charging (NC)

This node is the establishment of normal charging (NC) by realigning at least one charging pump from
the ECCS injection mode 1o the normal charging mode. An evaluation of NC is provided in the ECCS
Notebook.



33 Number of Charging Pumps (NCP)

This node is the availability of the centrifugal charging pumps (NCP). A charging pump is required
1o deliver RCP seal injection flow following a loss of CCW. In addition, the charging pumps provide
inventory makeup and control capability. A detailed description of the charging pumps Is provided in the
Emergency Core Cooling System Notebook.

34. Normal RHR Cooling (NRC)

This node is normal RHR cooling with the RHR pumps (NRC) and includes the components required
to start and /or operate (RHR isolation valves open, ECC valves closed, and RHR pumps restarted) in ES-1.2,
Steps 19 through 27. An evaluation of NRC is given in the ECC System Notebook.

35 Operator Action to Align Charging Suction (OAC)

This node is a collection of operator actions per AOP-4.1 which are necessary to maintain a cool
charging pump suction source. These actions are:

1) Align charging pump suction to the RWST. This action is directed by AOP4.1 Appendix C
step 5. This action realigns charging pump suction from the VCT to the RWST to provide a
cool borated suction source for the charoing purmnps.

2) |solate Letdown and RCP Seal Return Flow. This action is directed by AOP4.1 Appendix C
step 3. This action prevents heatup of the charging lines from RCS letdown and RCP seal
return flow.

3) Align Charging pump miniflow to Hold-Up Tank. This action is directed by AOP-4.1 Appendix
C step 7. This action directs charging pump minifiow to the holdup tank or Auxiliary Building
Equipment Drain to prevent overheating of the charging pumps.

4) Start second charging pump (if required). This action is directed by AOP-4.1 Appendix C
step 2. This action is only required ¥ both charging pumps are initially available and a
charging pump has been runring without lube oll cooling for more than 9) minutes. This
action aliows addhional time for establishing emergency iube oll cooling or CCW system
startup.

The above operator actions have been modeled as a collective action for the purposes of simplifying plant
response modeling. A detalled evaiuation of the operator actions required for OAC is given in the Human
Reliability Analysis Notebook.

36,  Operator Action 10 Isolate Feedwater Flow to the Ruptured SG (OAF)

This node represents the operator action to terminate all feedwater flow to the ruptured steam
generator. This action is necessary 1o prolong the time availlable 1o stop the primary to secondary break
fiow through the ruptured tube before steam generator overfill occurs. Operator guidance for feedwater
isolation is given in Zion EOP E-3, Step 6. The detalied evaluation of operator action OAF is given in the
Human Reilablitty Analysis Notebook.
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a7.  Operator Action to isolate Steam Flow from the Ruptured Steam Generator (OA))

This node represents the operator action to diagnose a SGTR event, identify the steam generator with
the ruptured tube, and 1o take the necessary steps to isolate this steam generator from the 3 intact steam
generators. Indications of a SGTR evert include pre-or post-trip SG level response as well as steamline and
blowdown radiation indications. Isolation of the ruptured steam generator provides a pressure /temperature
differential between this ruptured steam generator and the intact steam generators; such a differential is
important in the subsequent actions during a8 SGTR event. Isolation requires closure of the ruptured SG
MSIV and other potential leak paths (i.e., the steam supply line 1o the turbine driven AFW pump). if the
MSIV for the ruptured SG can not be closed, the ruptured SG is isolated from the others by closure of the
MSIVs on the intact SGs. Operator guidance for steam generator isolation is given in Zion EOP E-3, Step
4 The detailed evaluation of operator action QA is given in the Human Reliability Analysis Notebook.

38. Operator Action 1o Initiate RCS Bieed (OBL)

TMonodohthoopomowctbntohnhto‘blndnndhod'vhthooponmddiuumm
PORV. The actions considered at this node are dependent upon the event sequence path, as follows:

a) for all evert sequences in which at least one charging pump is available but no feedwater
Wtohmmmhavahﬂe(wlhwm“am.m).m
node models the operator actions 1o inttiate bleed and feed cooling, per FR-H.1, Step 16
when the steam generator level reaches 24% of wide range indication and,

b) for all event sequences in which at ‘east one S| pump e avallable but no charging pump and
no auxiliary feedwater injection 1o the steam generators is avallable, this node models the
operator actions to immediately initiate bleed and feed cooling per FR-H.1, Steps 4 and 16.

For scenario (a) above, the operators may initially transfer out of FR-H.1, but based on logic presented in
Section 8 (and Appendix B), the operators will return to FR-H .1 to initiate bleed and feed cooling due to loss
of level in all SGs and lack of AFW flow. The detailed evaluation of the operator actions OBL is given in the
Human Reliability Aralysis Notebook.

39. Operator Action To Restore CCW (OCC)

This node is the operator actions to restart the CCW system and to restore RCP seal cooling by
reestablishing component cooling water to the RCP thermal barrier heat exchangers and charging pumps.
These actions are idontified in AOP-4.1 Appendix C steps 9 through 13. A detalled evaluation of the operator
actbmmuhdtorutouCCWthmhﬂnHmanhbﬂyWnbNmm.

40. Operator Action to Depressurize the Reactor Cootant System (ODP)

This node Is the operator action 1o depressurize the RCS (ODP) in the event of fallure of HPI in
conjunction with tailure of AFW or ODS/DS. The combination of HPi failure in conjunction with fallure of
AFW or ODS/DS will resutt in no high- or low-pressure ECCS injection and subsequently the core exit
temperatures increase 10 1200/F. The monitoring of the Critical Safety Functions would result in operator
transition to FR-C.1 (FRG for ‘Response 10 Inadequate Core Cooling’). This node models the operator
action(s) 10 depressurize the RCS using the pressurizer PORV(s), per FR-C1 / Step 18. This
doprmuﬂznﬂonwiuuowmmprmmpumtobomadiorwoctbnpdortooorodnmgo;mwl
must be avallable before QODP is considered in this case. (This sequence of events also requires successtul
injection of the accumulators). The detaliad evaluation of the operator action ODP is given in the Human
Reliabiiity Analysis Notebook.



41 Operator Action 1o Depressurize the Steam Generators (ODS)

This node is the operator action to depressurize the steam

generators in order to cooidown and depressurize the reactor coolant system. This node represents the
inftiation of a 100 degree per hour cooldown of the RCS by dumping steam from the sieam generators. This
action is done 10 enabie ECCS injection and recirculation with the low pressure pumps. The operator
instruction for this action comes from the Zion EOPs, Step 5 of ES-1.2 (EOP for 'Post-LOCA Cooldown and
Depressurization’). Since Phase B isolation is expected due to high-high containment pressure by this time
the condenser steam dump valves would not be available and the secondary depressurization must be
accomplished with the atmospheric reliet vaives. The detalled evaluation of the operator action ODS is given
in the Human Reliabiity Analysis Notebook.

42 Operator Actions to Emergency Borate (OEB)

This node addresses the remaining means 10 provide long term reactivity control. Long term reactivity
control is required 1o ensure that only decay heat must be removed from the reactor. Specifically, this node
represents the operator actions 1o shutdown the reactor by emergency boration as delineated in FR-S.1,
Step 5. FR-3.1, Step 5§ directs the operator to amergency borate via the emergency boration valve
MOV-VC-8104. If emergency boration via this method cannot be established, then the operator is instructed
10 emergency borate either through the normal boration path, the RWST, or the manual emergency boration
vaive The last method requires local operator action. A detalied evaluation of the operator actions 10
establish long term shutdown using emergency boration is described in the Human Reliabiiity Analysis
Notebook.

43. Operator Action to Restore Auxiliary Feedwater (OFW)

This node is the operator actions 1o manually intiate auxiiiary feedwater to the steam generators
following the restoration of AC power. This represents the operator action specified in ECA-0.1, Loss of All
AC Power Recovery Without S required, and ECA0.2, Loss of All AC Power Recovery With S| Required,
10 start the auxiliary feedwater pumps as necessary to restore and maintain level in the steam generators.
A detailed evaluation of the operator actions 10 initiate auxiliary feedwater is given in the Human Reliability
Analysis Notebook.

44. Operator Action to Establish Heat Exchanger Cooling (OHX)

This node is the operator action 1o establish cooling to the residual heat removal heat exchangers
by opening the component cooling water valves to the residual heat removal heat exchangers. The operators
are instructed per EOPs 10 open the isolation valves long before switchover 1o recirculation begins. For
event sequences in which the reactor coolant system remains above the shutoff head of the residual heat
removal pumps for extended periods of time prior to switchover 1o recirculation, the component cooling
water flow through the residual heat removal heat exchangers is required for residual heat removal pump
cooling. Fallure of this action for high pressure event sequences would result in damage to the pump
and/or seals. For all event sequences which 30 to emergency core coolant system recirculation, failure of
OMX would impact containment heat removal only f no reactor containment fan coole's are operating.
Once ECC recirculation is established, fallure of OHX would not result in core damage in the first 24 hours,
even if no RCFC is operating. The detailed evaluation of the operator actions OHX is given in the Human
Reliability Analysis Notebook.
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45 Operator Action to Isolate RHR Breach (OIB)

This node models the operator actions of Step 2 of ECA-1.2, LOCA OUTSIDE CONTAINMENT,
designed 1o isolate the "BROKEN" RHR trains. Specifically, these actions are to close the pump suction
isolation vatve for each affected RHR pump (1MOV-RHB700A and B) as wel! as the cross tie valves for the
RHR trains. Success for this node is operator action 1o close both MOVRH8700A and B. Closure of the
pump suction isolation valve for only one pump is not considered success. |f leakage has developed in both
pumps at the time the operator attempts to isolate the RHR pumps, then isolation of one pump by closure
of the suction isolation valve (and cross tie valve) would reduce by half the maximum potential size of pump
seal ISLOCA but would not fully isolate tive ISLOCA. If only one RHR pump has developed a seal ISLOCA
at the time of the operator action and this train is isolated then successful isolation can not be guaranteed
since the seals in the unisolated pump would continue to be exposed 10 high temperature water at high
pressure and could develop leakage at a later point in the event. The detailed evaluation of the operator
actions OIB is given in the Human Reliability Analysis Notebook.

46. Operator Action to Reduce ECCS Injection (OIR)

Thlsnodoropremuhoopoutour?'ontonduootruEOCSﬂoctiontonognnortmnm(ﬂNgh
pressure injection pump (either 1 charging pump or 1 Si pump). For sequences in which the recovery
actions of identification, isolation and RCS cooldown have been successful, the ECCS flow must be reduced
as a necessary precursor 10 establishing normal charging. Normal charging (discussed later) is necessary
forﬂcsmomarycomrdandwmdmmmmwmkmo.o..m
end state). For sequences in which the charging pumps are not avallable or in which SG overfill occurs
prior 1o ECCS reduction, the ECCS flow must be reduced to extend the time that the RWST will be avallable
(ie, SAM end state). [Recall that SG overfill is assumed to result in the consequential fallure of a secondary
safety valve to reciose, thereby necessitating continued ECCS injection.] Operator guidance to perform this
ECCS reduction is provided in different procedures depending upon the specific path considered:

a) Zion EOP E-3, Steps 22 and 26 - ECCS fiow is reduced to 1 charging pump following RCS
cooldown and depressurization as a precursor to establishing RCS inventory control. Alsc,
for cases in which charging pumps are not available or in which SG overfill has occurred, the
ECCS pumps (typically 1 charging pump or 1 SI pump, as applicable) are restarted as
necessary to maintain adequate RCS subcooling and pressurizer level.

b) Zion EOP ECA-3.3, Steps 11 and 14 - For the sequence in which there is no pressurizer
pressure control (L.e., fallure of ODP/DP), ECCS fiow is reduced to 1 charging pump
foliowing RCS cooidown as a precursor to establishing RCS inventory control.  Also, for
cases in which charging pumps are not avallable or in which SG overfill has occurred, the
ECCS pumps (typically 1 charging pump or 1 S| pump, as applicable) are restarted as
necessary 1o maintain adequate RCS subcooling.

c) Zion EOP ECA-3.1, Steps 16, 20 and 21 - For the sequence in which steam fiow from the
ruptured SG cannot be isolated (1.e., fallure of OAI/MSI), ECCS flow is reduced to 1 charging
pump following RCS cooldown and depressurization as 8 precursor 1o establishing RCS
inventory control. Also, for cases in which charging pumps are not avallable or in which SG
overfill has occurred, the ECCS pumps (typically 1 charging pump or 1 SI pump, as
applicable) are restarted as necessary to maintain adequate subcooling and pressurizer level.
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d) Zion EOP ECA-3.2, Steps 11, 15 and 16 -For the sequence in which steam flow from the
ruptured SG cannot be isolated (Le., fallure of OAI/MSI) in conjunction with high SG
wide-range level or low RWST level, ECCS flow is reduced to 1 charging pump following RCS
cooldown and depressurization as a precursor 10 establishing RCS inventory control. Also,
for cases in which charging pumps are not availlable or in which SG overfill has occurred, the

ECCS pumps (typically 1 charging pump or 1 Si pump, as applicable) are restarted as
necessary 1o maintain adequate subcooling and pressurizer level.

The detailed evaluation of operator action OiR is provided in the Human Reliability Analysis Notebook.
47 Operator Action to Establish Normal Charging (ONC)

This node models the operator action to terminate operation of the ECCS Injection pumps and realign
the charging pumps to their normal, flow control, alignment (ONC). This is a pre- requisite for establishing
normal RHR cooling. The operators are instructed, per ES-1.2 / Steps 12 to 17, 10 sequentially terminate
operation of the charging and SI pumps following RCS cooldown and depressurization. If pressurizer isvel
and RCS subcooling can be maintained with one charging pump Injecting less than 50 gpm, this set of
actions Is successful and the operators are instructed to continue with attempts to establish normal RHR
cooling. If this action fails, the operators must rely on ECCS recirculation for iong term decay heat removal
and RCS inventory control. A detaled evaluation of the ONC operator action is given in the Human
Rellablity Analysis Notebook.

48. Operstor Action 1o Establish Normal RHR Cooling (ONR)

This node is the operator action 1o establish normal RHR cooling (ONR), as opposed to low pressure
recirculation, foliowing a small LOCA. This action involves aligning the RHR pumps to the reactor coolant
system hot leg(s) and coid leg(s), according to ES-1 2, Steps 19 through 27. The detailed evaiuation of the
operator action ONR is given in the Human Reliability Analysis Notebook.

49 Operator Action to Open AFW MOVs (OOF)

This node represents the operator actions to open the normally throttied motor operated valves
(MOVs) in the AFW line to each steam generator to increase AFW fiow to the steam generators during an
ATWS evert. The MOVs must be opened to increase the heat removal capabiiity of the secondary system
to match or exceed core power generation. This node represents the operator actions directed in FR-S.1,
Step 8. A detailed evaluation of the operator actions to open the AFW throttie valves is given in the Human
Reliability Analysis Notebook.

50. Operator Action to Depressurize the Reactor Coolant System (OPR)

This node is the operator action 1o depressurize the reactor coolant system. The actions considered
at this node are for all event sequences in which at least one charging pump is availatie ™t no feedwater
injection to the steam generators is avaliable (auxiliary feedwater and alternate supplies). This nous models
the operator actions 10 initiate reactor coolant system bleed and feed cooling, per FR-H.1/Step 16, using
the pressurizer PORVs when the steam generator level reaches 24% of wide range indication.

The detaled evaluation of the operator actions OPR is given in the Human Reliability Analysis Notebook.
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51. Operator Action to Establish ECCS Recircutation (ORC)

This node is the operator action 1o establish ether high pressure or low pressure ECCS recirculation
(ORC), as appropriate for the accident sequence. The EOPs instruct the operators 1o begin switchover to
recirculation when the RWST low-eve! alarm is reached. This action includes aligning the ECC system for
low pressure recirculation plus starting and stopping the RHR pumps, as directed by ES-1.3 (EOF for
Transfer to Cold Leg Recirculaticn’). For accident sequences in which high-pressure recirculation is
required, this node also includes those operator actions 1o isolate the high pressure pump suction (charging
pumps and/or S| pumps) from the RWST and align the RHR pump discharge 1o the high pressure pump
suction. The detailled evaluation of the operator action ORC is given in the Human Reliability Analysis
Notebook.

52. Operator Action to Load Essential Equipment on to Energized ESF Buses {ORE)

This node represents the operator action to restore electrical power, support systems, load essential
equipment back on 10 the energized ESF bus(es), and start the required equipment following the restoration
of AC power. Eary in ECA-0.0, Loss of All AC Power, if AC power is not available, essential equipment
swnchosatephcodIntrnpdlawockponkbnwmchwllprmmmmmnmmnpmb
restored. The required equipment are the charging pump, the RHR pump, the containment spray pump,
the reactor containment fan coolers, the component cooling water pump, the service water pump, RCP seal
injection cooling, and the awdiary feedwater pump. If these actions fail, then It is assumed that these

components fall 1o operate.
53 Operator action to Restore Feedwater (ORF)

This node s the operator actions to 2stablish an alternate feedwater source to the steam generators
if auxiliary feedwater fails. In all event sequences in which this node is addressad, it represents the operator
actions specified in FR-H.1 (Reference 10.1), Step 3 to stop ali reactor coolant pumps, and FR-H.1
(Reference 10 1), Step 9 and /or 22 10 inftiate fiow from either the main feedwater pumps or the condensate
booster pumps 10 at least one (1) steam generator. The operator actions in FR-H.1 (Reference 10.1), Step
9 and/or Step 22 include starting the condensate booster pumps and the main feedwater pumps, if
avallable, and aligning the pumps for injection to the steam generator. The alignment for injection to the
steam generators includes opening the feedwater isolation MOVs and the feedwater reguiating bypass valve
manual isolation valves and throttling the feedwater reguiating bypass valves. A detailed evaluation of the
operator actions 10 restore feed water is given in the Human Feliability Analysis Notebook.

54 Operator Action to Insert Control Rods (ORI)

Thbnodormmﬂthoopuﬂmnctbnstomnuﬂthmmmrodnommgatothoﬂcs
pressure transient in response 10 an ATWS event. This node represents the operator actions directed in
FR-S.1, Step 1 upon the operator being unable to verify the symptoms of a reactor trip. A detalied
evaluationdtmopomaacuomtommnﬁymncommlrodshgwonhu\oﬂumnadhblltywm
Notebook.

55 Operator Action to Initiate Rapid Steam Generator Depressurization (ORS)

This node represents the operator actions 1o inttiate a rapid steam generator depressurization 10
permit condensate booster pump injection directly to at least one steam generator of 10 depressurize the
reactor coolant system. Either the condenser steam dump valves, if available, or the atmospheric relief
valves can be used for the rapld steam generator depressurization. The detalled evaluation of the operator
action 10 inftiate rapid steam generator depressurization is given in the Human Rellabiiity Analysis Notebook.



56. Operator Action to Refili the RWST (ORT)

This node represents the operator action to refill the refueling water storage tank. If high pressure
recirculation falls, the operators are instructed to transfer to ECA-1.1: Loss of Emergency Coolant
Recirculation (Reference 10.8). This procedure instructs the operator to start refilling the refueling water
storage tank. The detailed evaluation of the operator action to refill the refueling water storage tank is given
in the Human Reliability Analysis Notebook.

57. Operator Action to Stop CCW Pumps (OSC)

This node is the operator action per AOP-4.1, Loss of Component Cooling, to stop all CCW pumps
and place in Pull-To- Lock. This action is taken to prevent damage to the CCW pumps from cavitation,
allowing CCW restart when conditions have been restored. This action is only required for CCW events
resulting from a loss of inventory or loss of heat removal. A loss of CCW resulting from a loss of flow does
not require this action.

58. Operator Action to Initiate Safety injection (OSI)

This node is the operator action to establish and maintain an emergency core coolant injection source
for the reactor coolant system. This includes the action to manually initiate safety injection. A detalled
evaluation of the nperator actions to Initiate safety injection is provided in the Human Reliabliity Analysis
Notebook.

58 Operator Action 1o Shut Down the Reactor Using Control Rods (OSR)

This node addresses one of the means 10 provide long term reactivity control. Long term reactivity
control Is required to ensure that only decay heat must be removed from the reactor. Specifically, this node
represents the operator actions required to ensure the reactor is shutdown with control rods. This can be
accomplished by the operator performing one of the three following actions: 1) locally tripping the reactor
trip breakers, 2) locally tripping the rod drive MG sets, or 3) continued manual insertion of the control rods.
This node represents the operator actions directed in FR-S.1, Step 1. A detalled evaluation of the operator
actions 1o establish long term shutdown using the controi rods is described in the Human Reliability Analysis
Notebook.

60. Operator Action To Restore SW/CCW (OSW)

This node is the operator actions to restart the Service Water and Component Cooling Water systems
and to mwonwmmmwmummwmmmtomncvwmm
exchangers and charging pumps. Actions to restart the Service Water System are identified in AOP-4.2.
The actions 10 restart the CCW system and reestablish CCW to the RCP thermal barrier heat exchangers
and charging pumps are identified in AOP-4.1 Appendix C steps 8 through 13. A detailed evaluation of the
operator actions required to restore SW and CCW is given in the Human Reliability Analysis Notebook.

61. Operator Action 10 Trip Turbine or Close MSIV's (OTT)

Thhnodorowm:mopumouctiomtotnpmmmmOfdouthaInStumlodatlon
Valves (MSIV's) in response to an ATWS event. This node represents the operator actions specified in
FR-S.1, Step 2, including the "Response Not Obtained” Column for the event. FR-S.1, Step 2 directs the
opomortomnualytrlptrnturbknluuomﬂcnmmmmm. If the turbine will not trip,
then FR-S.1, Step 2 further directs the operator to close all MSIV s and MSIV bypass valves. A detalled
eva!uatlondlmopomaaamtompmomamwbhoordoumoMSlelsglvmhmoHumm
Retiablity Analysis Notebook.
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62. Operator Action to Establish Low-Pressure Recirculation Atter Core Damage (OXR)

This node is the operator action to establish ECCS recirculation after core damage, if ORC fails (OXR).
Due 1o the tailure to establish ECCS recirculation (ORC), the core exit thermocouple temperature would
exceed 1200/F and the operators would enter FR-C.1. This procedure would instruct the operators 10
continue attempts to establish ECCS flow. The operators could continue attempts to establish recircuiation
even if core damage occurred. This action is considered in the plant response tree since establishing
low-pressure recirculation flow after core damage will enhance containment heat removal, provided that the
RHRA heat exchanger(s) are available, and subsequently delay or prevent containment failure. The detailed
evaluation of the operator action OXR is given in the Human Rellability Analysis Notebook.

33 Power Level Less Than 60%. (PL)

This node represents the fraction of anticipated transients that occur below an initial power level of
60%. Analyses presented in the Success Criteria Notebook show that for initial power levels below 60%,
turbine trip is not required to prevent RCS pressures from exceeding 3200 psig, the ASME Stress Level C
Criterion. The fraction of transient events initiated from power levels less than 60% is determined in
Appendix D of the ATWS Notebook.

64. Primary Pressure Rellef (PFR)

This node addresses the ability of the pressurizer power operated relief vaives (PORVs) and safety
vaives to relleve RCS pressure during an ATWS event. The combination of pressurizer PORV's and safety
valves required for successful mitigation of the transient is a function of control rod insertion and the value
of the moderator temperature coefficient. A detailed description of the pressurizer PORYs and safety valves
is provided in the Miscellaneous Systems Notebook. A detalled description of the impact of the value of the
moderator temperature coefficient on the PPR node is provided in the ATWS Success Criteria Notebook.

65 Depressurize Reactor Coolant System (PRV)

This node is action of the pressurizer PORVs to open, and
remain open, upon operator demand. Reclosing of the pressurizer PORVs is not modeled in this node.
A detailed description of PRV is provided in the Misceilaneous Systems Notebook.

65 Hardware, Restore CCW (RCW)

This node is the avallability of equipient necessary 1o restant the CCW system and restore cooling
water to the RCP thermal barrier heat exchangers and centrifugal charging pumps. An evaluation of RCW
is provided in the CCW System Notebook.

67. Essential Equipment Is Loaded on to Energized ESF buses (RE)

This node represents the loading of the essential equipment and systems listed under node ORE.
If this equipment and systems fall to load on to the ESF buses, then the components are assumed to not
operate.

68. Heat Exchanger Coaling (RHX)
This node is the equipment for residual heat removal heat exchanger cooling and includes the

component cooling water isolation valves 10 the residual heat removal heat exchanger. A detalied
description of RHX Is given in the Emergency Core Cooling System notebook.
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69. Refiliing the RWST (RTK)

This node is the refilling of the refueling water storage tank and includes the components required
to refill the refueling water storage tank and continue the associated emergency core cooling systems
injection. If the flow to refill the refueling water storage tank is sufficient 1o match the delivered flow from
the operating pumps then the reactor core would remain covered and core damage would be averted for
a prolonged time. A detailed description of the components required for refilling the refusling water storage
tank is given in Appendix B, extracted from the Emergency Core Cooling System Notebook.

70. Reactor Trip (RXT)

This node represents either the reactor protection system or manual action by the operators in the
control room to open the breakers allowing the control rods to fall into the core. Failure of this node is
designated as an Anticipated Transient Without Scram (ATWS) and is continued in the ATWS plant response
tree.

71. Safeguards Actuation 17, 18, 19 (SAC)

This node indicates the branching for the combinations of safeguards sequencers that can be
avallabe after a LOOP or DLOOP inltiator.

72. Safe Shutdown Sequencers 17, 18, 18 (SEQ)

This node indicates the branching for the combinations of safe shutdown sequencers that can be
available for all initiators other than LOOP or DLOOP.

73. Steam Generator Isolation (SGI)

This node is the isolation of the secondary side of the faulted SG following a steamline break inside
containment in order to close off a direct release pathway from the containment (Reference 14). To isolate
this containment release pathway the following lines of the faulted steam generator must be isoiated: the
main steamiine, the main steamiine bypass, main feadwater, auxiliary feedwater, steam generator blowdown,
and the turbine driven AFW pump steam supply (if the faulted steam generator is one of the two which
supplies steam to the turbine driven AFW pump).

74. Safety Injection Pumps (SIP)

This node Is high-pressure injection via the safety injection pumps (SIP). The S| signal would
immediately start the two safety injection pumps which would deiiver water to the RCS via the ECC cold leg
injection pipes. The safety injection pumps would also be used 1o inject subcooled, borated water during
ECC recirculation for event sequences in which the RCS pressure is not reduced below the shutoff head of
the RHR pumps. In this case, the safety injection pumps take suction from the discharge of the RHR
pumns. The safety injection pumps could also be used to continue injection of water from the RWST f ECC
recirculation Is falled and the RWST is refilled. The Si pumps are not required for ECC injection i the
charging pumps are successful. A detalled description of SIP is provided In the ECCS Notebook.
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75. Consequential Small LOCA (SLO)

Thanodaropmomuul&dlhooddalondcodamawidomm)cnuudbythomuudmc
reactor coolant pump (RCP) seals. The node accounts for r. xdom seal failures and seal falures caused
by inadequate seal cooling Seal failures due to inadequate seal cooling are determined based on suppor
states in which there is no component cooling water or service water, Prolonged exposure of the #1 RCP
seal could result in degradation of the seal material and eventual failure of the seal. Seal injection water
from the charging pumps prevents hot RCS water from moving upward along the RCP shaft and contacting
the #1 RCP seal. If seal injection is lost, then the hot RCS water is cooled by component cooling water
(CCW) in the thermal barrier heat excha.ger. if no CCW is avallable, then cooling via the thermal barrier
heat ex. hanger will be lost Additionally, CCW is required to provide charging pump cooling Thus, a lack
dCCqulwomwlyruulm.lossdudw.aioncapnblly.smm«prcvﬂuooolmionmccw
systom;thordou.aldemtuWMﬂthnMdocwmmmmylud
LOCA. Failure of this node results in transfer to the consequential small LOCA plant response iree. The
consequential small LOCA tree is identical in structure to the small LOCA plant response tree which is
discussed in detall in the small LOCA plart response tree notebook.

76. Equipment to Restore Service Water and Component Cooling (SW)

This node indicates the availability of the equipment needed 1o restore the SW and CCW systems.
77 Service Water System (SWS)

This node indicates the availability of the SW system
78. Refusling Wate torage Tank (TK)

This node is the refueling water storage tank. The refuel . water storage tank provides the source
of borated water necessary for both safety injection and comtainment spray following an initiating event. It
is shown as a separate node because it is shared by several nodes in the plant response tree (i.e.. HPI, CSI).
The suction lines from the refueling water storage tank supply water 10 the following pumps:

Two centrifugal charging pumps

Two safety injection pumps

Two residual heat removal pumps, and
Three containment spray pumps.

If the refusiing water storage tank falis, all emergency core cooling system (ECCS) injection fall and
containment spray Injection (CS1) falls; without secondary side heat removal capabilities (when applicable)
the accident sequence results In core damage with no refusling water storage tank water in containment.

79. Turbine Trip (TT)

This node represents the tripping of the turbine, efther automatically or manually. Steam flow to the
turbine can alsc be stopped by closing the turbine control vaives. Fallure of this 1o occur will result in an
evertt that is similar 10 a secondary side break downstream of the main steam isolation valves. Failure of
this event will transfer 1o the secondary side break plant
response tree.
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80 Turbine Trip/MSIV Closure (TT2)

Thisnodohdudutrnﬂwmptbndaumtothomhnmnbydmundmw.nopm.
governor valves, of any combination thereof. This node also includes closure of all four MSIVs. The rcde
is required to minimize short term secondary water inventory losses and thereby delay steam generator
dryout and reduce the corresponding primary pressure spike. A detailed description of the trip of the turbine
and closure of the MSIVs for ATWS pressure mitigation is provided in the Miscelianeous Systems Notebook.

g1. Safety injection Vaives (VLV)

This node represents the valves in the ECCS line which must operate for successful initiation of bieed
and feed cooling An evaluation of this node is included in Emergency Core Cooling Systern Notebook.
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by APPENDIX B

EQUIPMENT TO REFILL RWST & ESTABLISH CHARGING FLOW FROM VCT

N A
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EQUIPMENT NAME

SPENT FUEL PIT PUMP 1SF-003

MOTOR OPERATED VALVE 15188018

MOTOR OPERATED VALVE 1S18801A

MOTOR OPERATED VALVE VCB106

MOTOR OPERATED VALVE VC8105

MOTOR OPERATED VALVE VC LCV112C

MOTOR OPERATED VALVE VC LCV112B

MOV VC LCV112E

MOV VC LCV112D

CHECK VALVE VC-8443

SPENT FUEL PUMP PIT RETURN BLOCK VALVE 15F-8765
SPENT FUEL PIT FLOW TO RWST CHK VLV SF-8766

SPENT FUEL FLTH BLOCK VLV SF-8774

MANUAL ISOLATION VALVE SPENT FUEL PIT FLOW TO RWST SF-8788
MANUAL BLOCK VLV TO RWST SI-8831

RWST-U1 BLOCK VALVE (N.C) 15I-8827

RWST-U1 REFU. WTR PUR. PUMP BLOCK VALVE N.C. 15F-8758
RWST-U2 BLOCK VALVE (N.C) 2518827

RWST-U2 REFU. WTR PUR. PUMP BLOCK VLV (N.C.) 25F 8758
MANUAL VALVE VC-8281

MANUAL VALVE VC-8434

CHECK VALVE VC-8433

MANUAL VALVE VC-8432

VCT OUTLET CHECK VALVE VC-8440

MANUAL VALVE VC-8428

MANUAL VALVE VC-8416

AIR OPERATED VALVE VC-FCV0110A

CHARGING PUMP 1A

FILTER IN EMERGENCY BORATION SYSTEM

AIR OPERATED VALVE VC-FCVO111A

MAKE-UP I1SOL. VALVE TO VCT (F.C) FCV-VC0i10B

M KE-UP ISOL. VALVE TO VCT (F.C) FCV-VC0111B

SPENT FUEL PIT PUMP SUCTION PIPING STRAINER (AT TANK)
SPENT FUEL PIT FILTER SF-006

SPENT FUEL PIT PUMP DISCHARGE CHECK VALVE SF-8783
20 AMP FUSE FROM DC DISTRIB. PANEL 1CB37

20 AMP FUSE FROM 1CB37 TO 1CBO7

20 AMP FUSE FROM DC DISTRIB. PANEL 1CB38

CIRCUIT BREAKER 13748 FROM 480V ESF BUS 137
CIRCUIT BREAKER 1494 FROM 4160V ESF BUS 149
CIRCUIT BREAKER 1474 FROM 4160V ESF BUS 147
CIRCUIT BREAKER 13956 FROM 480V ESF BUS 139
CIRCUIT BREAKER 1373A FROM 480V ESF BUS 137
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418480V TRANSFORMER 139

4160480V TRANSFORMER 137

FD BR. C1-2 FROM DC BUS O11-1 TO PANEL 1CB37
CIRCUIT BREAKER 2422

CIRCUIT BREAKER 2421

PRIMARY WATER PUMP OB

FD BREAKER E1-7 FROM DC BUS 111 TO 1CB38
CIRCUIT BREAKER 1443 FROM 480V BUS 144

FD. BREAKER 1341 TO BUS 134

FD. BREAKER 1442 TO BUS 144

B A TRANSFER PUMP 1B

B A TRANSFER PUMP 1A

PRIMARY WATER MAKE-UP PUMP 0A

PRIMARY WATER MAKE-UP PUMP 0B

CHECK VALVE VC-8429

4160-480V TRANSFORMER 134

CHARGING PUMP FCV FCV-VC-121

SPENT FUEL PIT HEAT EXCHANGER INLET BLOCK VLV SF-8762A
SPENT FUEL PIT MEAT EXCHANGER OUTLET BLOCK VLV SF-87628
FD BREAKER RF1-23 FROM DC BUS 112

FIRE PUMPS AND HOSES
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NRC information Request - Zion IPE Common Cause Failure Factors

Attachment A is an excerpt (pp. 82-87) from the Zion IPE Data Collection & Analysis
Notebook discussing Common Cause Analysis. It includes an explanation of the
process used and a discussion (p. 85) and rationale for using an average common
cause grouping for components with no history of common cause failures.

Attachment B are the notes from the meeting held to review EPRI CCF data for
applicability to Zion. It includes (Attachment 1) the rules used to categorize CC events
and (Attachments 2 & 3, partial), as examples, the EPRI! diesel generator common
cause event descriptions and categorization.

The information from the meeting was consolidated onto LOTUS 1-2-3 spreadsheets.
LOTUS was also used to calculate the CC factors These spreadsheets are
Reference 14 from Attachment A.

A copy of the three LOTUS files is provided on the enclosed disc.

The spreadsheet dealing with DG CCFs is printed out as Attachment C. Page C1
serves to show the layoul of the entire file. The remaining pages of Att. C are iegible
"blow-ups" of each section of the file. They are identified by their iocation in the main
spreadsheet (3A1 to 3C3).

The sections of the spreadsheet dealing with diesel generators are 3A2 (data) and
3C1 (CCF calculations). :

The DG information is expanded as Attachment D.

Page D1 is the DG CC failure data retained from the EPRI event descriptions as
applicable to Zion. Page D2 shows the calculations used to establish the DG MGL
factors. Column BK shows the resulting beta factor value of 4. 3E-3 that was of
interest in Question F.E. 15 of the NRC's 12 / 22 / 92 information request.
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4.3 Common Cause Analysis

Common cause failure (CCF) is used to describe events that are a subset of dependent
events in which two or more components fail due to the same cause at the same
time, or in a short interval, and that are a direct result of a shared cause. The
common cause failure analysis evaluates and estimates the effects of these
dependencies that impact the ability of a system to prevent and mitigate a severe

accident.

To assure that the effects of common cause were properly accounted for in the Zion
analysis, common cause failures were modeled at the basic event level and the
Multiple Greek Letter (MGL) method was used for quantification. The Zion IPE used
the MGL method and parametric factors, beta, gamma, and delta as defined in
NUREG/CR-4780, Reference 13, "Procedures for Treating Common Cause Failure in

Safety and Reliability Studies™ as follows:

* BETA conditional probability (Pr(x>2|x2> 1)) that the common cause of a
component failure will be shared by one or more additional

components

. GAMMA conditional probability (Pr(x > 3|x> 2)) that the common cause of a
component faiiure that is shared by one or more components will be

shared by two or more components additional to the first
. DELTA  conditional probability (Prix>4|x> 3}) that the common cause of a

component failure that is shared by two or more components will be

shared by three or more components additional to the first
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The evaluation of Zion failure data indicated that there had been no common cause
events at the Zion site applicable to current maintenance and operation practices. As
a result, in order to more realistically model current experience at Zion, a Zion specific
evaluation of CCF events was performed. Zion specific common cause (CC) factors
were developed for components which had data available including:

. Auxiliary Feedwater Pumps

o Large AC Circuit Breakers

° Containment Building Spray Pumps

. Check valves

. Cooling Water Pumps, AFW and SW systems

. Diesel Generators

*  High Head Pumps, Sl and VC systems

. Residual Heat Removal Pumps

. Motor Operated Valves

. Reactor Trip Breakers

. Safety/Relief Vaives

. HVAC Chillers
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. HVAC Fans

A generic CCF database of common cause events was developed from EPRI NP-3967,
"Classification and Analysis of Reactor Operating Experience Involving Dependent
Events” (Reference 11) supplemented with events from the September 1990 EPRI
draft repcrt, "A Database of Common Cause Events for Risk and Reiiability

Evaluations” (Reference 12).

An expert judgement panel was established to review data from the generic CCF
database for applicability to CECo plants. IPEP and CECo each provided two members
to the panel, one representing the Zion and Dresden IPEs, respectively. The members
from IPEP were common cause data specialists and the members from CECo were
plant experts. One CECo plant expert had previously worked as a Zion SRO and was
familiar with current plant practices and procedures as well as those in practice at the

time of the events in the generic CCF database.

The CCF database was reviewed for events applicable to Zion. The expert judgement
panel came to a consensus opinion on each common cause event's applicability to
Zion. This applicability was based upon current Zion system configuration, and
maintenance and operational practices. Events involving known common cause
mechanisms addressed by specific programs in place at Zion were discarded from the
Zion database as where common cause events which occurred due to specific system
configurations not present at Zion. Events involving common cause mechanisms
which have been addressed in general by maintenance or operational practices at the
Zion site were assigned a lesser probability of occurrence at Zion based on judgement
of the panel. The Zion specific MGL factors resulting from this analysis are included

in table 15. The detailed analysis of the common cause events are provided in

Reference 14.
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An average common cause component group was quantified from a composite of all
the common cause failures for all components in the database. Use of the factors
calculated for this average common cause group was extended to components which
have no history of common cause failure, but were judged by the analyst to have
some potential for common cause failure. The common cause contribution was

calculated using the average MGL factors for the following components:

. Air compressor
. Air operated, hydraulic operated, and manual, valves

. Electrical/electronic components such as: comparator, lead/lag amplifier,
battery charger, limit switch, inverte., relay, switch, mechanical cam
timer, power transformer, circuit breakers (other than large AC hreaker
which was specified directly in CCF database).

. Fan cooler
® Heat exchanger

. Motor driven and turhine driven pumps other than those specified directly

in CCF database.

. Strainer filter

L

In general, the components included in the list were judged to be less complex than
the components in the database and thought to have less potential for common cause
failure mechanisms. Therefore, assignment of the average common cause factor is

judged to be realistic.
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cc

come

(| OS—
AFW PUMPS

LG AC CIRCUIT BRKX
Cs PUMPS

CHECK VALVES
COOLING WTR PUMPS
DIESEL GENERATORS
HIGH HEAD PUMPS
HEAT REMOVAL PUMPS
MOVs

RTE

SAFETY/RELIEF VLVS
HVAC CHILLERS
HVAC FANS

AVERAGE

NOTES:

TABLE 15
ZION SPECIFIC MGL COMMON CAUSE FACTORS.

3- COMPONENT
ST S TR TS ’EiL'mﬂ
1.56-02  7.8-01 -ep-- 1.4E-02  2.BE-01
6.66-02  T.AEO0Y  5.36-01 5.3-02  S5.56-01
L S Soggen e emges sxfjen
8.7E-03 -be- ~be- 5.8E-03 —ebe-
1.66-03  7.88-01 S.7E-01 1.46-03  6.0E-01
e o sagee cogee 7.5€-03 1.6€-01
*rges nre o= e cegee
¥ijne L g wegen anfies
1.76-02  S.06-01  6.86-01 1.46-02  4.TE-01
Fhigss s wngen e euges
9.7E-02  6.66-01  2.1€-01 B.6E-02  3.56-01
o vogrs b 3.18-03 1.38-01
1.26-02  1.08+00  1.0£+00 1.26-02  1.06+00
2.06-02  7.4E-01 5.3€-01 1.86-02  5.56-0

2 - FACTORS NOT CALCULATED FOR THIS SIZE SYSTEM.

b - VALUE OF FACTOR 1S NOT CALCULATED, A VALUE EQUAL TC THE VALUE FOR THE
AVERAGE OF ALL COMPONENT FAILURES (AVGY) GIVEN IN THIS TABLE ARE USED FOR

THESE COMPONENTS,

:'52444 C (I‘ $ S-J b 2. [T W.Ho
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ATTathanen? 13 @

NS-RMOI-PRRA-91-209

FROM : R.G. Anderson, W-RMOI, Product Risk Analysis
PHONE : 412-374-6224
DATE : May 23, 1991

SUBJECT: Trip Report: Commonwealth Edison Common Cause Failure Data
Categorization, May 16-17, 1991

T0 M.Loftus, w/ attachments 2 and 3
X.Polanski, w/ attachments 2 and 3
L.Soth, w/0 attachments 2 and 3
L.Raney, w/0 attachments 2 and 3
J.Trainer, w/0 attachments 2 and 3
cc 6.Klopp, w/0 attachments 2 and 3
K.Vavrek, w/0 attachments 2 and 3
D.Sharp, w/0 attachments 2 and 3
N.J.Liparulo, w/o attachments 2 and 3
N.Closky, w/o0 attachments 2 and 3
R.G.Brown, w/0 attachments 2 and 3
E.Krantz, w/ attachments 2 and 3

A meeting was held with the Commonwealth Edison PRA group in Downers Grove,
[11inois to provide the rationale and categorization for common cause events to
use in CECo IPEs for Zion and Dresden. The following persons were parf o the
team assembled for that purpose:

Larry Soth, Commonwealth Edison PRA Group
Lee Raney, Commonwealth Edison PRA Group
Jack Trainer, IPEP
Rick Anderson, IPEP

The purpose of the team meeting is to reach consensus on the common cause
events reported in the EPRI database, consisting of EPRI NP-3967 and a recent
EPR] draft document dated September 1990, with respect to the following:

1. 1s the event a common cause event? (see Attachment A)

2. Does the event apply to the Zion plant?, Dresden plant? (see
At‘’achment A)



NS-RMOI-PRRA-91-209 Page |

The process for impiementing the action plan which was established by personnel
from CECo, Tenera and Westinghouse, is provided in Attachment 1, Table Al-1. As
part of step 2, the team members became familiar with the Westinghouse Common
Cause Guidebook, NUREG 4780, NUREG 5460, and the EPRI database (EPRI NP-3967
and unpublished draft report dated September 1990).

Fach unique event was reviewed from the EPRI database. The results of that
review are proviued in Table 1. The "marked-up" pages from EPRI NP-3567 and
the unpublished EPRI draft report dated September 1990 are included in
Attachments 2 and 3, respectively. These pages provide the rationale upon
which a decision was made regarding the applicability of each event to CECo
plants, Zion, or Dresden.

In addition to the Process and Rules defined in Attachment 1, the following
procedure was used in the team review process.

1) Each event from the September 1990 EPRI draft was reviewed for
applicability. The rationale and categorization for each event was
written on the event description. These are provided in
Attachment 3.

2) The rationale and categorization for events in common with events in
EPRI NP-3967 were marked on applicable pages from EPRI NP-3967,
Attachment 2.

3) The other events not included in the September 1990 EPRI draft but
designated applicable to common cause modeling in EPRI-3967 were then
reviewed. The rationale and categorization for each event was
written on the event description, Attachment 2.

Several CECo specific items had major impact in the review process these were:

o CECo Check Valve Directive, NO Directive NOD-TS9, Rev.0,
May 15, 1989.

o CECo Guidelines for Motor-Operated Valve (MOV) Testing, Maintenance,
and Evaluation, NO Directive NOD-MA.1, Rev.2, September 1990.
o Post Maintenance Testing of components after maintenance activities.

o Independent review of valving alignment per procedure after
maintenance activities.

o Diesel Generator emergency start permissives which exclude many
*out-of -tolerance” permissives responsible for many DG failures.



NS-RMOI - PRRA-91-209 Page & *

It should be noted that in general the rules stated in Attachment 1 were used
as guidelines and not strict rules due To the uniqueness Of each comnon cause
event. One example of this is rule la, stated in attachment 1, which states
that the common cause events must "happen" at the same time. The team
generally used a "within 24 hour” call on most events. In some situations this
time was extended to cover components not checked immediately following an
event. This may be somewhat unrealistic since current practice requires a
check of of components within a common cause group once a failure is found. In
addition, "happen" was interpreted to mean an actual failure or potential
failure following an actual failure to be counted as a common cause event.

The remainder of the evaluation is to be documented in aéﬁiiééii? and Common
Cause Notebook. It was decided that the impact vectors For each event would
not be evaluated by the team. Instead the Common Cause analyst will judge each
event’s impact vector for consistency with the description and the other events

in the common cause grouping.
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NS-RMOI-PRRA-91-209
Table 1. Summary of Team

Events Reviewed.

cC

DG

v | DG
gos
06
DG
D6
DG
DG
. DG

‘\\ DG

| DG
| DG

' D6

MOV
MOV
MOV
MO

MoV
MOV
MOV
MoV
MoV
MOV
MOV
MOV
MOV
MOV
MOV

ASSIGNED
EVENT IDENTIFIER
GROUP _Ref. 1 Ref. 2
106 -15 206 -10
106 -16 206 -12
D6 -17 2D& -0l
106 -18
D6 -19 2DG -05
106 -20
106 -21 206 -07
106 -22
106 -23
IDG -24 206 -02
106 -25
206 -11
D6 -14
IMV -01 2MV  -22
IMV -02 2MV  -02
IMV -02 2MV  -07
1MV -03 2Mv  -03
IMV -03 2MV  -08
IMV -04 2MV -19
1MV -05
IMV -06 2MV -05
1MV -07 2MV  -18
IMV -08 2MV -06
MV -09 2MV  -20
1MV -10
MV =11 2Mv -17
1MV -12 2MV  -04
MV -13
MV -14

MoV

(Continued)
APPLICABILITY OF CC EVENTS
PLANT _DATE CECo Ref.l

Millstone 2 (May 1977) N C
Quad Cities (May 1977) N C
Peach Bottom 2  (February 1978) N C
Farley 1 (September 1877 N C
Cook 1 (December 1977) N C
Millstone (March 1975) N &
Arkansas-1 1 (August 1979) N C
North Anna 2 (February 1981) N C
TMI Unit 1 (April 1974) N C
Browns Ferry 1  (January 1980) N C
Browns Ferry 1, (May,June 1981) N C
TMi-1 (March 1978) N

Dresden 2,3 (September 1973) N

Cook 2 (January 1979) A C
Turkey Point 3 (April 1979) N ¢
Turkey Point 3 (April 1979) -

Arkansas One 1  (April 1980) N C
Arkansas One 1  (April 1980) A

Palisades (June 1971) A C
Ginna (1972) N L
Oconee 2 (October 1975) 4 o
Trojan (October 1976) N C
Zion 2 (December 1976) N 4
North Anna (August 1978) N C
Maine Yankee (January 1982) N B
Kewaunee (September 1975) N C
Zion 2 {October 1975) N C
Maine Yankee (February 1975) N C
Salem 1 (January 1977) N 2

Decisions Specific to CECo Plants on Common Cause
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Table 1. Summary of Team

cc

MOV
MOV
MOV
MOV
MoV
MOV
MOV
MOV
MOV
MOV
MOV
MoV
MoV
MoV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV

Page 6 ¢

Decisions Specific to CECo Plants on Common Cause

fvents Reviewed. (Continued)
ASSIGNED

EVENT IDENTIFIER
Ref. 1 _Ref. 2 _ PLANT
1MV -15 2MV  -10 Arkansas One 2
IMV -16 2MV  -01 Arkansas One 1
MV -17 Oconee 1
MV -18 Oconee 2
IMV -19 2MV -21 Rancho Seco
MV -20 Prairie Island
iMv -2 Zion 1
IMV -22 Prairie Island
IMV  -23 Prairie Island
MV -24 Oconee 1
MY -25 Maine Yankee
IMV  -26 Ginna
MV 27 Cook 1
IMV -28 2MV  -16 Davis Besse
IMV  -29 Davis Besse
1MV -30 Trojan
MV -3] Indian Point 2
MV -32 Maine Yankee
IMV  -33 Arkansas One 1
MV -34 Farley 1
My -35 Oconee 2
1MV -36 Oconee 2
My -37 Salem 2
1MV -38 Surry 2
MV -39 Cook 1
1MV -40 2MV  -23 Monticello
IMV -41 2MV -24 Browns Ferry 2
MV -42 Millstone 1
1MV -43 Browns Ferry 3
1MV -44 2MV -25 Robinson 2

APPLICABILITY OF CC EVENTS

DATE

(September 1978)
(August 1981)
(November 1975)
(December 1975)
(November 197F)
(1971)
(September 1972
(1974)

(1974)

(October 1973)
(June 1975)
(June 1975)
(November 1977)
(December 1977)
(December 1977)
(January 1976)
(May 1978)
(August 1978)
(May 1979)
(September 1979)
(June 1979)
(December 1979)
(July 1980)
(December 1980)
(March 1981)
(July 1972)
(December 1979)
(January 1971)
(May 1975)
(January 1981)

N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
e
N
N
N
N

CECo Ref.l
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Table 1. Summary of Team

cc
GROUP

MOV
MOV
MOV
MoV
MOV
MOV
MOV
MoV
MOV
MoV
Mov
MOV
MOV
MOV
MOV
MoV
MOV
MoV
MOV
MoV
MOV
MoV
MOV
MOV
MOV
MOV
MOV
MoV
MOV
MOV

Events Reviewed.

ASSIGNED
EVENT IDENTIFIER
Ref. 1 _Ref. 2
IMV  -45 2MV  -26
1MV -46
MV -47
IMV  -48
IMV  -45 2MV  -27
MV -50
IMv -51 2Mv  -13
IMV -52 2MV  -14
1MV -53 2MV  -15
IMV -54
1MV -55
1MV -56
IMV  -57
IMV  -58
IMV -59 2Mv  -28
IMV -60 2MV -29
INV -6l
IMV -62 2MV  -30
MV -63
IMV  -64
IMV  -65 2MV  -32
IMV 66 2MV -33
IMV -67 2MV  -38
IV -68
1MV -89
IMVv -70
MV -71
MV -72 2MV  -34
IMV  -73 2MV -39
IMV -74 2MV  -35

Page J G

Decisions Specific to CECo Plants on Common Cause

(Continued)
APPLICABILITY OF CC EVENTS
PLANT _DATE CECo Ref.l
Surry 2 (July 1%81)
Monticello (March 1971)

Millstone 1
Browns Ferry 1
Dresden 2
Arnold

Vermont Yankee
Browns Ferry 2
Pilgrim
Brunswick 2
Cooper

Peach Bottom 2
Peach Bottom 2
Vermont Yankee
Dresden 3
Browns Ferry 1
Millstone 1
Hatch 2
Millstone 1
Pilgrim

Hatch 2

Hatch 2
Dresden 2
Browns Ferry 2
Fitzpatrick
Arnold

Peach Bottom 2
Dreseden 2
Cooper

Vermont Yankee

(February 1980)
(1973)

(August 1973)
(February 1974)
(February 1976)
(December 1974)
(September 1974
(1975)

(May 1974)

(May 1975)
(June 1982)
(May 1976)
(September 1975
(September 1974
(March 1978)

(September 1978)

(June 1979)
(July 1979)
(May 1980)
(May 1982)
(October 1973)
(August 1974)
(January 1975)
(March 1976)
(June 1973)
(May 1975)
(October 1980)
(September 1976

)

N
N
N
N
N
N
N
A
N
N
N
N
N
N
) N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N

)
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Table 1. Summary of Team Decisions Specific to CECo Plants on Common Cause

cc

MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV

SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV

~-DATE

Events Reviewed. (Continued)
ASSIGNED
EVENT IDENTIFIER
GROUP _Ref. 1 _Ref. 2 _ PLANT

IMV -75 2MV  -36 Dresden 2
MV -76 Dresden 1
v 77 Peach Bottom 3
IV -78 Peach Bottom 3
MV -78 Grand Gulf 1,2
IMV 80 Pilgrim
IMV  -81 Susquehanna 1
1MV -82 Monticello
IMV  -83 Brunswick 1
IMV -84 Millstone 1
IMV -85 2MV -37 Pilgrim

Z2MV  -09 Oconee 2

2MV  -12 Maine Yankee

MV -31 Pilgrim
1PSRY-01 Palisades
1PSRV-02 Yankee Rowe
1PSRYV-03 Indian Point 2
1PSRV-0D4 Fort Calhoun
1PSRV-05 Surry 1
1PSRY-06 Palisades
1PSRY-07 Farley 1
1PSRV-08 North Anna 1
1PSRY-09 Yankee Rowe
1PSRV-10 Oconee 1,2,3
1PSRV-1] San Onofre 1
1PSRV-12 Rancho Seco
1PSRV-13 Davis Besse 1
1PSRV-14 Davis Besse ]
1PSRV-15 Davis Besse 1

SRV

(August 1973)
(October 1978)
(March 1983)
(March 1983)
(June 1981)
(October 1981)
{July 1981)
(October 1978)
(November 1976)
(May 1971)
(April 1973)
(October 1975)
(February 1975)
(July 1977)

(1972)
(November 1972)
(1973)
(November 1976)
(November 1976)
{October 1979)
(October 1979)
(March 1981)
(June 1981)
(October 1982)
(February 1972)
(May 1978)
(December 1977)
{December 1978)
(December 1978)

Y OO N BN S A O

B B DD D DB DB N DD PE DS DD
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Table 1. Summary of Team Decisions Specific to CECo Plants on Common Cause

cC

GROUP _Ref. ] _Ref. 2 _PLANT DATE  (ECo Ref.l

SRV
SRV
SRY
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRY
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV

Events Reviewed.

ASSIGNED
EVENT IDENTIFIER

1PSRV-16
1PSRV-17
1PSRV-18
1PSRV-19
1PSRV-20
1PSRV-21
1BSRV-01
1BSRV-02
1BSRV-03
1BSRV-04
1BSRV-05
1BSRV-06
1BSRV-07
1BSRV-08
1BSRV-09
iBSRV-10
1BSRV-11
1BSRV-12
1BSRV-13
1BSRV-14
1BSRY-15
1BSRV-16
1BSRV-17
1BSRV-18
1BSRV-18
1BSRV-20
1BSRV-21
1BSRV-22
1BSRV-23
1BSRV-24

2EMRV-01

2EMRV-05

2EMRV-06

2EMRV-07

(Continued)

Davis Besse 1
Davis Besse 1
Davis Besse 1]
Palisades
Palisades
Surry 2

Oyster Creek 1
Nine Mile Point
Oyster Creek 1
Dresden 3
Dresden 2
Peach Bottom 2
Cooper

Peach Bottom
Browns Ferry 2
Monticello
Cooper
Brunswick 2
Dresden 2
Browns Ferry |
Dresden 2
Cooper
Brunswick 2
Vermont Yankee
Quad Cities 2
Quad Cities 1
Pilgrim 1
Arnold

Hatch 1

Arnold

Page 8 ¢

APPLICABILITY OF CC EVENTS

(March 1979)
(February 1979)
(May 1981)
(January 1978)
(October 1981)
(November 1981)
(December 1970)
(May 1972)
(June 1972)
(May 1972)
(April 1972)
(November 1973)
(July 1974)
(November 1974)
(Nov,Dec 1974)
(November 1974)
(December 1974)
(May 1975)

(May 1975)
(February 1975)
(June 1975)
{Gctober 1975)
(July 1975)
(July 1976)
(November 1976)
(November 1976)
(May 1977)
(March 1977)
(October 1977)
(March 1976)

N
N
N
N
N
N
N
N
N
N
N
N
N
4
N
£
N
N
A
N
N
N
A
h
2
L
N
A
N
N
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Table 1. Summary of Team Decisions Specific to CECo Plants on Common Cause

cc
GROUP

SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SRV
SFV
SRV
SRV
SRV
SRV
SRV
SRV

HHP
HHP
HHP
HHP
HHP
HHP
HHP
HHP
HHP
HHP

Events Reviewed.

ASSIGNED
EVENT IDENTIFIER

Ref. 2

Ref. 1

1BSRV-25
1BSRV-26
1BSRV-27
1BSRv-28
1BSRV-29
1BSRV-30
1BSRV-31
1BSRV-32
1BSRV-33
1BSRV-34
1BSRV-35

1HHP -01
JHHP -02
1HHP -03
1HHP -04
1HHP -05
1HHP -06
1HHP -07
IHHP -08
1HHP -09
1HHP -10

2EMRV-08

2EMRV-03
2EMRV-04
ZEMRV-04
2EMRV-02
2EMRV-11
2EMRV-08
2EMRV-09
2EMRV-10

ZHHP -01

2HHP -02

ZHHP -03
2HHP -04
ZHHP - 06
ZHHP -05

Page J07

(Continued)
APPLICABILITY OF CC EVENTS

—PLANT _DATE CECo Ref.l
Browns Ferry 3  (August 1978) A C
Peach Bottom 2  (November 1976) N C
PeachBottom 2 (January 1977) N L
Hatch 2 (May 1979) N 3
Pilgrim (November 1981) N 4
Arnold (March 1980) N “
Browns Ferry 2  (February 1978) A C
Hatch 2 (November 1980) N 4
Hatch 1 (April 1981) N 4
Hatch 2 (February 1979) N M
Pilgrim 1 (March 1982) N 2
Quad Cities 2 (Oct, Dec 1980) N
Oyster Creek (November 1984) A
Oyster Creek (November 1984) A
Dresden 2 (May, June 1975) N
Oyster Creek (December 1975) N

Quad Cities 1,2 (March 1979) A
Oyster Creek 1  (January 1980) N
Dresden 1 (May 1970) N

Millstone 2
Salem 1

Beaver Valley 1
North Anna 1
Point Beach

St. Lucie ]
Arkansas One ]
North Anna 1
Robinson 2
Robinson 2

(March 1975)
(November 1979)
(December 1976)
(July 1978)
(September 1978)
(February 1977)
(January 1982)
(April 1979)
(July 1873)
(November 1977)

2 X 22 222 D 2TET =
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Table 1. Summary of Team Decisions

cc

HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP
HRP

CSP
csp
CsP
CsP
csp
Csp
csp
cse
csp

Events Reviewed. (Continued)
ASSIGNED
EVENT IDENTIFIER P f
GROUP _Ref. 1 _Ref. 2 PLANT DATE CECo Ref.l
1HRP -01 Crystal River (December 1976) N 2
1HRP -02 Farley 1 (July 1977) N 2
1HRP -03 Turkey Point 3, (1973) N 2
1HRP -04 North Anna 1 (November 1976) N 2
1HRP -05 Arkansas-1 2 (1978) N 2
1HRP -06 2HRP -01 Beaver Valley 1 (January 1978) N b
1HRP -07 Beaver Valley 1 (January 1984) N 1
1HRP -08 Beaver Valley 1 (September 1978 N 3
1HRP -09 Calvert Cliffs (October 1978) N 3
IHRP -10 Beaver Valley 1 (January 1580) N 3
IHRP -11 Beaver Valley 1 (April 1980) N 3
1HRP -12 Millstone 2 (March 1979) N 1
IHRP -13 2HRP -05 Peach Bottom 2  (April 1978) N C
IHRP -14 2HRP -06 Brunswick ] (April 1979) N-Z;A-D C
1HRP -15 2HRP -02 Monticello (December 1972) A C
IHRP -16 2HRP -03 Browns Ferry 1  (September 1974 N C
1HRP -17 2HRP -07 Brunswick 2 (April 1979) A 1
JHRP -18 Dresden 2 (July 1970) N 3
?HRP -01 Beaver Valley 1 {January 1981) N

1CSP -01 2CSP -01 Robinson 2 (October 1978) N C
1CSP -02 Oconee | (May1973) N 2
1CSP -03 2CSP -02 Oconee 2 (January 1975) N 1
1CSP -04 2CSP -03 Davis Besse (January 1978) N 1
1CSP -05 2CSP -04 Cook 2 (May 1978) N 1
1CSP -06 2CSP -05 Farley (September 1978) N 1
1CSP -07 2CSP -06 Robinson 2 (November 1977) N |
1CSP -08 Sequoyah 2 (August 1981) N 1
1CSP -09 2CSP -07 Kewaunee {Oct-Dec 1977) A i

Page M1/~

Specific to CECo Plants on Common Cause
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Table 1. Summary of Team

cc
GROUP

AFW
AFW
AFW
AFW
AFW
AFW
AFW
AFW
AFW
AFW
AFW
AFW
AFW
AFW

Cwp
CwP
Cwp
Cwp
Cwp
CwP
Cwp
Cwp
Cwp
Cwp
Cwp
(WP
CWp
Cwp

Events

Reviewed.

ASSIGNED

EVENT IDENTIFIER
Ref. ] _Ref. 2

1AFWP-01
1AFWP-02
1AFWP-03
1AFWP-04
1AFWP-05
1AFWP-06
1AFWP-07
1AFWP-08
1AFWP-09
1AFWP-10
1AFWP-11
1AFWP-12

15CwP-01
1SCWP-02
1SCWP-03
1SCWP-04
1SCWP-05
15CwP-06
1SCWP-07
1SCwWP-08
15CWP-09
1SCwP-10
1SCwP-11
1SCwP-12
1SCWP-13
1SCWP-14

2AFWP-02
2AFWP-01

2AFWP-03
ZAFWP-04

ZAFNP-05

2AFWP-08
ZAFWP-06
2AFWP-07

25CWP-02

2SCWP-01

25CwP-07

25CWP-05
25CWP-04

25CwP-08

(Continued)

PLANT

—DATE

Ginna

Zion 2
Kewaunee
Turkey Point 3
Turkey Point 3
Point Beach 1,2
Zion 2

Zion 2

Zion 2

Zion 2

Turkey Point 4
Arkansas One 2
Zion 1,2

Zion 2

Salem 1
Beaver Valley 1
Farley 1
Arkansas-1 1
TMI Unit 1
Oconee 1,2,3
FitzPatrick
Peach Bottom
Pilgrim
Pilgrim
Pilgrim 1
Hatch 1
Hatch 1
Oyster Creek

(December 1973)
(February 1974)
(November 1975)
(May 1974)

(May 1974)
(April 1974)
(September 1981
(September 1981
{November 1879)
(December 1979)
(June 1973)
(April 1980)
(November 1981)
(December 1981)

(September 1976)
(October 1976)
(December 1978)
(1979)

(August 1978)
(July 1981)
(July 1980)
{October 1973)
(May 1974)
(December 1974)
(December 1975)
(August 1979)
(September 1981
(November 1978)

N 1
N i
N ¢
N C
N C
N C
A ¢
N C
N 1
N 1
N 2
N C
N

N

N 2
N 2
N C
N 2
N i
N 1
N 1
N 2
N C
N “
N B
A C
N 3
N C

Page 12 '

Decisions Specific to CECo Plants on Common Cause
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Table 1. Summary of Team Decisions Specific to CECo Plants on Common Cause

cC

Cwp
Cwp
CwP
CWp

HPRC
HPRC
HPRC
HPRC

CHIL

FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN
FAN

SLRV

tvents Reviewed.

ASSIGNED

EVENT IDENTIFIER
GROUP _Ref. 1 _Ref. 2

1SCWP-15

25CwWP-03
25CWP-09
2SCWP-06

2HPRC-01
ZHPRC-02
ZHPRC-03
2HPRC-04

2CHIL-01

2FAN
2FAN
2FAN
2FAN
2FAN
2FAN
2FAN
2FAN
2FAN
2FAN
ZFAN
2FAN
2FAN
2FAN
2FAN
ZFAN
2FAN

-01
-02
-03
-04
-05
-06
-07
-08
-09
-10
-11
-12
-13
-14
-15
-16
-17

2SLRV-01

(Continued)

PLANT

Fort Calhoun
Palisades
Beaver Valley 1
Pilgrim

Brunswick 1
Browns Ferry |
Brunswick 2
Brunswick 2

Calvert Cliffs

(LATER)

(LATER)

pp T

_DATE _ CECo Ref.l
(July 1973) N
(July 1982) N
(July 1882) N
(May 1974) N
(July 1982) N
(April 1980) N
(September 1980) N
(Brunswick 2) N
(Jul, Sep 1980) N
(LATER) N
g N
e N
' N
i N
" N
'] N
. N
r N
@ N
- N
" N
- N
y N
" N
E N
: N
(LATER) N

Page ¥3
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NS-RMOI -PRRA-91-209

Table 1. Summary of Team
Events Reviewed.

cC

GROUP _Ref. ] _Ref. 2

ASSIGNED

EVENT IDENTIFIER

Page )ﬁ’;

Decisions Specific to CECo Plants on Common Cause

(Continued)

PLANT

DATE

APPLICABILITY OF CC EVENTS
CECo Ref.l

TARGET ROCK VALVES NOT CONSIDERED DUE TO NO CC AT D&Z

cv
cv
cv
cv
cv
cv
cv
cy

BR
BR
BR
BR
BR
BR
BR
BR
BR
BR
BR
BR
BR
BR

2CV
20V
20V
2CV
20V
20V
2cv
20V

BR
BR
BR
BR
BR
BR
BR
BR
BR
BR
BR
BR
BR
BR

-01
-02
-03
-04
-08
-06
-07
-08

-01
-02
-03
-04
-05
-06
-07
-08
-09
-10
-11
-12
-13
-14

(LATER)

(LATER)

(LATER)

(LATER)

2 T 2T =2 G2 =

2 2T 2 2T 2 Z P> 2D 22T T T
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Table 1. Summary of Team Decisions Specific to CECo Plants on Common Cause

Events Reviewed. (Continued)

NOTES:

Ref. 1 -
Ref. 2 -

Applicability

EPRI NP-3967, June 1985.
EPRI draft document dated September 1990.

of CC tvents-CECo - Assigned applicability of common cause
events to CECo Plants. Joint decision of
team meeting May 16-17, 1991.

Applicable for common cause considerations at CECv Plants.

Not applicable for common Cause considerations at CECo Plants.

of CC Events-Ref.]l - Assigned screening category assigned to
common cause events in EPRI NP-3967.

Common cause events applicable to parametric modeling.

Events modeled explicitly in systems analysis.

Events occurring prior to commercial operation detected as a

result of start-up testing.

Events occurring during shutdown conditions that cannot occur

during power operation.

Events involving failures or potential failures that do not have

a significant impact in analyses for PRA applications.
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Attachment 1

Process and Rules used in Development of Rationale and Categorization of
Common Cause Events to Use in Determination of MGL factors for CECo IPEs

for Zion and Dresden.
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Table Al-1
(based upon 4/22/91 meeting)

1. Use MGL method to quantify all fault trees.
2 Review EPRI database:
a. review recent updated EPRI database and/or EPRI NP-3967 and review the
events in the EPRI database in conjunction with those even®s
identified by IPEP for new Zion database

b. review each entry in database to ensure correct interpretations of
common cause events

c. identify those events which can not occur at Zion
d. adjust MGL’s based upon a.,b., and c., recognizing that adjustments
due to c. are difficult since there is no knowledge for singie
component failures
3. Document well
a. the decisions in #2 above
b. that this is the best data available
¢. the strengths and weaknesses of this common cause analysis
4. Quantify the fault trees and PRT'Ss
a. with and without common cause as appropriate for each support state

b. to determine if the insights or conclusions are truly any different

§ a. “Re-visit" common cause for all plants in the future when failure data
is available for other plants and a large CECo-only database exists

b. Recommend that IPEP generate a common Cause database using all IPEP
project data

6. Revise data collection/analysis for future plants
a. emphasize common cause

b. query system engineers for common cause actual events and potential
occurences
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Table 2 MWMMMU—L}

1. Form team: 1 person from each group - W/TENERA/CECo PWR/CECo BWR
2. Team Preparation:

a. Read appropriate NUREG'S - 4780, 5460

b. Read W RMO! guidebook #2

3. [Fach individual to evaluate entries in EPRI and plant-specific databases
using general rules (see below)

4. Meeting to develop joint position on each entry

§.  Fach individual to evaluate entries in updated EPRI database and/or EPRI
NP-3967 using plant-specific rules (see below)

Note: This activity may be performed in conjunction with #3 above

6. Meeting to develop joint position on each entry for Zion, then Dresden
Note: This activity may be performed in conjunction with #4 above

7. Adjust MGL's as appropriate

8. Document in Common Cause notebook

Rules

—

1. General

a. Events must "happen” at same time to keep event in database
b. Existence of same cause must be clear to keep event in database
c. Off-tolerance conditions to be discarded from database (not a failure

in CECo’s judgement)
d. Failures that are very easily recoverable to be discarded from

database
2. Plant-specific

a. For those events that have similar equipment in CECo plant to be kept

in database
b. For those events where a "defense mechanism exists" to be discarded

from database
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Selected "marked-up" pagos of common cause event descriptions from
EPRI NP-3967 with rationale and categorization from May 16-17, 1991
CECo-IPE meeting.

Table 3- 4
[Table 3- 7 |
Table 3-10
Table 3-13
Table 3-16
Table 3-19
Table 3-22
Table 3-25
Table 3-28
Table 3-31

chment 2

Reactor Trip Breakers

Diesel Generators

Motor Operated Valves

PWR Safety Valves / Relief Valves
BWR Safety Valves / Relief Valves
High Head Pumps

RHR Pumps

Containment Spray Pumps

AFW Pumps

SW and CCW Pumps

Page 19
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Table 3-7

EVENT DESCRIPTION AND CAUSE-EFFCCT DIAGRAM FOR

BRANCHED ROOT-CAUSED EVE'.1S INVOLYING
DIESEL GENERATORS

Sheet 1 of §
Plant - 4 Screening
{date) Status Event Description Cause-Effect Jiagram Category‘
D6-]
Oyster Creek Power Two diesel generators failed to C
(September 1973) start due to circuit logic design
ervor, -
rﬂ'%%
-~ %
Hadam Nelk Power Two diesel generators faiied to c
(April 1968) run; the third tripped on overload. __,——""’_-
r
Fort Cathoun Prior to Two diesel generators failed to c
{duly 1973) Initial start due to moisture in air :
Criticality | start circuit, ter

35creening categories are described in notes on Sheet 9.



Table 3-7 (continued)

§2-¢

Sheet 2 of 9
Plant Screening
{date) Status Event Description Cause-Effect Diagram Cltegory.
D&-4
Brunswick 1 32% Power Two diesel generators failed to C
{January 1977} start and a third unit incipient
faflure due to lube oil pump
”'tch!
De-5
P& -
Salem Power Two diesel generators failed to C
{July 1977} start due to binding fuel rack.
DG—=7
Yankee Rowe Refueling Two diesel generators failed to run C
{August 1977} due to plugged radiator.

85creening categories are described in notes on Sheet 9.



Table 3-7 (continued)

Sheet 3 of 9

Plant
{ date)

Status

tvent Description

=

Cause-Effect Diagram

Screening.
Category

De-&
Zion
(July 1974)

743 Power

-

Two diese!l qenerato(i;degradee//)

start due to loose cre:;lzz;,/’/
eiectrical terminal ‘of ge

adjuster.

i R I
i i N

CONTROLS DG

C

Cr;stll River
{June 1979)

Refueling

Two dies:s;é;;;;ziirs‘(giled to run
due to p dure inadequa

~

.

DG-I10
Dresden 2
(September 1974)

061}

One diese! generator failed to
start and two units incipient
failure due to design error in
circuit.

3gcreening categories are described in notes on Sheet 9.




(2-t

iable 3-7 (continued)

(May 1977)

due to fuel lines being valved out
by operator.

Futs DG
SYSTEM

Sheet 4 of 9
s Status Event Description Cause-Effect Diagram Screening.
{date) 9 Category
be-12- a¢
resden 3 Power One diesel generator failed to C
(May 1973) start and one diesel gemerator
incipient failure due to wrong
procedure.
D613
DG
pe-ivY
Peach Bottom Shutdown Three diesel generators inoperable; C
2 and 1 and 100% operator "jury-rigged" crosstie
{June 1977) Power in afr start circuit.
%ﬁ-[§=
Istone 2 Power Two diesel generators failed to run C

A5creening categories are described in notes on Sheet 9.
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Table 3-7 (continued)

ke

(September 1977)

to dirt in air stapt clrcuit.

Sheet 5 of 9
:L:::, Status Event Description Cause-Effect Diagram Sg:::::yg.
D&ud Cities Power Three diesel generators degraded P‘ c
{May 1978) due to error in component cooling
valve lineup. -
3 : ' o 2 ﬂ v
Jﬁ’ i
06
be <7
Peach Bottom 2 13 Power Two diesel generators degraded c
{February 1978) because of water in lube ofl. Q ﬂ v
(&) X g
) s
-8
Farley 1 30% Power Two diesel generatory’ degraded C

‘%\ﬁi%

3
>3

85creening categories are described in notes on Sheet 9.

T
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Table 3-7 {(continued)

lube oil.

Sheet 6 of 9
Plant &
{ date) Status Event Description Cause-Effect Diagram SE:::"'"’.
gory p
Dei19
Cook 1 1003 Power Two diesel generators inoperable C
{December 1977) due to spurious trip signals
received because of extreme cold ’
weather. .6‘1110‘0/‘
CONTROLS DG /f%zng:?
Millstone Power C
{March 1975} g
pDe-21
Arkansas One 1 100% Power Two diesel generators failed to run C
{August 1979} {2 weeks apart) due to water in

-
i»

35creening categories are described in notes on Sheet 9.
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Tabie 3-7 {(continued!

Sheet 7 of 9
Plant Status Event Description Cause-Effect Df Screening
{date} u agram Category®
-2
C‘i&rtthnaa 2 100% Pc. Two diesel generators inoperable c
(February 1981) due to battery probiems. it
& et o
05 TAET i oy’ ~
ol goF Pe Celser il
(105 M 47 BATTERIES DG
| 9 N ( Nf
“5{.——55 e
hree Mile Power Two diesel generators failed to run C
island Unit 1 due to design deficiency. ]
{April 1974) °
L (~FO %
L//L’(;Q(' 0 "”,a—ff— ;:
DG-2Y
Browns Ferry | Refueling One diesel generator failed to run - c
(January 1980) due to wrong material used in had S
spider coupling. The spider on o
another unit was alse found to
be defective. “
COMTROLS OG

85creening categories are described in notes on Sheet 9.

o
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Table 3-7 {continued)

to broken vaive. )

Sheet 8B of 9
Plant - Screening
{ date) Status Event Description Cause-Effect Diagram Category'
-25
Dfmm Ferry Refueling One of two redundant air start C

! and 3 motors in each of four units P
{May and failed to deliver rated rpm due
June 1981}

35creening categories are described in notes on Sheet 9.
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Table 3-7 (continued)

Sheet 9 of 9

Notes:

1= = pvents that are modeled explicitly in systems analysis. These include events caused by failure of
support systems, cascade failures due to system configuration, and certain types of operator actions.

2. 2 = events occurring prior to commercial operation detected as a result of startup testing.
3. 3 = events occurring during shutdown conditions that cannot occur during power operation.

4. 4 = pvents involving failures or potentfal failures that de not have a significant impact in analyses for
PRA applications (e.g., component setpoint sliightly outside of the technical specification limits).

5. = common cause events applicable to parametric modeling.
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Attachment 3

Selected "marked-up" pages (3-5 to 3-206) of common cause event
descriptions from September 1990 draft EPRI report with rationale and
categorization from May 16-17, 1991 CECo-IPE meeting.

‘ o i
DG oLy 3576 += 34§



3.4 DIESEL GENERATOR EVENTS
341 Compenent Boundaries

Diese! generators inciude the following:

Diese! Engine

Eiecirical Generstor

Air Start System, if Applicabie

Starter Motor, if Applicable

Diesel Radigtor/Cooler

Air inlet Filler

Shatt Driven Fuel Qi or Fue! Qll Booster Pumps
Diese! Exhaust System

Diesel generators do not include the following:

Diese! Generalor Load Sequencers

Diese! Fuel Qil Transfer System

Cooling Water Vaives

Diesel Generator Output Bresker, Output Bus
Protection System Actuation Relays

Diesel Room Cooling

342 Dais Sheets

Foilowing are the data sheets for the diesel generstor.



COMPONENT : DIESEL GENERATOR

2061
EVENT NUMBER: 1
PLAKNT: Peach Bottom 2
DATE: February 1978
REFERENCE: BWR X].A.208
PLANT STATUS: 1% Power
DESCRIPTION: :
One diesel tripped on high crankcase pressure
during & test. 0i) from @ drum contaminated with
water had been added to the makeup head tank. The O
oil in the remaining diesels showed no signs of ¢
water. 0i1 drums were stored outdoors and the /'"
contaminsted drum had & leaking plug in the top of
the drum,
FAILURE MODE: Fail To Run
SHOCK TYPE: Nonlethal
APPLICATION: Applicable to all diesels
POPULATION: ]
IMPACT:
P1: 1.608
P2: 6.060
P3: ©.668
Pa: ©.008
NCTES:
None

37
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COMPONENT : ~~BLESEL GEKERATOR
EVENT NUMBER: \9 ‘2,67

PLANT: Browns Ferry 1
DATE: Jenuary 1986
REFERENCE: BWR X1.A.289
PLANT STATUS: Refueling

DESCHIPTION:

Speed control on one diesel was Tost due to
deterioration and failure of the spider coupling.
The spider coupling on one other diese! was found
to be defective. Mo significant deterioration wes
found in other couplings. The couplings were
replaced on all diesels and an annual inspection
was instigated.

FATLURE MODE: Fail To Run
SHOCK TYPE: Nonletha!
APPLICATION: Applicable to all diesels
POPULATION: L]
IMPACT:
Pl: 0.930
P2: 6.070
P3: 8.000
pa: 0.000
WOTES: Some probability is given to the hypothesis that

the other diese] with a defective coupling would
have failed in the same way, if
tested.



COMPONENKT :

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:
APPLICATION:
POPULATION:

{MPACT:
Pl:

P2:
73
Pa:

NOTES:

DIESEL GENERATOR

2P~ -

3

Zion 1
July 1874
PR X1.A.57

74% Power

Diese] 1B failed to respond to manusl voltage W
contro] during & test. Diesel 1A was started and

tripped off at about 56 & load. & loose terwinal

screw was found on the D6 1B voltage adjuster. DG

1A had & loose screw on the reverse power relay,
and low lube of] pressure caused by plugged
fil1ters. A subsequent failure of 1B to respond to
voltage control led to the discovery of a voltage
control switch with dirty contacts. A third
failure of 18 was due to failure of a relay in the
voltage regulator,

Fail! To Run
Nonlethal

Applicable to all diesels

3

1.9%6 Mf

0.017 Lol

6.000

0.000

Some probability is given to the hypothesis that /

this is & common cause failure of two diesels.

3§



COMPONENT:

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:
APPLICATION:
POPULATION:

IMPACT:
Pi:

P2
P3:
Pé:

NOTES:

DIESEL GENERATOR

206"
4

Connecticut Yankee
April 1968

pwR xv1.C.9 :

Full Power
Diese! 1C tripped and was restarted. About four minutes

later, two diesels tripped snd & few seconds after that,

the third diese) tripped. From tests done later, it was

concluded that the diesels had tripped on reverse power.

Cireuitry had been added to allow & charging pumo to be .
powered from the diesels, even though the diesels were ¢
not designed for the additional loao. The diesels were )
modified such that on an auto-start signal, the diesel

governors would go full cpen, while after & manual start

the govermors went to the no Toad state. A manually started v)/)
diese) would not load with other diesels that were carrying

‘sad, due to the mismatch in governor settings and would B
eventually trip off on reverse power. Frocedures were

changed to include manual operation of the govermor following

¢ manuai start.

Fail To Run

Nonlethal ¢ A
m only for plants with parallel configuration. :

3

0.006
6.008
1.008
6.008

The three diesels were restarted and loaded onto the bus
within minutes.

310



COMPONENT :

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FATLURE MODE:

SHOCK TYPE:

APPLICATION:

POPULATION:

IMPACT:
3 ¥

p2:
P3:

Pe;

NOTES:

DIESEL GENERATOR

D6~
§

D.C. Cook
December 1977, January 1978
PWR X1.A.217

100 & Power

Spurious overspeed trip signals were received 4
while the diesels were in standby. The cause was IJr
extremely cold temperatures in the diesel rooms. '~
Snow was standing on the diesel control cabinets. !
On 17 Dec., 2 Jan. and 7 Jan., the emergency

diese! for the motor-driven aux. feedwater pump

tripped on overspeed. In each instance, the diese)

was restarted and opersted properly.

ol = 8 otiempT

Nor ]

Applicable to plants which might experience
extremely cold weather conditions.

————

z %\"'\._______‘_-_"___/

0.010
6.e7e
6.006

There s uncertainty about whether the diesels
would have failed {f demended.
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COMPONENT :

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FATLURE MODE:

SHOCK TYPE:
APPLICATION:
POPULATION:

1MPACT:
Pl:

P2:
P3:
LB

NOTES:

EL GENERATOR
A Y (l."

\6/

Yankee Rowe
August 1877

PWR X1.A.339 '
L

Refueling

Twoe dizse] generators gave high cooling water

temperature alarms during & test. The tmntun

was still increasing after sbout 36 minutes, DG

had 67 & of its 126 radiator tubes plugged with

sludge and DG #3 had 72 % of its tubes plugged. A ,.:/

design chenge was recommended by the manufacturer. ~ {~ 0

¢
Fail To Run / kogj./‘ y
A
Wonlethal . "
Applicable to all diesels "‘b

3

6.068

6.908

8.108

.lm

There is uncertainty about the condition of the DG
#2 radiator tubes., Some probability is given to
the hypothesis that the #2 diesel generator was in

a similar condition and would have overheated if
’un“.
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COMPONENT :

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:
APPLICATION:
POPULATION:

INPACT:
Pi:

P2:
P3:
Pd:

NOTES:

DIESEL GENERATOR

206"~
?

Arkansas 1
August 1979
PWR X1.A.337

166% Power

y

One diese! tripped on high crankcase pressure

during & test, due to water in the Tube ofl from s ())P’
lesking lube of] cooler. Two weeks later, the /V‘)

other diese] failed for the same reason. The lube

0i] coolers were replaced on both diesels.

Fail To Run

Nonlethal

Applicable to al) diesels

2

6.008
1.068
6.008

6.00¢

Kone
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COMPONENT:

EVENT NUMBER:

PLANT:
DATE:
REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:

APPLICATION:

POPULATION:

IMPACT:
Pl

P2:
P3:
Pa:

WOTES:

DIESEL GENERATOR

06

]

Dresden 2 and 3

May 23/3

BwR xv1.C.32

Unit 2 Power and Unit 3 Shutdown

Two diesels, one on Unit 3 and the swing diese)

for Units 2 and 3 tripped on high tempersture
during & test. The cooling water flow lineup was

incorrect due to an unclear procedure for P
/

reversing cooling flow during & maintenance (
outage. The procedure was revised to state the
correct valve lineup explicitly.
Fail To Start

Nonleths! V’

Applicable if errors following maintenance are not

specifically modeled or if post-meintenance
testing {s not done.(see Note) A
QO

8.000
1.008
6.600
0.000

These failures were detected by operability test.
This event is very plant specific; it depends on
the valving during D6 maintenance and plant

post-maintenance testing philosophy. It is not
applicable at all if post-maintenance tests are

done. During power operation it is very unlikely
that cooling water flow would be reversed, but may

be done on a swing diesel. -
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COMPONENT :

EVENT NUMBER:

PLAKT:
DATE:
REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:
APPLICATION:
POPULATION:

IMPACT:
Pl:

PZ:
P3:
Pé:

NOTES:

7

/" DIESEL GENERATOR
\ 206

;alu 1

July 1977
NUREG/CR-1362 March 198¢
Mot Standby

X

Two diesel generators tripped on overcrank due to
binding fuel rack linkage. The third diese!
operated satisfactorily after lube and cleaning.
Three diese] generators were inoperable for about
4.5 hours.

Fail To Start

Nonlethal

Applicable to al) diesels

3

6.000

6.890

8.110

8.008

There is uncertainty about whether the third

diese] would have also failed 1f started; it is
clearly a failure of at least two diesels.
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COMPONENT:

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:

APPLICATION:

POPULATION:

IMPACT:
Pl:

PZ:
P3:
Pa:

NOTES:

DIESEL GENERATOR
i0e
10

Millstone 2

Mey 1977 ; "
NUREG/CR-1362 March 1980

Power JEQJ,)GJZPrlgjrurj’
Two diese) generators failed to run due to the

fue! lines being valved out. PLG opinion is that

these valves were closed for fuel-filling
operation and then left misaligned.

Fail To Start c
Konletha! j‘f k'}b

Applicable to all diesels except those thit have &
day tank large enough for 24 hours of operation. a‘\‘

z - L

6.006

1.000

9.006 (J\)(b

0.000 ¢ \l(
0¢ p

This failure is not dependent on run time, so it P ( 0?

is assessed as & failure to start on demand. The 0
diese] will fail when the day tank espties, for ‘J
sny demand to start.
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COMPONENT :

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:

APPLICATION:

POPULATION:

TMeAlT:
Pl:

P2:
P3:
P4

NOTES:

DIESEL GENERATOR
206~
1

Three Mile Island 1

March 1978
PWR X1.A.230

Refueling

Two diesels failed to start during a test, due to
faulty lube ol pressure switches. The switches
had failed to operate before the cranking timer
rar out. The switches were to be replaced.

fail To Start

Nonletha!

App!icable only if switches are not bypassed by VA

emergency start signal.

2

8.008
1.000
6.008
0.000

Kone
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COMPONENT:

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:
APPLICATION:
POPULATION:

IMPACT:
Pl:

p2:
p3:
(L H

NOTES:

DIESEL GENERATOR
206

12

P 4
Quad Cities 1 and 2
May 1§73
BWR XI.A.29
Unit 1 Shutdown and Unit 2 Power
One diese! failed to start during & test. The \
cause was the welding together of relay contacts
that resulted in the depressurization of the
starting air accumulators. The contacts for the
other two diesels showed signs of arcing. It was
believed that this failure was due to the circuit
design and not a component failure, A circuit
modification was reviewed.
Fail Teo Start
Nonletha!
Applicable to all diesels with air-start

3

e d

0.600
Some probability is given to the hypothesis that

the other ‘wo diesels would have failed to start
for the same reason, if demanded.
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COMPONENT:

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:
APPLICATION:
POPULATION:

IMPACT:
Pl:

P2:
P3:
Ph:

NOTES:

DIESEL GENERATOR
206~
i3

Brunswick 1
Jenuary 1977 (,,,.w-
BWR XI.A.159
2% Power
During @ loss of offsite power test, DG 3 and DG 4
tripped after starting. Lockout switches were
reset and the DGs operated properiy. During #
1ater test, DG 2, DG 3 and DG 4 tripped after ‘\Q
starting. The cause was found to be low lube ol O A
pressure switches that had not cleared during the \v !
30 second time delay due tc low lube oil W
tempersture. \/U _
Fail To Start M ]
A

Nonletha! O

| ob
Applicable to all diesels
¢
.lm
9.906
6.108
6.608 )
There |8 some uncertainty sbout whether this is » 7.
common cause failu 13 or three P‘
diesels, third diesel, D6 £ t '2\

the first test. Some plants may have @ ,(

ypass of DG trips {f an emergency start signal is
present.
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COMPONENT:

EVENT NUMBER:

PLANT:
DATE:

REFERENCE:

PLANT STATUS:

DESCRIPTION:

FAILURE MODE:

SHOCK TYPE:
APPLICATION:
POPULATION:

IMPACT:
Pi:

PR
P3:

P4

MOTES:

DIESEL GENERATOR

2P6 -
14

Dresden 2 & 3

September 1972

PWR X1.A.28

Unit 3 Cold Shutdown, Unit 2 356 MW

One diese! auto-started when a Dus was deenergized .
for transformer maintenance. Operators moved the ‘
control switch from the 'auto’ position to the :

‘stop’ pesition and back to the ‘suto’ pesitfon to

reset diesel protective trips that are bypasied

during an suto start. About six minutes later, the . A
diese] tripped. A slow responding relay caused the

timed engine shutdown sequence to commence when

the switch was moved to the 'stop’ position. The
shutdown sequence had priority over the auto start

signal. An exsmination of a second diese! revealed

that it too «&s susceptible to the same problem.

The time delay relays were replaced, correcting )
the problem.
Fatl ¥ rt (R rt B}

2 o Start (Restart) \\
Nonlethal

Applicable only to restart after manual shutdown.

; 3t
ey
- i 4
)(\!*" V“l’ "
1.000 /
. (9/*
€.900 i
0000 &

Applicable to diesels with similar /
shutdown/auto-start logic.
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WORKENEET FOR CONVERTING IMPACT VECTORS TO MGL FACTORS FDH 4, 3, 2 COMP SYETEMS
MASP NG

Adk o tector for ¢ ponert ‘ak s addition of singie component iadkure cortribution to the mpact vector

. Fracton represents the inflowing for the engie component faikure fats. (Sysfem Size Mapped From A Systerm Size Mapped To)

et These components use Beta fector from NUREG- 3067 lor sl system sizes and the value calcuisted for “all” for gamens and delta
-
..

Impact vector from CN-PRRA.90-153-R0.
Al mingle componet tailures for systeme on which comeon cause data is deeed.
A MGL setors not calcutsted for the sysiem size
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. PWR INAPPEDFOOM 4 COMP SBTEM
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CHY - 4
Suw
BAR 3 A7 43
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3

4 NONE
AMAPPEDFROM 4-COMP SETEM
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a 22 NONE

3 MAPPEDFROM 4. COMP S RTEM
2 MAPPEDFROM 4-COMP SSTEM

b

asoo
1 60

0058
1 00658

G900
1 4900

14750

107 400
81850
$6.033

37068
24745

33000
425
16.650

2685.759
2017.967
1350079

2.000
2.000
0900

0.005

0.005

0.000
2.100

8470
8.470

LS
0400

2.000

0100
0100

8317

1074
81550
£6033

37 088
24 742
33800
16.950

2685 756
2017987
1350979

KiNZ)  KiN3) KNG SUMKN

4000
5.000
3.487

0.100

0.043

0.000
¢200

a.me
270

0.018

o.00¢
2300

14583 104t
17002 2083

19.858

e anEas L

119.000
80.250
58.500

BETA GAMMA DELTA  BETA  GAMMA BETA

O7SED2 6S5E01 2 VIE-OY
88X (2 351EOt

Y R —

300803 130801
1. 75603

1ATEDZ 100E+00 1.00E«00
1ATEQZ 100600
LATEOR

Rl W W0 TN

5.28€ .01 -
188602 6326 1
1 43E-02

Pl Wleris S TR |

P

-
Rt T S Ll L o
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RBAR
2282

AstAN
2883

SYSTEM
FACTOR
24 11E08
e 18803
et 81E03
28 78604
a4 10503
i 34F02
24 11E04
e 17804
4 80F-04
BYSTEM
SYSTEM

THREE COMPONENT SYSTEM
BETA  GAMMA FACTOR"
14ER 2800
1eE%  28E012R  S0E00
JAEM2 2860133  39Ea3
58ER  BIEO
SSE@ 90128 19E0S
S6E(@ 930138 53ER
00E+00  D.OES00
O0E+00  D.OEW0
0OE400  0.0Es00
S8E  SSEO!
SSE08 550128  13E0
SBE0R SSE013A 32603
JAEQS  B.0EO!
1AE03  BOEDI2A 20604
14600 6OED1 33 BSEO4
THREE COMPONENT SYSTEM
BETA  GAMMA FACTOR
75E08  18EOY
75603 1860128 32608
7SE08  18E013A 12603
00Es00  0DEW00
QDESC  0.OEsD0
00E+00  QOEs0D
THREE COMPONENT SYSTEM
BETA  GAMMA FACTOR
DOEsOD  0.0Es00
00E+00  0.0E+00
00E+00  0.0E400

TWO COMPONENBYSTEM
BETA  FAcTOR®
RBEM3
BRE.B 2R BBE.03
548 @
SAE(0Q 272 S4E.2
726
T2E R 2R 72602
296.m
28E.03 2R 28803
1160
11EmeE V1EM
TWO COMPONENSYSTEM
BETA FACTOR
43E.m
43Em 2R 4303
32602
zeEce 2R 32807
TWO COMPONENBYSTEM
BETA  FACTOR
21608
21E22 21E08



CC FOUR
COMP  coomioeee
GROUP BETA
MOV
1.7E-02
B&P 1.7E-02
1.7E-02
1.7E-02
RTB
..a--
B&P 0.0E+00
0.0E+00
0.0E+00

COMPQO NENT

5.0E-01
5.0E-01
5.0E-01
5.0E-01

0.0E+00
0.0E+00
0.0E+00
0.0E+00

GAMMA  DELTA

6.8E-01

6.8E-01 2/4
6.8E-01 34
6.8E-01 4/4

0.0E+00
0.0E+00
0.0E+00
0.0E+00

3CL

SYSTEM

-————

THREE COMPONENT SYSTEM TWO COMPONENTSYSTEM
BETA GAMMA FACTOR BETA FACTOR
2BE-03 14E-02 4.7E-01
8.8E-04 14E-02 47E-012/3 3.7E-03 1.0E-02
5.7E-03 14E-02 4.7E-01373 6.6E-03 1.0E-02 272 1.0E-02
0.0E+00 0.0E+00
0.0E+00 0.0E+00 3.8E-02
0.0E+00 ©C.0E+00 3.8E-02 2/2 3.8E-02



GROUP BETA

GAMMA  DELTA

SRV (EMRV OMITTED)
9.7E-02 6.6E-01
PWR 9.7E-02 6.6E-01
97E-02 6.6E-01
97E-02 6.6E-01
CHIL
--a-- 0.0E+0Q0
B&P 0.0E+00 0.0E+00
0.0E+00 0.0E+00
0.0E+00 0.0E+00
FAN
1.2E-02 1.0E+00
B&P 1.2E-02 1.0E+00
1.2E-02 1.0E+00
1.2E-02 1.0E+00
ALL
2.0E-02 74E-01
PWR 20E-02 74E-01
2.0E-02 7.4E-01
20E-02 74E-01

21E-1

21E-01 2/4
21E-01 Y4
2.1E-01 4/4

0.0E+00
0.0E+00
0.0E+00
0.0E+00

1.0E+00

1.0E+00 2/4
1.0E+00 /4
1.0E+00 4/4

5.3E-01

5.3E-01 2/4
5.3E-01 ¥4
5.3E-01 4/4

1.1E-02
1.7E-02
1.3E-02

0.0E+00
0.CE+Q0
1.2E-02

1.8E-03
2.4E-03
7.8E-03

JCs

BETA

8.6E-02
8.6E-02
8.6E-02

3.1E-03
3.1E-03
3.1E-03

Al il =
NN N
mmm
SR8

1.8E-02
1.8E-02
1.8E-02

GAMMA

3.5E-01
3.5E-01 2/3
3.5E-01 3/3

1.3E-01
1.3E-01 2/3
1.3E-01 /3

1.0E+00
1.0E+00 2/3
1.0E+00 3/3

5.5E-01
5.5E-01 2/3
5.5E-01 3/3

2.8E-02
3.0E-02

1.3E-03
4.0E-04

0.0E+00
1.2E-02

4.1E-03
1.0E-02

FACTOR BETA

5.8E-02
5.8E-02 2/2

1.7E-03
1.7E-03 272

1.2E-02
1.2E-02 2/2

1.4E-02
1.4E-02 2/2

FACTOR

5.8E-02

1.7E-03

1.2E-02

1.4E-02
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File ZCCROPWR.WK1

Diesel Generator CC Failure Data applicable to Zion based on review of EPRI NP-3967 and
$/90 draft EPRI Report.

Column C,T: System Size

Columns EFGH,UVWXY: Impact Vectors from references
Cells B7EFGH: Sum of Columns EFGH

D1




geggsuzanEe

Cells AU,

Column AZ
Column BA
Column BB

Cell BDS89:
Cell BD90:

Column BI:

Column BJ:

Column BK

Cell APR7,

Cell AVBS:
Cell AV90:

File ZCCROPWR.WK1l

Diesel Generator MGL Factor Calculation

89: Single Failures
AW, AX, AY: Sum of Impact Vectors from Data Cells 87E,F,G.H
[ (APBY9 x AS89) + AUBI]
f(2/3 x AVBY9) +(2/3 x AWS89)]
Column AV
2 x Column AW
3 x Column AX
Sum AZB9 to BCBS
Sum AZS0 to BC90

i

(Sum BASY9 to BC89)/BD89%
{Sum BB89 to BCBY9)/{Sum BAB9 to BCB83I)
(Sum BA90 to BC90)/BDI0



ZION IPE SECOND STAGE REVIEW: DEVELOPMENT OF SUCCESS CRITERIA
B

The NRC expressed interest in further information on the
development of realistic success criteria for the Zion IPE.
The discussion which follows relates the history of that
process and describes the development of those criteria.

During the initial phases of planning the Edison IPE program,
Edison elected to develop the "plant response tree" approach
as opposed to employing classical event trees for the front
and back end work. This decision was based on several
censiderations:

1. It was recognized that there exist strong
interactions between the behavior of the primary
system and of the containment. This is particularly
true for the BWR plants. Edison had experience in
using the classical modelling approach and was not
satisfied that good modelling of these interactions
was obtainable with the requisite confidence level
even for its PWR plants with large, dry containments.
The situation for BWR plants was judged to be even
more difficult.

2. Edison, in a desire to be responsive toc NRC guidance
on modelling operator behavior, wanted a means to
explicitly model the response of the control room
staff to the new, symptom based EOPs in a way that
would reflect the “symptoms" that staff would
actually observe at any given point in an accident.

3. Edison, after some exploratory work with the MAAP
code, knew that realistic refinement of success
criteria was possible and that these criteria were
very much time dependent.

The PRT structures, which evolved for Zion from these
considerations, were constructed in an iterative process
which involved determining the initial plant response to an
initiating event, determining the minimum successful levels
of system performance which prevented severe core damage at
that point in time, establishing control room staff responses
to that situation and associated system responses, again
examining minimum acceptable levels of system performance as
a function c¢f time, and so on through each set of top events
or nodes. A number of iterations were needed before the tree
structure and success criteria were finalized for each PRT.
Westinghouse was responsible for building the PRT's with
careful review performed by Edison personnel experienced in
Zion operations and design. Edison performed the M.AP code
runs to investigate the timing of events and the minimal
levels of successful system response. Westinghouss: performed
the review of that work.



The success criteria evolved using the MAAP code depended of
avoiding severe core damage as defined for PRA applications,
not classical licensing applications. 1In this context,
Edison set the core peak nodal temperature limit to 1200
degrees F and allowed the evaluated temperature to exceed
that value (for success) only if the analyses showed that the
peak temperature decreased to much lower levels very quickly.
Such a decrease indicated that decay removal was effected and
that metal-water reactions were fully arrested.

Containment success criteria runs were much simpler,
involving the heat removal functions of the fan coolers,
sprays and RHR heat exchangers. Again, the MAAP code was
employed to determine minimal successful system responses as
a function of time for various sequences. Various
combinations of systems responses were investigated where the
PRT structure or investigation led to some interest.
Containment capacity was investigated and found to be quite
high, 147 psia. The plant response to various
phenomenclogical issues was investigated in a series of
separate evaluation papers along with consideration of
relevant uncertainties. Only those issues found to be
significant were included in the MAAP code evaluations.

In conclusion, the Zion IPE represents the most exhaustive
investigation of success criteria performed to date and the
most realistic. It couples careful consideration of
EOP/operator responses, realistic thermal~hydraulic analyses,
and realistic system responses all as a function of time into
the event.



James T. Hawley
Octeober 7, 1993

NRC Information Request - Zion IPE
Basis for Assigning the SAM Designator to SGTR Sequences

The technical basis for designating some SGTR (Steam Generator
Tube Rupture) sequence endstates as SAM (Success with Accident
Management) is a series of detailed calculations using the TREAT
and MAAP codes. Attachments 1 and 2 document this technical
basis.

Attachment 1 (pp. 0-42) is the Westinghouse Proprietary Class II
Calc Note (CN-COA-92-106-R0) that formally documents the basis
for assigning the SAM endstate designator to SGTR sequences.
Attachment 1 consists of conservative hand-calcs and plots of key
variables from supporting TREAT cases. Attachment 2 (pp. 0-11)
consists of excerpts from a Westinghouse transmittal (DFH-91-015)
related to determining SGTR success criteria that is cited as a
reference in Attachment 1.

The approach taken in Attachment 1 is to conservatively determine
an estimate of the time until the onset of core damage after a
SGTR initiator occurs, assuming the operating staff follows the
EOPs, but no recirc is possible and refilling the RWST does not
occur. The time until core damage is estimated as the sum of the
time to deplete the RWST plus the time to core damage after RPV
injection due to RWST depletion. The latter time interval
estimate is obtained from a MAAP run as 12 hr (see Case 11 plots
in Attachment 2). The former time interval is estimated as the
sum of three shorter time intervals: the time to overfill the
ruptured steam generator plus the time to equilibrate ECCS and
SGTR flows plus the time to deplete the remaining RWST inventory
assuming the equilibrated ECCS flow persists indefinitely. These
three time intervals are determined from TREAT runs as follows:

- The time to overfill the ruptured steam generator is estimated
by dividing the mass required to fill the ruptured steam
generator (see TREAT plots on pp. 35,36 of Attachment 1) by the
average ECCS mass flow rate (see Case 9 plots in Attachment 2).
Since the average ECCS mass flow rate used is for full ECCS
injection, the resulting time to overfill the ruptured steam
generator is the shortest possible and is taken to be 1 hr.

- The time to equilibrate ECCS and SGTR flows is estimated by
using the TREAT code. Three possible cases are considered




James T. Hawley
October 7, 1993

relating to the operational staff reducing ECCS injection per the
EOPs. Case 1 assumes that ECCS flow is reduced to 2 SI pumps
when the ruptured steam generator is overfilled and the ruptured
steam generator safety valves stick fully open. The time
interval to reach the equilibrium flow condition in this case is
shown on the TREAT plots on pp. 32 and 33 of Attachment 1). Case
2 assumes that ECCS flow is reduced to 1 SI pump when the
ruptured steam generator is overfilled and the ruptured steam
generator safety valves stick 50% open. The time interval to
reach the eguilibrium flow condition in this case is shown on the
TREAT plots on pp. 19 and 20 of Attachment 1). Case 3 assumes
that ECCS flow is reduced to 1 SI pump when the ruptured steam
generator is overfilled and the ruptured steam generator safety
valves stick 25% open. The time interval to reach the
equilibrium flow condition in this case is shown on the TREAT
plots on pp. 25 and 26 of Attachment 1). All three cases
determine a time to eguilibrate ECCS and SGTR flows of about 2
hr.

- The time to deplete the remaining RWST volume is determined as
follows. First, the volume remaining in the RWST when the ECCS
and SGTR flows have equilibrated is determined by subtracting the
volume injected by the ECCS pumps during the preceding two time
periods from the initial RWST volume. This remaining water
volume 1s then divided by the equilibrium flow rate from the
TREAT plot (see plots on p. 33 for Case 1, on p. 20 for Case 2,
and p. 26 for Case 3). Case 1 determines the time to deplete the
remaining RWST volume as about 8 hr, while Cases 2 and 3
determine this time interval to be about 11 hr.

Given the preceding time intervals, Attachment 1 estimates the
overall time to core damage for the three cases as follows:
-~ Case 1: 1 hr + 2 hr + 8 hr + 12 hr = 23 hr --> Core Damage

- Case 2: 1 hr + 2 hr + 11 hr + 12 hr 26 hr --» Success with

Accident Management

<= Case 3;: 1 hr + 2 hr + 11 hr + 12 hr 26 hr --> Success with

Accident Management
These estimates of core damage timing are considered to be
conservatively early for the following reasons:

- Assuming maximum ECCS injection results in the earliest
possible overfilling of a ruptured steam generator;

R e
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James T. Hawiey
October 7, 1883

- Assuming ECCS injection flow is reduced when the ruptured steam
generator is overfilled results in the largest possible depletion
of RWST inventory prior to ECCS and SGTR flow equilibration;

- Assuming that ECCS injection flow is reduced to that of 1 SI
pump rather than 1 Charging pump results in the largest
equilibration flow and the shortest time to deplete the RWST
inventory after ECCS and SGTR equilibration has occurred.
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ATTACHMENT 2

EXCERPTS FROM DFH-91-015
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AH. 2, p- I/H P I/n
CASE 9: ZION SGTR, ECCS & AFW ON, BEGIN OP ACTS @ 100% LEVEL, 1 ARV
FOR RCS COOLDOWN, PRESSURE CONTROL AVAILAELE (ZTRE3.PLT)
This case was completed to track the progress of the E-3 operator actions and to
develop the timing for the success criteria. Among the data excerpted from this case
was timing, RCS cooldown rate w/ 1 ARV, RCS depressurization rate, time to

terminate break flow after ECCS reduction. See addendum to Case 9 for details.
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A+t 2 p. 4/

CASE 11: ZION SGTR, NO ECCS, AFW ON, NO OPERATOR ACTIONS
(ZSGTR _TEST 3A|

This case was a MAAP analysis to determine the time to core uncovery for a case

with no ECCS, success of AFW and no operator actions. This case also was used to

determine timing in which the RCS drains to top of tube sheet (break location), and

following this (i.e., break uncovered) the time to core uncovery following all steam

break flow.

bl



1

2SGTR_TEST_3a*
TURE RuUPTURE®

NO ECCE
L}

5

2

1
13,35.5

13,40,.43.0E~03

13,41,5.0008-01
6,18, 0.09%0E+00
6,19, 0.G600Es00
6,43, 0.000E+00

6,21, 3460.
6,22, 692.
6,23, 427.
6,24, 231.
S:28; 0.
6,26, .
6,27, 100.
6,28, 752.
§,2%, 4109,
6,30, 6352,
6,45, 6ooQ.
6,46, 2307,
6,47, 1384,
6,48, 461.
6,49, 9.
6,50, 0.
6,51, 63s.
S 38 FLY.
6,53, 7%0.
5,54, 824,
€,13, 0

6,828, 3. 000E+00

/ O=INTERACTIVE, 1=BATCH, 2=BATCH WILH SENSITIVITY OPTION

13-5T™M GEN

13-57TH GER,

13-5TH GEW ,
§~ENG SFGR,
6-ENG SFGR,
§-ENG SFGR,
§-ENG SFGR,
6~ENG SFGR,

MR NNN NN NSNS Y

€~ENG SFGR,

E-ENG SPGR,

NN NANNNNNS

§-ENG SFGR,

6-ERG SFaR,
E-ENG SFGR,

WMNNSESNNNS

6,159, 1.0S00E4+062/ 6-ENG SFGR,

25.90,¢
PLOTFIL 77
WWSRB WGsSB
END

0.9,0.0000E+00C

0
0.0000E+00
25.000
25.000
09

1

238

i

2

i1
1500

D -0
~

G~USE PARAMETER DEFAULTS,
PARAMETER FILE I/0 NUMBER
2=8C PARAMETER FILE LIST. ~.
0=N0 LOCAL PARANETER CHANGE,

39-BARE LOC
40-BRK AREA
41-BRE LOC
18-8yuP1
19-RLPX
4)-HCHP
21-ZHDHEPI(1)
22-ZHDEPL(2)

26-WYHPI(1)

4--ZHOUCHP(1)

SO-WVCHP(1)

13-NFN

BB-nNCSP
ISS~WVAFW(1)

/ADD A PLOT FILE

/ SGTR WATER AND GAS FLOWS

1=USE SUPPLIED PARAMETER PFILE

I1=LIST PARAMETER FILE

1=LOCAL PARAMETER CHANGE(S!

.
'

.

v
.
>
L
.
.

COLD sSIDE
1 TUBE =

175 I8 1D

TUBE SHEET + .5 rT

i.000
8.000
1.000
15135 ps1aA
315 PSIA

SHUTOFrF

e GPm

3.000
195

/ NO MORE LOCAL PARAMETER CHANGE(S)

4 O=INITIAL MAAP BUN,

/ PROBLEM START TIME, HRS
/ PROBLEM® END TIME, HRS
/ OUTPUT AND RESTAST FILE INTERVAL, HRS,

TRUE

YES

1500 pEG F

NN NN

/ NO ACTIONS;

NO (MORE! INITIATOR(S),
INTERVENE ON: TRCHOT

PS5 BREAK(S) FAILED

BYPASS CONTAINMENT

STo?

/ INTERVENE ON ELAPSED TIME

/ 1 ROUR
/ SToP

1=RESTART MAAP RUNR

GPM

INITIATCR(S) FOLLOW

INTERVENTION CONDITION(S) POLLOW

§0 MORE INTERVENTIONS, OFERATOR ACTIONS FOLLOW
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