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ABSTRACT

In fulfillment of NRC Action Plan Item II1.K.3.30 - Justification

of Small Break LOCA Methods, this report responds to seven NRC

questions concerning the C-E Small Break LOCA Evaluation Model. The
majority of the questions address component models of the Evaluation
Model, while one question deals with verification of the system res-
ponse against experimental data from integral tests. Three of the seven
questions had been addressed previously by C-E in report CEN-114-P and
in test analyses for LOFT Small Brerk Tests L3-1 and L3-6. For the

remaining questions, additional technical information was developed.
In summary, the responses for the seven questions show that using the
C-E Small Break LOCA Evaluat..n Model results in conservatively

high cladding temperatures.
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Modeling of ECC Injection

In the C-E Small Break Evaluation Model the analytical treatment of
ECC water injection is based on thermal equilibrium conditions with
ECC water 1njected[ ]

An investigation of the effect of treating the ECC water discharged from
s) a

the Safety Injection Tanks (SITs) assuming thermal nonequilibrium shows

that the "worst"” break size remains unchanged with thermal nonequilibrium
treatment. The "worst" break size, having the highest cladding temperature,
remains the lar break for which the system pressure does not decrease

cr

far enough to cat ECC discharge from the SITs.

esses modeling the injection of E:C[
the reactor) for the "worst" break.
’[ ] ECC injection is to increase

cladding temperatures, when fect is combined with a more realistic
core heat transfer model, which is discussed under the response to
Question 5, the cladding temperatures are more than 180%F lower than the

temperatures caiculated with the Evaluation Model.

Model Verification Against Integral Tests

References 2-3 and 2-4 provide best estimate blir S as post-
test analyses of the f smal )F1 L3-1 and L3-6. After
accounting for unexpected and unforseen

the test in the post-tes* analyses, the results show very

between experimental data and calculated values for systems parameters of

jor significance (e.g. system pressure, break flow, system inventory)

Pressure Drop in Steam Generators

Section 3.4 of thi eport compares several
describe
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r core uncovery and, due to

than a coefficient

In the C-E Small B CA Evaluatit odel a discharge coefficient
of 1.0 is 2d for subcoocled and two-phase break flow. As mention
above, the choi the numerical value of the discharge coeffici
for the subcooled break flow is o | consequence for the
discharge coefficient of 1.0
n early core unocvery. Therefore,
]

he C-E Evaluation Model maximizes

1 were raised
questions are
componen s ¢ he Evaluation Model, while one question
verification . culi ystem response against data from
systems tests. The responses t _ ions on component models show that

the component models of the Evalua . maximize cladding temperatures.

The verification against systems t data by post-test analyses of LOFT

tests L3-1 and L3-6 show very good agreement between experimental data and

calculated values. Thus, the ' ) usion from the work described in

1

this report is that the C-E Small k LOCA Evaluation Model yields

analyses which result in conservatively high cladding temperatures.
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when condensation fluid conditions exist in the primary side of

generator, the heat transfer coefficient is calculated u

flow correlation of Akers, Deans and

~

rosser

where

an analogy between heat transfer across the
ransfer in turbulent single-phase flow.
s number, give! 2Q ion | / e "equivalent"
(1iquid) flow, which would produce the r force at
liquid film surface as does the flowing vapor in the true two-phase
case. Reference 3.1-2 shows favorable comparisons between equation
and several sources of test data.
Shah (Reference 3.1-3) developed a more empirical correlation of the con-
densation heat transfer coefficient under a wide variety of conditions.
His analysis considered 474 data points from 21 dat
The ranges of parameters covered by
analysis are given in Table 3.1-2. This data includes condensation of
water,

Figure 3.1-1 compares the heat transfer coefficient of equation (3.1-1)
with Shah's empirical correlation of test data for a broad range of
flow rates and two values of fluid quality. he correlation of Akers,
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determined the effect of non-condensibles on the condensation

processes that occur in the steam generators during the refluxing mode

of a small break LOCA using the method of References 3.1-7

and 3.1-8.

ODuring the condensation proc ., the non-condensibles may accumulate

a
forming a gas layer as shown in Figure 3 ). Since the concentration of

the non-condensibles is higher at the | nte its partial

$3p,

pressure (Pa) increases nea he surfac S Sl . the stat’c
pressure is nearly uniform, ti ‘ sure th -eam must de-

the surface. C vely assumes that the bulk mix-
ture is stagnant which means that the only mechanism for getting the steam

3
|

the gas

-

ayer. The
layer of non-condensibles is
This is reflected in the

vapor across the layer

heat transfer
sensible heat ansfer coefficient,

n,
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viner

For conservatism, C-t
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QUESTION 2 (MO G O .S INJECTION)

System (ECCS) ] ' d I artici he NR asked that
the effect
determined, the
and the basis for the

nonequilibrium model be identified

Detailed Response to Question

temperature response
predicted by alternate
models for ECCS injection, ct of 1brium injection on SIT
behavior is addressed to verify the definition of the limiting small break.
treatment as well as[ J1njec:10n of

flow is evaluated with a Realistic

1 2 9 A ~
Jeloelowl onequ

T

The effect of thermal equilibrium treatment of SIT injection was studied f

1

a small break culations were designed to identify the effect

3
nonequilibrium modeling of ECCS injection on SIT flow rates. Additionally,

they were to identify the effect of nonequilibrium on the dafinition of the
1 1

limiting small break, whose area i ich ti t! re transient sta

cTrYT 1

above the SIT pressure setpoint., T ralculations were

-

PWR w s safety injection tanks, with ECCS

3 eVl

0

~
-~

r
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An assumption of thermal equilibrium during SIT discharge can have the effect
of distorting the system dynamics, as the injected subcooled water

instantaneously condenses enough steam to maintain saturation conditions. The

resulting rapid depressurization produces an ex.essively high SIT injection

flow which ~apidly re-covers the core. Large amounts of steam are thus

produced by quenching of the fuel rods, increasing the system pressure and

quickly ending the SIT discharge. The equilibrium assumption can thus lead to
SIT injection in the form of a short, intense burst of water, rather than the
expected prolonged, gradual discharge,

1

In order to evaluate the impact of this behavior and the effect of using a

nonequilibrium model during SIT discharge, the limiting small break (0.1 ft2

break in the cold leg as determined with the equilibrium E-M) and a larger

break (0.15 ft¢ break in the cold leg) were analyzed. The SITs do not come

: 2 N 2 T .
on for the 0.1 ft© break and do come on for the 0.15 ft® break. The 0.15
break was ' twice, once using the nonequilibrium model starting at
time of SIT vation, and a second time with equilibrium modeling during
discharge.
T

Nonequilibrium modeling of S injection raises the cladding temperature by

42°F compared to equilibrium modeling, Table 3.2-1. The maximum cladding
temperature for the equilibrium case with SITs occus SIT activation, when a
large burst of water from the SITs on by the rapid system
depressurization caused by equilili n ( )») condensation, causes the

" .
o turn, For the nonequili

temperature t
slower during SIT discharge due to the more gradual
the SITs discharge more slowly and allow the cl: g t 2rature to continue
increasing for a | el . ‘ val aft IT activation,

\

the more gradual d prolont SIT injection obtained with the nonequil
, A J v °y

mode] C effect on cladding temperature,

break where the

equl
AR




limiting small break remains the one for which the pressure decreases to a
value slightly higher than the SIT setpoint pressure. Hence nonequilibrium
modeling of SIT injection does not change the definition of the 1imiting small
break.

Experience has shown that a similar concept of the limiting small break also
holds for reactor systems with 600 psig safety injection tanks. Therefore, the
conclusion that nonequilibrium SIT injection does not change the limiting

break definition is expected to apply to 600 psig SIT systems as well.

The results of this study have been used to set the boundaries for the
following study of models for HPSI injection because they demonstrate that the
0.1 ft2 cold leg break, for which the pressure remains just too high to
activate the SITs, is the limiting break. Consequently, the remainder of the
study on injection location and the effect of nonequilibrium on HPSI injection
has been restricted to the limiting small break area.

3.2.2.2 The Realistic Model

A Realistic Model, developed to represent nonequilibrimn[ ]ECCS
injection, is described. Its use required revisions and additions of
compor=n. models, as well as changes to the system nodalization of the E-M,
The Realistic Model uses an extended version of the CEFLASH-4AS code. It is
based on the Evaluation Model version of the code (Reference 3.2-1). The
Realistic Model encompasses modifications to several component models and
features the following major improvements:

a) a thermal nonequilibrium model,

b)[ JECCS injection,

c) a realistic core heat transfer model, described in responss to
Question 5,

3.2-3



d) various component model modifications that are required for consistency
with a nonequilibrium treatment.

The thermal-nonequilibrium hydraulic model represents the coexistence of
subcooled water and saturated steam in the same node by means of four
conservation equations. An equation for the conservation of liquid mass in
each node is solved along with the equations for conservation of total nodal
mass, nodal energy, and path momentum. Details of the nonequilibrium model are
presented in Section 3.2.4,

Heat and mass transfer between steam and the subcooled 1iquid is provided by
means of a steam condensation model. It depends on the temperature difference
between the phases (due to subcooling of the liquid), the interfacial heat
transfer area, and correlations for the interphase heat transfer coefficients.
Three modes of steam condensation are recognized, as illustrated in Figure 3.2-
L[

] A detailed
description of the steam condensation model is presented in Section 3.2.4.

The inner vessel subcooled layer is a region of subcooled water that occupies a
portion of the reactor vessel's lower plenum, and may occasionally extend into
the lower core., As the subcooled water is heated in the inner vessel, the
subcooled layer is continuously replenished by fresh ECCS injection. For
minimal -condensation nonequilibrium conditions, the subcooled layer may achieve
a considerable height for a substantial period of time. This suppresses
prodiction of bubbles in the inner vessel, thereby affecting the inner vessel
two-phase mixture level. The Realistic Model provides an improved (relative to

3.2-4



the E-M) representation of the inner vessel subcooled layer which can handle
the substantial subcooling that occurs in the downcomer in minimal-condensation
nonequilibrium calculations,

A revised core heat transfer model, based on the ORNL Bundle Uncovery Tests and
described in Section 3.5 (response to Question 5), is used in the Realistic
Model. [t describes the two-phase mixture level and the core-to-steam heat
transfer coefficient, based on level swell data and heat transfer data recently
obtained by ORNL at the Thermal Hydraulic Test Facility (References 3.2-2 and
3.2-3).

Figure 3.2-2 shows the system nodalization used in the E-M analysis of a
typical C-E NSSS. A corresponding system nodalization used in the Realistic
Model is shown in Figure 3.2-3., It differs from the E-M nodalization in three
respects.

3.2-5




3223 Noneqpi1ibrium| ‘]ECCS Injection

The small break LOCA behavior of a typical C-E PWR was analyzed with
nonequﬂibrium,[ ]modeling of ECCS injection to determine the effect of
HPSI injection. The analysis was done for the limiting case, a 0.1 ft2 cold
leg break and 200 psig safety injection tanks, The nodalization and component
models comprising the Realistic Model, described in Section 3.2.2.2, were
used. The decay heat (120% ANS), break flow and other models remained the same
as in the E-M., This was done to allow comparisons between the Evaluation Model
equilibrium[ JECCS injection representation and the nonequilibrium[
]ECCS injection., First, a parametric study of condensation effects ranging
from zero condensation (complete thermal nonequilibrium) to maximum
condensation (equilibrium) was performed to understand the effect of
condensation on the nonequilibrium model. Then the nonequilibrium case
with the highest cladding temperature was compared to E-M results to
demonstrate the conservatism of the Evaluation Model.

The results of the parametric study of condensation effects are represented by
six cases analyzed with various degrees of condensation. The cases are listed
in Table 3.2-2 in the order of increasing condensation, from zero to the
maximum,

Figure 3.2-4 presents the calculated peak cladding temperatures (PCTs) for the
six cases. The abscissa represents the average rate of steam condensation in
the cold legs and downcomer up to the time of maximum core uncovery, normalized

3.2-6




by the average rate of equilibrium condensation. All condensation effects

discussed in Section 3.2.4 are lumped together, including boiling due to
downcomer wall heat. The boiling rate becomes significant at intermediate
condensation rates, as in case 4, and rises with increasing cold-leg
condensation, The ordinate is the PCT found with the PARCH code as discussed
in Section 3.5.

As Figure 3.2-4 indicates, the highest PCTs are produced at zero condensation
(case 1) and maximum condensation (case 6), while all intermediate
condensation rates result in lower temperatures, In all cases, the calculated
PCTs are well below 1940°F, the temperature predicted by the E-M for
equilibrium[ ]injection. The behavior of PCT as a function of
condensation rate, shown in Figure 3.2-4, is due to the competing effects of
bubble production in the inner vessel and the break flow, both of which
increase with the condensation rate. These competing effects are illustrated
in Figures 3.2-5 and 3.2-6.

Figure 3.2-5 shows the height of the inner vessel's subcooled liquid layer as a
function of normalized condensation rate, at 982 seconds inio the transient,
(This time was chosen because it is within £23 seconds of the time of maximum
core uncovery for all of the cases shown)., Increasing the steam condensation
rate in the cold legs and downcomer reduces the height of the inner vessel
subcooled layer, The latent heat from the condensing steam preheats the ECCS
injection water as it passes through the system toward the lower plenum of the
inner vessel, thereby reducing the ECCS water's subcooling. This has the
beneicial effect of enhancing production of steam bubbles in the inner vessel,
which swells the two-phase mixture level and reduces the PCT,

Figure 3.2-6 demonstrates the other competing effect due to the break flow
rate. The figure shows the liquid portion of the total mass lost through the
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break up to the time of maximum break uncovery (about 350 seconds when the
coolant inventory in the broken cold leg reaches steady state),

and again at the time of maximum core uncovery (982 seconds) as a function of
normalized condensation rate. The mass loss increases significantly in the
nigh condensation cases. The more rapid condensation depressurizes the upper
annulus and reduces the rate of recession of the downcomer's two-phase mixture,
prolonging the period of time in which downcomer water and ECCS water from the
intact cold legs are fed to the break. At zero condensation, case 1, the
suppression of bubble condensation in the downcomer produces a similar effect
by increasing the downcomer's two-phase mixture level.

The competition between the effect of the inner vessel subcooled layer height
and the break flow rate during break uncovery explains the behavior of PCT with
condensation. At normalized condensation rates up to about 0.75, the dominant
effect is that of the subcooled layer, resulting in a decreasing PCT as
condensation increases. Beyond normalized condensation rates of 0.75, the
subcooled layer is eliminated by steam condensation and has no further effect.
The break flow effect becomes dominant at these condensation rates and produces
the increase of PCT., Case 4, with a normalized condensation rate of 0.75 has
no subcooled layer in the inner vessel and has a moderate break flow rate
during break uncovery, resulting in the lowest calculated peak cladding
temperature.

Of the six cases presented here, only the equilibrium calculation (case 6)
results in SIT actuation. This occurs two and a half minutes after the
cladding temperature has peaked and therefore has no effect on PCT. In the
other cases, 1 through 5, the minimum cold leg pressure exceeds the safety
injection tanks' pressure plus elevation head by 15, 22, 13, 6 and 0.4 psi,
respectively. Thus, in the sense that they come close, but do not quite result
in SIT discharge which reduces the PCT, all six cases adequately fit the
classical definition of "“worst break".

The PCTs calcuiated by the Realistic Model with nonequi?ibrimn[ J
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injection are thus demonstrated to be well below the temperature predicted by
the E-M for cquilibrium[ ]1njection. The highest PCT, produced by the
no-condensation case 1, is about 130°F below the E-M temperature. Since some
condensation is expected to take place in the cold legs and downcomer during
ECCS injection, the conservaticm of the E-M is considerably greater than

180%F in PCT, as indicated in Figure 3.2-4.

J3:8e3 Summary and Conclusions for Question 2

The effect of nonequilibrium modeling on SIT injection has been determined for

a typical C-E PWR with 200 ,sig SITs. A comparison of equilibrium and
nonequilibrium modeling of SIT 1njection[ ‘]was made. In general,
ronequilibrium modeling of SIT injection increases the cladding temperature
relative to equilibrium modeling. However, the limiting 0,1 ft2 break for
which the pressure remains too high for SIT tank actuation, has a higher
cladding temperature than the larger break, 0,15 ftz. for which the SIT is
actuated. Use of nonequilibrium modeling of SIT injection does not affect this
result, Hence, the 1imiting break remains one in which the SIT is not actuated.
A similar conclusion is made for reactor systems with 600 psig SITs.

The combined effect of[

nonequilibrium modeling has been evaluated for the limiting break size,
0.1 ft2 in a typical C-E plant, A Realistic Model that accomodates
nonequilibrium effects and steam condensation and incorporates the core heat
transfer model described in Section 3.5, was usad in the analysis. The
Realistic Model employs a condensation calculation consisting of component
models that are based on published correlations developed from experimental
data. A parametric study on condensation rate shows that a nonequilibrium
model with no condensation produces the maximum PCT, The PCT calculated with
the Evaluation Model exceeds that calculated with the ®ealistic Model by at
least 180°F, Hence, use of the Evaluation Model maximizes the calculated
cladding temperature.
3.2.4 Nonequilibrium Component Model Description

The details of several component models of the Realistic Model are presented in
this section.
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3.2.4,1 Description of Four-Equation Nonequilibrium Model

Conservation Equations CEFLASH-4AS solves the mixture mass, mixture
energy, and mixture momentum conservation equations described in Reference
3.2-1 (Equations (I1.A-4), (I1.B-9), and (I1.C-36), respectively).

The nonequilibrium model for ECC injection described here allows subccoled
water and saturated steam to coexist in a node, as shown in Figure 3.2-7.
This capability is implemented in the code by solving the equation for
conservation of nodal 1iquid mass "z , in addition to the equation for
conservation of total nodal mass M:

M
It - LW (3.2-1)
M, (3.2-2)
- L(1-x) W+ Weond

where x is the flow path quality, W is the tctal mass flow rate, ¥eond is the
steam condensation rate, and the summation is carried out for all paths
connected to the node. The mixture energy and momentum equations are
unchanged.

Integration of the four conservation equations defines the flowpath mass flow
rates, nodal liquid mass, nodal steam mass, and nodal mixture energy. [
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Calculation of the Steam Mass Fiow Fraction and Flowpath Enthalpy CEFLASH-
4AS calculates the flow path quality using[ ]
(Reference 3.2-1). [

] Note that the energy convected across the path
allows definition of an average flowpath enthalpy H as:

He (1-x)H,+ xH (3.2-3)

where H 1and Hg are the subcooled and saturated steam enthalpies, respectively

Calculation of Leak Flow  The leak flow correlations coded in CEFLASH-4AS
calculate the choked flow for equilibrium conditions in terms of the leak node
pressure and leak path enthalpy. For simplicity and in order to use the same
critical flow correlations for nonequilibrium calculations, the leak flow is
calculated from the critical flow correlations at the equivalent enthalpy He,

H® = (1 - x) Hg + xH (3.2-4)

9
where x is the leak path quality and Hy is the saturated liquid enthalpy.
The leak flow enthalpy is calculated as in equation (3.2-3).

Solution of State Variables for a Nonequilibrium Node Integration of the
conservation equations defines the nodal liquid mass, nodal steam mass, and

nodal mixture energy.

(3.2-5)

3.2-11



(3.2-8)

(3.2-7)

(3.2-8)

(3.2-9)

(3.2-10)

(3.2-11)

3.2.4.2 Steam Condensation

Three modes of steam condensation are represented in the Realistic Model - -

[

] The three modes of




condensation and variations on each mode are illustrated in Figure 3.2-1. [

]

Droplet Condensation This category includes subccoled water[

]the overall droplet heat transfer
coefficient, hA, The corresponding condensation rate J is:

J s (hR);(Tgae = Ty)
g (3.2-12)

where h, A and Tj are, respectively, the heat transfer coefficient,
interfacial area and fluid temperature of the subcooled 11quid[

Tsat is the saturation temperature of the node, and Hfg is the
latent heat of vaporization.

The interfacial area for droplets[ is found by
dispersing the flow as uniform radius spherical droplets

] The heat transfer coefficient for dispersed droplet flow is found from a
constant Nusselt number of 8,067 (Reference 3.2-4).
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Bubble Condensation Steam bubbles

.]are modeled as collapsing at a rate that is
cetermined by their interfacial heat transfer. The medel follows that used for
RELAP4/MOD7, where the bubble surface area AB is based on uniform-sized

spheres whose radius is found from a critical Weber number of 8 (References 3.2-
5 and 3.2-6). The interfacial heat transfer coefficient hg is the same as

that used for bubbly flow in RELAP4/MOD7 (Reference 3.2-5). Then the bubble
condensation rate is found as:

J(t) = hA [Tsat - T, (t)] (3.2-13)
-

fg

where Tz(t) is the temperature of the subcooled ligquid. Here the
interdependence of the condensation rate and the subcooled liquid (sink)
temperature are indicated by their dependence on time t

] Fluid properties and
overall heat transfer coefficients are assumed constant over the time step.

Bubble production due to wall heat is treated as[
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References for Question 2

"CEFLASH-4A, A FORTRAN-IV Digital Computer Program for Reactor Rlowdown
Analysis", CENPD-133P, August 1974 (Proprietary).

"CEFLASH-4AS, A Computer Program for the Reactor Rlowdown Analysis of
the Small Break Loss of Coolant Accident"”, CENPD-133, Supplement 1P,

August 1974 (Proprietary).

"CEFLASH-4AS, A Computer Program for the Reactor Rlowcown Analysis of
the Small Break Loss of Coolant Accident"”, CENPD-133, Supplement 3-P,
January 1977 (Proprietary).
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3.2-2 T. Anklam, "Two-Phase Mixture Level Swell for Water and Steam Under
High Pressure, Low Heat Flux Conditions in Rod Bundles", to be published

3.2-3 T, M, Anklam, "Low Flow, High Presure, Forced Convection and Radiation
to Steam in Rod Bundle Geometry", to be published.

3.2-4 E. D. Hughes, et al, An Evaluation of State-of-the-Art Two-Velocity,
Two-Phase Flow Models and Their Applicability to Nuclear Reactor
Transient Analysis, EPRI NP-143, February 1976,

3.2-5 "RELAP4/MOD7 Noneguilibrium ECC Mixing Model", H, Chow, CHOW-1-79,
June 19, 1979 (EG&G internal document).

3.2-6 G. B, Wallis, "One-dimensional Two-phase Flow", McGraw-Hill Book
Company (1969).
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Table 3,2-1

gEffect of Nonequilibrium on SIT Discharge

Break Size SIT SIT Cladding Temperature*

(ft2 ) Actuated _Model (°F) (°F)
0.1 No - 1419 Base
0.15 Yes Equilibrium 1282 137
0.15 Yes Nonequilibrium 1324 -95

*Axial maximum cladding temperature for average rod
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Table 3.2-2

Description of Cases for Nonequilibrium Parametric Study

Case Description

1s Complete thermal nonequilibrium. All condensation is
suppressed.[

a Minimal condensation. [

Limited condensation. [

4, Realistic condensation parameters, [

5. Enhanced condensation, [

6. Equilibrium,
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3.3 RESPONSE TO QUESTION 3 (MODEL VERIFICATION)

. M g Statement of Question 3

Verify small break LOCA model by comparison of integral system test data
from LOFT tests L3-1 and L3-6 as well as from Semiscale test S-07-10D
to post-test predictions of these tests.

K i Detailed Response to Question 3

Test analyses of LOFT tests L3-1 and L3-6 were provided to the NRC on
February 28, 1980 and April 1, 1981. References 3.3-1 and 3.3-2 des-
cribe the detailed C-E analyses of LOFT tests L3-1 and L3-6, respectively.
Test analyses of Semiscale test S-07-10D were initiated but were ter-
minated in May, 1981 when the NRC dropped the requirement to include this
test (Reference 3.3-3). The results of the post-test analyses of LOFT
tests L3-1 and L3-6 are summarized below.

LOFT Test L3-1

LOFT test L3-1 simulated a 0.09 ft2

a large PWR. The primary coolant pumps were tripped early in the tran-
sient. The post-test analysis was performed using a version of the
CEFLASH-4AS computer code that contains several options that are not
available in the licensing version. These options were created in order

single-ended pump discharge break of

to perform non-licensing analyses such as predictions of LOFT and
Semiscale small break tests, RCS pump studies, etc. The modifications
to the pre-test analysis of L3-]1 were:

- The break area was increased by 25 percent to account
for a leaky valve in the warm-up line connected between
the intact hot leg and a point downstream of the break
orifice.
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- A bypass flowpath between the broken hct and cold legs
was added to account for the leaky valves in the reflood
assist bypass system.

- An isothermal, rather than adiabatic, expansion of nitro-
gen was assumed for the accumulator cover gas to more

realistically account for observed behavior.

Figure 3.3-1 shows the excellent agreement of the calculated and measured
primary system pressure and reactor vessel two-phase mixture height.

LOFT Test L3-6

LOFT Test L3-6 also simulated a .09 ft2 break in the cold leg of a large

PWR. The L3-6 test differed from the L3-1 test in the following ways:

- The primary coolant pumps were powered throughout the
test.

- The break was located in the side of the intact cold
leg rather than on the end of the broken cold leg.

- Only the high pressure safety injection system was
active. The accumulator was valved out throughout the
test.

- The ECC injection location was changed from the intact
cold leg to the annulus.

The post-test analysis was performed using a version of the CEFLASH-4AS
computer code that contains several options that are not available in the
licensing version. These options were created in order to perform non-
licensing analysis such as that described here. In addition to these
options, improvements have been made to the code to reduce execution
time. These improvements, however, did not affect calculated results.
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The major modifications to the pre-test analysis of L3-6 were:

A leak in the steam generator steam valve was added in order
to account for the steam valve leak.

- The initial mass inventory in the steam generator secondary
side was increased by 35%, to agree with the actual initial
conditions.

- The rate of heat generated by the primary coolant pumps and
added to the fluid was made proportional to the rate of mass
being pumped.

- The primary coolant pump injection (PCPI) flow, which in the
blind analysis had been directed intc the pump discharge cold
leg, was split and redirected into the two loop seal risers,
This permitted the pumps to "see" the PCPI liquid, more
closely approximating the actual direct injection into the
pump housing.

In addition, several model modifications were implemented as part

of the post-test analysis, having been necessitated by several instances
of localized anomalous behavior which were observed in the blind analysis
results. The majo. <wdel changes are described below.

- The two downcomer nodes, which in the blind analysis had been
handled with a mixed homogeneous/heterogeneous algorithm,
were remodeled as homogeneous-mixture nodes. This change
was made in response to an observation in the blind analysis
that the heterogeneous mixture in the upper half downcomer
node was draining into the lower half downcomer node in a
non-physical manner.

- The wall heat representation in homogeneous-mixture nodes
was revised. Wall heat, the thermal interaction between

coolant and internal metal structures, had been modeled in
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the blind analysis as proportional to the mixture level in
each individual rode. Homogeneous-mixture nodes, however,
were treated as being always full as long as the mixture
quality was less than unity, resulting in overpredicted

wall heat rates. While wall heat plays a small role for all
full-scale PWRs and for most components of the LOFT facility,
the LOFT downcomer presented an exception. The abnormally
massive walls of the LOFT downcomer acted as a nearly infinite
heat source and did not approach thermal equilibrium with the
primary coolant within the transient time of the LOCE. Thus,
the homogeneous-mixture downcomer model erroneously introduced
a tremendous amount of additional wall heat into the system,

a modeling aberration unique to the LOFT facility. A simple
modeling change was therefore implem=nted for all homogeneous-
mixturé-hodes, in which the wall heat rate was made pro-
portional to the theoretical, fully-collapsed liquid level

of the mixture. While this in itself tended to underpredict
the wall heat, it created a fairly reasonable description of
wall-fluid thermal interactions when combined with the con-
duction-limited (infinite convective heat transfer coefficient)
wall heat transfer model of CEFLASH-4AS.

The flow path connecting the downcomer node to the inactive
loop cold leg node was split into two parallel paths between
the same two nodes. This change was impliemented in order to
properly model the flow between the downcomer and the inactive
cold leg -- another LOFT peculiarity.

Figure 3.3-2 compares the predicted and measured primary coolant system

pressures.

The agreement of analysis with data is excellent during most of

the transient. The underprediction of pressure, which showed up at 1400
seconds, peaked at 90 psi at 1600 seconds, and gradually vanished there-

after,

3.3-4



LOFT Test L3-6 demonstrated the maintenance of adequate core cooling during
a loss of coolant event in which the pumps were powered, even when a major
portion of the primary fluid had been lost., After the primary coolant pumps
are finally tripped, however, the ability of the system to provide the core
with adequate cooling depends, in part, on the primary coolant mass in-
ventory remaining in the system at the time of pump trip.

The L3-6 post-test analysis predicted a final mass inventory at the end of
Test L3-6 (2371 sec) of 3138 1bm. This appears to be quite high when com-
pared with the final inventory of 1496 1bm which was reported by EG&G., In
order to trace the causes of this difference, the system mass balance was
examined in detail., In the L3-6 experiment, mass entered and exited the
system at three points -- high pressure ‘njection (HPI), primary coolant
pump injection (PCPI) and break flow. Of these, the HPI and PCPI flows
were predicted correctly, since the former was a function of pressure which
was predicted accurately (Figure 3.3-2), and the latter was delivered at

a constant rate by a positive displacement pump. Thus, only the break flow
need be considered for a mass inventory comparison,

The break flow during LOFT Test L3-6 exhibited two distinct regimes -- sub-
cooled break flow during the first 50 seconds and two-phase thereafter.
(Because of the PCPI, the break flow never went to pure steam). Since break
flow measurements were not available for the first 50 seconds of the test,
the subcooled break flow was reconstructed by using the Henry-Fauske
critical flow correlation with a discharge coefficient of 0.97. Measured
pressures and temperatures in the break piping upstream of the orifice were
used in evaluating the critical flow. The result of this calculation is
presented in Table 3.3-1 and was corroborated by a similar calculation per-
formed by EG&G. As the table shows, the post-test analysis, which used the
homogeneous equilibrium model for critical flow with a discharge coefficient
of 0.85, underpredicted the subcoocled break flow.

During the period following transition to two-phase flow, the post-test

analysis matched very well with the measured break flow data, as shown in
Figure 3.3-3. Indeed, Table 3.3-1 shows that the post-test analysis under-
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prec:cted total break flow by only 5.0% during that period. Thus, for the
overall transient, the sum of the post-test analysis underpredictions or
break flow appears to account for only half of the difference in mass in-
ventory reported above.

The key to this inconsistency lies within the measured and calculated data
reported by EG&G. Table 3.3-2 sumniarizes the mass balances of the post-

test analysis prediction and the actual experiment. The table shows the
actual final inventory, as calculated from the published data to be 2203 1bm,
and the post-test analysis overprediction to be considerably less severe than
reported above. Figure 3.3-4 shows the transient of the actual mass in-
ventory, as well as the post-test analysis prediction,

There appears to be, then, an internal inconsistency between the L3-6 final
mass inventory calculated by C-E and EG&G from the data (2203 1bm) and the
mass inventory reported by EGAG (1496 1bm). At present, this difference
has not been resolved.

Additional calculations were made to determine the possible effect on the
system's final mass inventory if further model changes were made t2 improve
the match between calculated pressure and experimental data beyond abeut
1200 seconds. This would prevent total uncovery of the reactor vessel
outlet nozzle and voiding of the active loop, which would increase the break
flow. These calculations showed that the resultant improvements in break
and HPSI flows would decrease the final inventory to ~2050 1bm. This
encouraging result appears to account for the difference between the actual
final mass inventory and the one calculated by CEFLASH-4AS,

333 Summary and Conclusions for Question 3

The L3-1 post-test analysis was performed using information obtained from
analysis of the L3-1 data. When these effects were properly represented by
the CEFLASH-4AS representation of LOFT, the comparison between the experi-
mental data and predicted parameters was excellent.
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The L3-6 post-test analysis was performed using information obtained
from analysis of the L3-6 data in order to identify parareters of the
LOFT system behavior when the pumps are running. The post-test aralysis
did an outstanding job of predicting the primary coolant system pressure
and the break flow. The PCS mass inventory was overpredicted, but the
difference could not be precisely quantified because of an internal in-
consistency in the data.
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3.3.4

3.3-1

3.3-2

3.3-3

References For Question 3

“Combustion Engineering Analysis of LOFT Test L3-1", February, 1980,

“Analysis of LOFT Test L3-6 Performed by Combustion Engineering,
Inc.", April, 1981.

Letter, Dr. J. K. Gasper (CEOG) to Dr. B. Sheron (NRC), "Post-
Test Analysis of Semiscale Test S-07-10D", May, 1981.
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Table 3.3-1

L3-6 Post-Test Analysis

Predicted and Actual Integrated Break Flows
(in 1bm and % of initial mass inventory)

Time Post-Test Actual Difference

Period Analysis _Test* Analysis-Test
Ibm % lbm 2 1bm %

0-50 sec 1,043 8.5 1,351 11 -308 -2.5
50-2371 sec 11,142 91.5 11,747 96.5 -605 -5

0-2371 sec 12,185 100 13,098 107.5 -913 -71.5

*From critical flow correlation during 0-50 sec, and LOFT Test L3-6 break flow data during 50-2371 sec.
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Initial Inventory
Total HPSI
Total PCPI

Total Break

Final Inventory

Table 3.3-2

L3-6 Post-Test Analysis

Predicted and Actual Mass Balances at Time of Pump Trip

(in 1bm and % of initial mass inventory)

Post-Test Calculated
_Analysis From Data
Tbm % 1bm %
12,200 100 12,161 100
2,613 22 2.630 221
510 a 510 2(2)
12,185 100 13,008 108(3)
3,138 26 2,203 18

(1) Integrated measured flow rate.
(2) 2371 sec. times constant flow rate.

(3) Table 3-4,

Reported

by EG&G
1bm ]
12,161 100
2,630 22
510 4
1,496 12
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3.4 RESPONSE TO QUESTION 4 (FLOW REGIME EFFECT ON PRESSURE DROP)

3.4.1 Statement of Question 4

Verify that the model used to predict pressure drop in CEFLASH-4AS is
conservative, In particular, the sensitivity of pressure drop across the
steam generator to various flow regimes must be assessed. Calculations
have been performed by the NRC that suggest that the selection of a parti-
cular flow regime, for the purpose of calculating steam generator pressure
drop, can have a significant effect on the calculated height of the two-
phase mixture in the reactor vessel.

3.4,2 Detailed Response to Question 4

During[ ]a SBLOCA, the pressure drop across
the steam generator is primarily due to[

] Figure 3.4-1 shows a typical
situation[

] The model also predicts that the
hot leg contains a stratified two-phase mixture below a steam region as shown in
Figure 3.4-1. [

J This behavior has been observed in integral systems tests
such as LOFT test L3-5. For limiting small break calculations, C-E calculates
that core uncovery occurs[ ]as shown
in Figure 3.4-2,

In order to determine the sensitivity of the reictor vessel two-phase
mixture to assumed flow regimes in the steam generator, C-E performed the
analyses described in Table 3.4-1. All analyses were performed using

a typical limiting 0.1 ftz break for the sensitivity studies. The flow
regimes investigated in the steam generator[ ]were heterogeneous
(separated) and homogeneous. The flow regimes investigated in the flow

paths were bubbly, slug and annular twu-phase flow., In addition, the effects
of imposing[ ]were
investigated.
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RESULTS

C-E Evaluation Model

The flow rates between the hot legs and the steam generators are determined
by the solution of the momentum equation. The momentum equation used in
CEFLASH-4AS is

- L ko |wl w
(g)g%toap*ogdl-zﬂ_ﬁr
L, W |w °2
- f () !-i!l—zi- + momentum flux terms (3.4-1)
J A

2 of

where,

f = 0.184 (Rey) "
The flow resistance due to friction is determined by multiplying the re-
sistance obtained if the flow were all single phase 1iquid by Thom's
two-phase multiplier, which is pressure and quality dependent.
The C-E model also assumes that the steam generator and hot leg nodes, as well
as all other nodes, contain a heterogeneous mixture, The base case was run

using the C-E model without modifications.

The results for the base case are shown in Figure 3.4-3. [

]

Homogeneous Steam Generator Node

The only nodal flow regime options available in CEFLASH-4AS are separated
(heterogeneous) and homogeneous. In the homogenecus option the fluid is
assumed to be uniformly distributed in the node. Modeling the steam

3.4-2



generator in this way is not realistic but it will have two effects on the
transient, First,[ ]the steam
generator will not experience the transition from a two-phase mixture to
steam as the level drops[

J Instead, the density[ ]will
gradually decrease as the node drains. As a result, more of the liquid in

the steam generator will be transported

]when homogeneous modeling is used. This has

the effect of putting more liguid on the[ ]
and could increase the break flow rate and delay the time when steam starts
to flow out of the break.

The second effect concerns the calculated[

(3.4-2)
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- o
As shown in Figure 3.4-4, the combined effect of modeh'ng[

the steam generator as a homogeneous node is to decrease the reactor
vessel level in the upper plenum, compared to the base case, for part of
the transient, However, there is no significant difference in core uncovery.

[ lFlowl ]_Bj_[ ]Correhtion
4

- -

(3.4-3)
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In order to investigate this effect, equation (3.4-3) was used in CEFLASH-4AS

[ J Figure 3.4-5 compares the resulting reactor vess2] mixture level
to the level obtained without[ ] As shown,
the core uncovers at a later time when[ Jis used. The
rate of core uncovery and maximum uncovery are about the same for the two
cases. The reason for the difference in the time of core uncovery can be
related to[

Bubbly Flow

In order to investigate the effects of different flow regimes, various
models were put into CEFLASH-4AS for calculating the frictional pressure
drop in the steam generator, For bubbly flow the model recommended in
Reference 3.4-1 is:

f s .02
(3.4-4)

»~

-

o%
*f

-
-

™

This model basically assumes that the fluid is homogeneous.
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Figure 3.4-6 compares the reactor vessel level obtained using this model
for the frictional pressure drop to the results using the Thom model. As
shown, Thom's model results in earlier core uncovery but the same axial
extent of core uncovery. The reason for this is that equation 3.4-4 results
in slightly higher frictional pressure drop than predicted by Thom's model.
This [

Jdelays the time that the two-
phase mixture in the reactor vessel falls below the hot leg.

Slug Flow.

For slug flow the frictional pressure drop model recommended in Reference 3.4-1
for the frictional pressure drop is:

f1.02
4
02 =1+ C.a (-L% - 1) (3.4-5)

where

C, = shape parameter for the bubble (~.9)
L, = the length of the bubble (~2D)

Figure 3.4-7 compares the resulting reactor vessel mixture level to that
obtained using the Thom model. As was the case for the bubbly flow model,
Thom's model results in earlier core uncovery.
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Annular Flow

For annular flow the model recommended in Reference 3.4-1 for the frictional
pressure drop is:

]
o = &) (3.4-6)

This model goes to the correct limit when the fluid in the path is completely
Tiquid but it does not go to the correct limit when the path becomes entirely
filled with steam. In order to model the transition from a low quality fluid
to steam, equation 3.4-6 was modified as follows

B
P il (3.4-7)
@f’(-f-
P
where y is the flow path quality. Equation (3.4-7) results in a large two-
phase multipiier for low quality and goes to the proper limit when the flow

path quality goes to unity.

Figure 3.4-8 compares to resulting reactor vessel mixture level to that
obtained using the Thom correlation. As was the case for bubbly and slug
flow, the Thom correlation results in earlier core uncovery. There is almost
no difference in the maximum axial extent of core uncovery.

3.4:3 Summary and Conclusions for Question 4

The effects of assumed flow regimes in the steam generator[ ]and flow

paths were investigated. The flow regimes investigated in the steam generator
[ ]were heterogeneous and homogeneous. The flow regimes investigated in

the steam generator flow paths were bubbly, slug, and annular. In addition,

the effects of imposing[ ]
were investigated.

A1l of the effects investigated had a negligible impact on the predicted two-
phase mixture level in the core for a typical limiting small break LOCA.
Although the differences were slight, the C-E evaluation model (the Thom
correlation) resulted in the most core uncovery.
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3.4.4 REFERENCES FOR SECTION 3.4

3.4-1 G. Wallis, “One Dimensional Two-Phase Flow", McGraw-Hill Book Company
(1969).
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NOMENCLATURE FOR QUESTION 4

Flow area
Rate of change of mass flow rate

Hydraulic diameter

Gravitational acceleration

Geometric loss coefficient

Loss coefficient in liquid flow path
Loss coefficient in steam flow path

Average length to area ratio along flowpath

Ratio of length to hydraulic diameter

Reynolds number based on liquid flow

Average mass flow rate

Liquid mass flow rate

Steam mass flow rate

Elevation difference between bottom of steam generator
node and bottom of hot leg node

Height of liquid in hot leg

Void fraction

Pressure drop

Elevation difference

Average flow pith density

Density of liquid

Density of steam

Density of two-phase mixture in steam generator
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Table 3.4-1

Analyses Performed for the Flow Regime Effect
on Pressure Drop Study

Node Flow Regime Path Flow Regime
Heterogeneous Thom's two-phase multiplier
Homogeneous Thom's two-phase multiplier
Heterogeneous [ ]
Heterogeneous Bubbly Flow
Heterogeneous Slug Flow
Heterogeneous Annular Flow
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Figure 3.4-2
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Figure 3,4-3

Core Mixture Level for Base Case

(0.1 FT Break)

42, l T T T

[ & ] TOP_OF HOT_LEG

280 : e
—
= A BOTTOM OF HOT LEG _ _ _|
_
= \\\\\ TOP_OF CORE
» 21 T k/
Ll /
— -
=
et
>
lu . P -
—_— - _BQTTOM OF CQRE
7. -
J. 1 i 1 |
C. 500, 1004, 1500, <000, 2500,

TINE, SECONDS

3.4-13




MIXTURE LEVEL, FT

Figure 3.4-4
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Figure 3.4-6

Effect of Modeling Bubbly Flow in
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Figure 3.4-7

Effect of Modeling Slug Flow in

Steam Generator Flow Paths on Core Mixture Level
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Figure 3.4-8
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3.9 RESPONSE TC QUESTION 5 (CORE HEAT TRANSFER)

2:9:.3 Statement of Question 5

The verification of the core heat transfer model to conditions encountered
during small break transients must be documented. Of particular concern is
the model used during partial core uncovery tc determine the temperature of
the uncovered cladding. The heat transfer model must be demonstrated to be
conservative cdmpared to applicable data, i.e., the ORNL Bundle Uncovery
Tests.

3.5.2 Detailed Response to Question 5

The calculation of cladding temperature during the core uncovery phase of a
small break LOCA depends strongly on two models. One of the models predicts
the axial extent of the two-phase mixture region. The region above the two-
phase mixture is cooled by the flow of steam generated in the two-phase
region. Thus, the axial extent of the two-phase region should be con-
servatively predicted. The other model, used to calculate the cladding tem-
perature, is the heat transfer coefficient model. The heat transfer model,
used in the uncovered portion of the core, is particularly important because
it is in this region that the cladding temperature can significantly exceed
the saturation temperature.

The response to this question is divided into two parts. The first discusses
the two-phase mixture swell model and the second discusses the heat transfer

coefficient in the steam cooled region of the core.

Two-Phase Mixture Level

The level swell model determines the height of the two-phase mixture in the
core during a small break LOCA. The height of the two-phase mixture deter-
mines both the steam flow rate available to cool the uncovered portion of
the core and the axial extent of the uncovered portion of the core.




Level swell data has been obtained in rod bundle geometry from the Thermal
Hydraulic Test Facility (THTF) at the Oak Ridge National Laboratory (ORNL).
The ORNL level swell data, Reference 3.5-1, was used to evaluate C-E's
level swell model,

The ORNL Tevel swell results are presented in Table 3.5-1. Testing was
conducted in the THTF, a 64 rod, high pressure, electrically heated test

Toop which was set up to produce conditions typical of the uncovered phase

of a SBLOCA. The THTF rod bundle has uniform radial and axial power profiles
and dimensions typical of nuclear fuel rods in 17 x 17 assemblies. The heater
rods were instrumented with thermocouples at seven axial locations spaced

~Z2 ft apart. In addition, a low range differential pressure cell allowed
measurement of the hydrostatic pressure drop across the test section.

Initial test conditions were established by pressurizing the system to the
desired test pressure and setting the test section inlet flow to a pre-
determined value. Once initial conditions had been established, power

was applied and the bundle was allowed to partially uncover. Eventually,
the system would reach steady-state with the test section inlet flow equal
to the boiloff rate and approximately 25% of the bundle uncovered. Steady
state level swell data were acquired under these conditions.

Figure 3.5-1 shows the core uncovery phase of a SBLOCA. The region of interest
is the two-phase region., In this region decay heat is removed from the rods

by pool boiling. The height of the region depends on the amount of liquid
present and the rate at which steam moves through the region. Heat trans-

fer coefficients are quite large in this region and cladding temperatures

are only a few degrees above the saturation temperature. The steam release
rate from the surface of the region is approximately equal to the decay

heat encompassed by the region divided by the enthalpy of vaporization.

3.5-2



The model for the relative motion between the phases used in CEFLASH-4AS is
a drift velocity model. DOrift velocity is defined in Reference 3.5-2 as the
difference between the vapor phase velocity and the total volumetric flux.

Vp = ug - (dg + 3) (3.5-1)

9 9

where

\P = ug (1-a)

J = u_a

VD = drift velocity

“f,g = actual liquid, vapor velocities

= superficial liquid, vapor velocities

a = vapor void fraction (volume vapor/volume mixture)

The drift velocity model used in CEFLASH-4AS (Reference 3.5-3) is independent
of void fraction and varies only with pressure, as shown below.

[ (3.5-2)

VD has units of ft/sec

where

P is the pressure in psia

The C-E model was evaluated by using it to predict the mixture level
observed experimentally in the following way. The two phase mixture length
(L2¢) can be found from the collapsed liquid length (Lc) and the average
void fraction using the following relationship

LZ; = Lc/(l-:) (3.5-3)




The average void fracticn can be computed by integrating along the boiling
length as shown below

3= t';: o adZ (3.5-4)

The local void fraction can be computed from the local volumetric flux (jg)
and the drift velocity (VD) using equation (3.5-1,

J

a = VD_"'GH;'_j_fT (3.5-5)

9

Since the THTF has a uniform power profile in the axial and radial directions,
the volumetric flux increases linearly from zero to a maximum value at

the surface of the two-phase mixture., The surface volumetric steam flux is
listed in Table 3.5-1.

.S
jg Ig Z/LZo

0

o

J¢
where

j; = volumetric vapor flux at surface of the two-phase mixture

When the integration is carried out,the expression for the average void
fraction is

v [ e

- D

agg = 1-= tn (14 qi}-) (3.5-6)
Ig
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Figure 3.5-2 compares the results of this calculation to the data. Note
that the C-E model underpredicts the two-phase level. This will result
in a higher predicted cladding temperature than a model derived from the
ORNL data.

Steam Heat Transfer Coefficient

During the core uncovery phase of a SBLOCA, the region above the two-phase

mixture is filled with steam. The steam flow is given by its release rate from

the two-phase surface below. Entrainment of liquid droplets into the steam
region from the mixture below is not a significant core cooling mechanism,
since in transients of interest (core uncovery and high cladding temperatures)
the steam velocity does not exceed the entrainment velocity.

Cooling of the core in the uncovered region is accomplished by high pressure
steam through the following two heat transfer mechanisms:

-- Forced convection to superheated steam.
-- Radiation to superheated steam and to cc'lder metal surfaces.
The total heat flux at the outer surface of the fuel rod is, therefore,

qEot = Mot (Tw'Tv) (3.5-7)

where

feot * hconv L hrad (3.5-8)

is the overall steam cooling heat transfer coefficient with convection and
radiation components,

This response concerns the modeling methods that are used for core heat trans-
fer in the steam region and their comparison to experimental data. The



forced convection model for h and the radiation model for h are dis-

conv rad
cussed separately. The models' combined effects on calculated transients

are then presented and compared to similar calculations using the C-E
model.,

Forced Convection

It is useful to first describe the model presently used at C-E in licensing
calculaticas as well as other methods that are recoynized as generally useful
in correlating convective heat transfer data.

The C-E model (Reference 3.5-4) recognizes three heat transfer regimes in the
steam region. For turbulent flow, the Dittus-Boelter correlation is used
to evaluate the convective heat transfer coefficient,

K
negny ® 0-023 gt Re0-8 pr0-4, e > Rell) (3.5-9)
where
W.D
Re, = =i, (3.5-10)
v

The subscripts "v" indicate that all steam properties are evaluated at the
bulk vapor temperature. In the laminar steam flow regime, the Sieder-Tate
correlation is used,

K, o 1/3 u, 0.14
eony * 1:86 g Re, Pry (=) 9
‘ (3.5-11)

(L)
Re, < Re "'.

Here again all steam properties are evaluated at the bulk vapor temperature,

except for by which is evaluated at the temperature of the clad surface. In
the laminar-to-turbulent flow transition regime, the C-E model evaluates

3.5-6



the heat transfer coefficient by interpolating between equations (3.5-9)
and (3.5-11), [

]

h 0
Nu conv_~ .

v

The bounding transition flow Reynolds numbers are

e, <[]
e, <[]

For heat transfer to steam with significant radial variations of fluid pro-
perties (temperature), there are generally two methods recognized in the
lTiterature as being useful in correlating convection data (Reference 3.5-5).

(3.5-12)

The first is the temperature ratio method, in which the correlations take the
form,

T a3
= v 2
varying uniform
properties properties

A particular, well-known temperature ratio correlation is the McEligot cor-
relation,
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K T
heony = 0-021 5 Re3°8 Pre'4 (y9) 0.5 (3.5-14)
w

The second method for correlating convection heat transfer data with radially
varying properties is the reference temperature method. In this method, the
heat transfer coefficient is evaluated from a standard constant-property
correlation, with the fluid properties evaluated at some reference temperature,

T = alTv + azT

1 E (3.5-15)

which generally falls between the sink (bulk vapor temperature, Tv. and the
scurce (rod) temperature, Tw. In this manner, a source temperature dependence
1s introduced for the fluid properties, accounting for the fact that the re-
sistance to heat transfer in turbulent flow occurs primarily near the surface
of the source,

Thus, the Dittus-Boelter correlation with the reference temperature method
is
4

K
heony = 0-023 5~ Reff-8 Pr?,'

— (3.5-16)

with C-E applying equation (3.5-16) with Tr'Tv for turbulent flows.

Experimental heat transfer coefficients which were recently obtained at ORNL
shed new light on the applicability of turbulent flow heat transfer correlations
in variable-property (TN/Tv > 1.2) cases (Reference 3.5-6). The test facility
is a 64-rod, high pressure, electrically heated test loop designed to simulate
conditions that are expected in typical SBLOCAs. For this test series,

Maximum T > 2260°F
3500 < Re < 10,000
380 < p < 1030 psia
8560 < surface heat flux < 14,900 Btu/ftz-hr
.2l - T./T, < 1.63

Transition from the turbulent into the laminar flow regime was not observed
to occur in the range of bulk vapor Reynolds numbers tested. Based on this



observation, the transition range assumed at C-E, equation (3.5-12), appears
very conservative,

The convective test data indicates that the Dittus-Boelter correlation,
equaticn (Reference 3.5-9), with steam properties evaluated at the bulk vapor
temperature significantly overpredicts the heat transfer coefficient for rod-

to-steam temperature ratios T /T > 1.25. This is shown in Figure 3.5-3 as a
logarithmic plot of Nu/Ree'8 Fr?" versus the temperature ratio TN/TV. The

Reynolds number monotonically increases with the temperature ratio. Figure
3.5-3 clearly shows an increasing overprediction with increasing temperature
ratio as the radial variations of fluid properties become increasingly im-
portant,

A similar trend of overpredicticn is observed for the reference-temperature
form of the Dittus-Boelter correlation, equations (3.5-15) and (3.5-16), with
a; * 3, = % The McEligot correlation, equation (3.5-14), provides a sub-
stantially improved correlation, but still overpredicts the high temperature
ratio data.

A reference temperature correlation in which the fluid properties are evaluated
at the rod surface temperature, Tr - Tw.

k
E W 0.8 50.4
hconv 0.021 T Rew Prw (3.5-17)
does provide 3 good match with the test data, as shown in Figure 3.5-4,
Equation (3.5-17) is therefore representative of the ORNL data in the Reynolds
number and temperature ratio ranges of the experiments.

In light of this new information, equation (3.5-17) has been implemented in
the PARCH code, as a user option, for calculating the crnvective coefficient
for heat transfer to steam in the turbulent flow regime. The Reynolds number
evaluated at the .lad surface temperature is calculated as

HSD O
Rew - :—-A- -o- (3.5-18)
w v
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Comparing this with equation (3.5-9), we find that

v
W V.
v

v w

Sinc - the kinematic viscosity (v) increases and the Prandtl number decreases
as the temperature goes up, the revised convection correlation, equation
(3.5-17), yields considerably lower heat transfer coefficients than equation
(3.5'9)0

Radiation

The second mode of core cooling in the uncovered portion of the core is thermal
radiation from the rods to high-pressure, superheated steam and to the colder
metal structures. The C-E licensing model does not account for core cooling
by radiation*,

ORNL's analysis of the THTF heat transfer data shows that, under conditions
typical of some SBLOCAs, thermal radiation accounts for 22 to 37% of the
total heat transfer from uncovered fuel rods to their surroundings. Of that,
radiation to colder metal structures accounts for 3.5 to 6.2% of the total
heat transfer.

In order to assess the C-E heat transfer model, a rod-to-steam radiation
model was incorporated into PARCH as a user option.

A radiation heat transfer coefficient is defined as the ratio of radiant heat
flux to the rod-to-steam temperature difference,

B (rd.14
i, . <Ty v v
rad g vy

(3.5-19)

2,7 2
= Eo (Tw+Tv) (Tw +Tv )

*PARCH does have a radiation model for calculating radial heat transfer
across the gap in the fuel rod.
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where the exchange coefficient, £, is given by

E = 1 | (3,5-20)

The emissivity of the outer surface of the zircaloy cladding, €, is given
empirically as a parabolic function of temperature (Reference 3.5-7).

The emissivity of high-pressure steam, €, varies with the pressure and tem-
perature of the vapor and was calculated by the Hottel empirical method
(3.5-8) using the high pressure emissivity corrections of Ferriso (3.5-9).

Results

A series of runs was executed with the PARCH code, ucing the ORNL recormended
core-to-steam heat transfer calculation. The purpose was to compare results
using the ORNL model to existing results obtained using the C-E model.

Figure 3.5-5 and Table 3.5-2 present the peak cladding temperatures (PCTs) for
a spectrum of cold leg breaks in the reactor coolant pump discharge leg of a
typical C-E designed NSSS. The break sizes analyzed are 0.05, 0.1, 0.2 and

0.5 ftz. PARCH input deck setups for these cases are based on an existing

ECCS performance study that used the C-E Evaluation Model. The inputs of the
earlier and present studies differ only in the code version and in the use

of three input options that control the three components (radiation, convection
and transition) of the best-estimate model.
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The reasons for the differences in predicted peak clad temperature are

as follows., The limiting break size is predicted by LOCA analysis models
currently used at C-E, as a direct outgrowth of the relationship between system
dynamics and the hydraulic behavior of the primary coolant system and ECCS.
A LOCA transient that has severe hydraulics (delayed SIT injection and
prolonged core uncovery) is allowed to become thermally severe (high fuel
rod temperatures) by the conservative nature of the core heat transfer
model. By ignoring radiation to steam, the heat transfer model under:
calculates the core cooling ability of steam, and becomes more conservative
at higher temperatures. This magnifies the influence of system hydraulics,
which are a function of break size, by treating the hydraulically severe
transients more conservatively than the less severe transients.

In the ORNL heat transfer model, steam is a better heat sink. In parti-
cular, radiation to steam becomes more effective as the temperature in-
creases, thereby damping out the effects of system hydraulics. Therefore,
in the ORNL analyses considerea here, the PCT for the limiting break size is
reduced more than the PCT for non-limiting breaks.

Figure 3.5-6 shows the clad surface and coolant temperatures alonq the

length of the rod, for the 0.1 ft2 break, at the time the PCT occurs. Also
shown are the convective and total heat transfer coefficients, hconv and htot’
in the steam region. Corresponding curves from the C-E heat transfer model
are shown in broken lines. Also indicated are the steam flow regimes for

the ORNL model. (For the C-E model the steam flow is transitional

throughout because of the higher transition point Reynolds number:) Due to
improved rod-to-steam heat transfer, the ORNL model shows a slightly higher
steam temperature and a considerably lower cladding temperature, It also
exhibits a shift of the PCT location from the peak power location to the

top of the rod.




2

The same information is shown in Figure 3.5-7 for the 0.5 ft~ break. Here,

too, the C-E model predicts transitional steam flow throughout., Since the
two-phase level is depressed in this case, the steam flow rate is Tower than
it was for the 0.1 ftz break. This causes the ORNL model to show a con-

siderable increase in steam temperature relative to the C-E model.
Therefore, despite its higher heat transfer coefficient, the ORNL

model predicts only a slight improvement in the rod-cooling ability of the
steam. The PCT, therefore, remains a2t the peak power location.

3i9d Summary and Conclusions For Question 5

Two-Phase Mixture Level

Level swell data h:s been recently obtained in rod buncdle geometry from the
Thermal Hydraulic Test Facility (THTF) at the Oak Ridge National Laboratory
(ORNL). A comparison of the C-E level swell model to the ORNL data led to

the following conclusion.

-- The C-E model predicts a lower mixture level than any of the ORNL data.
Modification of “he C-E model to be more representative of the ORNL
data would result in higher predicted two-phase mixture levels than
are currently predicted. This would increase the steam “low rate
available to cool the uncovered portion of the core and reduce the steam
temperature at the hot spot. The combined effects would result in
lTower predicted clad temperatures.
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Steam Heat Transfer Coefficient

Heat transfer data was recently obtained by ORNL with the THTF, The data,
obtained in high pressure bundle uncovery tests under conditions typical
of small breaks, led to the following conclusions regarding the C-E heat
transfer model.

-- Rod-to-steam thermal radiation, which is not accounted for in PARCH,
is an important core cooling mechanism. Radiation accounts for
22-37% of the total heat transfer to steam.

.- Steam flow through the rod bundle remains turbulent for Reynolds
numbers as low as 3,500. This contrasts with the
transition flow rejime that is normally used in C-E analyses.

.- In severe, high-temperature transients, radiation is an important
cooling mechanism, and the C-E model is therefore very con-
servative.

-- In the less severe, lower-temperature transients, radiation becomes
less important relative to convection, The C-E model is more
accurate in predicting cladding temperatures in these cases, but
always stays on the conservative side.

3.5.4 References for Question 5
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Juestion

Superficial velocity of liquid, vapor

Vvelocity of liquid, vapor
Drift velocity
Distance measured from the top of subcooled region

Local, average void fraction

Collapsed liquid
L1quid
yapor

Two-phase

Steam Heat Transfer Coefficient

Coolant channel area

Constants in tem ture ra and reference temperature
correlations

Specific heat at constant pressure

Hydraulic diameter

Radiant heat exchange cocefficient, equati

Convective heat transfer coefficient

Radiant heat transfer coefficient

Y
vy ©

Overall steam cooling heat transfer coe
Thermal
Length of fuel rod

Height of two-pha

ce 1+
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Prandt]l number, CD u/k

Surface heat transfer rate per unit area

Reynolds number, aSD/NA

Transition point Reynolds numbers at tne laminar and
turbulent endpoints of the transitional regime
Temperature; TV, vapor temperature; Tw, clad surface
temperature; Tr’ reference temperature

Steam mass flow rate

Emissivaty; e,» vapor emissivity; Cw' clad surface

emissivity

Absolute viscosity
Kinematic viscosity
Density

Stefan-Boltzmann constant

Subscripts

uantity evaluated at reference temperature, T
J

g

Quantity evaluated at bulk vapor temperature, TV

Quantity evaluated at clad surface temperature, Tw




TABLE 3,5-1

THTF LEVEL SWELL DATA

Linear Volumetric Collapsed*
Power, nod Pressure Vapor Flux Mixture Level* Liquid Level Average Void

_ (kw/ft) _(psia) (ft/sec) (ft) (ft) Fraction

419 .38 .63 4.30
613 .57 .38 4.99
618 ™ b .01 .30
1018 .87 .58 .81
1009 .39 . .79
387 .76 . .41

*Mixture level and collapsed level are measured relative to the top of the subcooled region.
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Fiqure 3.5=3

Comparison of Dittus-Boelter Correlation, Equation (3.5-9)

(x 10‘2)5 to ORNL Data (3.5-6)
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Fiqure 3.5-4

Comparison of Reference Temperature Dittus-Boelter Correlation,

Equation (3.5-17), to ORNL Data (3.5-6)
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Figure 3.5=5

Peak Clad Temperature Vs. Break Size
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Figure 3.5-6

Clad and Coolant Temperatures and Heat Transfer Coefficients
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3.6 RESPONSE TO QUESTION 6 (METAL HEAT TRANSFER)

3.6.1 Statement of Question 6

Heat transfer from metal surfaces, i.e. piping, vessel walls, etc., con-
stitutes a significant portion of the heat transferred to the primary side
fluid during a small break LOCA. Since the heat transferred to the fluid
affects the system depressurization rate, demonstrate that metal heat transfer
is calculated conservatively.

3.6.2 Detailed Response to Question 6

Since the small break LOCA is characterized by relatively slow depressuri-
zation rates, heat deposition from the energy stored in the metal walls may
have an influence on the transient responses. In particular, the time

of actuation of the safety injection tanks is determined by the total energy
deposited in the primary system fluid prior to the time of actuation.

]a correction is applied
to[ the lTumped parameter metal heat
transfer model in CEFLASH-4AS. The lumped parameter model which is the same
as that in previous FLASH codes underestimates the metal wall heat transfer
if no correction is applied.

The formulation of the correction factor is described in detail in Reference
3.6-1. Use of it produces[

J values of the correction factor, which
is dependent on break size, are shown in Figure 3.6-1. The values for a
blowdown time of[

]

The heat deposited into the coolant contained in the control volume is de-
fined from the energy equation written for the node as:

3.6-1



J
where
Q-i‘
Qi at
Tmetali (t +at) = Tmetal1 (t) - (meii
and

U; = change in internal energy for control volume i
“ij = mass flow rate of path j connected to node i
"ij = enthalpy of flow path j connected in node i
Q1 = wall heat deposition

me = wall specific heat

= two-phase level in node i
20,

= total height of node i
= wall temperature
= node coolant temperature

Lror
:
metal

Tf1uid
At = time increment

It may be noted that[
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]

In order to evaluate the sensitivity of predicted results to the magnitude
of wall heat transfer, calculations were performed both with and without the
correction factor applied.

The metal components in the reactor vessel and the vessel itself contribute
most of the wall heat because the vessel retains two-p.ase fluid throughout
the transient. The correction factors for the annulus and inner vessel are
] respectively. Thus, the annulus wall heat transfer is nearly
Jbut that from the inner vessel components is increased by[

The effect of the wall heat transfer correction on the inner vessel two-
phase volume and pressure is shown in Figures 3.6-2 and 3.6-3, respectively.
The effect is clearly very small., The reason for this lack of sensitivity
to increased wall heat transfer can be explained by considering the rates
of energy input from the core and expelled jut the break. The core heat
input determines the long-term rate of two-phase level recession due to
boiloff. The energy release rate at the break determines the rate of de-
pressurization, The various rates of energy exchange are shown in Figure
3.6-4, The wall heat input rate either with or without correction is small
compared to the other two rates. Furthermore, the difference in wall heat
predicted by the two methods is small compared to the wall heat input with
either method.

3.6.3 Summary and Conclusions for Question 6

The conclusion from this study is that wall heat transfer does not strongly
influence the calculated results. However, even though the effect is small,
the reference treatment described above maximizes the rate of wall heat input
over the small break spectrum, Its use, therefore, clearly produces more
adverse results than would be realistically expected.

3.6-3



3.6.4 References For Question 6

3.6-1 CENPD-132-P, "Calculation Methods for the Combustion Engineering Large
Break LOCA Evaluation Model", Combustion Engineering Proprietary

Report (August, 1974).
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Figure 3,6-4
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The theoretical and experimental justification for C-E's choice of the
Henry-Fauske and Murdock-Bauman models for single-phase water and steam
discharge is given in Reference 3.7-5. Use of the Moody model for two-
phase critical flow is a direct requirement of 10CFRS0, Appendix K
(Reference 3.7-6) and therefore does not necessarily represent C-E's
choice of a best-estimate model. However, since the size of the break is
not a clearly c¢efined parameter in a small break LOCA analysis, any re-

presentative two-phase discharge model will be adequate to predict maximum
core uncovery provided the spectrum of effective flow areas examined is
broad enough to span the range of possible leak flow rates.

To provide additional verification of the appropriateness of the C-E model

for small break LOCA calculations, C-E has examined additional experimental

data and performed a study to determine the sensitivity of core thermal/
nydraulic behavior to calculated break flow rate. In these studies, attention
was focused primarily on the effect of varying the discharge coefficients for bot
subcooled and two-phase flow from breaks in the primary system piping.

To verify the applicability of the C-E break flow model to small primary
coolant system pipe breaks, C-E has examined available data from several
critical flow experiments and found that the data of Sozzi and Sutherland
(Reference 3.7-7) is most appropriate for this application. This data was
obtained under conditions of relatively constant pressure over a range of
coolant enthalpies typically encountered during the subcooled and low-quality
two-phase discharge periods of a small break LOCA. In addition, the effects
of break geometry were considered through variation of both the size and

the shape of the break nozzle. A small break can be postulated as resulting
from either the shearing-off of a small pipe connected to the primary system,
such as an instrument line, or a small hole in one of the primary system
pipes themselves. Sozzi and Sutherland examined nozzles that are representa-
tive of both break geometries and found that, particularly for subcooled
flow, geometry effects are very strong and no single critical flow model

will be appropriate for both postulated break types.

3.7-2



A break resulting from the shearing-off of a small pipe was approximated

by a rounded-edge nozzle or sharp orifice with a short length of tubing
downstream equal in diameter tc the nozzle throat. As shown in Figure

3.7-1, the measured critical mass flux through this particular nozzle
configuration decreases steadily with increasing liquid enthalpy (de-

creasing subcooling) until the fluid stagnation conditions reach saturation,
then decreases very sharply immediately after the transition to two-phase

flow. Such behavior is typical of critical flow data obtained using converging-
diverging nozzles, and therefore is reasonably well predicted by several existing
flow models. Although S0zzi and Sutherland recommend the Homogeneous
Equilibrium Model (HEM) (Reference 3.7-8) as a best-fit to the experi-

mental data, Figure 3.7-1 shows that the C-E model predicts the data equally
well using an effective flow area equal to the actual nozzle area times a
discharge coefficient (CD) of 0.75. For this particular break geometry,
therefore, the experimental data support C-E's approach of defining a single
effective flow area for both subcooled and two-phase flow.

To evaluate the discharge flow through a small hole ir a primary coolant

pipe, the authors measured the critical flow rate through a sharp-edged

orifice in a relatively thin wall. As shown in Figure 3.7-2, discharge

through this nozzle configuration was dominated by non-equilibrium effects

and the observed variation in critical mass flux with fluid stagnation enthalpy
was quite different from that described in the previous paragraph.

Since the trend of this data would not be predicted by any available critical
flow model, C-E chose to examine the effect of this strong geometry effect
through a break flow sensitivity study in which the discharge coefficients
(CD) for subcooled flow and two-phase fiow were varied. The results of this
study, shown in Figure 3.7-3, indicate that both the depth and duration of
core uncovery are insensitive to the subcooled discharge coefficient and the
timing of core uncovery is delayed by reducing the two-phase discharge
coefficient. However, the depth of core uncovery is nearly the same for all
cases.

In all cases, the core uncovered after the break flow had switched from a two-
phase mixture to steam - a characteristic of limiting smail break LOCA's.
This study shows that the minimum mixture level in the core, for limiting

3.7-3




small breaks, is a function of the discharge coefficient during the time
steam flows out the break. Since 1imiting small breaks are characterized

by slow uncovery and recovery of the core, the peak clad temperature (PCT)
is a function of the decay heat and the minimum mixture level in the core.
Therefore, one would expect nearly the same PCT for all cases performed in
this sensitivity study. Naturally, delaying the time the core level reaches
its minimum will result in less decay heat and a slightly lower peak clad
temperature. In fact, heat transfer calculations predicted the PCT for

the nominal case to be 1624°F and for the case with the two-phase discharge
coefficient equal to 0.6 to be 1540°F.

Therefore, a break spectrum analysis using the C-E model with constant dis-
charge coefficients is expected to result in a higher PCT than an analysis
using a best-estimate break flow model. This is because the C-E model
(Moody) predicts a higher break flow than a best estimate model (HEM). As
a result, the C-E model will predict the core to uncover sooner than a

best estimate model, and the higher decay heat during core uncovery will
result in a higher PCT.

3.7.3 Summary and Conclusions for Question 7

for the calculation of break flow, the choice of break flow multiplier,

or discharge coefficient, during subcooled or two-phase discharge is
particularly important. Sensitivity studies for the worst (highest clad
temperature) small break have shown that the depth and duration of core
uncovery are insensitive to variations of the subcooled discharge coefficient.
However, a variation of the two-pnase discharge coefficient primarily effects
the timing of core uncovery. A two-phase discharge coefficient of 0.6 results
in less break flow, later core uncovery and, due to reduced decay heat, in
lower cladding temperatures than 2 coefficient of 1.0.

In the C-E Small Break LOCA Evaluation Model a discharge coefficient of
1.0 is used for subcooled and two-phase break flow. As mentioned above,
the choice of the numerical value of the discharge coefficient for the sub-
cooled break flow is of little consequence for the cladding temperature.
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The choice of a discharge coefficient of 1.0 for two-phase flow, however, results
in early core uncovery. Therefore, the discharge coefficient used in the C-E
Evaluation Model maximizes the calculated cladding temperature,

3.7.4 References for Question 7

3.7-1 CEN-114-P (Amendment 1-P), "Review of Small Break Transients in
Combustion Engineering Nuclear Steam Supply Systems", Julv, 1979
(Proprietary).

3.7-2 Henry, R. E. and Fauske, H. K., "The Two-Phase Critical Flow of
One-Component Mixtures in Nozzles, Orifices, and Short Tubes",
Journal of Heat Transfer, May, 1971.

3.7-3 Moody, F. J., "Maximum Flow Rate of a Single Component Two-Phase
Mixture", Journal of Heat Transfer, February, 1965.

3.7-4 Murdock, J. W., and Bauman, J. M., "The Critical Flow Function for
Superheated Steam", Trans. ASME, Series D, Vol. 86, 1964,

3.7-5 CENPD-132P, "Calculative Methods for the C-E Large Break LOCA
Evaluation Model", August, 1974 (Proprietary).

3.7-6 Code of Federal Regulations 10CFRS0, Appendix K, "ECCS Evaluation
Models", Federal Register, Vol. 39, No. 3, January 4, 1974.

3.7-7 Sozzi, G. L. and Sutherland, W. A., "Critical Flow of Saturated and
Subcooled Water at High Pressure", General Electric Col, NEDO-13418,
July, 1975.
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