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ABSTRACT

Independent assessment of the TRAC code was conducted at the Centre d'Etudes
Nucleaires de Grenoble of the Commissariate a 1'Energie Atomique (France)
in the frame of the ICAP.

This report presents the results of the assessment of TRAC-PF1/MOD1 version
14.3 using critical flow steady state tests (MOBY-DICK, SUPER-MOBY-DICK),
and blowdown tests (CANNON, SUPER-CANNON, VERTICAL-CANON, MARVIKEN,

OMEGA-TUBE , OMEGA-BUNDLE).
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EXECUTIVE SUMMARY

1 Objectives

Independent assessment of the TRAC code was performed using the cCri-
tical flow steady state tests MOBY-DICK and SUPER-MOBY-DICK, and the
plowdown tests CANON, SUPER-CANON, VERTICAL-CANCN, MARVIKEN, OMEGA-TUBE
and OMEGA-BUNDLE. The assessment studies include base case simulation
and sensitivity studies (among others nodalization sensitivity, and runs
with the choked flow model and with natural choking).

These experiments are devoted to phenomena that occur during blowdown
transients in a nuclear power plant, but are not representative of a po-
wer plant like plant subscale test facilities. The objective of the as-
sessment of the code uc.ng separate erfects experiments is then rather
to derive conclusions concerning the models and constitutive laws of the
code, than concl.sions concerning directly plant accident analysis.

2 Run Statistics

All the runs were performed on a CRAY-XMP-2200 computer with the code
TRAC~PF1/MODL version 14.3.

The extremum CPU time per cell per time step are given hereafter for
each experiment (in CPU & »10+3).

MOBY-DICK I dsd = 3ié
SUPER-MOBY-DICK t 0.6 = 1.2
CANON $ 17 = 2,8
SUPER-CANON t 17 = 38
VERTICAL-CANON 1 1l = 1.2
MARVIKEN t 1.6« 1.9
OMEGA-TUBE t 3.3 % 1:0
OMEGA-BUNDLE t 1.4 = 1.6

The largest CPU times per cell per time step correspond to the CANON
and SUPER-CANON tests with a break equal to the pipe diameter, for which
the blowdown transients are very fast (about 1 s from the opening of the
break until the atmospheric pressure is reached).
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3 Conclusions

3.1 Ganeral Agrespant

The general agreement between the critical flow and Dplowdown tests
and TRAC is moderate: the major trends are correctly predicted, and the
thermal hydraulic phenomena are rather properly modelled. However, TRAC

values are frequently outside the data uncertainties.

3.2 Critical Flow

The use of the choked flow model is convenient for fast transient
tests, like CANON, SUPER-CANON, VERIICAL~CANON, OMEGA-TUBE and ONMEGA-
BUINDLE tests, for which it works well.

Similar results are obtained with natural choking and the choked flow
model for steady state Oor low transient tests without interphase dese-

quilibrium (part of MOBY-DICK, SUPER-MOBY~DICK and MARVIKEN tests).

R,

The predictions with natural choking are far trom the data for fast
transients tests with two phase flow at the break (CANON, SUPER=CANON,
OMEGA-TUBE, OMEGA-BUNDLE). When the break flow rapidly becomes single
phase vapor flow, the discrepancy with the data is smaller than for the
other tests (CANON-VERTICAL). The lack of a virtual mass term in natural
choking probably takes part in the bad prediction of fast transients.

R

-
»

The lack of a thermal desequilibrium mnda)l in the choked flow model
elds a worse agreement with data than natural choking for steady state
low transients tests with interphase desequilibrium (part of MOBY-

(, SUPER-MOBY-DICK and MARVIKEN tests).

3.3 Conat.tutive Laws

”

NO irremediable 1ailure in the constitutive laws of TRAC was found.

However some improvemnents should be made, concerning the CHF correla-

tion, the boiling inception model and the interfacial shear stress coef-
ficient.

4 Recompended Code Improvesants

4.1 Critical Heat Flux Correlation

The Blasi CHF rr 1 used in TRAC is not suitable for low quali-
ties and for large mass flow rates. Too early boiling crisis are then
obtained for OMEGA-TUBE tests.




SETh/LEML/88-13

CH

3
rates 1

Improvements are
help of any model.
agreements. Meanwhile
in order to take intc

large mass flow

agreemant between TRAC
significant in-

transients
the

t break flows jlthout the
mass term may give better
‘hoked flow model 1s hneeded
thermal desequilibrium,

4.3 Delayed Boliling Hodel

4.4 Bernoulll Equation

"

In case of flow area varilat

ssure drops 4o

follow the Bernoulli equation 1 iguid single phase fl¢ The

pancy betwe¢n the pr
in the simv.ation of tome

The adsf quacy between the predic
flow and :he Bernoulll equa

eded.

e¢ 1Cted

Ci0M, 40N (Cd } Q% - W 5

The discre-

and embarrassing

tests

phase

4.5 Interfacial S8hear Stress

The sharp decrease of

tion between bubbl

oscillations at
} In the same
low regime,

reduced

the
uaiA
voigQ

case of ver-

between DI

oscillations

s§lzes are

However,




6/136 SETh/LENL/88-138

4.6 Rod Wall Thickness

An axially varying rod wall thickness model is needed, in order to
obtain more realistic rod wall temperatures in the simulation of the
OMEGA-BUNDLE tests,.

4.7 Time Btep

In the simulation of fast transients with fine mesh at the break
(little cell sizes and large velocities), a Courant stability criterion
calculated in subroutine TFLDS! becomes very limitative, This was not
found in the runs performed with version 13.0 of the code, where the va-
lue of parameter CSFID was 1+10+6, instead of 11043 in version 14.3,

The value of parameter CFS1D in subroutine TFiDSL is questionable.
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1 INTRODUCTION

1.1 Background

The International Cc e Assessmpent and Applications Program (ICAP) is
an international cocoperative reactor safety research program organized
by the Office of Nucleir Regulatory Research, United States Nuclear Re-~
gulatory Commission (U!NRC) in 1985 to provide an independent assessment
of USKRC sponsored the! mal-hydraulic codes. The codes are developed for
analysing nuclear powe ' plant response to postulated transients and loss
of coolant accidents ‘n light water reactors., The assessment results
from the ICAP are usd to qualitatively evaluate the code, and alsoc to
quantify code uncercainty. The ultimate goal of the code assessment
program is to use the quantification of code uncertainty for scaled ap-
plications of the code to determine the accuracy of the code for nuclear
power plant application.

The Commissariat 4 l'Energle Atomigue of France has Jjoined the ICAP
in september 1986. The code assessment program cf the CEA in the frame
of the ICAP inciudes mainly separate effects tests conducted in the Cen=
tre 4'Etudes Nucleaires de Grenoble.

Since there is a scarcity of plant transient or accide it data, the
code assessment has to rely heavily on simulation of the transients con=-
ducted in plant subscale test facilities. It is als~ .mportant to deter-
mine wether the thermal~hydraulic phenomena tnat are expected to control
the transients in a nuclear power plant can be properly modelled, and to
assess the constitutive laws of the codes. This 1s achieved by con-
ducting separate effect experiments, focusing on a particular phenomenon
and performed in a reduced or full scale.

1.2 Tests Belection

1.2.1 Bxperiments

The CEA supported continuous efforts to provide comprehensive separa-
te effects experiments. Many of them are devoted to phenomena that occur
during postulated blowdown transients in a nuclear power plant, and were
conducted in the Centre d'Etudes Nucleaires de Grenoble: the MOBY-DICX
and SUPER-MOBY-DICK steady state critical flow tests, the CANON, SUPER-
CANON, VERTICAL-CANON, OMEGA-TUBE and OMEGA-BUNDLE blowdown tests. The
CEA was also participant in the MARVIKEN full scale critical flow tests
international program, conducted in the Marviken power station in
Sweden.
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The succession of these experiments corresponds to an increasing com=
plexity and representativity of a nuclear power plant. The simpler expe~
riments (MOBY-DICK, SUPER-MOBY-DICK, CANON, SUPER-CANON, VERT . CAL~CANOMN)
are adiabatic tests in order to deal only with hydrodynamic phenomena,
and the test sections of these experiments have not been designed to Dbe
representative of whatever may exist in a nuclear power plant, but es-
sentially to allow accurate and significant measurements, in order to
obtain a better understanding of the bactic phenomena that occur during a
blowdown. The more coumplex experiments OMEGA-TUBE, OMEGA-BUNDLE) inclu-
de an heated tupe or rod bundle, simulating the core, and capacities si-
mulating the primary c¢ircuit volume.

The MOBY-DICK tests are devoted to steady state low pressure and low
guality critical flows, whereas the SUPER-MOBY-DICK tests are devoted to
steady state high pressure and high velocity ~=itical flows, both {9
vertical tubes of 14 or 20 mm inside diameter.

e CANON and SUPER-CANON tests are devoted to adiabatic blowdown
trar  ents in a simplified geometry consisting in a horizontal tube of
0.4 inside diameter. The CANON tests are conducted with an initial
pressure of 3.2 MPa, and the SUPER-CANON tests with an initial pressure
of 15 MPA corresponding to the pressure in the primary system of a PWR,

The VERTICAL-CANON tests are devoted to adiabatic blowdown transients
in a simplified geometry consisting in a vertical tube of 0.1 m inside
diameter, with a small break at the top. The VERTICAL-CANON tests are
conducted with initial pressures of 5 through 1§ ¥Pa.

The MARVIKEN Critical Flow Tests are devoted to adiabatic blowdown
transients in a reactor vessel followed by a discharge pipe and a
nozzle, which supports rupture discs. The tests are conducted with an
initial pressure of § MPa, with subcooled conditions in the vessel and
different nozzle lengths and diameters.

The OMRGA-TUBER tests are devoted to blowdown transients in a simpli=-
fied geometry consisting in a vertical heated tube of 0.012 m inside
diameter and 3.66 m length simulating the reactor core, connected ups=-
tream and downstream to capacities which simulate the primary circuit
volume, and support the nozzles preceeding the breaks. The OMEGA-TUBE
tests are conducted with an initial pressure of 16 MPA corresponding to
the pressure in the primary system of a PWR,

The OKBGA-BUNDLE tests are devoted to blowdown transients in a sim-
plified geometry consisting in a vertical bundle of 36 electrirally hea-
ted rods in full length simulating the reactor core, connected upstream
and downstream to capacities which simulate the primary circuit veclume,
and support the nozzles preceeding the breaks. The OMEGA-BUNDLE tests
are conducted wich an initial pressure of 13 MPA representative of the
pressure in the primary system of a PWR.
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1.2.2 Criteria for Tests Belection

Among the numercus tescs performed for each experiment, some were se-
lected for code assessment. The criteria for selection are stated he-
reafter.,

Thermohydraulic conditions of the test are as close as possidble of
the anticipated conditions to Dbe encountered during an accident on
reactor, The range of parameters is as large as possible; the valuex. of
the parameters of all the tests of a facility are inside the range of
the parameters of the selected tests. Tests have significant features:
that is to say, regarding some special effects, they are illustrated by
the selected teste, Experimental results, i.e. measurements, are accura-
te enough, and reliable, Tests are choosen in such a way that as few
tests as possible are needed tc achieve the previocus goals.

1.3 Objectives

The objective of thie report is to present the results of the code
simulations and the comparisons with the experimental data for tests se-
lected from the MOBY-DICK and SUPER-MOBY-DICK critical flow tests, the
CANON, SUPER-CANON, VERTICAL~CANON, MARVIKEN, OMEGA-TUBE and OMEGA-BUN-
DLE blowdown tests,

The experiments are devoted to phenomena that occur during blowdown
transients in a nuclear power plant, but are not representative of a po-
wer plant like plant subscale test facilities. The objective of the as-
sessment of the code using separate effects experiments is then rather
to draw conclusion concerning the models and constitutive laws of the
code, than to derive conclusions concerning plant accident analysis.

1.4 Report Outline

Chapters 2 through 9 present the bulk of the assessment work, each
chapter corresponding to a single experiment, in the following succes-
sion: MOBY-DICK, SUPER-MOBY-DICK, CANON, SUPER-CANON, VERTICAL~CANON,
MARVIKEN, OMEGA-TUBE and OMEGA-BUNDLE.

Each chapter opens with the test section description, including a
description of the measurements performed, It is followed by the code
input model, and then by the base case calculation results and run sta-
tistics., Sensitivity studles are then presented, including always noda-
lization sensitivity and results obtained with natural choking and with
the choked flow model, and finally the conclusion derived from the code
assessment using the considered experiment. The tables, including typi-
cal input data decks, are inserted after each chapter. The figures are
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presented in " Nlume 2 of this report, in order to provide a better rea-
ding of toge .her the text and the figures. Overall summary, conclusions

and recommendations are presented in chapter 10.
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2 MOBY-DICK CRITICAL FLOW EXPERIMENTS

2.1 Test Description

The MOBY-DICK criticai flow steady state tests were conducted in the
Service des Transferts Thermigues of the Centre 4'Etudes Nucléaires de
Grenoble (France), during the years 1971 through 1975 (test section 1:
Réocreux, 1974, test sections 2 and 3: Guigouarn et al., 1978),

2.1.1 Test Bections

The MOBY-DICK tests were conducted with three different test
sections, each for vertical upflow.

The lower part of test section i consists of a vertical straight pipe
of 20 mm inside Aiameter and 2.160 m length, including § pressure taps.
The upper pa.t of test section | consists of a vertical straight pipe
section of 20 mm inside dlameter and 0.285 m length, followed Dby a 7
degrees Aivarging nozzle 0.327 m long, and another straight pipe of 60
mm inside diameter and 0.208 m length. The upper part is instrumentecd
with 35 pressure taps.

The lower part of test section 2 consists of a vertical straight pipe
of 14 mm inside diameter and 2.426 m length, including 4 pressure taps.
The upper part of test section 2 consists of a vertical straignt pipe of
14 mm inside dAiameter and 0.245 m length, followed by a 7 degrees diver-
ging nozzle 0.2536 m long, and another straight pipe of 45 mm inside
diameter and 0.2816 m length. The upper part is instrumented with 22
pressure taps.

The lower part of test section 3 consists of & vertical straight pipe
of 26.5 mm inside diameter and 2.227 m length, followed by a converging
nozzle 0.130 m 1ong, and a straight pipe of 1/ am inside diameter and
0.069 m length. The lower part is instrumented with three pressure taps.
The upper part of test section 3 is the same as the upper part of test
section 2.

The two parts of test sections 2 and 3 have not the same I ughness
(the upper part is smooth).
2.1.2 Neasurements
The diametral density is measured at seviral locations along cne tes.

section by the X-rays absorption technique, for test section 1 only. The
measurement error is evaluated to 5 &,

MOBY-DICK
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The Pressure is measured by pressure taps implemented along the test
sections. Results are given with an accuracy of S0 Pa for the measure-
ments in test section 1, and with an accuracy of 500 Pa for the measure-
ments in test sect.on 2 and 3.

The fluld tempersture at the inlet and outlet of the test sections is
measured by cnromel-alumel thermocouples, with an uncertainty of 0.1 K.

The mass flow rate is measured by a turbine flow meter with an uncer=
tainty of 1 &,

2.1.% Test Matrix

The tests with section | were conducted for three pressures ( 0.150,
0,175 and 0,200 MPa) and four mass flow rates (4.2, 6.5, 8.7 and 10.)
Mg/m2.8).

The tests with section 2 wece conducted for one pressure (0.20 NMPa)
and four mass flow rates (6.5, 8.5, 10.2 and 11.9 Mg/m2.s8). The tests
with section 3 were conducted for four mass flow rates (5.4, 6.9, 7.8
and 10.2 Mg/m2.8) at the pressure of 0.35 MPA, and for four mass flow
rates (9.0, 11.7, 13.3 and 14,7 Mg/m2.&) at the pressure of 0.7 MPa. For
each fixed value of the critical pressure and mass flow rate, two
through five tests are conducted, with a reduction of the outlet pres-
sure. If the inlet pressure remains the same, then the flow is under
critical conditions.

The following tests were selected for TRAC simulation in the frame of
the ICAP:

Test section 1t
Test 403: P=0.15 MPa, G= 4 Mg/m2.s8, T=390 K.
Test 408: P=0.15 MPa, G=10 Mg/m2.s, T=389 ¥,
Test 455: P=0,20 MPa, G=10 Mg/m2.s, T=398 K.

Test section 2@
Test 79: P=0.20 MPa, G=10 Mg/m2.s, T=398 K.

Test section 3:
Test 172: P=0.70 MPa, G=13 Mg/m2.s, T=447 K.

2.2 Input Model

Tables 2.1 give typical input data decks used for the MOBY-DICK simu=
lations.

2.2.1 Components

The test section is modelled with a PIPE component.

MOBY=-DICK
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Two BREAX components, one at the entrance and the other at the exit
of the test section, are used to impose .ne pressure boundary condli-
tions. The temperature is imposed at tie entrance in the BREAK compo-
nent.

The entrance and exit BPLAK lengths are egual respectively to the
tirst and last cell ler-..h, in order to impose the entrance and exit
pressure at the ex» . location where they are measured.

2.2.2 Wodaligation

In order t.u compare predictions with data rear the throat, where the
pressure and void fraction variations are very large, a fine mesh 1is
used at the throat (0.02 m). Simulatione are made without the choked
flow model (option ICFLOW=(),

The sige of the cells is increasing from the throat to the ends of
the tube, until 0.45 m or 0.50 m at the inlet, -.ad 0.08 or 0.09 at the
outlet. Twenty-six cells are used to model *.st section 1, and twenty~
five for tests sections 2 and 3 (fig. 2 -/

In order to cbtain a valuable cLomparison between tests, the same in-
let positicn for each test must be used, as explained in paragraph
2.85.1. The inlet pressure at position ZA (ZA=-2,396 m with 2=0 at the
throat) is therefore extrapolated from the other experimental pressures
for test 455, where experimental pressure PA at ZA is missing. In the
same way, an inlet pressure PAL at pusition ZAl (ZA1=-2.395 m) 1is extra-
polated from pressures PA at ZA (2A=-2.433 m) and PD at 2D (2D=~0.723 m)
for test 79 performed with test section 2. The value PAL=0.378 MPa 1is
obtained.

For test 172 performed with test section ™ 1ly the measured pressu-
re PD at 2D (2D=~0,327 m) is available. The lo .t of test section 3
18 therefore modelled as the lower part of test s “n2 (14 mm dia-
meter, same friction factor). The inlet pressure Pa at ZAl is extrapo~
Jated from the experimental presrsure PD at ZU and the calculated pres-
sure Arop between ZAL and ZD. The value PAl=1.078 MPa is obtained.

2.2.3 Priction Pactor

Pressure measurements located before the boiling inception point, in
the lower part of the test sections, give informations to fit the wall
friction factor. Neglecting the acceleration term and the variation of
the physical properties of the fluid gives the following pressure gra-
dient (with TRAC nomenclature):

DP/DZ =rho * g+ 2« f e rho» VsV /Dh,
where

f =a/Res#0.2 and Re =rho » V *Dh / mu
are tne friction factor and Reynolds number.

Measurements give DP, DZ and V; the physical properties rho and mu

are taken from the code. The value of the coefficient & fitted from the
experimental results are presented in table 2.2,

MOBY-DICK
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The experimental value of the coefficient @& is compared to the stan-
dard value of the code, which is 0.046. The conclusion is that for test
section 1 and the upper part of test section 2, the experimental value
corresponds to the standard value (smooth tube). For the lower part of
test section 2 the standard value is too low: an additional friction
factor is used (FRIC option). The value of FRIC is calculated from the
following eguation:

FRIC = 2 « (fexp ~ fcode ).

For testL 79 (with the measured value of V), the value FRIC=1.7+10-3 is
obtained. For test 172, conducted with test section 3, no sufficiently
pressure measurements exist to fit the coefficient, and the same values
as for test 79 are used.

2.2.4 initial Conditions

The following initial conditions are imposed in each cell of the PIPE
component: void fraction is zero, vapor and liquid velocity are 0.1 m/s,
vapor and liquid temperature are the inlet temperature, pressure is 0.2
greater as the saturation temperature corresponding to the inlet tempe~
rature.

The time step is free, with an initial value of 1+10-3 5. The code is

run with fixed boundary conditions to reach a steady state for each
test.,

2.3 Code Predictions and Comparisons with Data

2.3.1 Oscillations

The run are pursued until 20, 40 or 60 seconds real time without
obtaining a steady state because coscillations occur (fig. 2.2). For tes-
ts 403, 406 and 79, the amplitude of the mass flow rate oscillations is
lower than the data uncertainty (1 %). For test 455, the ampiitude of
the oscillations is 2.5 &, and for test 172, it is 5.5 &,

These oscillations are due to the small length of the cells at the
throat on one hand (see the nodalization sensitivity study paragraph
2,5.2), and to the abrupt decrease of the interfacial shear stress for a
void fraction of 0.78, corresponding to the transition between bubble
=s8lug flow and annular flow regime, on the other hand (for test 403
only).

2.3.2 Boiling Inception
In the code predictions, boiling begins when the pressure becomes lo-
wer than the saturation pressure, whereas in the experimental data boi-

ling begins with a liquid overheating of 2 through 3 K. A delayed boi-
ling model is missing in the code.

MOBY-DICK
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2.3.3 Critical Fiow

Table 2.3 compares the measured and calculated values (relative to
the position ZAl) of the critical mass flow rate for each test. Test 403
at low mass flow rate gives the woret results, For this test, the calcu-
lated void fraction at the throat is large, and very different from the
measured void fraction, which explains a dAifferent behavior from the
other tests.

It has to be noticed that these critical flow results are relative to
a given inlet position, as explained in paragraph 2.5.1.

2.3.4 Pressure ané¢ Void Praction Profiles

The preseure and void fraction profiles are drawn at a given real ti-
me of 20, 40 or 60 seconds, depending on the test (fig. 2.3). Their time
variatione due to the oscillations are weak.

The measured and calculated pressure lines coincide at the inlut po-
sition ZAL, and then diverge in proportion of the difference between the
measured and calculated mass flow rates (the slope of the presswe 1line
in the single phase region is proportional to the squared mnuss flow
rate).

The boiling inception leads to an inflexion of the pressure line,
which is predicted at a too high pressure (lack of a delayed boiling mo-
del), but at positions not far from the experimental ones (except for
test 403): the calculated pressure difference between the inlet and the
boiling inception point is lower than the measured pressure difference,
with a discrepancy which roughly corresponds to the difference between
the measured and calculated boiling inception pressures. The measured
and predicted void fraction lines are then not far one from the other.
For test 403 at lower mass flow rate, the pressure differences have not
the same order of magnitude than for the other tests, and the boiling
inception point is predicted far from the experimental one. The void
fraction lines are then very different.

2.4 Run Statistice

The runs are performed on a CRAY-XMP-2200 computer with TRAC-PF!/MOD1
version 14.3. The run statistics are given con table 2.4, and figures ? 4
and 2.5 show typical plets of the time step and CPU time versus real
time.

For test 403, the time step is lower than for the other tests: void
fraction oscillations, corresponding to the transition between bubble-
slug flow aid annular flow in the interfacial shear stress, occur in ad-
dition to the oscillations that exist for the other tests.

MOBY-DICK
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2.5 Sensitivity Studies

2.5.1 Entrance Location

Two simulations of test 408 are compared, the first corresponding to
the reference run (inlet position ZA = - 2,395 m), and the other perfor-
med with a shortened test section, with experimental pressure PD imposed
at inlet position ZD = - 0,828 m)., The results are given on tadle 2.6
and figure 2.6.

The two simulations lead to very different results in terms of criti=
cal mass flow rates, corresponding to very different pressure line
slopes. If tne pressure line obtained with the run performed with pres-
sure PD imposed at position 2D is extended until position ZA, a pressure
PA' ls obtained, lower of 0.327 MPa from the experimental pressure PA,
In other words, imposing the experimental pressure at one or another lo=-
Ccation 1is equivalent to impose one oOr another pressure at the same loca=
tior. Hence it is seen that the predicted critical flow depends on the
inlet position choosen by the code user, or on the pressure taps posi-
tion choosen by the experimentators.

The comparison is made for test 408, with a high mass flow rate, and
with two positions ZA and 2D far one from the other, two conditions
which eniarge the differences between the results of the two runs. Ne-
vertheless, the entrance location sensitivity is high, and the predicted
mass flow rates are relative to a given entrance position, and are not
absolute ones. Comparisons between tesis have then to be made with the
same entrance location for each test, wich is choosen to be =2.395 =
upstream the throat.

The MOBY-DICK experiments are useful to assess the boiling model at
low pressure. The more interesting part in the tests is t*. region after
the boiling inception point, where a two phase flow exist. The more the
single phase inlet region is long, the few the two phase region is
significant, with regard to the entire pressure &+op between entrance
and exit, the best seems to be the predicted flow rate.

2.5.2 Nodalization

Runs were performed with a cell size at the throat .. 0.008, 0.04 or
0.08 m instead of 0.02 m for the reference runs.

The results show that for sufficiently large cells at the ¢throat, a
steady state is obtained, except for test 403, for which void fraction
osclllations still remains (fig. 2.7). The pressure lines are few sensi-
tive to the meshing. The vold fraction lines are more sensitive: a fine
mesh is needed to track the boiling inception point (fig. 2.8). The mass
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flow rates are sensitive to the size of the throat cells (table 2.7),
hence the throat cells must be sufficiently small.

2.5.3 Choked Flow Nodel

Runs were performed with the choked flow model (option ICFLOW = 2,
with choked flow at the throat) instead of natural choking.

For the tests with weak interphase thermal desequilibrium, the resul-
ts are the same as those obtained with natural choking, with the same
nodalization sensitivity.

For test 172, the differences between the two runs are sensitive
(£ig. 2.9): the éiscrepancy with the data of the mass flow rate pre-
dicted with the choked flow model is =11 &, instead of =7 & for the re-
ference run.

2.6 Summary and Conclusions

The simulation of five MOBY-DICK steady state critical flow tests was
performed with the code TRAC-PFL1/MODI version 14.3. The test sections
are modelled with 25 or 26 cells, with throat cells of 0.02 m length,
and natural choking is used.

For all the tests, a steady state is not reached, due to the small
size of the throat cells, and, in addition for one test, to the abrupt
decrease of the interfacial shear stress for a void fraction correspon-
4ing to the transition between bubble-slug and annular flow. However,
the amplitude of the mass flow rate oscillations is sufficiently low to
allow comparisons between tests and data.

The pressure at the boiling inception is overpredicted, due to the
lack of a delayed boiling model. The experimental liquid overheating is
2 through 2 K at the boiling inception, which is significant at the low
pressures of the tests.

For the runs performed with an inlet position located 2.385 m Dbefore
the throat, the predicted critical mass flow rates are underpredicted,
with dev.ations of =7 through =15 & for high mass flow rates, and of
-39 & for the test at low mass flow rate, for which the void fraction
line is far from the data.

The results are very sensitive to the inlet location with regard to
tne throat, or to the single phase flow length with regard to the total
length, and the predicted mass flow rates are therefore relat..: to a
specified inlet location.

The runs performed with different cell sizes at the throat show that

the oscillations vanish with sufficiertly large cells (0.08 m), except
for the test with a void fraction sorresponding to the abrupt decrease

MOBY-DICK
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of the interfacial shear stress at the transition between the bubble
-slug ané annular flow regimes. The predicted mass flow rates are sensi-
tive to the cell size,

The runs performed with the choked flow model show & worse agreenment

with the data only for the test with a significant interphase thermal
desequilibrium,

MOBY-DICK
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Table 2.14t MOBY-DICK, typical input data deck for test section 1.
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Table 2..ibi :OOY-DXG. typical input daca deck for tost sections
and 3.
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Table 2.2: MOBY-DICK, experimental values of the friction

factor coefficient.

Test DP kePa DZ m vV m/s 10=5+Re a
403 32.7 2l 4.36 3.3 0.045
408 90.3 2.1 10.8 8.13 0.047
4558 63.9 1.573 10.7 8.62 0.04%
79 upper part 7 0.12 10.6 6.03 0.047
79 lower part 11% 4«73 10.6 6.03 0.088
Table 2.3: MOBY-DICK, measured and calculated mass flow rate,
pressure and void fraction.
Test 403 408 4585 79 172
Mass flow rate Mg/m2ss
Data 4.2 10.3 19.2 10.2 13.3
TRAC 2.6 9.3 8.7 9.2 12.3
Difference % -39 =10 -15 =10 =7
Throat pressure MPa
Pata 0.151 0.152 0.201 0.204 0.720
TRAC 0.128 0.170 0.229 0.223 0.780
Difference % -15 +12 +14 +39 +8
Throat void fraction
Data 0.50 0.085 0.15
TRAC 0.89 0.07 0.12 0.24 0.60
Difference +0.39 +0.02 +0.03
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Table 2.4:

HOBY-DICK,

run

statistics.

SETh/LEML/88~13

8

Test

Real

time s

Time step number

Mean time step s

CPU time / real

time

CPU time / (celletime step)

©f the critical parameters predicted
two different inlet positions.

flow
rate
Mg/m2xs

Difference
with the
data

Throat
pressu=
rePa

Throat
void

fraction

1 ion
ng
re

cept
oild
pressu
MPa

Jata

0.163

Inlet
position

Inlet
position
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Table 2.6: HMOBY-DICK, Comparison of the mass flow rates pradicted
with different throat cells sizes, and discrepancy with

the reference.

Cell size m

0.00%

flow rate Hg/m2es
Difference %

0.02C
(reference)

flow rate Mg/mz2es

0.040

flow rate Hg/m2es
Difference %

0.080

flow rate Mg/m2es
Difference %

HOBY~-DICK
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3 SUPER-MOBY-DICK CRITICAL FLOW EXPERIMENTS

The SUPER-MOBY-DICK critical flow steady state tests were conducted
in the Seivice des Transferts Thermigues of the Centre d'Etudes Nucléai-
res de Grencble (France), during th? year 1980 through 1983 (test
fection 1: Jeandey et al., 1981, test section 2: Jeandey et al., 1983,
test section 3: Jeandey and Gros d'Aillon, 1983).

3.1.1 Test Sections

The SUPER-MOBY-DICK tests were conducted with three different test
sections, each for vertical upflow.

Test section 1, named long nozzle with divergent, consists of a ver-
tical straight pipe of 66.7 mm inside diameter and 0.364 m length, fol-
lowed by a profiled convergent section of 0.100 m length, then by a
straight pipe of 20.13 mm inside diameter and 0.363 m length, then by a
7 degrees diverging nozzle 0.437 m long, and finally by a straight pipe
of 73.7 mm inside diameter and 0.750 m length.

Test section 2, ramed long nozzle with sudden expansicn, consists of
a vertical straight pipe of 87.5 mm inside diameter and 0.300 m length,
followed by a profiled convergent section »f 0.100 m length, then by a
straight pipe of 20.05 mm inside diameter and 0.400 m length, and final-
ly by a scraight pipe of 135 mm inside diameter and 1.600 m length (sud-
den expansion).

Test section 3, named short nozzle, con: ts of a vertical straight
pPipe of 87.52 mm inside diameter and 0.300 m length, followed by a pro-
filed convergent section of 0.100 m length, and finally by a straight
pipe of 135 mm inside diameter and 2.000 m length (sudden expansion).

3.1.2 Neasurements

The pressure .s measured by pressure taps implemented along the test
sections. The upper bound error value, given with 95 % confidence is
0.02 MPa.

The fluid temperature at the entrance of the test section is measured
Dy cwo platinum resistance probes. The upper bound value of the entrance
temperature error , given with 95 % confidence, is 0.2 K.

The mase flov rate is measured by a turbine flow meter. The upper
bound error value is 2 % for flow rates higher than 4 kg/s, and up to

SUPER-MOBY+DICK
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4 % for flow rates of 1 kg/s.

The mean density over chords at several locations along the test
section is measured using the X-rays attenuation technique, for part of
the tests conducted with test section 1 only. The mean error value 1is
about 2 §. The void fraction is calculated from the density measure-
ments, using the following hypothesee: the liquid temperature is the in-
let temperature; the vapor temperature 1s the saturation temperature
corresponding to the pressure measured near the density measurement 1o-
cation,

The power dissipated in the preheaters is measured in order to calcu-
late the inlet guality through a heat balance, ror the tests with posi-
tive inlet quality.

For the tests conducted with positive inlet quality, instabilities
occured in the loop, and the given values of the measurements errors are
not suitable.

3.1.3 Test Matrix

About hundred tests were conducted with test section 1, for mass flux
from 10 through 62 Mg/m2.s, pressures from 0.5 through 12 MPa and inlet
temperatures from 410 through 600 K. Twelve tests were conducted with
test section 2, the conditions of which correspond to twelwe tests of
test section 1. Forty tests were conducted with test section 3, the con-
ditions of which correspond to forty tests of test section 1.

The following tests were selected for TRAC simulation in the frame of
the ICAP:

Test section 1 (long nozzle with divergent):

Test 1: P = 12 MPa, G = 62 Mg/m2.s8, T = 579 K.
Test 2: P = 12 MPa, G = 48 Mg/m2.s, T = 593 K.
Test 3: P = 12 MPa, G = 44 Mg/m2.s, T = 598 K.
Test 4: P = 12 MPa, G = 37 Mg/m2.s, X = 0.05 %.
Test &: P = 12 MPa, G = 33 Mg/m2.s, X = 2.40 %,
Test 6: P = 4.8 MPa, G = 52 Mg/m2.s, T = 507 K.
Test 7: P = 3,3 MPa, G = 26 Mg/m2.s, T = 507 K.
Test B: P = 3.1 MPa, G = 22 Mg/m2.s, T = 507 K.
Test 9: P = 3.1 MPa, G = 21 Mg/m2.s, T = 507 K.
Test 10: P = 3.0 MPa, G = 20 Mg/m2.s, T = 507 K.

Density measurements were not included in these tests, but 1in the
following, conducted with similar conditions:

Test 1't P= 12 MPa, T = 579 K.
Test 2't P = 12 MPa, T = 5393 K.
Test 3': P = 12 MPa, T = 598 K.
Test 5': P = 12 MPa, X = 3.8 %.
Test 8': P = 3.1 MPa, T = 507 K.

SUPER-HMOBY-DICK
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Test section 2 (long nozzle with sudden expansion):
Test 11: P = 12 MPa, G = 62 Mg/m2.8, T = §78 K.
Test 12t P = 12 MPa, G = 47 Mg/m2.s, T = 585 K.
Test 13: P = 12 MPa, G = 42 Mg/m2.s, T = 97 K.

The parameters of test 12, as given in the experiments report, seem
to be inconsistent with regard to the values obtained in gimilar condi-
tions for test 2 in test section 1. As a matter of fact, the conclusions
Of the experiments report notice that a good agreement i, found between
the critical mass flow rates measured under the same conditions with di-
vergent and with sudden expansion. After an interview of the experimen~
tators, it seems that the entrance temperature printed in the report has
to be suspected. Hence a new test 12' is defined as follows:

Test 12': P = 12 MPa, G = 47 Mg/m2.s, T = §91 K.

Test section 3 (short nozzle with sudden expansion):

Test 14: P = 3,3 MPa, G = 43 Mg/m2.s, T = 507 K.
Test 15: P = 3,0 MPa, G = 2} Mg/m2.s, X = 0.9 %,

3.2 Input Nodel

Tables 3.1 give typical input data decks used for SUPER-MOBY-DICK si-
mulations.

3.2.1 Components

The test section is modelled with a PIPE component.

Two BREAK components, one at the entrance and the other at the exit
Of the test section, are used to impose the pressure boundary condi-
tions. The temperature is imposed at the entrance in the BREAK compo~-
nent.

The entrance and exit BREAK lengths are equal respectively to the

first and last cell length, in order to impose the entrance and exit
pressure at the exact location where they are measured.

3.2.2 Nodalization of the Convergent

3.2.2.1 Definitions

Let us consider the convergent modelled hereafter, where AOQ through
A3 are the flow areas, VO through V3 the velocities, and PO through P3
the pressures. All these values are defined at the cell edges. The pres-
sures POl, P12 and P13 at the cell centers are also defined.

SIPFR=MARY=NTAY



SETh/LENML/88-128 49/136

flow direction wesma> it et Sl S ol S
A . M. A2.M
vVo. vi. V2. W
PO. PL. P2.P3

POL P12 P2}

The following hypotheses are made: wall shear stress and gravity
pressure drops negligible, liquid single phase flow, constant density.
The pressure drop due to the restriction of the flow area is calculated,
with the Bernoulli equation on one hand (which corresponds to the data),
and like it is predicted by the code on the other hand.

3.2.2.2 Pressure Drop Given Dy the Bernoulll Bguation

The pressure drop P1L - P2, as given by the Bernoulli eguation is the
following:
(PL=P2 )/ rhow ( V2ee2 = V1iee2 ) / 2

The mass balance ylelds:
v2 / Vi= AL / A2
x L8 defined as the flowv area ratio) the Bernoulii equation is then
written under the following forms
(PL=P2)/rhow Viesd # (L = xee2 ) / 2

with our hypotheses, the following equation can alsdo be written,

which will be useful for the comparisons:
P23 = P2

3.2.2.3 Pressure Crop Calculated by TRAC

The staggered mesh scheme used by TRAC yields the following pressure
drop (shear stress and gravity terms neglected):
(PlL2 -~ P23 ) /rhomVv2 » (V2 = V1)

Taken into account the mass balance and the definition of x ylelds:
(P12 = P23 ) / rho = Vies2 o x » (X = 1)

The flow areas AO and Al are the same, and consequently the veloci-
ties VO et VL and the pressures POL and Ple, which are equal to Pl.

SUPER-MOBY-DICK
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3.2.2.4 Comparison

The difference between the pressure drops calculated by the two
methods is the following:
DP(TRAC) = DP(Bernoulli) = rho » Vies2 o ( X = 1 )ee2 / 2

If the convergent is modelled with several cells in the code, the to=-
tal pressure Arop ca'culated by TRAC is obtained Ly addition of the
pressure Arops calculated between the successive cells.

The comparisons are made for a convergent divided into 1, 2 8, 10
or 50 cells. The results are given on table 2.2, with values of VI cor-
responding to tests 1 and 10 ( lower and upper bounds: Vi=8,0 m/s for
test L and Vis=2,3 m/s for test 10, with rho = 655 kg/m3es for test L and
rho = 822 for test 10).

The code TRAC gives a pressure drop corresponding to the Bernouili
pressure Arop .nly with a grsat number of cells: when the flow area ra-
tio decreases anc hecomes rear 1, the calculated pressure arop Dbecomes
near the Bernoulli's uie. The use of a great number of cells is then re-
quired in osrder to obtain a realistic simulation of the tests.

Sensitivity studies, presented in paragraph 3.5.2, have led to the
choice of a convergent addelled with 285 cells of 0.004 = length. This
fine noding allows moreover a fine detection of the predicted bdoiling
inception point, when it is located in the convergent.

3.2.3 Nodalisation of the Test Section

In order to compare predictions with data near the throat, where the
pressure and void fraction variations are very large, a fine mesh is
used at the throat, and natural choking is used. Ths sensitivity study
presented in paragraph 3.5.3 shows that a cell size of 0.004 m is requi-
red (same size as in the convergent).

The sise of the cells is increasing from the throat and the conver=
gent to the ends of the tube. Fifty-six cells are used to model section
i, fifty-one for section 2, and thirty-six for section 3 (fig. 3.1).

3.2.4 Friction Pactor

Experiments were performed in liquid single phase flow in order to
evaluate the friction factor. Tacle 3.J gives the results obtained for
different Reynolds number, ¢hare fcode is the code standard friction
factor, and fexp the cape: Lrantal value.

The FIIC paramater ie¢ fltted using thw following equation:

FRIC = 2 = ( fexp ~ fcods )
The value FRIC » [, 0~10-3 {8 used for tn¢ simulations.

SUPER-MOBY-DICK
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3.2.5 Initial Conditions

The initial values are imposed in euch cell of the PIPE component:
void fraction is zero, vapor and 1iquid velocity are 0.1 m/s, vapor and
1iqui4 temperature are the inlet temperature, pressure is near the satu-
ration temperature corresponding to the inlet temperature.

The time step 15 free, with an initial value of 1+10-4 s. The code is

run with fixed boundary conditions to reach a steady state for each
test, with a steady state convergence criterion of 2#10-2.

3.3 Code Predictions and Comparisons with Data

3.3.1 Steady State
No steady state is reached for tests 10 and 15, with 100 s CPU.

For test 10, the void fracticn in the upstream region is weakly os-
cillating, but the mass flow rate is stable. A run with a steady state
convergence criterion of 2.5+10-2 instead of 2.0+10-2 leads to a steady
state after 220 time step (real time 4.64 s), with a predicted critical
mass flow rate greater of 0.2 % than the predicted one obtained with the
reference run.

For test 15, the mass flow rate oscillations are plus or minus 0.1 %,
and the void fraction of the upstream cells weakly oscillates. For this
test, a modification of the convergence criterion does not alter the re-
sults (fig. 3.2).

The better stability of the results obtained for the SUPER-MOBY-DICK
simulations compared with the MOBY-DICK simulations (see paragraph
2.3.1), although smaller cell sizes are used for SUPER-MOBY-DITK simula-
tions, is probably due to the high pressure of the SUPER-MOBY-DICK tests
(3 MPa and higher) compared to the low pressure of the MOBY-DICK tests
(0.7 MPa and lower), for which the constitutive laws are probably less
sultable.

3.3.2 Critical Flow

Table 3.4 compares the measured and calculated values of the critical
mass flow rates for each test. The predictions are particularly good Jor
the tests with high entrance subcocling, where the two phase flow region
is short. They are good for the tests with positive inlet quality, with
high inlet void fraction. Thu worst predictions are obtained for the
tests with entrance conditions near saturation, for which the bhoiling
model takes a large part.

The results obtained for tests 12 and 12', compared with the results

obtained for tests 1 and 2, confirm the probability of a wrong entrance
temperature for test 12.

SUPER-MOBY~DICK
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The simulation of the tests performed in test section 3 (short nozzle
with sudden expansion) is in poor agreement with the data. Bidimensional
effects are probably significant for these tests,

3.3.3 Pressure Lines

The pressure lines are presented on figures 3.3 chrough 3.5. The
pressure Arop in the convergent is overpredicted for the tests with high
entrance subcooling, for which the boiling inception point is located
downstream the convergent (tests 1, 6 and 11). The fine noding of the
convergent is not sufficient to correct the discrepancy with the Ber-
noulli pressure dArop (see paragraph 3.5.2). For tests 1 and 6, the void
fraction at the throat is sufficiently low, so that the entrance in the
divergent leads to a weak pressure increase, due to the enlargement,
which does not appear in the data. For these tests, the pressure increa-
se in the divergent is located more downstream than for the data: the
predicted condensation 1s too slow.

For the tests with entrance conditions near saturation (tests 8, 9
and 10), the large error concerning the critical flow leads to an over=-
predicted pressure at the convergent outlet. In the divergent, the void
fraction is overpredicted and the pressure underpredicted.

A rather good agreement is obtained for the pressure lines relative
tO the tests with positive entrance quality ‘tests 4, 5 and 15).

3.3.4 Void Praction Lines

The volid fraction lines are presented on figures s.3 for the tests
with void fraction measurements. The boiling model predicts a boiling
inception point located at the saturation conditions, but the data accu-
racy ls not sufficient to track precisely the experimental boiling in-
ception point, which 1s generally located in the convergent, where the
pressure gradient is very large. The predicted void fraction lines indi-
cate a slow initial volid fraction increase, and are rather in good agre-
ement with the data in the fully developed boiling region. However, the
agreement between a specified test and TRAC may be good for the wvoid
fractions but moderate or bad for the pressures and the mass flow rate.
It is difficult to draw a conclusion concerning the boiling inception
point.

3.4 Run Statistics

The runs are performed on a CRAY=XMP-2200 computer with TRAC-PF1/MODi
version 14.3. The run statistics are given on table 3.5, and figures 3.6
and 3.7 show typical plots of the time step and CPU time versus real
time. A constant value of the time step ic rapidly reached for all the
tests, including tests 10 and 15 for which no steady state is reached.

SUPER-MOBY-DICK



SETh/LEML/88+~138 §3/136

3.5 Sensitivity Studies

3.5.1 Entrance Location

The MOBY-DICK simulations made with TRAC (chapter 2) have shown a
great sensitivity to the entrance location. For the SUPER-MOBY-DICK
tests, the conditions are very different: in the region loccated upstream
the convergent, the pipe diameter is large (0.0667 m), hence the shear
stress is low, and the single phase pressure drop in the upstream part
of the pipe is weak. Moreover, this pressure drop 1s very weak with re-
gard to the abolute value of the pressure on one hand (3 MPa for the lo-
wer pressure, instead of 0.15 through 0.7 MPa for the MOBY-DICK tests),
and to the pressure drop in the convergent on the other hand.

Nevertheless a run was made in simulation of test 1, with the experi-
mental pressure Pl imposed at location 2! {(0.037 m upstream the conver-
gent) on one hand, and with pressure PO imposed at location 20 1located
1,537 m upstream t".= convergent on the other hand. PO is derived from Pl
and the experimental value of the wall shear stress ( PO = 12.015 MPa
for test 1l). The same result is obtained for the two runs. The entrance
location sensitivity is negligible for the SUPER-MOBY~DICK tests.

3.5.2 Nodalization of the Convergent

Runs were performed in simulation of test € (boiling begins after the
convergent ), and of test 10 (two phase flow in the convergent), with a
convergent modelled with 1, 2, 5, 10, 25 or 50 cells. These runs were
performed with throat cells of 0.02 m, before the final choice of the
throat cells length, but the conclusions concerning the convergent noda-
lization 4o not change. The results are given on table 3.6.

It is found that the more the cells number inCreases, the more the
critical mass flow rate, or the upstream velocity V1, increases. Hence
the term Vis»2 in the pressure drop formulation increases, and the pre-
dicted pressure drop decreases slowly when the cells number increases.
Moreover, the pressure drop depending on the squared velocity, a low ve=-
locity difference yields a large pressure drop difference: with 50
cells, the difference between TRAC and the data 1s relatively large 1in
terms of pressure drop. The pressure lines obtained with the different
runs are presented on figure 3.8. The pressure being calculated at the
cel. ntenter, there is a weak difference between the measured and <calcu-
lated locations of the pressures at the exit of the convergent.

In order to obtain realistic simulations, a fine mesh of the conver-
gent 1s required. For 50 cells, the CPU time may be long; moreover, the
accuracy of the mass flow rates measurements 1s 2 % for the high flow
rates, and 4 & for the low flow rates. Table 3.6 shows that the Adiffe-
rence between the models with 25 and with 50 cells are weak. Hence the
choice of 25 cells was made for the reference runs,

SUPER-MOBY=-DICK
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3.5.3 Throat Cslls HModsligation

Runs were performed with a cell size at the throat of 0.002, 0.01 or
0.02 m instead of 0.004 m for the reference runs.

The nodalization sensitivity becomes significant for cells of 0.02 m
(table 3.7 and figures 3.9). The choice of the lenghth 0.004 m for the
reference runs was made after this sensitivity study, and aliso in order
to obtaln precisely the pressure and veoil fraction profiles at the
throat, where their gradient are large. The size 0.004 m corresponds al-
8O to the size of the cells in the convergent.

3.5.4 Priction Pactor

Runs were performed whitout an adaptation of the code friction factor
to the measured one (with FRIC = 0). The critical mass flow rates obtai-
ned dirfer from the reference values from factors that are not higher
than the accuracy of the measured mass flow rates (+2.8 &% for test 1,

+1.4 % for tests 5 and 10), and the pressure and void fraction lines are
little medified.

3.5.5 Choked Plow Modal

Runs we-e performed with the use of the choked flow model (option

LOW = 2, with choked flow at the throat), and with throat cells of
«004 m and ¢ 02 m (table 3.9).

The differerce with the reference runs is large for the tests with a
large thermal d sequilibrium (high inlet subcooling), because the choked
flow model is bésed on the hypothesis of thermally homogeneous flow. The
-~

Choked flow model. is not planned for a fine mesh, and hence the pressure
iines are differ :nt for the two nodaljizations tested (fig 3.10

24V )

3.6 Bumary and Concluaions

The simulation of fifteen SUPER-MOBY-DICK steady state critical low
tests, with divergent and with sudden expansion, was performed with the
code TRAC-PFL/MODL version 14.3. The test sectionz are modelled with 36,
S1 and 56 cells, with throat cells of 0.004 m length, and the natural
choking 1s useq.

The staggered scheme used by TRAC does not respect the Bernoulli
equation for liquid single phase flow regime. A fine meshing (cells c¢¥*
0.004 m length) of the convergent located at the entrance of *“h:

est
sections 1s then required, in order to obtain realistic simulaticia.

SUPER=-MOBY=D10K
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HOo 8t®Ady #take is reached for only two tssta. Howaver the mass flow
rate oecillations are much lower than the 4ats accuracy. The datter sta-
pility of the SUPER-HOBY-DICY simulationz, comparad to tha HOBY-DICK ai-
mulations, 18 attributed to the higher prascure of the SUPER-KOBY-DICK
testa, for which the constitutive lawe are probably more suitable.

The predicted critical mase flow rates (re in good agreemsnt with the
data (discrepancy less than $§ %) for the tests with high entrance subco=-
oling, for which the two phase flow region is short. The discrepancies
betwoan predictions and data aro larger (up to 10 %) for the tasis with
nign inlet void fraction. The largest diacrepancies (up 20 23 &) are
obtained for the teste with entrance conditions near saturation, for
which the boliling model takeg & largs place.

The boiling modal predicte a boiling inception point located at the
saturation conditiong, but the data accuracy 18 not sufficient to <Lrack
precisely the expsrimental boiling inception point. The predicted void
fraction lines indicate a slow initial void fraction incresass, and arae
rather in good agreement with the data, oven if the agresment concerning
the pressures and mass flow rate ig poor.

Tho sensitivity at the throat cells 8120 becoree saignificant for a
c2ll lengkh of 0.02 m., The runs performad without an sxperimentally fit-
ted friction factor lead ¢o critical mana flow rates larger than the re-

ferance on®es, but with discrspancies not larger than the oxparimental
uncercaintiea.

The runs parformed with the choked flow model give a discrepancy with
the data larger than the reference run for the testg with high inlet

subcooling, corresponding to & large interphase thermal desequilidrium.
For the other tests, the discrepancy is low.

SUPER~NOBY-DICK
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Table 3..a81 SUPER-HOBY-DICK, typical input data deck, tast asction 1.
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Table J.ib: SUPER-MOBY-DICK, typical input data deck, test section 2,
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Table 3.2: SUPER-MOBY-DICK, pressure 4Arop in the convergent as given
by the Bernoulli equation and by TRAC.

Cell number 1 5 10 25 $0
DP(TRAC)/(rhosVie=2) 109.3 |86.2 73.7 |66.9 |62.6 [61.1
DP(Bernoulli)/(rhoaVies2) 59.6 |59.6 59.6 |5%8.6 59.6 9.6
Conditions 1
DP(TRAC) MPA 4.58 3.61 3.09 |2.80 2.62 2,56
DP(Bernoulli) MPa 2.50 2.50 2.50 |2.%50 2.50 2.50
Difference MPa 2.08 Leld 0.89 0,20 ]0.12 0.06
Difference % 83.2 44.4 23.6 12,0 4.8 2.4
conditions 10
DP(TRAC) MPA 0.48 0.37 0.32 0.29 0.27 0.27
DP(Bernoulll) MPa 0.26 0.26 0.26 |0.26 0.26 |0.26
Difference MPa 0.22 0.11 0.06 [0.03 0.01 0.01
Difference % 8% B 23 11 4 4
i3ble 3.3: SUPER-MOBY-DICK, experimental values of the friction
factor coefficient.
|
Rex10-86 5.1 5.7 6.2 6.7 1«3 7.9 .4 |11.0 13.6
2rfexp 6.1 6.0 6.0 | 6.0 | 6.0 5.9 | 6.0 5.6 5.9
*10+3
2+fcode 4.2 4.1 4.0 | 4.0 3.9 3.8 3.8 3.6 3.4
*10+3
FRIC=10+3 1.9 1.9 2.0 2.0 sk el 2.2 2.0 - %

SUPER-MOBY-DICK
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Table 3.4: SUPER-MOBY-DICK, comparison of the measured and predicted
critical mass flow rates.

Test Pressure Subcooling Measured rredicted | Discrepancy
MPa in K or critical critical A
entrance mass flow | mass flow
quality rate kg/s | rate kg/s
1 12.0 18.8 19.7 20.4 + 3.6
2 12,0 $.0 15.3 14.7 - 3.9
3 12.0 0.2 14.2 12.4 -12.7
4 12.0 Xe=0.,05 % 11.6 12.3 + 6.0
5 11.8 Xe=2.40 % 10.6 11.1 + 4.7
6 4.82 27.% 16.6 16.3 - 1.8
7 3.33 5.5 8.4 7.8 - 7.1
8 3.11 1.6 el 5.8 -18.3
9 3.07 .9 6.8 5.4 -20.6
10 3.02 0.0 6.5 5.0 -23.1
11 11.9 19.2 19.5 20.0 + 2.6
12 12.0 12.6 14.9 17.8 +19.5
3e! 12.0 6.6 14.9 15.2 + 2.0
13 12.0 1.1 13:31 12.6 - 3.8
14 3.32 9.3 13.4 11.0 -17.9
15 3.03 Xe=0.90 % 6.5 5.8 -10.8

SUPER-NMOBY-DICK



SETh/LENL/88-138

statistl

-~ ’
utv}y run

OBY~

SUPER-M

Table 3.5:

time s

w NTAD-D-ODO N - W 0 ~ @
= % NN A MM NN M vt 4 4 -4 - -4
T E G OO0 0O0OO0O0C0C OO0 O OO O O O O
® @ & T W, e o e . > = >
x v O O O O > O O O O O = g e o O
0
e X R gl s e YOS S
=
¢ G 9 OO0 0O0C OO0OOoOTr O O O 0O or
E @ O NN TTNOO O™ - W ) O
- 2 E OO Oe VMmO T ™M™ ~N ™
£+ @ 3 o3 o
o
O 4L 4006 @
4 @ . W R G W,y T Or-~-<LTr ™ &
a E @9 MO MNOT OO0 O A - > &
@ i w4 4 4NN -4 < o O W - 3
i o - -
o -
i Hd N F OO ®OoO A MNMNMm -+ O
@ -4 i o4 =4 -t -4




62/136 SETh/LEML/88~138

Table 3.6: SUPER-MOBY-DICK, simulations of the tests 6 and 10 with a
convergent modelled with 1, 2, 5, 10, 25 or 50 cells.

Nurber of cells 1 2 5 10 25 50

Test 6

Upstream velocity Vi
Measured: 5.74 m/s
Predicted by TRAC : 4.43 5.28 5.50 £.64 $.72

Difference % -22.8 -8.0 |=4.2 -1.7 =0.3

DP convergent
Measured: 1.62 MPa

Predicted by TRAC: 1.81 1.7% 178 1.70 1.69

Difference MPa 0.19 0.13 |0.10 0.08 0.07

Difference % *11:9 +8.0 +6.2 +4.9 +4.3

CPU time s 8 12 24 L) 240
Test 10

Upstream velocity Vi
Measured: 2.25 m/s
Predicted by TRAC: 1.74 1.78 1.80 1.81

Difference % -24.0 «22.0 =20.0 | =19.6

DP convergent
Messured: 0.26 MPa

Predicted by TRAC: 0.2} 0.20 0.19 0.18
Difference MPa -0.05 -0.06 -0.07 | =0.08
Difference % -19 -23 -27 =31
CPU time s - 8 12 17
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Table 3.7: SUPER-MOBY-DICK, critical mass flow rates predicted with
different sizes of the throat cells, and discrepancy with

the reference run.b

Test 1 3 $ 10

Cells of 0.002 m
Predicted mass flow rate kg/s 20.39 12.28 10.98 4.99
Discrepancy with the reference % 0.0 -1.2 -0.9 -1.2

Cells of 0.004 m
Predicted mass flow rate kg/s 20.3% 12.40 11.08 5.08

Reference

Cells of 0.0l m
Predicted mass flow rate kg/s 20.42 12.49 11.16 .12
Discrepancy with the reference % +0,1 +0.7 +0.7 +1.4

Cells of 0.02 m
Predicted mass flow rate kg/s 20.41 12.76 §.19
Discrepancy with the reference % +0.1 +2.9 +2.8

Table 3.8: SUPER-MOBY-DICK, critical mass flow rates predicted with
the choked flow model and d.fferent throat cells size,
and discrepancy with the data.

Test 1 3 5 10

Cells of 0.002 m
Predicted mass flow rate kg/s 18.5 11.9 11.0 5.0
Discrepancy with the data % -6 =16 +4 =23

Reference run:

discrepancy with the data % +4 -13 +5 =23

Cells of de C.02 m
Predicted mass flow rate kg/e 18.9 11.8 5.1
Discrepancy with the data % -4 -17 ~-22

SUPER=-MOBY~DICK
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4 CANON BLOWDOWN EXPERIMENTS

4.1 Test Description

The CANON blowdown tests were conducted in the Service des Transferts
Thermiques of the Centre d'Etudes Nucléajires de Grenoble (France), du-
ring the years 1575 through 1977 (Riegel and Maréchal, 1977).

4.1.1 Test Section

The test section CANON consists of an horizontal straight pipe of
0.1023 m inside diameter and 4.389 m lenght. This pipe is made of stain~
less steel NS~225 with 6 mm wall thickness. One end of the pipe is
closed. A rupture disc assembly is installed at the other end. Inter-
changeable diaphragms upstream the rupture 4isc allow the break diameter
to be modified.

4.1.2 Neasurements

The mean void fraction over the entire sectinn is measured at a loca-
tion 1.502 m from the closed end, by scattering of a neutron beam issued
from the Siloette research reactor in the CENG. For void fractions lower
than 0.8, measurements show a large dispersion, corresponding tc bubble
or slug flow regime.

Absolute pressures are measured at different locations along the test
section. The uncertainty of the pressure measurements is evaluated to 50
KP“

Temperatures are measured at the same locations as the pressures.

4.1.3 Test Procedure

The test section is heated and pressurized up to the desired initial
pressure and temperature. The rupture disc then breaks, and blowdown oc-
curs.

Temperature measurements show that a thermal stratification exists
before the blowdown. Radial temperature differences up to 10 K have been
observed. After the break opening, the temperature stratification is in-
verted: it seems that saturated vapor gathers upward, whereas overheated
liquid fills the bottom of the pipe.

CANON
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4.1.4 Test Matrix

The CANON tests have been conducted at an initial pressure of 3.2
MPa, at three different initial temperatures (473, 493 and 503 ¥K), and
four different preak diameters (30, 50, 70 and 102.3 mm). Some tests we-
re conducted twice or more with the same initial conditions, which yiel-
ds to several experimental curves for specified conditions.

The following tests were selected for TRAC simulation in the frame of
the ICAP:
Test D: Breaw: 0.1023 m (largest break), T = 473 K.
Test L: Break: 0.i023 m (largest break), T = 503 K.
Test I1: Break: 0.0300 m (smallest break), T = 503 K.

4.2 Input Nodel

Table 4.1 gives a typical input data deck used for the CANON simula-
tions.

4.2.1 Components and Boundary Conditions

The test section is modelled with a PIPE conponent. A FILL component
with FRIC = 1+10+20 simulates the closed end of the test section. A
BREAK component 1s used at the other end, wnere the pressure is imposed.

4.2.2 Nodalization

The cell lengths are chosen to ensure that the pressure and void
fraction measurement locations correspond to the center ~ a cell. Twen-
ty four cells are used, from 0.142 through 0.202 m (bre cell) with a
mean iength of 0.183 m (fig. 4.1). The wall is modelled with four nodes.

The break diameter 1s simply imposed as the hydraulic diameter at the
outlet edge of the last cell.
4.2.3 Initial Conditions
The initial values imposed at each cell of the FIPE component are
staded hereafter: zerc void fraction, experimental initial pressure and
temperature, velocities of 1+10-%5 m/s.
The blowdown is initiated at time zerc by setting the break pressure

to the value 0.1 MPa. The time step is free, with an initial value of 1
»10-4 s. Base case simulations are made using the choked flow model.

CRANON
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4.3 Code Predictions and Comparison with Data

4.3.1 Larqgest Break Tests

The blowdowns with a break corresponding to the pipe diameter are ve-
ry fast (about 1 s from the opening of the break until the atmospheric
pressure is reached in the pipe). During the blowdown, the three pressu-
res Pl, P2 and P3, measured in the closed end side of the pipe, as well
as the predicted ones at the same locations, take values very close each
one from the others. Comparisons are then only made for pressures PlL, P4
and PS5 (locations are shown on figure 4.1) and the void fraction. The
complete results are presented on figures 4.2 for test D and L.

The pressure reached at the end of the initial abrupt pressure
decrease is overpredicted with a discrepancy of about 0.3 MPa: boiling
is beginning in the code as soon as the saturation pressure correspon-
ding to the initial temperature is reached, whereas the experimental
pressure decreases under the saturation pressure. The absence of a de-
layed boiling model is responsible for this discrepancy. Effects of the
initjal temperature stratification, which canot be taken into account in
the code, probably also occur.

During the second stage of the blowdown (slower pressure decrease),
the pressure is well predicted, except for the closed end side pressure
of test L. The final pressure decrease (corresponding to void fraction
higher than 0.9) is anticipated by the code.

The predicted and measured void fractions in the closed end side are
consistant with the pressures: the predicted void fraction 1is first
within the data scattering, and is overpredicted at the end of the
blowdown.

4.3.2 Saallest Break

The blowdown transient with the smallest break is slower (abcut 8 s
for test I), and some liquid remains in the test section at the end of
the transient. All the pressures measured and predicted along the test
section have very close values during the blowdown. Hence comparisons
are only made for one pressure (P3) and the void fraction. The results
are presented on figures 4.3 for test I.

The pressure is predicted within the experimental scattering during
the first part of the transient, as is the void fraction. After that,
the pressure 1s overpredicted with a discrepancy up tc 0.6 MPa, and the
vold fraction is nderpredicted.

CANON
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the bad agreement between the data and the results obtained wilh natural
choking.

4.6 Summary and Concluelion

The simulation of three CANON blowdown tests (initial pressure 3.2
MPa) was performed with TRAC-PFL1/MODl version 14.3. The pipe is modelled
with 24 cells from 0.142 through 0.202 m. A break smaller than the insi-
de pipe diameter is simply modelled with an hydraulic diameter reduction
at the outlet edge of the last cell. The choked flow model is used.

For the tests with a break diameter egual to the pipe diameter (fast
transients), the pressure at the end of the initial abrupt decrease 1s
somewhat overpredicted: possible explanations are the lack of a delayed
boiling model in the code, and the initial experimental temperature
stratification. The pressure during the intermediate stage is correctly
predicted, but the final pressure decrease 1s anticipated by the code:
voidage of the test section is too fast.

For the test with a break diameter smaller than the pipe diameter,
the pressure 1 predicted within the experimental scattering during the

two first stages of the transient. The final pressure decrease 1is de-
layed by the code: voidage is too slow.

Void fractions predictions are ¢
Aictions: a void fraction overpredic
derprediction,

onslstent ith the pressure pre-
tion corresponds to a pressure un-

The predict

tions are little sensitive to the nodalization. A Courant
stability criter

ion reduces sharply the time step in case of fine mesh
at the break., The simulations performed with natural choking lead to ve-
ry fast blowdowns, far from the data. The lack of a virtual mass term
8 with natural choking probably takes a part in the bad pre-
fast blowdown transients.

-~

L)
5
-

v
14

-~
(™

f
d

CANON




SETh/LEML/88-128

69/136

Table 4.1t CANON, typical input data deck.
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Table 4.2: CANON, run statistice.

Tast D L I

Real time o 1.0 1.0 8.2

Time step nupber 133 137 172

Hean ¢ima 8LEP 7.8010=3 7.3200=3 4.8010-23

CPU tim® #» 7.9 8.2 6.8

CPU time/redl time 7.9 8.2 0.88

CPU tima/(celletime step) 2.5210=3 2.3210-3 1.7240-3
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§ SUPER-CANUN BLOWDOWN EXPERIMENTS

S.1 Test Description

The SUPER-CANON blowdown tests were conducted in the Service des
Transferts Thermigues of the Centre ¢'Etudes Nucléaires de Crenctle
(France), during the years 1978 and 1979 (Riegel, 1979).

The SUPER-CANON blowdown tests differ from the CANON Dblowdown tests
by the initial pressure (3.2 MPa for the CANON tests and 15 MPa for the
SUPER-CANON tests), and by some features in the test section.

5.1.1 Test Bection

The test section SUPER-CANON consists of an horizontal straight pipe
of 0.1000 m inside Aiameter (0.1023 m for CANON) and 4.389 m length (sa-
me as for CANON). This pipe is made of stainless steel NS-225 with 12.5
mm wall thickness (& mm for CANON).

One end of the pipe is closed. A rupture disc assembly is installed
at the other end., Interchangeable diaphragms upstream the rupture disc
allow the break diameter to be modified.

$.1.2 Neasuremsents

The mcasurements conducted are the same, and at the same locations,

as for the CANON tests.

5.1.3 Test Procedure

The tests procedure is the same as for the CANON tests.

5.1.4 Test Matrix

The SUPER-CANON tests were conducted at an initial pressure of 1%
MPa, at three di{ferent initial temperatures (553, 573 and 593 K), and
four different break diameters (30, 50, 70 and 100 mm).

The following tests were selected for TRAC vimulation in the frame of
the ICAP:
Test P: Break: 0.100 m (largest break), T = 553 K.
Test X: Break: 0.100 m (largest break), T = 593 K.
Test Q: Break: 0.030 m (smallest break), T = 573 K.

SUPER=-CANON
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5.2 Input Model

Table 5.1 gives a typical input data deck used for the SUPER-CANON
simulations. The same input model is used as for the CANON tests.

5.3 Code Predictions and Comparison with Data

$.3.1 Largest Break Tests

The blowdowns with a break corresponding to the pipe diameter are ve-
ry fast (about 0.3 & from the opening of the break until the atmospheric
presgure is obtained in the pipe). During the blowdown, the three pres-
sures Pl, P2 and P3, measured in the ciosed end side of the pipe, as
well as the predicted ones at the same locations, take values very close
each one from the others. Comparisons are then only made for pressures
Pl, P4 and PS5 (their locations are shown on figure 4.1) and the void
fraction. The results are presented on figures 5.1 for tests P and X.

The pressure reached at the end of the initial abrupt pressure
decrease is overpredicted with a discrepancy up to 2 MPa. Boiling is be-
ginning in the Code as soon as the saturation pressure corresponding to
the initial temperature is reached, whereas the experimental pressure
decreases under the saturation pressure. The absence of a delayed Dboi-
ling model is responsible for this discrepancy. Effects of the initial
temperature stratification, which canot be taken into account 4in the
code, proba. , also occur.

After some time, the predicted pressure takes a value close to the
experimental value, until the end of the blowdown. In the bottom side of
the pipe, the final pressure ‘.Trease is anticipated.

The void fraction is within the data scattering except when the dis-
crepancy between the predicted and measured pressures are high.

$.3.2 Smallest Break

The blowdown transient with the smallest break is slower (about 4 s
for test Q), and some ligquid remains in the test section at the (74 of
the transient. All the pressures measured and calculated along the test
section have very close values Auring the Dblowdown. Hence comparisons
are only made for one pressure (P3) and the void fraction. The results
aro presented on figures 5.2 for test Q.

The pressure reached at the end of the initial abrupt pressure

decrease is overpredicted, as for the other tests. The calculated pres-
sure rapidly joins the experimental one, and the pradiction is good.

SUPER=CANON
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The void fraction is well predicted except at the end of the tran~

nient, where it is underpredicted: more liquid than measured is pre-
dicted to fill the pipe at the end of the transient,

5.4 Run Statistice

The runs were performed on a CRAY-XMP-2200 computer with TRAC-PFl/MO-
D1 version 14.3., The run statistics are presented on table 5.2, and fi-
gures 5.3 and 5.4 show the plots of the time step and CPU time versus
real time, for tests P, X and Q.

§.5 ‘ansitivity Studies

§.5.1 Nodalization

In the reference runs, the pipe is divided into 24 cells. Simulations
nave also been performed with 13 cells (length 0.333 up to C.342 m), and
with 39 cells (length 0.131 up to 0.114 m) for test P. The results show
little nodalization sensitivity (fig. 5.5).

Another s!:.lation is performed, with a fine mesh at the break (44
cells are used, from 0.001 m at the break up to 0.200 m at the closed
end). The results are not very different from the base case, but the ti~-
me step is strongly reduced '“ig. 5.5). The observation concerning the
time step limitation made for the CANON tests with fine mesh (paragraph
4.5.1) 1s also valuable here.

§.5.2 Natural Choking

The reference runs use the code choked flow model. The simulations
performed with natural choking combined with a fine mesh at the break
lead to too fast blowdowns, and a time step decrease (fig., 5.6). The
discrepancy between the reference run (choked flow model) and the run
with natural choking is not large for test X, for which the break void
fraction more rapidly reaches a value close to 1 than for the other
tests. For test Q the break slip ratio at time 1 s is about 1.l with the
choked flow model, and is about 4.2 with the natural choking. As for the
CANON tests, the lack of a virtual mass term for the runs with natural
choking probabiy takes a part in the bad prediction of fast blowdown
transients.

5.6 Summary and Conclusion

The simulation of the SUPER-CANON blowdown tests P, X and Q@ (initial
pressure of 15 MPa) was performed with TRAC-PF1/MODL version 14.3. The

CHDERAANAN
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pipe is represented by 24 cells from 0.142 through 0.200 m. Break smal-
ler than the inside pipe dianeter is simply modelled by a hydraulic dia-
meter reduction at the outlet edge Of the last cell., The choked flow mo-
del is used.

The pressute at the end of the initial abdbrupt )Crease L8 somewhat
overjredicied: posnible explanations are the abse of a delayed Dboi-
1ing model, and the initial experimental temperature stratification.

For the tests with a break diameter equal to the pipe dlameter (fast
transients), the pressure is close to the experimental pressure, except
at the bocttom Of the pipe, where the final pressure decrease is autici«
pated.

For the test with a break diameter smaller than the pipe diameter,
the bolling inception pressure {6 overpredicted, and the prediction is
9004 after the boiling inception.

Calculations are few sensitive to the nodalization. A Courant stabi-
lity criterion reduces sharply the time step in case of fine mesh at the
break,

The simulations performed without the choked flow model lead to very
fast blowdowns, far from the data. The lack of a virtual mass term for
the runs with natural choking probably takes a part in the bad pre-
diction of fast blowdown transients.

SUPER-CANON
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Table S.1: SUPER-CANON, typical input data deck.

o

;a.vn G -n
THAC S8 /MDY ¥ S ) nu i
perrg

R L L L L L L L L AR
ANEL ST et
VINOPYE 1RO M
YEALN OONTREN. G0
. :\N’ Ml A

. "l)"'.' ':‘! .ﬂ- - ;‘U
L mo L
L L .=°0
¢ 0‘ [1Yman l"l qul'
'
’ " IV& O’. “ ﬂ.
o ° e o

MO MO OO0
wrTm

L)
. n:ummm
1
¢ - ey u"
A
. Mu n- CoMtIN  FRLY

IR ¢
L L] APIN VLN TLIN
200 ' e~ 3 °
D™ Sall PLOwIN VeIN  Pviw
g e 0 ¢ ° 20
™ 3 )
. rs :lﬂ :uv IOy lore
fODKIN VLN AN "IN (30]
01 ' Mty \ ) ' N
f AN CoMin e v
L ee o ‘ ° °
" J M weTion
. Wi Yl =
" . \ a
L ;— :lﬂ ]
A}
"1 LA
i congt - :',.-.’ .
a» om . . 8.
Ty I Pouiry VN POWSEL
F LX) L] e0
. L]
A » 0.

.ulonQ-'o.-.-t......D......Dh....l..---o--.u----.
. e

N EEEE

-uu- ' O-D LU
“ahave
LM Y l

B
s
H

““o
- -
0

LA

-
-
-

- wmEmRRsews

-ea3z 88 3
‘-- -
-mmameaes oo m®e aoae

v L I
"
AL I

.
s OOO0O00OO0O00O000000OLON00T
M ML LA
. ."!: LAl
il T e 0
LA
v \“: W om w

BRd 1 3
aiﬂ Urﬂ -lﬂ QQII'
1 OI-O . 1000 .
"“' L}
\ 18 e 1000 .
B

SUPER-CANCN



‘a

76/138 SETh/LENL/88~138
Table $.2: SUPER-CAMON, run statistics.

Tost P X o]
Real timg o 0.6 0.3 4.0
Time GROp nuaRar 113 103 188

Hean tice stap 3.3010=3 2.9010-3 2.8010-2
CPU time & 7.8 7.4 6.8
CPU t.wa/real time 18 23 1.7

CPU time/(cnllotime atep) 2.080210=2 3.0010=3 1.7010<3

SUPER-CANOH
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6 VERTICAL-CANCN BLOWDOWN EXPERIMENTS

6.1 Test Description

The VERTICAL-CANON blowdown tests were conducted in the Service des
Transferts Thermiques of the Centre d'Etudes Nucleaires de Grenoble
(France), during the year :982 (Gully et Blanc, 1982).

6.1.1 Test Section

The test section VERTICAL-CANON consists of a succession oOf five
vertical straioht pipes, successively of 0.6286, 0.6063, 1.8183, 0.6063
and 0.82768 m length, and of 0.100, 0.103, 0.100, 0.103 and 0.100 m insi-
de Aiameter. The total length 1s 4.4830 m. The pipes with 0.103 m inside
diameter are the vold fraction spool pileces. The pipes are made of
stainless stael 316L of 12.5 mm thickness. The test section is insu-
lated, except the void fraction spool pieces.

The bottom end of the test section is closed. The upper head is fol-
lowed by a converging nozzle of 7 degrees and 0.098 m length. The jun-
ction of the pipe with the nozzle is a toric piece with a radius depen-
4ing on the break diameter. The nozzle is followed by a stra;jht pipe of
4 mm length and the desired break inside diameter, and Dy the rupture
disc.

6.1.2 Neasuresents

Absolute Pressures are measured at the bottom and at the break, with
an accuracy of 1 N. Seven pressure taps along the test section give
pressure differences. The measurement error is evaluated to 2 N,

The fluid temperature i(s measured at the bottom and at the top of the
test section by chromel-alumel thermocouples, with an uncertainty eva=
luated to 1 K.

The diametral mean void fraction is measured at two locations, by a
gamma ray attenuation technigue.

6.1.3 Test Procedure
The test section is heated and pressurized up to the desired initial

pressure and temperature. The rupture 4isc then breaks, and blowdown oc-
curs.

VERTICAL=CANON
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6.1.4 Test Matrix

Eighteen CANON VERTICAL tests have been performed, with initial pres-
sures from 5.5 up to 15 ¥Fra, initial temperatures from 500 up to 590 K
&nd break diameters of 3, §, 7 and 15 mm.

The following tests were selected for TRAC simulation in the frame of
the ICAF:
Test ©: break: 10 mm, P = 13 MPa, T = 5§74 K.
Test 22: break: S mm, P= 6 MPa, T = 5085 K.
Test 24: break: S mm, P = 13 MPa, T = §73 K,

6.2 Input Nodel

Table 7.1 gives a typical input data deck used for the VERTICAL-CANON
simulations.

6.2.1 Ctwponents ané Boundary Conditions

The test section is modelled with a PIPE componen.. A FILL component
with FRIC = 1#10420 simulates the closed end of the test section. A
BREAK component is used at the other end, where the pressure is imposed.

6.2.2 Nodalisation

The cell lengths are chosen to ensure that the pressure and void
fraction measurement locations correspund to the center of a cell. Forty
two cells are used, with a minimum length of 0.061 m and a maximum .en-
gth of 0.170 m (fig. 6.1). The converging nozzle is modelled with ons
cell (0.098 m length).

The wall i1s modelled with four nodes.

6.2.3 Initial Conditions

The initial conditions imposed at each ~ell of the PIPE component are
staded hereafter: zero void fraction, experimental initial temperature,
initial pressures (the hydrostatic pressure distribution is evaluated in
order to obtain a correct initialization of the pressure differences),
velocities of 1.10-5 m/s.

The blowdown 1s initiated at time 23ro by setting the break pressure

to 0.1 MPa. The time step is free, with an initial value of 1+10-3 s.
The reference runs are performed with the clioked flow model.

VERTICAL~CANON
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6.3 Code Predictions and Comparison with Data

Pressure PO at the bottom of the pipe is caiculated through extrapo-
1ation from the predicted pressures of the two first cells. The complete
results are presented on figures 6.2.

6.3.1 Pressure

The pressure decrease at the bottom of the test section is well pre-
dicted by the code for the three tests. At the end of the initial abrupt
pressure decrease, the pressure is slightly overpred.cred (from 0.1
through 0.4 KPa). During the slow pressure decrease, the discrepancy
pbetween the predicted and measured pressures is less than 0.4 Mpa.

6.3.2 Void Praction

The void fractions predicted by the code show two types of oscilla-
tions+ littie amplitude oscillations (lower than 0.1) when the void
fraction is within the interval 0.3-0.4 (tests 22 and 24, with 5 mm
break diameter), and large amplitude oscillations (0.5-0.%) beginning at
a void fraction of about 0.65 (test 8, with 10 mm break diameter).

6.3.2.1 _arge . {llations

For tests 22 and 24, the void fraction in the bottom part of the test
section (under the liguid leve.) is always lower than 0.5, whereas the
cells located above the liquid level have a void fraction close to 1.
For these two tests, no cell has a void fraction between 0.6 and 0.7 mo=
re than a few time steps, and that is why large oscillations 40 not ap-

pear .

On the other hand, the void fraction of the bottom cells for test 9
rapidly increases to values of about 0.6-0.7. For these values Of the
void fraction, the interfacial shear stress coefficient decreases shar-
ply when the pressure is low. It corresponds to the transition between
bubb) - ‘ug flow and annular flow, Figure 6.3 shows the interfacial
shea. .88 coefficient versus the void fraction, for conditions cor=
respo.. ng to test 9 when oscillations exist.

The mechanism of the oscillations is the following: a hignh veid
fraction beeing reached, the interfacial shear stress decreases sharply;
then the liquid is no more entrained by the vaporj then the wvoid
fraction is reduced and the interfacial shear stress consequently in=
creases. Liguid is then entrained again, and the vo.d fraction becomes
high again. The cycle goes on, ustil all the l1iquid is evaporated (due
to the wall heating). The explicit caiculation of the interfacial shear

VERTICAL=CANON
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stress coefficient also takes a part in the existence of the oscilla-
tions.

Figures £.2a and 6.2b show that the large oscillations appear when
the pressure is sufficiently low (about 0.3 HPa). The interfacial shear
stress coefficient variation, between void fractions 0.50 and 0.75, 4in-
D Creases when pressure decreares (fig. €6.4). The large oscillations no-
ding sensitivity is studied in paragraph 6.5

1
D

For tests 22 and 24, the oscillations are much more low and corres-

pond to void fractions between 0.3 and 0.4. In this region the interfa-

< clal shear stress sharply decreases, for sufficiently large liquid and
T vapor velocCity differences (more slugs than bubbles in the flow). Figure

L 6.5 shows the interfacial shear stress coefficient versus the void

— fraction, for conditions corresponding to tests 22 and 24 wher oscilla-
- tions exist,

$.3.2.3 Cosparison with Dsta

Disregarding the oscillations, the void fractions predictions are ve-
ry good for tests 9 and 22. For test 24 the void fraction is underpre-
dicted at the €nd of the transient: the simulation does not predict the

passage of the liquid level at the bottom void fraction measurement lo-
cation, whereas data do.

5.3.3 Presoure Differances

The pressure differences predictions are consistent it the veid
fractions predictions: disregarding tne oscillations, the pressure dif-
} ferences are correctly predicted for tests 9 and 24. The pressure diffe~
: rences are first high (mainly liquid), and at the ond of the (- insient,
the dlfferences are very low (mainly vapor). For test 24 the pressure

- differences in the bottom of the pipe .re overpredicted at the end of
the transient.

1 6.4 Run Btatistics

The runy were performed on a CRAY-XMP-220N" computer with TRAC=PF1/MO-

v 10 run statistics are shown on tablie 6.2, and figures
6.6 and 6.7 show the plots of the time step and CPU time versus real
t
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6.5 Sensitivity Btudies

6.5.1 Modalimation

In the reference runs, the pipe is divided into 42 cells. Simulations
nave also been performed with 27 and 1% cells, the last cell being lar-
ger than the converging nozzle (respectively 0.171 and 0.260 m). The re-
sults show 1 'ttle nodalization sensitivity concerning the global re-
sults. However, the reduction of the cell number leads to a reduction of

the low and particularly of the large oscillations (fig. 6.8).

Another simulation is performed, with a fine mesh at the Dreak (59
cells are used, with the break cell of 0.004 m length). Results are not
very different from the base case, but the time step is sharply reduced
(fig. 6.2). Pressure PB at the break is calculated in this run: it 18

overpredicted when boiling beginns, and underpredicted since about time
60 .

It seems that in case of a fine mesh at the break, the Jourant stabl-
lity criterion becomes very iimitative. This limitation +vas not found
with our first runs performed with TRAC-PF1/MOD. version .3.0, but exis-
ts for the runs performed with version 14.0. This time Jimit cCriterion
is calculated in subroutine TFLDS1, line TFiDS81.780. Veriio. 13.0 gives
typically for the time step limit DELVMX 5.85 s (test 22, t = 50 8), and
version 14.3 gives 5.75+10-3 s. The value of parameter CSFID 1is 1+10+6
in version 13.0, and is 1+10+3 in version 14.0 and 14.3, hence the value
of DELVEX is reduced by a factor 1e10+3.

$.5.2 Hatural Choking

The simulations performed with natural choking lead to too fast
blowdowns: pressures are underpredicted, and void fractions overpre-
dicted (fig. 6.10).

The simulations performed with natrral choking and a fine noding at
the break yield a too fast blowdown, aowever less fast than in the pre-
vious simulation, with a reduced tire step (figures 6.10). The discre-
pancy between the results obtained with natural choking and with the
choked flow model is less large t.an for the CANON or SUPER-CANON tests,
probably because a single phase vapor flow regime 1s rapidly obtained at
the break for the VERTICAL-CAN'N tests.

VERTICAL=CANON
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6.6 Bumbary and Cr=Liusion

The simulation of three VERTICAL-CANON blowdown tests was performed
with TRAC-PF1/MOD1 versicn '4.3. The test section is modelled wit: 42
Cells with a length from 0.061 through 0.170 m. The converging nozzle is
modelled by one cell. The choked flow model is used.

The pressure at the boiling inception are sligthly overpredicted.

The predictions (pressure, void fraction, pressure d&4rops) for the
test with a 10 mm break diameter are in good agreement with the data,
despite large void fraction oscillations, imputed to the sharp decrease
of the interfacial shear stress in the transition zone between the bub-
bie-slug flow regime and the annular flow regime &t low pressure, asso-

-

ciated with the explicit calculation of the interfacial shear stress
coefficient.

The predictions for the testn w

ith a 5 mm break diameter are in good
agreement with the data, except a t

© slOow decrease of the liquid level
for the tes. at 13 MPa. For these tests, low amplitude oscillations
€Xist, corvesponding to the sharp interfacial shear stress decrease in
the transition zone between bubble and slug flow.

)

Predictions are few sensitive to the nodalization. The use of large

cells reduces the void fraction oscillations. A Courant stabllity crite-
rion reduces sharply the time step in case of fine mesh at the break.
This limitation is not found when the version 13.0 of TRAC is used, whe~
re the parameter CSFID in subroutine TFIDS1 had a value 1+10+6 tead
Oof 1+10+3 in version 14.3.

™

The blowdowns predicted with natural choking are too fast, howvever
with discCrepancies less large than for the CANON and SUPER-CANON tests,
for which & two phase flow regime exists at the break during a large
part of the transient, unlike the VERTICAL-CANON tests.
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Table 6.1t VERTICAL~CAN N, typical input data deck.
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Table 6.2: VERTICAL-CANON, run statistics.

Test 9 22 24

Real time s 120 400 400

Time step number 93 4360 4901
Nean time step 0.030 0.092 0.082

CPU time s 186 228 239

CPU time/real time 1.58 0.56 0.60
CPU time/(cell.time step) 1.1010-3 1.2010-3 1.2010-3

VERT I CAL~CANON



SETh/LENL/b8-138 88/136

7 MARVIKEN BLOWDOWN EXPERIMENTR

The MARVIKEN critical flow tests were conducted between mid-1877 and
december 1979 as a multinational project at the Marviken Power Sation in
Sweden (Marviken, 1982a).

7.1.1 Test Facility

The four major comporents of the facility are a vessel, originally
designed to be the nuclear power plant vessel, a discharae pipe, con=
nected at the bottom of the vessel, a test nozzls with the minimum flow
area in the sys“em, and a rupture 4isk assembly (Marviken, 19682b).

The total height of the vessel is 24.55 m. The vessel diameter is
§,22 m, and the diameter of the tep cupola is 1.5 m. The total volume of
the vessel 1s 421.147 m3, Some initial components of the vessel are in-
cluded in the vessel (core superstructure, moderator tank), and three
gratings were installed to eliminate vortex formation. A schematic of
the vessel 1s shown on figure 7.la.

The discharge pipe is made up of a streamlined inlet, a connection
piece, instrumentation ring 1, the upsiream pipe spool, instrumentaticn
ring 2, the ball valve and the downstream pipe spool. The total length
of the discharge pipe is 6.308 m, with 0.740 m inside the vessel. The
diameter is 0.752 m throughout most of the pipe.

The nozzle consists of a rounded inlet, with a radius of curvature
equal to the nozzle radius, followed tangentially by a cylindrical
section. The dimensions of the nozzle depend on the test., The nozzle
outlet is equipped with an assembly containing two rupture discs. A
schematic of the discharge pipe, the nozzle and the rupture discs 1is
shown on figure 7.1Db.

7.1.2 Measurements

The Marviken reports give detailed informations concerning the measu=
rements and the data accuracy (Marviken, 1982a and 1982¢).

The pressure is measured with pressure transducers of the strain gau-
ge type, located at the top and at the bottom of the vessel, at the ins-
trumentation rings of the discharge pipe, and at the inlet and outlet of
the nozzle. The maximum error (evaluated from the accuracy specifica-
tions released by the manufacturers of the apparatuses) is 90 xPa, and
th probable error (obtained by a statistical analysis of the spread of

o MARVTVEN
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data from groups of data channels which measured the same quantity) is
9 kPa.

The mean density over a diameter and two chords is measured by a gam-~
ma densitometer, upstream the second instrumentation ring of the dis-
charge pipe. The probable error if S0 kg/m3,

The temperature is measured by chromel-alumel thermocouples, at dif-
ferent locations along the vessel and the discharge pipe. The maximum
error is 2 K, and the probable erros is 0.6 K.

The pressure differences measured between the wall and Pitot tubes
located in the discharge pipe are used to obtain the mass flux profile
in the pipe. This profile, together with the measured density, gives the
BASS flOw rate throughout the tests. The error concerning the mass flow
rate depends on the flow conditions (subcooling or saturation) and on
the nozzle diameter. For subcooling conditions and a diameter of 0.300
m, the error is 5 V. For a diameter of 0.500 m, the error i8 3 §. The
mass flow rate is alsn evaluated from the axial differential pressures,
but the acruracy i1s less goud,

7.1.% Test Procedure

The first step in the test preparation is to fill the vessel with
deionized water until the s ecified elevation. The water is heated by
circulating from the botton of the vessel chrough an external electric
heater and re-introducing it into the vessel steam dome. A water ciicu-
lation in the discharge pipe is also organized.

The transient beginns at time zero at the rupture of the discs, and
is achieved when the ball valve is closed, or if there is no more liquid
in the vessel.

7.1.4 Test Matrix

Twenty-seven tests were conducted, with nozzle diameters of 0.200,
0.300 and 0.500 m, nozzle length L5 diameter ratios of C.3 through 3.6,
and initial subcooling up to S0 K.

The following tests were selected for TRAC simulation in the frame of
the ICAP (D is the nozzle diameter, L is the nozzle cylindrical length,
and DT is the initlial subcooling):

Test 6: D= 0.3 m, L/D= 1,0, DT = 30 K.

Test 17: D= 0.3 m, L/D = 3.7, DT = 20 K.
Test 24: D= 0.5 m, L/D = 0.3, DT = 30 K.

7.2 Input Model

Tables 7.1 give typical input data decks used for the MARVIKEN simu~-
lations.

MARVIKEN
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7.2.1 Components and Boundary Conditions

The vessel is modelled with a PIPE component, and the discharge pipe
together with the nozzle by a second PIPE component. The closed end of
the vessel is modelled with a FILL component with zerc velocities. The
preak is modelle’ - . a BREAK component, where the pressure is imposed.

7.2.2 Nodaligation

The PIPE component modelling the vessel is divided into (5 cells,
with a minimum length of 0.7 m, and a maximum of 2.3 m. The discharge
pipe is modelled with 10 cel's (length 0.38 through 0.74 m). The nozzle
(including the rounded inlet) is modelled with 2 or 3 cells depending on
the test (test 6: ~~1] length of 0.15 and 0.29 m, test 17: 0.42, 0.43
and 0.43 m, test 24: 0.22 and 0.17 m).

7.2.3 Initin' Conditions

The initial conditions imposed in each cell of the PIPE components
Are stated hereafter. The pressure is the hydrostatic pressure calcula-
ted from the pressure at the top of the vessel. The 1liquid temperature
profile is the experimental profile. The vapor temperature is the satu-
ration terperature corresponding to the pressure at the top of the
vessel. The void fraction is 1 for the cells located above tne .nitial
level, and 0 for the cells located under. For the cell including the
level, the void fraction is calculated from the level position. The ini-
tial velocities are 1+=10-5 m/s.

The blowdown is initiated a* time zero by setting the break pressure

to the value 0.1 MPa. The time step is free, with an initial vilue of
»10-2 5. Base case simulations are performed with the cnoked flow modal.

7.3 Code Predictions and Comparisons with Da'a

7.3.1 Tests 17 and 24

The initial pressure trough is not predicted by the code, due to the
absence of a delayed boiling model. The pressure is then underpredicted,
with a maximum difference with 4data of abhout 0.2 MPa, and (s overpre-
dicted at the end of the trans.ient.

The mass flow rate is underpredicted with a difference with the data
of about 20 & for test 17, and abo.t 30 & for test 24. The simulation
with the choked flow model (homogeneous nodel) is more converient for
test 17 with a iong nnzzle, than for test 24 with probably a fore large
thermal desequilibrium,

The predicted temperature in the discharge pipe is in good agreement
with the data at the beginning of the transient. From 50 s for test 17,
and from 30 s for test 24, the temperature becomes slightly overpre-

MARVIKEN
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dictcd, when it has reached the saturation value, and corresponds to the
overestimation of the pressure.

The results of tests 17 and 24 are presented o~ figures 7.2.

7.3.2 Test 6

Test 6 is analysed apart from the other, because it was performed in
experimental conditions less good than the other tests: changes were na-
de after test 14 in the internal devices of the vessel, the rupture dis-
C6 gecametry, and the test procedures. The initial temperature profile iy
questionable, and radial temperature differences as high as 8 K are mea-
sured in the discharge pipe during the transient, wherea: temperatures
differences lower than the data accuracy are measured for tests 17 and
24.

The censity used for the evaluatic of the experimental mass flow ra-
te is the liquid density until time 39 s, and after this time it is a
tv> phase density deduced from pressute difference measurements in the
discharge pipe. The discrepancy at time 35 s 1s caused Dby the use of
these two methods, and 1s probably not a real #&ass flow rate discre~
pancy.

The pressure predictions are similar to the other tests. The mass
filow rate is underpredicted with a difference with the data of about 25
% in the perijod of single phase flow in the discharge pipe. The tempera-
ture in the discharge pipe is underpredicted from the beginning of the
blowdown, whereas it was in good agreement with the data for the other
tests., This confirmse the dubious test conditions of test 2, especially
concerning the initial temporature profile.

The results of test 6 are presented on figures 7.3,

7.4 Run Stetistice

The runs were performed on a CRAY-XMP=2200 computer with TRAC-PF1/MO-
D1 version 14.3. The run statistics are showi on table 7.2, and figures
7.4 and 7.5 show the plots of tie time step and CPU time versus real ti-
me for tests 6, 17 and 24.

7.5 Sensitivity Studies

7.5.1 Nozzle Alone

As the pressure and temperature conditions are measured during the
transient at ti'e nozzle entrance, it is possible to simulate the MARVI-
KEN tests without the vessel. The measured pressure and temperature con=-
ditions at 0.675 m upstream the nozzle inlet are imposed in a BREAK com-

MARVIKEN
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ponent, and also the void fraction. During the period of two phase flow
in the nozgle, the experirental void fraction at this location is not
known, nence only the initial period of the transient, with single phase
in the discharge pipe is simulated with nozzle alone.

For test 17, the perdicted mass flow rate discrepancy with the data
is about ~10 &, whereas it was about =20 § for the reference run., For
test 24, the two runs differ only from the time where the pressure is
underpredicted in the reference run. For test 6, the discrepancy ig
=35 % whereas the reference was -25 %, and this Aifference comes from
the urderprediction of the discharge pipe temperature for the reference
run.,

The results of the runs with nozzle alone, and the comparison with
the refarence runs area presented on figures 7.6.

7.5.2 Modaliszation

The simulation of test 24 was performed with a fine mesh at the
break. The nozzle was modelled with 6 cells (0.125, 0.100, 0.066, 0.080,
0.030 and 0,020 m) instead of 2. The results show little variations with
regard tc the reference run, but the time steps are divided into 3 or 4
(fag. 7.7).

7.5.3 Natural Choking

7.5.3.1 Reference Meshin

The simulation of test 24 was p'wrformed with natural choking., The
predicted blowdown is somewhat fastr than for the reference run, and
the mass flow rate is underpredicted by only about 14 % instead of 30 &
(fig. 7.8).

7.5.3.2 Pine Nesh

The simulation of tests 17 and 24 was performed with natural choking
and with a fine mesh at the break. The results are the same as the refe-
tence for test 17, whereas the mass flow rate discrepancy is =24 & ins-
tead of -30 & for test 24 (fig. 7.9).

These differences are attributed to the predominance of interphase
desequilibrium effects caused by the short nozzle length for test 24.
The choked “'ow model does not take into account the thermal desegui-
librium phe: -una.

ARV IKEN
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Table 7.181 HARVIKEN, typical input data deck, referance run.
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Table 7.ibt RARVIKEN, typical input data deck, nozzie alone run.
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Table 7.2: MARVIKEN, run statistics.

Test 6 17 24

Real time s 104 100 80

Time step number 160 142 21l

Mean time step 0.63 0.70 0.38

CFU time & 7.1 7.8 10.2

CPU time/real time 0.07 0.08 0.13
CPU time/(cell.time step) 1.6010-3 1.9010-3 1.8010-3

MARVIKEN



8 OMEGA-TUBE BLOWDOWN EXPERIMENTS

8.1 Test Description

————————— -~

wdown tests were con ) the Service des Tran-
centre 4'E ! de Grenoble

. '
= uwhel,

The test sectic MEG UBRE consists vertical electri-

‘ally heated pipe, ©¢ e Jpwstrean nd downstream to capacities
«1). The pes support spool vieces.
The heated tube core subchannel. It

consists of

an insulated tube made of \Con . jith 12 mm inside diameter, 2.14
mm thickness and 3.657 m lengt he capacities simulate the primary
ircuit volumes. They are cylindrical, with a converging nozzle at one
leading to the break, The capacities are connected to the main cCire-

of the loocp through flexs

rible pipes and quick closing valves.

8.1.2 Heasuramants

The procedure the measurements is complex, and many corrections
are added to the primary measurements. Few indications concerning the
uncertainties giv in the experiment report.

The pressure i: P
section. The uncertainty e N

» -
€ .

ifferent

The fluid tapparature .s measured at different locat
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temperatu

test section, by chromel-alumel thermocouples. The
¥

« The indications given by the fluld temperature thermoc

¢
{
droplets are traped by the thermocouplies, a

. . ¥

may not be detected.

The #all teapperiture .s measured at different
heated tube by SU chromel-alumel th
of thée heated tube.

The mean void fracticn, along
red upstream and downstream the
technigue.

:

The mase flow rates are

flowmeters located upstreanm

symetrical venturis and by
the heated pipe. The measure-
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ments by the flowmeters are more Accurate than the venturi measurements,
but probably overpredicted at the end of the slow transients. The mass
flow rates in the connection p. <6 are measured by venturis located near
the quick Closing valves.

The power dissipaced in the heated pipe is calculated from amperage
and voltage measurements.

8.1.3 Teot Procsdure

The test procedure beginns with the establishment of a steady state
vertical upflow. when the nominal conditions are reached, the system is
vented to the atmospheric pressure Dby Dursting the breax(s) rupture
discs. Valves insulating the test section from the loop are closed after
the opening of the break(s). The closure of the two valves is not simul-
tanecus. The electric power decay is programed versus time., In addition,
the power 1s cut off when one wall thermocouple reaches a chosen thres-
hold.

8.1.4 Teat Hatrix

Twenty-six OMEGA~TUBE tests were performed, with the initial flow
~onditions stated hereafter: the pressure is 16 HPa (except one test
with 11 and one test with 13 MPA), the inlet temperature is 558 K and
the mass flow rates is 0.4 Lhrough 0.6 k3/8. Three wall heat flux (0.0,
0.6 and 1.2% Mw/m2), three break area (7.5, 15, 30 and 50 mm2) and three
break positions (bottom break, top break and double break) are used.

The following tests were selected for TRAC simulation in the frame of

the ICAP:

Test 3: bottom break(50 mm2), Fi=0.0 Hw/m2, P=13 MPa, Q=0.5 kg/s.
Test 6: top break(50 mm2), Fi=1.25 Mw/m2, P=16 MPa, Q=0.5 kg/s.
Test 8: Aouble break(30 mm2), Fi=1.25 Mw/m2, P=16 MPa, Q=0.5 kg/s.
Test 9: double break(30 mm2), Fi=0.0 Hw/m2, P=16 KPa, 0=0.6 kg/s.
Test 29¢ bottom break(?7.5 mm2), Fi=0.60 Hw/m2, P=16 MPa, Q=0.4 kg/s.
Test 30: double break(7.5 mmz), Fi=0.60 Hu/m2, P=16 MHPa, Q=0.4 kg/s.

8.2 Input Hodel

Table 8.2 gives typical input data decks used for OHEGA-TUBE simula-
tions with TRAC.

§.2.1 Components and Boundary Conditions

The test section {s modelled with a combination of eleven components
(fig. 8.2). The capacities and connections are modalled wit + TEE. The
spool pieces, expansion joint, transition pieces and heated . o@ are mo-
delled with five successive PIPE components, each with & different wall
thickness,

OHEGA-TUBE
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The entrance and exit
with & FILL component, w!
are modeiled with a BREAK
FILL component when the &

6.2.2 Nodalization

The measurement locations c¢ \d tO the center of a cell
sure, temperature, veoid fraction) . the edge of a cell Mmass
rate). Exception i ade the pressure and temperature measurements
at the entrance an (it of the heated the difference between the
measurement location ¢ cell cente $§ about 3 ¢m). The nodaliza-
tion ©f the heated tube used for tests 29 and 30 slight

» -
A Ay o

lffers from
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The simulation of each test is performed with
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The boiling incCeption pressure is overpredicted and the final pressu-
re decrease anticipated. During the first stage of th blowdown, the
mass flow rates and void fractions are well predicted. From time 12 s,
the mase flow rates and the top void fraccion are overpredicted: the
predicted blowdown Of the top capacity is too fast. The final transition
tO vaper single phase is anticipated.

The boiling crisis 1s well predicted ‘n the bottom part of the heated
tube. The final wall temperature increase is anticipated, Aue to the too
fast voldage of the top capacity, and the boiling crisis is predicted in
the top region, whereas the measurements show little wall temperature
inCreases. After the power cut off, the predicted wall temperatures
deCrease very slowly because the blowdown is quite ended, and the velo-
cities are low. The predicted maximum wall temperature is

1150 K, compa~-
red to 940 K for the data.

8.3.2 Toat & with Top EBreak

Test 6 with top break is characterized by a mass flow rate whicr re-
mains upwards. The power ie cut off at time 9 s. The bottom capacity is
modelled with the fine mesh, and the top one with the coarse mesh.

The bolling inception pressure is overpredicted and the final pressu-
re decrease anticipated. The two slope ruptures correspond to the in-
ception of boiling in the hot top capacity first, and in the cold bottom
capacity secondly. During the first period of th blowdown, the mass
flow rates and void fractions are well predicted. After time 6 s, the
predicted bottom flow rate increase is too late, and the void fraction
18 underpredicted. The voidage of the bottom capacity is somewhat too
fast,

The wall temperatures are well predicted in the top region of
heated tube, with a too fast decrease after the power cut off,

~

the
which
corresponds to an overprediction of the mass flow rate. The maximum wall
temperature is 840 K for the code, &nd 835 K for the data. In the bottom
region , a dolling crisis is predicted at time 5.5 s, whereas the data
indicate no temperature increase. The Biasi critical heat flux correla-

tion used by TRAC is not suitable for the low qualities that exist in

the bottom part of the tube.

8.3.) Teats uwith Double Break

The tests with double break are characterized by a mass flow rate
which reverses during the transient, depending on the peosition of the

» Vi

stagnation point. The two capacities are modelled with the coarse mesh.

8.3.3.1 Teat 9

Test 9 is performed without heat flux, with the same area for
breaxs. The results are presented on figures 8.7,
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tion point compares poorly with the data. It 1s predicted in the middle
part of tha test section at the beginning of beoiling, whereas data indi-
cate its location in the bottom capacity. Later at time ® s, the down-
wards flow of liquid from the top capacity 1s not predicted by the code.
The predicted bottom void | evolution is ruch more regular than
indicated by the data. rfor this test, the model used for the capacities
18 not satisfaccory.

The pressure is slightly overpredicted. The position of the stagna-

8.3.3.2 Teat @

Test B8 differs from test 9 only by the existence of a heat flux,

which is cut off fetween 6 and 7 s. The results are presented on figures
8.8.

The boiling inception pressure is cverpredicted with a discrepancy
.5 MPa. The pressure 1s then underpredicted, and overpredicted at
end of the transient., The mass flow rates and

~

veid fractions are
predicted, as is the blowdown of the two capacities. The fluid tempera-
ture increases are anticipated by the code. The oscillations at the end
of the blowdown coirespond to intermittent liquid flow from tiie top ca-
pacity.

The beolling crisis is predicted since boiling beginns, and the wall
omperatures are overp'ed‘"'e“. The maximum wall temperature as seen by
the code is 810 K, and 1s 780 K in the data. The anticipation of the
bolling crisis 15 caused by the use of the Biasli CHF correlation, th
mass flow rate range of wulch beeing limited to 6+10+3 kg/m2+s, whereas
the predicted mass flow rate ig 10+10+3 kg/m2»s. The critical heat lux
given by the correlation decreases for increasing mass flow rates, hence
for large mass flow rates toc low heat flux are obtained, and a too ear-

ly boiling crisis.
8.3.3.3 Test 30

two breaks with the smallest area, and a
§ s, The results are presented on figures

The boiling inception pressure is overpredicted with a discrepancy of
.6 MPa. The pressure is underpredicted at the end of the transient. The
increase of the bottom veid fraction is anticipated, hence the Dbottom
mass flow rate vanishes to early. The downwards voidage of the top capa-
city 1s too fast: it 1s achleved at time 1)l s for the code, and 13 s for
the data. The model used for the capacities, and partcicularly the to
one 1s not satisfactory. Fluild temperatire increases are predicted which
do not exist in the data. At the bottom of the heated tube, successive
vapor single phase flow are indicated by bnth the code and the data.
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The bolling crisis is slightly anticipated at the two ends of the
tube. The maximum wall temperature is overpredicted: 1000 K for the
code, and 950 K for the data. The quenching of the tOp region s not
Jredicted, Que to the too early voidage of the top capacity.

8.4 Run Statietics

The runs were performed on a CRAY-XMP=2200 computer with TRAC-PF1/MO-
D1 version 14.3. The run statistics are presented on table 8.2, and fi-
gures B.10 and 8.11 show the plots of the time step and CPU time versus
real time, for each test,

6.5 Sensitivity Studies

8.5.1 Capacity Neching

The agreement between test and TRA. results is strongly dependent ..
a good prediction of the capacities vojdage. For tests 3 (no power, bot-
tom preak), 6 (top break), and 8 (double break) only, the models used
are satisfactory. Before the obtention of the reference models, several
meshing of the capacities were tested. Examples of the sensitivity to
the meshing of the capacities are presented on fijures 8.12. Depending
on the number of cells modeiling the cavacities, the liquid is retained
a more Or less long time in the capacity, before to be voided into the
tube or through the break.

Fo© tests 9 (no power, double break), 29 (small bottom break) and 30
(small double break), several meshing we: e alsc tested, with no better
results than those obtained with a coarse mesh modelling the two capaci-
ties. Examples are presented on figures 8,13,

No correspondance is found between a specified geometry (break area
or break position) and a specified meshing; nothing systematic appears.

.5.2 Use of FLENUM Components

The simulation of tests 8 and 30 was made with the two capacities mo-
delled with a PLENUM component. As no wall exists for the PLENUM compo-
nents, the comparison was made with runs performed with the capacities
modelled with TEE components without wall.

The results obtained are very different from the reference runs, and
the agreement with the 2ata is bad (fig. 8,14). The PLENUM component 1is

not convenient to model the cylindrical capacities of the test section
OMEGA-TUBE.
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§.3.3 Exdalisation

Test © wag simulated with 37 cells modelling the whole taest section
instead of 62 (10 cells are used instead of 20 for the heated tube), and
with the same capacity meshing. The results show little nodalization

sansitivity. The coarse nesh leads to & maximum wall temparature higher
from about 10 K (fig. 8.18).

8.8.4 Hatugal Choking

The simulation of tegt ) was mnade with natural choking, anéd with &
fine® mesh at the broeak: the converging nozzle 1s modalled with 3 cella
of length 0.04, 0.02 and 0.01 m. The predicted blowdown is 00 fask and
the timg stap 48 44 ' "1 into about & decade (fig. 8.186).

8.6 fumRsTy and Comciuvaion

The simulation of six ONEGA-TUBR blowdown tosts was performad with
TRAC-PFL/HODL version 1¢.3. The teat section ig modalled with 63 or 67
cella. The bottoR and top capacitiea are modelled with & TER component,
the vertical part of which beeing divided into 3 or 7 ¢glia.

The gensral agreement betwasn data and TRAC 13 modarate: the major
trends are correctly predicted, but tha predicted parspeteie are fre-
quantly outside the dats uncertaintiss. During the peried Ddetugen the
opaning of the breaiks and the closure of tha valvas, whieh ingulate the
test section, large pressurse ogfcillations odlur. The abasence of a de-
layed boliling medel leadsa 20 & bBoiling incepion prassura overpredictad
with discrepancies up o 0.6 Hpe. The voldage of the capacitiss towarda
the tast section or the break, which joverns the blowdosm, {8 not core-
rectly predicted for ncme testa. The Rlaal CHF cortelation used in TRAC
is not suitadle for low qualitiea on ono hand, and for large mase flow
rates on the othar hand and lsads to anticipated Boiling crisia.

The senuitivity of the resulte 20 the mashing of the capacities i
significant. Whether & capscity is modelled with more oY lass Cells, the
voidage of the camacity into tha test section is more &R lose fast. Ne=
vertheless, a sactisfactory meshing for all the tests waa not faund. Pur-

tharmore, the use of a PLENUNK cosponent is not adapted te aodal the Cy-
lindrical capaclitiss of the test section.

The sensitivity to the nodalization of the test section (except capa=
cities) is wear. The Tun performed with natural choking and with a fine

mesh a¢ the breaks leads "2 a tuo faat blowdown., The use of & fine mash
induces a sharply reduced tims step.

AP TR SRR
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Tacle 8.1a: OMEGA-TUBE, typical input data deck, single breck test,
steady state run.
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Table 8.1a (continued)
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Taple 8.1&8 (continusd)
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Table 8.1D: OMEGA-TUBE, typical input
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data deck, transient run,
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Table 8.1c: OMEGA-TUBE, tvpical input daka deck, double break taest,

ateady state® run.
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Téple 8..¢ (continued)
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Table 8.2: OMEGA-TUBE, run statistics.
Test 3 (3 8 9 29 20
Real time s 30.% 30.1 24.1 40.1 $0.1 60.6
Time step 508 539 73% 582 688 63
number
Mean time step 6.0 5.6 3.3 6.9 7.3 T |
3 *10-2 «10-2 *10=2 210=2 *10-2 210=1
CPU time s 49.7 48.4 69.8 57.4 8.2 52.2
CPU time/rea’ 1.6 1.6 2.9 1.4 1.8 0.9
time
CPU time/cell 1.8 1.3 18 1.6 3+3 1.5
stime step *10~3 *10=3 *10-3 *10=3 *10=-3 +10-3
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8 OMEGCA-BUNDLE BLOWDOWN EXPERIMENTS

9.1 Tes" Description

The OHEGA-BUNDLE Nlowdown tests were conducted n the Servic des
Transferts Thermiques of the “Tentre d'Etudes Nucleaires de Grenoble
(France), dAuring the years 1981 and 1982 (Chauliac, 1982).

9.1.1 Test Saction

onn
i
t1
~ -

e

ists of a rod bundle, connected

The test section OMEGA~BUNDLE
c (fig. 9.1). The connection pipes

upstream and downstream to capaci
support spool pieces.

s
S

The rod bundle simulates a reactor core. It consists of 36 rods, Ar:-
ranged in a 6 X 6 array on 12.6 mn square pitch, with a 3,656 m heated

legnth. The outer wall of the cluster 1is formed by ceramic shrouds,
which delimit a 78.7 mm guare. The rods are made of inconel 600
ir external diameter 1s 9.5 mm. The
usly varying, from 0.5 mm in the middle
end, in order to obtain a cosine axial

1s given Dby the following expression:

thickness ©

of the rod,

heat

2re =

here e i 1@ rod thickness,

-

—

t m,m O

L
he external rod dilameter, z the eleva-
tion measured from the middle of the rod, k = 0.70640 radian/m, and

~ - - -
a = 0,222*10+6 m=2.

The heat flux Fi is then given by the following expression:
Fi = |} Fimacos(Kkr2),
where W 48 the mean heat flux.

The capacities simulate the primary circult water volumes. They are
spheres of 0.5 m internal diameter, made of stainless steel 45 mm thick.
m™H

They 2.e connected upwards to the main part of the loop, from which they

can r2 insulated by quick closing valves. They are connected downwards
to tae spool pieces.

A converging nozzle is connected laterally to the spheres,
the breaks. The convergent

iy

leading to
is 7 degrees angle, and 0.198 m length. Seve-
ral break diameters are used

.

9.1.7 Heasursaants

The measurements performed dur.ng the OMEGA-BUNDLE tests are very
similar to those performed dur.ng the OMEGA-TUBE tests (see paragraph
8.1.2).

L
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The pressure is measured at different locations a.""j the test
section. The uncertainty is 2 %. Pressure differences are measured
between the top and the bottom of the rod bundle, and between the pcles
and equator of the capacities.

The fluid temperature is measured at different locations along the
test sectiun by chromel-alumel thermocouples.

The wall temparature of ‘e rods is measured by 120 tharmocouples
brazed on the inner wall of the rods. There is 5 thermocouples per rod,
distributed on 14 levels.

The mean void fraction, along a diameter and along a chord, is measu-
red upstream and downstream the rod bundle, by a gamsa ray attenuation
technique.

The pass flow ratee are measured by symetrical venturis. and by
flowmeters located upstream and downstream the rod bundle. The mass flow
rate in trs upstream connection pipe is measured by a venturi located
near the quick closing valve. The downstream connection mass flow rate
18 obtained by tr~ difference between the mass flowing out of the loop
pressurizer and the upstream connection mass flow.

The power dissipated in the rod bundle it¢ obtained from amperage and
voltage measurements.

9.1.3 Test Procedure

The test procedure beginns with the establishment of a steady state
vertical upflow in the rod bundle. When the nominal conditions are
reached, the system is vented to the atmospheric pressure by bursting
the break(s) rupture discs. Valves insulating the test section from the
loop are closed after the opening of the break(s). The closure of the
two valves is not simultaneous. The electric power decay (s programed
versus time. In addition, the power is cut off when one wall thermo-
couple reaches a chosen threshold.

9.1.4 Test Matrix

Thirty-seven tests were performed, with initial flow conditions sta-
ted hereafter: the pressure is 13 MPa (except four tests with 15 MPa),
the inlet temperature is 558 K, and the mass flow rate is ‘0 through 19
kg/s. Three wall heat flux (0.0, 0.6 and 1.0 Mw/m2), ten break diameters
and three break positions (lower, upper and double breaks) are used.

The following tests were selected for TRAC .. nulation in the frame of
the ICAP:

Test 2: 25 mm vpper break, Fi=0.0 Mw/m2, Q=10 kg/s.
Test 3: 25 mm upper break, Fi=0.6 Mw/m2, Q=11 kg/s.
Test 9: 11 mm lower, 23 mm upoer breaks, Fi=0.6 Mw/m2, Q=12 kg/s.
Test 11: 23 mm lower, 11 mm .. er breaks, F.=0.6 Mw/m2. "=12 kg/s.
Test 13: 14 mm .ower, 7 mm upper breaks, Fi=(.6 Mw/m2Z, 12 kg/s.
Test 16: 23 mm lower, 11 mr upper breaks, Fi=0.0 'w/m2, Q=12 kg/s.
Test 19: 23 mm lower, 11 mm upper breaks, Fi=0.9 Mw/m2, Q=17 Kkg/s.
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2.2 Input Redel

sables 2.2 give typical input data decks used for OMEGA-BUNDLE simu-
lations.

$.2.1 Cogponcnts anéd Boundary Conditiens

The test section is modelled with A combination of 13 components
(fig. 9.2). The capacities are modelled with a TEi component. The jun-
ctions, spool pleces and connecticn pipes are modelled by successive Pl-

PE components. The rod bundle is modelied with a CORE component with one
rod,

The entrance and exit of the initial steady state :.0ow are modelled
with a FILL componen:, where the mass flow rate is imposed versus time.
The breaks are modelled with a BREAK component when the break opens, and
with a FILL component when the break remains closed.

9.2.2 Hydraulic ¥odalizstion

The choice nf the meshing is imposed by the geometry of the test
section eicnents, and by the position of the measurements devices. The
measurement locations correspond to a cell center (pressure, temperature
and void fraction), or to a cell edge (mass flow rate). The area varia~

tions along the test section are taken into account in the evaluation of
the cell volumes.

The rod bundle is modelled with 14 cells. The capacities are modelled
with 3 cells (fig. 9.3), the flow freas of which are the areas of the

sphere at the cell edges. The cell volumnes are the volumes of the sphere
sliCes defined by the cell edges.

9.2.3 ¥all Nedslimation

The walls of all the components are modelled with 4 nodes, and the
thermal losses are not taken into account.

The square wé¢ 11 of the  luster 1s mc.elled with a cylinder of 0.172 m
inner diameter nd H.065 1 thickness. The axially variable thickness of
the rods carnot f modelled by TRAC. The rod thickness used is then the
mean rod thicknsrss (0.80 mm), in order to simulate globally the total

thermal inertia o. the rods. The experimental axial heat flux profile is
imposed.

9.2.4 8ingular Pressure Drops

The experimental singular pressure Arop coefficient of a mixing ~.14d
is 1.0, and the one corresponding to the power lead plaits is 11.0. In

the code the FRIC parameter is used to model these singular pressure
drops.




The simujation of each test is performed with two successive runs. A
first r /66 the initial steady state regima. The exp nental mass
flow ratoe is mposed at the two connect.ins, lower nflow, upper
outflow. The let temperature 1s imposed at the lower junction, The
pressure 1s posed at the break location for single break tests. For

(#]

-~
i =

er to
Yy low

ouble break tests, the presfures at the breaks are fitted 1irn
make the flow losses at the preaks during the steady state run ve
(less than 1 & of the total mass flow rate).

-

The initinl values impored at each cell are the following: velocitles
of 4 m/s, experimental pressure, inlet temperatures for the rod bundle,
and the lower components, outlet temperatures for the upper components.

-

The time step is free, with an initial value of 1»10-2 s.

when the steady state is reached, the results are dumped to be used

4
as the initial regime for the blowdown simulation. The steady state 16

sila LA 4

reached within about 100 time steps (about 9 s CPU) for the test with

heated rods.

9.2.6 Rlowdown

The second run simulates the blowdown. It beginns at the experimen=

Ltal time zero. The breaks open at a time between 2.70 and 2.85 s, nC

U

always simultancously. In the model, the imposed pressure Jecreasets f

r
the initial value t¢ .1 MPa within 003 s. The mass flow rates versu
a

. i

time at the connections are evaluated from the experimental total m

1

flow rate between the breaks opening >nd the valves closure, assuning
v

linear variation versus time. The exper.mental piwer 1S i

time.

The initial time step i1s 1+10-3 s, The time step is bounded upwards i
quring specified periods, in order that the breaks opening, valves clo- {
sure and power cut off correspond to the experimental times. The choked

flow model is used.

9.3 Code Predictions and Comparisons with Data

- - ———————— - -~ -

8.3.1 Paramaeters

The comparisorns between the
tollowing parameters

flow rates, void fractions and

pressure

§pool pleces, wall temperatures

ferences between the top and

tom of the spheres.

These pressure differences are measured between very i rent flow J
area: 0.006, 0.013 045 or 0.057 m2 on one hand (top or bottom, upper
13

or lower sphere), and 0.20 a2 on the other hand (middle). low area
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variations like that, the oressure drop predicted by TRAC is different
from the pressure Arop given by the Bernoulli equation, for liquid sin-
gel phase flow regime (s~. Jaragraph 3.2.2). Furthermore, the meshing
used for the spheres .oes not allow a correct evaluation of the pressure
arop in the lower .art of the spheres. As a matter of fact the code gi-
ves the pressure differences between the cells center 2=0.094 and 0.250
m (with 2=0 at the bottom of the sphere), whereas the measured pressure
arop correspo«ds to 2=0.040 m (lower sphere), and 2=0.030 1w (upper

sphere), and Z=0.250 m. A 1liquid level passage cannot then be detected
at the same time by the code and the data.

The predcted rod wall temperatures are only indicative, because the
actual ro¢ thickness is not modelled in the code. The mean value used
in the code is 0.80 mm, whereas it is changing from 0.0 mm in the mid-
dle of the rod, up to 2.25 mm at the two ends. Furthermore, the inertia
of the thermocouples »razing is not negligible, and a correction of the
predicted wall tempercotures should be made.

9.3.2 Teets with Uppar Bresk

The te: s with upper break are characterized by a mass flow rate
which reio .ns upwards in the bundle.

9.3.2.1 Teat 2

Test 2 is performed wich zero power, with a 25 mm break diamete . The
results are presented on figures $.4.

The pressure at the beiling inception is overpredicted, and the final
pressure decrease 1s anticipated. The oscillations at the break opening
correspond to the period before the closure of the valves. The beginning
of boiling is predicted too early, just atier the valves closure. The
mass flow rate trough at this time is then not predicted. Furthermore, a
short period of upper mass flow increase at time 11 s is predicted, to-
gether with an underprediction of the upper void fracticn. In the lower
part of the test section, the void fraction and mass flow rate are in
good agreement with the data. The liquid entrainment in the lower part

is probarly too low; liquic accumulates and is then carried over towards
the break.

9.3.2.2 Teat 3

Test 3 1s periormes .ith a 25 mm break diameter, and a power cuct off
at time 7.3 s. The resuits are presented on figures 9.%,

The pressure at the boiling inception is overpredicted, and the final
pressure decrease 1s anticipated. The mascs flow rates and void fractions
are well predicted, however with a vanishing of the 1liquid phase pre-
dicted too early, which corresponds to a too fast voidage of the lower
sphere. The pressure drops in the lower sphere are well predicted (with
an initlial discrepancy corresponding to the violation of the Bernoulli
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equation). In the top of the upper sphere, the predicted vol fraction

rapidly reaches the value 1.0, the vapor is practically stagnant, ang
the predicted pressure drop is weak. In the bottom part, the pressure
drop trough corresponds to the vcid fraction trough ir the test section
(peginning . boiling in the cold lower sphere). Tre predicted fluid

temperatu follow the pressure decrease. The singl2 phase vapor

regime
is anticire.ed in the upper part, but it may have rot been dJdetected Dby
the thermo~ouples.

The boiling crisis is predic ed to0 early, and the wall temperatures
are overpredicted. The Biasi crucical heat flux correlation used by TRAC
is not suitable for the low qualities which exist in the bottom part of
the rod bundle. m predicted temperature is 1150 K, whereas the

data give 980 K. These comparisons are made notwithstanding the simpli-
fied rod wall model “sed.

9.3.3 Tests with Preponderant lLower Break

The tests with preponderant lower break are characterized by a mass
low rate which reverses as soon as the breaks open.

9.3.3.1 Tast 18

Test 18 is performed with zerc power, with a 23 mm lower break diame-

ter and a 1l mm upper break diameter. The results are presented on figu-
res 9.6.

The pressure at the boil is sligthly coverpredicted, and
the final pressure decrease - i ‘ The void factions are under-
predicted, with a trough 1n is not cbserved in the
data. The mass flow rates ar

9.3.3.2 Test 11

Test 11 is performed in C¢O tions which differ from test 18 only Dby
n

the power, cut off at time S s. .he results are presented on figures
9.7,

0 1

The pressure at the boiling ‘“~ept on is overpredicted, and the final
pressure decrease is anticipated. The void fractions and mass flow rates
are well predicted. However, the single phase vapor flow is anticipated
in the upper part. The pressﬂre drops evolutions are rectly pre-
dicted, with an initial discrepancy corresponding to the violation of
the Bernoulll equation. The predicted fluid tenperatures follow the
pressure decrease. The predicted single phase vapor flow 1s anticipated.

o
i
ve

tC mpe..

The boiling crisis is predicted with abo . 8 delay. The wall
icted maximum wall temperature 1S

ratures are underpredicted. The pred
800 K whereas data indicate 950 K.
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$.3.3.3 Test 19

Test 19 is performed in conditions which differ from test 19 only by
the power (0.9 instead of 0.5 Mw/m2), cut off at time 7 s, and the mass

flow rate (17 instead of 12 kg/s). The results are presented on figures
9'8!

The agre°ment between TRAC results and data is comparable for tests
i1 and 19. The predicted maximum wall temperature for test 19 is 800 K
whereas data indicate 1050 K.

9.3.3.4 Test 13

Test 13 is performed with a 14 mm lower break diameter and a 7 mm up-
per break diameter, with power cut off at time 7 s. The results are pre-
sented on figures 9.9,

The pressure at the boiling inception is overpredicted, with a dis-
crepancy of 0.8 MPa, and the final pressure decrease is somewhat antici-
pated. The void fractions and mass flow rates are well predicted. Ho-
wev the single phase vapor flow is anticipated in th2 upper part. The
pressure 4rops evolutions are correctly predicted, with an initial dis-
crepancy coiresponding to the viclation of the Bernoulli equation. The
predicted fluid temperatures follow the pressure decrease.

The bolling crisis is somewhat anticipated, and the wall temperaturas
are underpredicted. The predicted maximum wall temperature is 860 K whe=-
reas data indicate 980 K.

9.3.4 Test 9 with Preponderant Upper Break

Test 9 1s performed with a 1. mm lower break diameter and a 23 mm up=
per break diameter, with a power cut off at time 6.1 s. The stagnation
point is located at the bottom of the rod bundle at the beginning of the
transient, and then in the lower sphere. The results are presented on
figures 9.10.

The pressure at the boiling inception is sligthly overpredicted, and
the final pressure decrease is anticipated. The vc.3 fractions and mass
flow rates are well predicted. However, the single phase vapor flow 1is
anticipated. The pressure drops evolutions are correctly predicted, with
an initial discrepancy corresponding to the violation of the Bernoulli
equation. In the bottom of the lower sphere, the predicted pressure Arop
is evalua.ed hetween *wo points nearer than for the data, and the level
passage is detected too early. The predicted fluid temperatures follow
the pressure decrease. Single phase vapor flows are predicted by the co-
de but not by the thernocouples.
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L

are rather well predicted, despite the simp'ified model used,
dicted maximum wall temperature is 1000 K whereas data indicate

VUV

The boiling ¢risis 1is somewhat anticipa*ed, 2:.d the wall t

9.3.5 Bummary

Two discCrepancles appear between the predicted and measured pres-
sures: tne boiling inception pressure is overpredicted, and the pressure
at the end of the transient is underpredicted. The volidage of th capa~-

cities towards the break or into the test section are well predicted,

A

as
indicated by the mass flow rates and voild fractions in the test section,

and the pressures drops in the spheres. The wall temperatures are over-
predicted, underpredicted, or well predicteu, depending on trhz test. Ho-
wever the use Of a wall model with constant thickness, and wit no model
of the thermocouples brazing, 1s not very satisfactory.

9.4 Run Statistice

The runs were performed on a CRAY=XMP-2200 computer with TRAC-PF1/4{0-

D1 version 14.3. The run statistics are presented on table 9.2, and fi-

gures 9.11 and 9.12 show the plots of the time step and CPU time versus
real time, for each test.

9.5 S8eneitivity Studies

2.5.1 Capacity Meshing

Runs were performed with the capacities modellec .ith 5

1s instead of 3, in order that the center of the bottom cell

to the bottom pressure tap of the spheres. The results obt

sligthly different from the reference runs, except for the bot pres~
sure drop of the spheres. With 5 cells, the void fraction in th bottom
cell rapidly increases up to 1.0, and falls down before the end of the

transient, whereas the vold fraction of the second cell remains to about

“La

0.4. The pressure drop is then irrealistic (fig. 9.13).

9.5.2 Use of PLERHUH Components

The simulation ot test 9 was made with the tw
a PLENUM component. As no wall exists for
comparison was made with a run performed wi
TEE components without wall. The results ob
for the two runs (fig 9.14).

spheres modelled with
NU

'S
the PLENUM components,
th the spheres modelled
tained are slightly
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9.5.3 Hodalizaticn

Test © was simulated with 47 ¢ ) ) 14! the whel test section
instead ot 67 (7 cellis are used in : ) the rod bdundle). Th
results show little :‘.fe'9'“es iith tl! run (fig. 9.15)

Ay

9.5.4 Batural Choking
The simulation of st 9 was made with natural choking and a fine
mesh at the breaks, where the converging nozzle modelled with 4 cells
50, 030 and 0.020 m, instead of one cell. The pre-
ne time step 1ls divided into about a

186

decade (fig.

9.6 Summary and Conclusion

B e b ———

m i m 1 Wl

e simulation
4 MOAS DL 1 MMM 1
ith TRAC~-PF1/NOD1

¥

was performed
lled with &7
component,
a CORE com-
uced 1s the mean
The experimental

cells. The upper an ower spheres are modelle jith £
L

with 3 vertical ce’
ponent, with one eq
thickness, 1n order
axial heat fl

The general agreement be - laté n RAC 18 moderate:

trends are co parameters are
-y Nt v Mk e

quently outside the data uncertainties he voidage of the spheres
wards the break and in the t B n 1s well predicted. The

tion of the Bernoulli I\ on in case of a flow area variation lea
a systematic initial pancy between the initial predicted and mea-

sured pressure drops in the spheres. However, the correct trends are

predicted. During the 10C Detween the opening of the breaks and th

closure of the valves, nich insulate the test section, ;arq¢= pressure

oscillations occur. Tne absence of a delayed boiling model leads to boi-
e
tO

Mpa.
The r'ﬁad\wn 2nd 1§ generally predic 1 tOo0 early. The use of a rod wall
model with const thickness does not allow a draw of conclusions \
cerning the wall temperat 8. A complete model should have a thermo-
Ouple brazing model.

iing inception pr ures overpredicted with discrepancies

ip
s ol 3 -~

uns are little sensitive to the meshing of the capacities,
also be modelled with a PLENUM component inste
The sensitivity to th \0da ation Oorf the test sectior
ns performed with natural choking and a fine mesh at the
00 fast Hlowdowns and to sharply reduced time steps.
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Table 9.1a: OHEGA-BUNDLE, typical input dats 4ock, single break taat,
steady state run.
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Table 9.1a (continued)
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Table 9.1a (continued)

121/136

" L COWNITRIAE v, ume
. aglu. 3009 :ﬂ 0:0' 1 G
. \
TOICOMSY MCELL) AN AME  [POWY
(] % L L] 0
*OLeRTRY  leeev) ..'Ot NOPRVI  NOPAP |
© 0 ° °
* RAGLNY MY MOUTLY  MOUTYY TOUTLY
0200 0040 O 00
. 'N';! Puint mn n mu
°
"H “' m.u
0 9
i :ﬁ“l .ltu m :’”
¢ ;.M nm ” W ’.”l
* Mol IOIM TOUTLY
300

N
02 o040 O
¢ 'ww™vme l-v-nou. (o4 Y ]

- .~e0
T
C2-2-]

.
-
c
=
-
-
LA AR R R IR LA B T B BT 13
§<oo
o

-
-
-
-

=3

°
10 c!‘. o

;ii. .0

g=3c00
a0o0

- v e -

«oo
-:- ;
o

0.0 0.
¢ oviam 'o.”'l .“l ’.“Ll
¢ PRIMARY SI0E “srrecasssnrssssssrsnnranretnaann
W ¢ 0. 100 1070 0 129 0 1079 O 330
SVOL ¢ 1. 2 0708843 2 4033s8-3 1 070N )
-1
W4 M3 - 22 0 06070 M)
“Alct r 0
‘lAvs P |
WO * #0087 M1 0 404 M3 0D
e e ‘
“AFAr? 20 ]
WL * P & |
“ayy *?F [ ]
7, * 0 w0
Y *F W 0 ]
-” L e |
% *P B 1
WQeees ¥ o L]
watis ¢ v |
‘ty 1l

"o
. “m BIOM ~evssssnssrencnnsnsansansrennn
199

.-

LAY 1" ow

< L] °
OXiN  VOLIN AT WLIN TLiN
0. ° "3

C 283 ¢ '8 .
N PAIN  PLONIN YYiN  TVIN
13 0% O 112 ° e .0

. o
:U N ﬂll '\“

2!
OTMIN OTHAX
R ©
IOINT QPINTY ONPINT SERINT
10 1043 0. 1000.0
- 100000 . '

OMEGA-BUNDLE



SETh/LEKL/686-138
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steady state run.
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Table 9.1C: OMBGA-BUNDLE, typical input data deck, double Dreax test,
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Table 9.2: OMEGA~BUNDLE, run statistics.

Test

Raal time o

Timg at6p
nunber

Hean time
st@p &

CPU time 8

CPU time/
real time

CPU time/
celletime
step
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10 CONCLUSION

10.1 Overall Summary

Independent assessment of the TRAC-PF1/MOD.I version 14.3 has been
performed using the separate-effects tests stated nereafter:

Critical flow steady state tests:
MCBY-DICK : tests 403, 408, 485, 79 and 172.
SUPER-MOBY-DICK: tests | through 15,

Blowdown tests:
CANON t tests D, L, 1,

SUPER~-CANON t tests P, X, Q.

VERTICAL-CANON : tests 3, 22, 24.

MARVIKEN : tests 6, 17, 24.

OMEGA-TUBE t tests 3, 6, 8, 9, 29, 30.
OMEGA-BUNDLE § teate 2, 3, 9, 11, 13, 18, 19,

Assessment includes base case simulation and sensitivity studies
(among others nodalization sensitivity and runs with natural choking and
with the choked flow model). Complete code predictions, comparisons with
data and run statistics are given.

10.2 Run Statistics

All the runs were performed on a CRAY-XMP-2200 computer with the code
TRAC-PF1/MOD1 version 14.3. The time step was free, except during speci-
fied periods of the OMEGA-~TUBE and OMEGA-BUNDLE transients, in order to
ensure that the experimental events occur at the experimental times. The
initial and minimum time step was 1*10-2 s for the MARVIKEN simulations,
1#10-3 s for the MOBY-DICK, VERTICAL~CANON, OMEGA-TUBE and OMEGA-BUNDLE
simulations, and 1+10-4 s for the SUPER-MOBY-DICK, CANON and SUPER-CANON
simulations.

The extremum CPU time per cell per time step are given hereafter for
each experiment (in CPU s =10+3).
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The largest CPU times per cell per time step correspond to the CANON
and SUPER-CANON tests with a break equal to the pipe diameter, for which
the blowdown transients are very fast (about 1 s from the opening of the
break until the atmospheric pressure is reached).

In case of a fine mesh at the break (little cell sizes and large ve-
locities), a Courant stability criterion calculated in subroutine TF1DS1
becomes very limitative. This was not found in the runs performed with
version 13.0 of the code, where the value of parameter CSFID was 1#10+6,
instead of 1+10+3 in version 14.3.

10.3 Major Conclusions

The major conclusions derived from the simulations of each experiment
are given, followed by an overall conclusior concerning the critical
flow and blowdown simulations with TRAC.

10.3.1 MOBY-DICK

NO steady state 1s reached, due to the small size of the throat cell
(0.02 m), and, in addition for one test, to the abrupt decrease of the
interfacial shear stress at the transition between bubble~slug and annu=-
lar flow regimes. However, the mass flow rate oscillations are suffi-
clently low to allow comparisons with data. The pressure at the beoiling
inception is overpredic.ed, due to the lack of a delayed bhoiling model,
and the discrepancy is sensitive, due to the low pressure.

The results are very sensitive to the inlet location with regard to
the throat, or to the single phase flow length with regard to the total
length, and the predicted mass flow rates are therefore relative to a
specified inlet location. When the interphase thermal desequilibrium is
large, the agreement with the data is worse when the choked flow model
(no thermal desequilibrium) is use than with natural choking.

10.3.2 SUPER-MOBY-DICK

The staggered scheme used by TRAC does not respect the Bernoulli
equation for single phase flow, and hence a fine meshing (0.004 m) |{s
needed to model properly the inlet convergent of the test section, in
order to obtain realistic simulations.
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w b NO steady state is reached for two tests among the fifteen for which
: a simulation was made, and the mass flow rate oscillations are much lo-
wer than the data accuracy. This better stability compared to the HOBY~-

DICK simulations is attributed to the higher pressure of the SUPER-MOBY

DICK tests, for which the constitutive laws are probably more suitable.

f The agreement between the predicted and measured mass flow rates, is
| good (discrepancies less than 5 &) for the tests with high entrance
i subcooling, for which the two phase flow region is short. The agreement
2 18 less go0d (discrepancies Lp to 10 §) for the tests with positive in-
let quality. The largest discrepancies (up to 23 %) detween predictions
and data correspond to the tests with inlet condition near saturation,
1 for which the boiling model takes a large part.

! The data accuracy is not sufficient to pred. LJrecisely the boiling

inception point. The vold fractions are in good agreement with the data
even if the agreement concerning the pressures and mass flow rate is
poor .

. The runs performed with the choked flow model give similar results as
) the runs performed with natural choking, except for the tests with large
inlet subcooling, corresponding to a large thermal desequilibrium.

10.3.3 CANON

| The pressure at the end of the initial abrupt decrease is overpre-
# icted, due to the lack of a delayed boiling model, or to the experimen=-
} tal initial temperature stratification. The predicted voidage of the
. test seCtlion 1s somewhat too fast for the tests with a break diamater
equal to the pipe diameter, and somewhat too slow for the test with a
break diameter smaller than the pipe diameter.

] The simulations performed with natural choking predict too fast
! blowdowns, far from the data. The lack of a virtual mass term probably
takes part in these bad predictions. A Courant stability criterion redu-
: ces sharply the time step in case of fine mesh at the break.

i 10.3.4 BUPER-CANOH

The pressure at the end of the initial abrupt pressure decrease is
< ‘ overpredicted, due to the lack of a delayed bolling model, or to the
: experimental initial temperature stratification. After the boiling in-
. ception, the pred‘c:;grs agree well with the data, except in the bottom

4 end of the test secti where the final pressure decrease is antici-
] poted.

- The simulations performed with natural choking predict too fast

’ blowdowns, far from the data. The lack of a virtual mass term probably
takes part in these bad predictions. A Courant stability criterion redu-
ces sharply the time step in case of fine mesh at the break.
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10.3.5 VERTICRL-CAHOH

Good agreement with the data is obtained, except a too
leve; decrease for one test, and pressures at the boliling
igthly overpredicted.

Large void fraction oscillations occur at the transition between bub-
ble~slug and annular flow regil me, when the pressure is low, due to the
sharp decrease of the interfacial shear stress. Low void "actzvh oscil-
lations also correspond to the sharp decrease of the interfacial shear
stress for the bubble-slug transition., The oscillations vanish when the
size of the cells is inCreased.

The simulations performed with natural choking predict too
blowdowns. A Courant stability criterion reduces sharply the time
in case of fine mesh at the break. This limitation is not found when
version 13.0 of TRAC is used, where the parameter CSFID 1in subrout

TFIDSL had @ value 1+i0+6 instead of 1+10+3 in version 14.3.

10.3.6 HARVIKEHN

The initial pressure undershoot 1s not predicted, due t
a delayed boliling model.

~

The mass flow rate predicted with natural choking 1s 1n better agree-
ment with the data than the mass flow rate predicted with the choked
flow mnde-, for the test with short nozzle, for which the i1interphase
thermal sequilibrium is large. For the test with long nozzle, the re-
sults Jnta.ﬁed with and without the choked flow model are dquite iden-
tical.

10.3.7 OMEGA-TUER

The pressure at the boiling inception is overpred
lack of a delayed boiling model. The blowdown of :he
ds mainly on the voidage of the capacities 1into th

break. The voidage of the capacxt;es is
sts, for which an adequate model of

The Biasi critical heat flux
lities and for large mass flow

The simulation performed wi natural choking predicts
lowdown, far from the data. A Courant stability criterio

i

ly the time step in case of fine mesh at
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10-3.0 m"m

The pressure at the boiling inception is overpredicted, due to the
sack of a delayed boiling model. The voidage of the spheres into the
test section and towards the break is well predicted., The violation of
the Bernoulli equation in case of flow area variations induces a syste~

matic initial discrepancy between the predicted and measured pressure
drops in the spheres,.

The use of a rod wall model with constant thickness prevents the de-
rivation of conclusions concerning the wall temperatures.

The simulation performed with natural choking predicts a too fast

blowdown. A Courant stability criterion reduces sharply the time step in
case of fine mesh at the break.

10.3.9 BSurmary

10.3.9.1 Ganeral Agreasent

The general agreement | -tween the critical flow and blowdown tests
and TRAC is moderate: the major trends are correctly predicted, and the
thermal hydraulic phenomena are rathei properly modelled. However, TRAC
valuee are frequently outside the 4data uncertainties.

10.3.9.2 Break Plow

The break flow are predicted by TRAC with natural choking or with the
choked flow model.

The cheked flow model allows the use of large break cells, and is ba~
sed on tha hypothesis of interphase thermal desequilibrium. The choked
flow model is convenient for fast transient test, like CANON, SUPER-

CANON, VERTICAL-CANON, OMEGA-TUBE and OMEGA-BUNDLE tests, for which it
works well.

The runs performed with natural choking are convenient for low tran-
sient or steady state tests. The lack of a virtual mass term probably
takes a part in the poor agreement between tests and TRAC for fast tran-

slents. Furthermore the time step is sharply reduced for fast transients
when a fine mesh at the break is used (see@ hereafter).

The runs performed with the choked flow or with natural choking give

simlilar results for the steady state or low transient test without
terphase thermal desequilibrium.

in=-




10.3.9.3 Constitutive Laus

0 irremediable fallu ‘
However some improvemen hould be made,

tion, the boiliig incepti model and the
ficient (see hereafter

10.3.8.4 Courant Stability Criterion

i8 used. The
see hereafter).

10.4 Recommendad Code Improvements

[ ————————— A

10.4.1 Critical Hest Flux Correlation

USEQ 1N

Ty

The use of the \O & ' 1 gives poor agreement between TRAC
and dara for steady e or 1 transient t ts with a la-ge interphase

thermal desequilibrium. On other hand, n ral choking gives Ppoor
agreement in case © - ransients nd lac F a virtual mass
term may take a pa

Improvements are ne n order redic 14 Flows without the
help of any model. Meanwhll \ improvement of the choked flow model

o AD

needed in order to @ intc coun h interphas thermal desequi-~

140 "
A1l0rium,

10.4.3 Delayed Boliling Model

The predicted boilil
sure. The inception
lation of quite all the tests.
MOBY-DICK, the experimental
discrepancy between the predi
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tive. For the high pressure steady state tests SUPER-MOBY-DICK, the
pressure discrepancy is less sensitive, and the analysis 1s more diffi-
cult because the boiling often beginns in the inlet converging nozzle,
where the pressure gradient is large, and Dbecause the data accuracy
leads to a aifficult determination of the experimental boiling inception
point. For the blowdown tests (CANON, SUPER=CANON, VERTICAL-CANON, MA»
VIKEN, OMEGA-TUBE and OMEGA-BUNDLE), the predicted pressure after the
first sharp pressure decrease, corresponding to the boiling inception,
is too high, with a discrepancy that depends on the test, and may be as
high as 0.8 MPa.

A delayed boiling model is needed.

10.4.4 Barnoulli Bguation

In case of flow area variations, the predicted pressure drops in 1i-
quid single phase flow regime do not follow the Bernoulli equation, The
discrepancy between the predicted and measured pressure Arops in the in-
let convergent of the SUPER-MOBY-DICK test section is then large, and a
fine nodalization of the convergent is needed to ensure a valuable com=
parison with data. This discrepancy is also found between the predicted
and measured pressure drops in the spherical capacities of the OMEGA-
BUNDLE test section.

The adequacy between the predicted pressure drops and the Bernoulli
equation in case of flow area variations is needed.

10.4.5 Interfacial Shear Stress

The sharp decrease of the interfacial shear stress coefficient at the
transition between bubble-slug and annular flow leads to large void
fraction oscillations at low pressure (less than 1 Mpa), in case of ver-
tical upflow (MOBY-DICK, VERTICAL~CANON). In the same conditions, but at
the transition between bubble and slug flow regime, where the interfa-
clal shear stress coeeficient also decreases, low void fraction oscilla-
tions may occur (VERTICAL-CANON). However, the oscillations are reduced
when the cell size is increased.

More smooth decreases of the interfacial shear stress coefficient at
the transitions between bubble and slug flow, and between bubble~-slug
and annular flow, for low pressures, are needed.

10.4.6 Rod Wall Thickness

The wall thickness of the rods in the test section OMEGA-BUNDLE is
axially varying, in order to obtain a cosine heat flux profile. The wall
temperature evolution depends on the wall thermal inertia, and the use
Of a constant thickness instead of a variable thickness is a simplifica-
tion which prevents the obtention of realistic wall temperatures.

An axially varying rod wall thickness model is needed.
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10.4.7 Time Step

In case of a fine mesh at the break (little cell sizes and large ve-
locities), a Courant stability criterion calculated in subroutine TFiDS1
pbecomes very limitative (CANON, SUPER-CANON, VERTICAL~-CANON, OMEGA-TUBE,
OMEGA-BUNDLE). This was not found in the runs performed with version
13.0 of the code, where the vilue of parameter CSFID was 1+10+6, instead
of 121043 in version 14.3.

The value of parameter CFS.D in subroutine TFiDSl is questionable.
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