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] thereof, or any of their employees, makes any warranty, espressed or imphed, or
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of such use, of any information, apparatus product or process disclosed in this
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report, or represents that its use by such third party would not infringe privately
owned rights.
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ABSTRACT

i An ovetview of the Safeguards Automated Facility Evaluation (SAFE) L

}
; method and its application to nuclear facility safeguards is presented.
.

The evolution of SAFE is described, and background information on early
|

,first- and second-generation safeguards evaluation models is provided.
j The ability of SAFE to function as a global safeguards effectiveness

{
evaluation method is examined, and the toles which the individual

|g phases of a .nhysical protection evaluation (facility characterization,

|g facility representation, component performance, adversary path analy-

sis, and effectiveness evaluation) play in an application of SAFE to a

nuclear facility are detailed.
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PREFACE

.

This volume of the SAFE Users Manual presents a complete overviewI of the Safeguards Automated Facility Evaluation (SAFE) method and its

application to nuclear facility safeguards. To provide the user with a

better understanding of SAFE and the philosophical rationale behind its

development, Section 2 of this volume contains a description of the

evolution of SAFE. Two early, first-generation, scenario-based safe-I guards evaluation models, the Forcible Entry Safeguards Effectiveness
Model (FESEM) and the Insider _ Safeguards Ef fectiveness Model (ISEM) as
well as two second-generation, scenario-based models, the Fixed-Site

Neutralization Model (FSNM) and the Safeguards Network Analysis Proco-

dure (SNAP), are described. The ability of SAFE to surmount both the

I technical and philosophical limit tions of scenario-based safeguards

models with respect to modeling global safeguards effectiveness is

examined.

Section 3 details the phases involved in the physical protection

evaluation process: (1) facility characterization, (2) facility repre-

sentation, (3) component performance, (4) adversary path analysis, and

(5) effectiveness evaluation. The parameters required for each phase,I t5e interrelationship of the phases, and the manner in which each con-

tributes to the overall SAFE evaluation process are described. Final-

ly, the role of SAFE as an aid in the decision-making process is brief-

ly conside-ed in Section 4.

I This volume is the first in a serics of four volumes which com-
prise the SAFE Users Manual. This manual provides sufficient informa-

tion for the uninitiated physical protection system analyst to gain a

working knowledge of SAFE. For further information on SAFE, the reader

is referred to Volume II: Method Description, which presents a de-

I tailed description of the SAFE evaluation process, Volume III: Example

Application, which presents an application of the SAFE method to an

example facility, and Volume IV: Computer Programs, which presents

simple program flowcharts, a brief description of each program, and a

complete listing of the programs used in SAFt;.

7,8
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1. INTRODUCTION

The developner.t of models to aid in the evaluation of physical

protection systeras at nuclear tacilities was in progress at Sandia
National Laboratories as early as 1974. This work has been sponsored

principally by the U.S. Nuclear Regelstory C'mmission (NRC). These
,

models were developed to fulfill the need for

'|,

M 1. A consistent approach to the evaluation of the effectiveness

of physical protection systems in defending against a hypoth-
esized adveraary threat and

| 2. A quantitative technique for determining upgrades to existent
i

j facilities and ' tor designing new facilities.

The Safeguards Aut Facility Evaluation (SAFE) method is an

i evaluation process con- sg of operational phases for facility repre-

sentation, component performance, adversary path analysic, and effec-
t iveness evaluation. SAFE combines thess. 1hases into a continuous

|
stream of operations. The technique has been implemented on an inter-

|. active computer time-sharing system and makes use of computer graphics
1 for the processing and presentation of intornation. Using this tech-

.

a 5;]obal evaluaticn of a safeguards sy, tem can be provided bynique,=

systematically v6rying the paraineters that cha. acteri7e the phyaical
protection components cf a facility to reflect tax. perceived adsersary
attributes and strategies, environraental cordit tons, and site opera-

' ' t:ional conditions.,5'

'I i-
.
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J 2. THE EVOLUTION OF SAFE;I
e
9

2.1 EARLY SCENARIO-HASED MODELS

I Figure 1 depicts the evolution of SAFE. 7%c of the first safe-

i guards evaluation models which were developea are the Forcible Entry
; Safeguards Effectiveness Model (FESEM)1 and the Insider Safeguards:

h Effectiveress Model (ISEM). FESEM and ISEM employ Monto Carlo tech-

niques to simulate a group of adversariec attacking a nuclear facility.

I The principal difference between there two models lies in the hypoth-

{ esized threat they are structured t:, address. FESEM was structured to

fg consider primarily adversaries who do not have authorized access to the

! facility (outsiders), while ISEM 'ocuses on adversaries who do have

authorized access (insiders),

i
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1 Figure 1. Evolution of SAPE
i

Experience gained through the application of FESEM and ISEM pro-

vidcd the impetus for further safeguards methodology development.

There were essentially two schools of thought regarding the most

13



I
fruitful direction for further developmental work in the 1975 to 1976

time frame. On the one hand, it was cicar that the single-scenario

orientation of FESEM and ISEM was not amenable to an evaluation of g
safeguards systems considered in their entirety. Tha t is, an evalua- E

tion of the effectiveness of a safeguards system in countering individ-

ual adversary scenarios mer ely reflects the ability (or inability) of

the system to deal with th -e scenarios--it is likely to imply 1.ttic

about the safeguardo system as a whole. Consequently, a need for a

global approach to the problem of evaluating safeguards system effec-

tiveness was identified. At the other extreme, both FESEM and ISEM

were criticized for not including a sufficient amount of detail in

individual scenarios. This criticism was directed primarily tc, ward the

inability of these models to represent complex tactics that might be

usec' by the adversaries as well as the security force.

In order to satisfy both of these concerns, developmental activ-

ities proceeded along two lines. One area of work centered on the de- "

velopment of detailed scenario models and resulted in a set of second-

generation scenario models that can explicitly represent quite complex

tactics. The other area of work focused on development of a global

approach to safeguards effectiveness evaluation. The result of the g
global effort is an interlinked collection of analytical techniques 5

which can be used to evaluate the effectiveness of the entire safe-

guards system. The following two subsections describa in greater de

tail the products of these two developeental activities.

2.2 SECOND-GENERATION SCENARIO MODELS

The primary concern in the development of the second-generai. ion

scenario models was enhancement of the capability to represent complex

tactics. The goal of enhanced capability was pursued through the de-

gwelopment of two separate scenario models. One of these models, the

Fixed-Site Neutralization Model (FSNM), utilizes tactical procedures W

which are internal to the model logic and require only a minimal amount

of user input related to the tactics. The other scenario-based model,

the Safeguards Netuork Analysis Procedure (SNAP), is the antithesis of

FSNM with respect to the representation of tactics. SNAP requires g
explicit user input to represent tactics. Both models employ Monte @

Carlo techniques to simulate randomness in the scenario. Output from

the models includes estimates for a variety of system performance

measures.

I
14
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With the advent of SNAP, the majority of the criticism directed

! at the limitations pertaining to the representation of detail in the
i carly scenario models (FESEM and ISEM) was answered. SNAP can be used

I to represent quite complex tactical situations and, as a consequence,

| lendu credibility to the evaluation of individual scenarios. In the

context of " vulnerability analyses," SNAP is a valuable tool in that

it can prov de insights into the strengths (or seaknesses) of the safe-

guards systun's ability to defend against a predefined adversary scc-

nario. Ilowe ve r , as previously cbserved, the analysis of a single

! scenario is likely to offer little in the way of global insights with
,

,

respect to the safeguards system. Moreover, even without considering
?
'analyst time, a detailed analysis of a sufficier.t number of scenarios

',
i

; (by any scenario model) in order to gain these global insights is un- *

likely to be computationally tractable. In addition, it is not obvious

Just what is implied by "a sufficient number of scenarios." To address
4

these inherent limitations, which are inexorably linked to any sce-

E nario-based technique, a global approach to the evaluation of safe-

| guards effectiveness was developed.

1
I 2.3 A GLOBAL EVALUATION TECilNIQUE
\

The princiral limitations of the scenario-based models with re-
: spect to their applicability to a global safeguards effectiveness eval-
$
,

uation were observed to be of a philosophical as well as a techni<al

nature. First, on the technical level, the scenario-based models in-

}
volved relatively complex Monte Carlo simulation techniques. In addi-

tion to *he significant amount of computer time necessary to replicate
= a sufficient number of times to obtain statistical stability, the ana- 6

) lyst time required for preparation of the input for a single scenario
can be excessive. The input data requirements normally increase with

}
model detail. Perhaps more importantly, the modeling philosophy of the
scenaric-based models aoes r'ot include the creation or generation of

|5 sdversary scenarios. It is difficult to determine which and how many
i

|
scenarios are necessary for evaluation to assure a comprehensive analy-
sis of the physical protection system.

<
l The SAFE method evolved as a r;sult of efforts to overcome the

limita tions described above. The technical limitations were addressed
. by developing a set of analytical techniques that is computer-timej

efficient and by structuring a highly user-oriented approacn tFat is
' analyst-time efficient. On the philosophical level, techniques for

generating " optimal" adveraary scenarios were developed.

4
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I

The lencration of adversary scenarios is based on selecting opti-

mal adversary paths into the facility, to a target,* and (in the eventi

of theft) (xiting the facility. Currently, SAFE uses one of three

measures for adversary pathfinding: (1) minimum adversary task time,

(2) minimum adversary detection probability, and (3) minimum probabil-,

ity of interruption (sometimes called timely detection) of the adver-
! sary. Within SAFE, these measures can be either deterministic or

stochastic.6 In effect, the interruption measure generates paths which

j minimize the probability that the security force can confront (or in-

{ terrupt) the adversary. This implies that the system must detect the |

| adversary witn sufficient time remaining in the adversary's path for
i

the security force to respond and confront him prior to the completion,

| I

'

of the scenario. The output of the adversary path analysis is a col-

lection of orderud sets of node identifiers that represent physical

paths in the facility which are " critical" in terms of the pathfindin

i measure being used. This information is a portion of the input to the |
t

effectiveness evaluation phase in SAFE. ;

Effcctiveness esaluation for a given path can be decomposed into

swo major parts: interruption and neutralization. The path is "evalu- ;,

i ated" by first determining the probability that the adversary will be

g[interrupted and then determining the probability that the adversary 3
l

I will be neutralized or defeated by the security force. These two !

j probabilities can be multipled together to yield the total probability
'

that the physical protection system will be successful in defending
i

against the adversary along the path under consideration. '

,

t The Estimate of Adversary Sequence Interruption (EASI) model is '

an analytical technique which is used in the effectiveness evaluation

phase tc ccmpute the probability that the adversary will be inter- =

rupted. EASI focuses on the adversary path and requires information

related to the probability of detecting the adversary, the probability

of com.munication with the security force, the delays along the adver-

sary path, and the response time of the security force. The output of

.

Target--For sabotage, a '.arget may he dtfined as a source of ,

! special nuclear material (SNM) that could be released off-site to
endanger the public or a vital component (s) which, if compromised,
would result in radioactive release of SNM beyond the facility bounda-
ries. For theft, a target will normally be defined as a source from
which SNM can be obtained.

>

P

I
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I
EASI is an estimate of the probability of adversary interruption along

'

the specified path, i.e., the probability that the security force
| arrives at a point along the adversary's path prior to the time at'

which the adversary passes through that point.
|

|

The Drief Adversary Threat Loss Estimator (BATLE)0 model is an
analytical technique that is used to estimate the probability that the

adversary is neutralized by the security force. The information re-

quired by BATLE includes the number of combatants in each force, char-

acteristics describing ea"h combatant, the distance between forces,

g environmentf conditions, and reinforcements for both the adversaries

fE and the security force. A primary output of DATLE is the pr'bability

that the adversary is neutralized by the security force. This "neu-

tralization probability" is then multipled by the " interruption proba-

I bility" to yield the total probability of system win of the 1.hysical

protection system for the path in question.I
Capabilities for effectiveness eve.luation can be utilized in

either a single- or multi-path mode. During a single-path evaluation

using EASI, the probability of interruption is calculated and the user
1
'

may request two- or three-dimensional plots which show the probability

of adversary interruption or the probability of system win as a func-

tion of one or two of the other input variables.9 Based on the prob-

ability of interruption, these graphs illustrate sensitivities related

to upgrading the facility. The multi-path option displays, in tabular

form, the probability of interruption, the traversal time of each path,

and the freq"ency at which nodes appear in the set of critical paths.

The multi-pata evaluation identiftes paths that are particularly vul-

nerable and, tr.r s , are candidates for study by the single-path mode or

I by elaborate scenario-based mndels such as those previously described.

The global approach used in SAFE to estimate probability of inter-

ruption and probability of neutralization prcvides the analyst with

three valuable capabilities. First, SAFE can be used to obtain a

I global lower bound on probability of interruption that is a figure of

merit, not just for a path or a set of paths, but for the whole facil-

ity. Second, SAFE can be used to evaluate sensitivities to a range of

parameter values so that facility upgrades can be suggested and evalu-

ated. Finally, 5AFE can c^velop critical paths (scenarios) to be

I studied in more detail with scenario-based models.

I
I " ' "

--
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| 3. SAFE EVALUATION PHASES

I
f

Any physical protection evaluation process should include a set of

functions to provide the capability to account for facility character-

| ization, facility representation, component performance, adversary path

analysis, and offectiveners evaluation, as shown in Figure 2. SAFE

combines the latter four of these phases into a continuous stream of
i

! highly automated operations. SAFE has been implemented on an interac-

tive computer time-sharing system and makes use of computer graphics

for the processing and presentation of information. Using SAFE, a

,

global evaluaticii of a safeguards system can be provided by systemati-
;

cally varying the parameters that characterize the physical protection

components of a facility to reflect the perceived adversary attributes

and strategies, environmental conditions, and site operational condi-

tions. Several alternative paths to all tacgets in the facility should

be examined under different environmental and adversary conditions or

I threats. As noted in Figure 2, a different set of targets could result

from various operational conditions, such as full power or cold standby.

Then, an analysis for the various operational conditions and target

SAFE

FACILITY

CHARACTERIZATION TARGETS

FACILITY COMPUTER ADVERSARY
REPRESENTAT ON REPRESENT ATION CHARACTERISTICS

DE I N
. /

CHANGES COMPONENT SPECIFIC ,/TARGETS & PE RFOR M ANCE F ACILITY

OPERATleNAL R E PR ESE NT A TION

5 /CONDITIONS h

ADVERSARY CRITICAL
ENVIRONMENTAL PATH PATHS / TARGETS

& ADVERSARY ANALYSIS

I
CONDITIONS

'

ALTERNA
SiEM

PATHS EFFECTIVFNESS pp
EVALUATION

I N

Figure 2. Physical Protection Evaluation Process
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I
combinations over cets of environmental and adversary conditions for

alternative adversary paths to each target would have to be performed

for a comprehensive evaluation of the facility.

I
3.1 FACILITY CIIARACI'ERIZATION

The first step in the evaluation process is the facility charac-

terization phase, which is illustrated in Figure 3. The objective of

this phase is to determine six essential facility characteristics: (1) g
the facility layout characteristics, (2) the targets and vital areas,* g
(3) the operz. tonal conditions, which include such items as maintenance

conditions, normal operation, a.;d emergency conditions, (4) the envi-

ronmental conditions that are relevant to the specific site, i.e.,

heavy rain. snow, or extreme cold, (5) identification of the components 5
of the physical protection system and their location, and (6) the g
characteristics of the security force, which include number of guards,

types of weapons, routing of patrols, and other specific characteris-

tics. All of this input information for SAFE will make possible a

thorough analysis.

I
FAClllTY LAYOUT CHARACTERIST CSSECURITY PLANS

I
TARGETS AND VITAL AREAS

FACILITY DRAWINGS ,_

>

OPERATIONAL CONDITIONS .
'SAFETY ANALYSIS REPORT FACIL:i

CHARACfERIZATION
N ENVIRONMENTAL CONDITIONS

ENVIRONMENTAL REPORTS
PHYSICAL PROTECTION SYSTEM

~ ISITE VISITS SECURITY FORCE CHARACTERISTICS
>

Figure 3. Input / Output of the SAFE Facility Characterization Phase

The input to the facility characterization phase includes the

various security plans that have been developed for the f acility, the

facility drawings, the safety analysis report, and the environmental g
reports for the facility. This information should be supplemented with 5

information gained from site visits, as required.

*

Vital area--A vital area is a location in a nuclear facility at
which a sabotage or theft event can be accomplished.

20
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Essential output of the facility characterization phase includes

j the various facility layout characteristics, e.g., barriers and access

:g points. The targets and vital areas are identified for specific oper-

.g ational conditions. Three additional sets of information can be ob-

| toined from this process: (1) specific site-relevant environmental

conditions from the environmental reports, (2) the description and
- location of the physical protection system components, and (3) the
|
. particular security force characteristics which are available from the

security plans.

i

I
The output of this phase is obtained through careful study of the

available resources. It is a step which essentially requires the

analyst to acquire the necessary information for the analysis and make

clear the input data and assumptions used. For complex nuclear power

| plants, fault tree techniques are available to assist the analyst in ,

locating the targets and vital areas.10,11

3.2 FACILITY REPRESENTATION

The second phase in the evaluation process is facility represen-

tation. The objective of this phase is to provide a basis for the

evaluation procedure through a computer representation of the facility

layout. This phase provides an explicit record of the analyst's as-

sumptions regarding the facility representation. As shown in Figure 4, i

the input to this phase is a subset of the output from the facility

characterization phase: the facility layout characteristics and the

I targets and vital areas for specif'.c operational conditions. The out-

put of the facility representation phase is a computer representation

of the facility to be used in the analysis. For example, a facility

layout or blueprint, as shown in Figure 5, shows a chain-link fence

around the outside of the facility and main reactor building. In

addition, there are several ancillary buildings around the area. It isI
FACILITYi------_-1 LAYOUT CHARACTERISTICSI | m

i FACILITY | TARGETS AND VITAL AREAS 2 F AClllTY COMPUTER REPRESENTATION

I CHARACTERIZATION
"

REPRESENTATION
! OPERATIONAL CONDITIONSl -

lI
,

L_______J _

Figure 4. Input / Output of the SAFE Facility Representation PhaseI
I
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Figu.e 5. Facility Blueprint--Level 1

not essential that all of this information be translated into the com- g
puter representation of the facility, but the key elements which affect W
adversary or guard movement must be included.

More specifically, the input required for this procedure includes

(1) the facility layout characteristics that comprise the principal

barriers and obstructions to any adversary movement, (2) all points of g
potential ingress and egress by the adversar.y (this might include such
items as windows, doors, potential adversary penetration points of <

boundaries, barriers, fences, walls of the buildings, etc.), and (3)

floor levels and their interconnection through stairwells and ventila-

; tion ducts. The specific targets and vital areas for a set of opera-

tional conditions are also required.

The facility representation phase is acccmplished through a digi-

tizing process, illustrated in Figure 6, in which the analyst uses a

I
I2
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Figure 6. Facility Layout Digitization

digitizing table and a crosc-hair cursor to send x,y-coordinates of

the required locations from the b.ueprints to the computer. The ana-

lyst simply traces over the essential or key features of the blueprints
and obtains a corresponding one-to-one computer graphics representa-

tion. The result of the process is a simplified facility drawing for

the overall facility. Figure 7 illustrates the result of digitizing

the blueprint shown in Figure 5. This drawing represents the first

(ground) level of the facility, i.e., the chain-link fence and theI major buildings inside the fence. Figure 8, which represents part of

the interior of the building (Unit 2), is designated as Facility Lay-

out--Level 2. The diamonds represent potential sabotage targets, and

the triangles represent stairwells that. join one floor to another.

Once the facility has been digitized in order to represent the

important features, the facility data are put into the form of an

undirected graph, which is a network of nodes and arcs. In the graph,

nodes represent barrier penetrations and targets, and arcs represent

I
' "
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| Figure 8. Facility Layout--Level 2

| I
crossing times between barriers. The graph will be the actual model of

l the facility to be used as input to the pathfinding codes. The i.rans- g
formation from the digitized representation to the graph (except for 5

the description of how stairwells on different levels are connected) is

performed by a computer program.

3.3 CONIPONENT PERFORNIANCE

The next step in the SAFE process involves setting the component

performance of each of the physical protection system components. The

objective of this phase is to base performance of both hardware andI

personnel upon relevant sets of environmental and adversary conditions

I
I"
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for the specific site being evaluated. As illustrated in Figure 9, the

; input required for this phase is the computer representation that was

produced by the facility representation phase. In addition, the facil-

ity characterization phase provides a description of the physical

i protection system components and the site-relevant environmental con-

ditions. This information is coupled with specific adversary charac-

teristics so that a specific component performance that is relevant to

the environment and the tt: eat being considered can be determined.

|
The component performance characteristics that must be provided

include penetration time delay". wt barriers, probabilities of detec-

I tion for sensors, adversary and security force travel velocities, times

i to travel between levels of the facility, time required for the secu-

rity force to respond to an clarm, and the probability that the secu-

rity force can be alerted when an alarm occurs (the reliability of a

facility's communication system). These values can vary for different

,I environmental and site conditions and for different adversary attri-
'

' butes.

I
ADVERSARY

CHARACTERISTICS

h

BOUNDS ON ADVERSARY
,
'

ATTRIBUTES

I (_ _ _ _ COMPUTER SPECIFIC FACILITY

| REPRESENTATION
I

COMPONENT REPRESENTATIONSFACILITY

| ',
"*

REPRESENTAfl0N PERFORMANCE
g

I PHYSICAL
PROTECTION

SYSTEM__ _ _ _ _ _ q

I ! SITE-RELEVANT
FACILITY

! I ENVIRONAENTAL
CHARACTERIZATION | CONDITIONS|

I
.

'
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Figure 9. Input / Output of the SAFE Component Performance Phase
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Through the use of these types of component performance assign-

ments, the analyst can set specific bounds on component performance,

while directly coupling this information to adversary attributes and

environmental conditions. A worst-case component performance can be =

considered in terms of how the adversary could defeat the system and,

from this information, bounds on adversary attributes can be set.

In summary, the component performance phase provides a method of g'

documenting and communicating the analyst's input data assumptions. It u

also provides the basis for the effectiveness evaluation since compo-

nent performance is based on a specific set of operational, environmen-

tal, and adversary conditions. By providing bounds on specific adver-

sary attributes, the analyst is not required to consider every sccnario, 5
but, in a more global sense, a bound for the worst-case adversary 5
scenarios is determined.

3.4 ADVERSARY PATil ANALYSIS

The next phase in SAFE is the adversary path analysis. The objec-

tive of this phase is to provide a systematic procedure for generating =
i

meaningful adversary paths for subsequent evaluation.

In the adversary path analysis process shown in Figure 10, the

input from the component performance phase is a specific facility g
representation in terms of the digitized facility. The facility and W

physical protection system are represented by a graph of nodes and

I
ADVERSARY

#
CHARACTERISTICSf

/
BOUNDS ONj
ADVERSARY STRATEGIES

SPECIFIC FACILITY !
I REPRESENTATION

PERFORMANCE |
'

ADVERSARY CRITICAL PATHSITARGETCOM PONENT _

PATH ANALYSISg

SECUP.lTY FORCE
r FACILITY ! CHARACTERISTICSg

CHARACTERIZATION

gL i

Figure 10. Input / Output of th- "rE Aaversary Path Analysis Phase g
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- - _ _ _ _ _ _ _ _ _ _



E

arcs. The security force cha acteristics ' hat are available for the
V
L interruption capability are obtained from the facility characterization

phase. Interruption necessitates detecting the adversary with suffi-
~ cient time to respond with a securitv force to confront the adversary

prior to completion of his mission.

Critical adversary paths are automatically generated by SAFE to

each potential target based on certain adversary characteristics. The

output is a critical set of paths for each designated target within the
facility. Figures 11 and 12 illustrate this output on the digitized
facility layout. The nodes (squares) on the chain-link fence at the

perimeter of the facility represent poasible points where the e.dversary
could penetrate the fence. The nodes (squares) on the building repre-

I sent points where the adversary could enter through a door or penetrate
a wall barrier. The target nodes are represented by diamonds. Each of

the nodes is assigned a time for penetration and a detection probabil-
ity in the component performance phase. Based on this information, the

most critical paths to each target within the facility are found.

Figures 11 and 12 illustrate one path in which the adversary co.aes
through the chain-link fence, traverses the open area, and enters a

building door. The adversary then goes inside the building, through a

stair door, and down the hall through two more doorways to a target.

I This path represents the route which the adversary could traverse to
sabotage the facility, minimizing the likelihood of his being inter-

rupted by the security force.

The various pathfinding algorithms used to identify critical piths

provide a capability for examination of several alternative adversary
strategies. For instance, the analyst can consider a scenario in which

the adversary tries to minimize his total time by tsing force to pene-I trate barriers as rapidly as possible in order to strike the target.

The analyst cai. also choose to determine the most critical paths to

each target in terms of smallest probability of detection for the ad-

versary. This would represent a scenario in which the adversary em-

plays a stealth or deceit tactic. The combination of these two mea-I sures in terms of minimum interruption probability provides a more

complete measure. In this case, the concern is to detect the adversary

and to couple that detection with sufficient delay time to permit the

security force to respond and confront the adversary before he has
accomplished his mission. Use of this pathfinding measure produces a

. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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I
critical path which combines adversary tactics of force, stealth, and

deceit--the most stressful situation.

|I In summary, the adversary path analysis forms a basis for bounding'

the adversary strategies, attributes, and actions. It reduces, to a

manageable set, the enormous number of adversary paths in a complex,
multilevel facility. Only the " critical paths" to each target are

generated. Typically, if every possible path to a target in the facil-

ity being considered were generated, the number of distinct paths could

exceed the ability of current generation computers to exhaustively

enumerate the paths; therefore, efficient, comprehensive, mathematical

algorithms have been developed to find only the critical paths to each

of the identified targets. In a matter of a few seconds of computerI time, critical paths can be gencrated to 30 or 40 targets within a

complex facility.

I 3.5 EFFECTIVENESS EVALUATION

The last phase of the SAFE evaluation process is the effectivenessI evaluation. The objective in this phase is to provide meaningful

aggregate measures of physical protection performance for various

critical paths. Inputs to the effectiveness evaluation are obtained

primarily from the adversary path analysis phase and involve at least

one critical path to each target within the facility. As noted inI Figure 13, the characteristics of the security force which involve the

neutralization capabilities (the specific types of weapons, rumoer of

I
ADVERSARY

I / CHARACTERISTICS

/ /
I / BOUNDS ON

ADVERSARY CHARACTERISTICS
f

/ CRITICAL BOUNDS ON

| CRITICAL PATHSITARGET _ SYSTEM PERFORMANCE1 ADVERSARY
EFFECTIVENESS _

l PATH I EVALUATION
~

ANALYSIS
,

I SECURITY FORCE
g _lllP. ! CHARACTERISTICS

_ _ _ _ _ . ,

gFAC

I g CHARACTERIZATION |

Figure 13. Input / output of the SAFE Effectiveness Evaluation PhaseI
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guards, their training, whether or not they have cover, etc.) are

obtained from the facility characterization phase.,

As an illustrative output of this process, part of the global

results that were obtained from a facility is shown in Table 1. A

response time of 7 minutes to each target has been assumed for three

guards, and the targets have been designated in Column 1 by the node

identification labels, 221, 440, etc. A ranking index has also been

calcilated that indicates which of these targets is the most attractive W

in terms of the adversary's attempts to reach each of the targets, as
,

conditioned by the performance measure being used in the critical path

analysis. For example, in terms of minimum interruption probability

perfotmance, Target 221 was generated 68% of the time by the PATHfind-

ing Simulation (PATHS) code.6 The intctruption lower bound, as deter- W

mined by PATHS, is shown to be 0.87 and is strongly correlated with the

ranking index. The minimum neutralization probabilities required to

achieve at least a 0.9 probability of system win are recorded in Column

4 of Table 1. Note that for the most vulr.erable target (No. 221), even g
if the security force wins the engagement with certainty, a system win g
probability of 0.9 cannot be achieved because of the low interruption

probability ( 0.87 ) . Procedures also exist for the evaluation of all '

'

combinations of targets within a nuclear facility which must be compro-

mised in order to achieve a radiological release. Although the output

of SAFE is shown as two significant digits, the limited accuracy of the j

input data would indicate only one significant digit of accuracy on the

output to be justifiable.

Table 1 ,

Global Results for All Type I Targets
(7-Minute Response)

Node Labels Ranking Interruption System
I

of Targets Index Lower Bound Neutralization Win
r

221 .68 .87 1.00 .87
440 .12 .95 .95 .90

438 .08 .97 .93 .90
E

224 .07 .97 .93 .90 g
139 .03 .90 .92 .90

703 .02 .99 .92 .90

523 0.00 .99 .91 .90 |

! 441 0.00 1.00 .90 .90

I
1
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Figure 14 is a three-dimensional picture of the probability of in-

terruption (plotted vertically) versus the response time of the secu-

rity force versus the probability of detection of Sensor 4. (Sensor 4I is the door sensor located at the entrance to the reactor building, as

noted in Figures 11 and 12.) It the sensor fails or does not work

properly, the probability of interruption deteriorates significantly to

about 0.5; whereas, if the sensor is effective, a high probability of

interruption is obtained, ptovided the security force responds to the

door alarm and to the appropriate target within 5 or 6 minutes.

I PROBABIL1TY OF INTERRUPTION
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Figure 14. Three-Dimensional EASI Graphics Plot
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4. SUMMAR'.'

#
4.1 OVEREIEW OF SAll.COMPLTEER RMOGRAMS

The SAFE physical protection system evaluation procedure is illus-

trated in Figure 15; the computer techniques or programs are shown on

I the left and the general output from each phase of the process is shown

on the right. Unact facility characterization, a primary output is

I target identification. Computer programs, such as the Set Equation ,

Transformation System (SETS) and Generic Sabotage Fault Trees (GSFTs),

have been used to perform this analysis for light water reactors. To ~

digitire the facility and prepare it for evaluation, several computer

programs, labeled here as Graphical Representation through Interactive

Digitization (GRID) and Automated Region Extraction Algorithm ( AREA),

COMPUTER
PROGRAMS GENERAL OUTPUT

SETS ~ FACILITY
GSFT_ CHARACTERIZATION '

t POTENTI AL TARGETS

/ GRID' FACILITY
"

AREA REPRESENTATION

| - .

COMPUTER REPRESENTATION
.

,r

COMPONENT
SE'TD PERFORMANCE

S AFE < SPECIFIC FACILITY REPRESENTATIONS
37

ADVERSARY

I lNDPT PATH..

PATHS ANALYSIS
_

,r CRITICAL PATHS / TARGET

l ~

EASl EFFECTIVENESS

B ATLE, EVALUATION r

( ~

,r SYSTEM PERFORMANCE ME/.3URES -

,

Figure 15. SAFE Evaluation Procedure and Computer Programs
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! are utilized. A digitized representation of the facility and a facil-

ity graph are obtained as output. Component performance characteris- '

r

j tics are then supplied either from data obtained from the Safeguards i

Engineering and Analysis Data-Base (SEAD) or directly by the user.

The result is a specific facility representation in terms of specific (

Ienvironmental and operational conditions. The analyst then uses an

adversary path analysis technique (Minimum Detection Probability and W !
j Time (MINDPT) or PATHfinding Simulation (PATHS) ] to minimize dete -

| tion probability, time, or interruption probability and to generate |

critical paths for each target. EASI (Estimate of Adversary Sequence

Interruption) and BATLE (Brief Adversary Threat Loss Estimator)0 gare

utilized for an effectiveness evaluation along the critical path that E
,!

would provide the overall system performance measures. Ultimately, the

more critical adversary paths would require a more detailed evaluation I
! using a technique such as SNAP to look at specific scenarios. This

would provide additional model detail in evaluating the overall system
1

1
1 performance measure. '

'
i

|

| The SAFE process can be accomplished in a matter of a few days to i

a rew weeks. The vital area analysis using SETS and GSFT is now being

utilized by the NRC to identify vital areas for all the operating power ,

reactors in the United States. Currently, the time required to perform
;

i the analysis for a typical operating facility averages from 2 to 4

weeks.

| SAFE is an automated procedure for evaluating the effectiveness of

physical protection systen.s. It provides an explicit record of the |

analyst's assumptions through the facility representation. Critical

[ adversary paths can be determined, and overall global lower bounds on g
| paths can be obtained. Sensitivities of the probability of interrup- W

tion for a path to variations of path parameters can be generated and

displayed using computer graphics. Within SAFE, estimaces can be made

for the probability that the security force neutralizes the adversary.'

Sari' presents a broad range of evaluation capabilities to an

analyst. It has potential usen in the areas of design, evaluation, and

system improvement. To date, SAFE has been applied to a variety of

existing and cenceptual facilities. Besides land-based facilities,

SAFE has been applied to a generic ship which has six decks and one ,

target. These applications have shown SAFE to be a useful technique
"

for analyzing physical protection systems.

'
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4.2 COMMENTARY ON TIIE USE OF MODEIS

It should be emphasized that SAFE (annot, nor was it meant to, re- ,

o

; place the analyst or decision maker. A common misconception about the

purpose of models is the belief that ther are supposed to provide com-=

.
plete optimal solutions, free of human subjectivity and error. Implic-

! it in this notion is the concept that thc decision-making process can

be automated once all the appropriate considerations have been properly

defined. On the contrary, there are virtually always some neglected or'g
W intangible aspects to be considered, along with the output produced by

the model, before a commitment can be made to any course of action. In

the model formulation itself, many decisions must be made with respect

to what aspects of the problem are important and what assumptions are
reasonable.

All of these decisions are subjcctive and call for decision-making

capabilities of a uniquely human nature. lioweve r , it would be going

too far to say chat models make the job of the decision maker any

easier. If anything, the challenges are greater because of the ex-

panded technical capabilities and other resources required to make good

use of the modeling approach. Certainly, the role of experience, intu-

ition, and judgment in the decision-making process remains undimin-

inhed. The models, in simplest terms, provide the analyst with a con-

sintent structured approach which aids in the evaluation of safeguards

systems. In this respect, models of physical protection systems can

assist decision makers and allow for better decisions to be made, but

they certainly are not a replacement for the decision maker.

Comment should also be made concerning model accuracy. Accuracy

can refer to two aspects of models--the inherent numerical accuracy of

model output and the precision of detail used to represent the real

fg facility. The numerical results, in general, are represented to two

E decimal places. One decimal place would more realistically represent

the cor.fidence that may be placed in the result. Two digits have been

used mainly due to user preference.

As the level of detail represented in a model increases, the accu-

I racy of the representation does not necessarily improve. If superflu-

aus detail is included, overhead cost increases with little or no im-

provement in res alts. Therefore, considerable care should be taken

when deciding on the level of detail to be included in a SAFE effec-

tivcness evaluation.

35,36

_ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _



_ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _

1

I
I

REFERENCES

I
I. D. Chapman et al, Users Guide for Evaluating AlternativeI L

Fixed-Site Physical Protection Systems Using "FESEM," SAN D7 7-1367
(Albuquerque: Sandia La bo ra to r ie s . November 1977).

D. D. Boozer and D. Engi, Insider Safeguards Effectiveness ModelI (ISEM) Users Guide, SAND 77-0043 ( Albuquerque: Sandia La bo ra tor ie s ,

November 1977).

I D. Engi et al, Fixed Site Neutralization Model User's Manual,
SAND 79-2241, NUREG/CR-1307 (Albuquerque: Sandia Laboratories, December
1979).

4I D. Engi et al, User's Guide for SNAP, S AN D8 0- 0315. NUREG/ Cit-1245
(Albuquerque: Sandia National Laboratories, July 1981).

B. L. Ilulme , MINDPT: A Code for Minimizing Detection Probability

I Up to a Given Time Away From a Sabotage Target, S AN D7 7- 2039 (Albuquer-
que: Sandia Laboratories, December 197 7 ) .

6
D. Engi, J. S. Shanken, and P. W. Moore, "Pathfinding Simulation

(PATHS) User's Guide," SAND 80-1626, NUR EG/CR-1589 (Albuquerque: Sandia
National La bo ra to r ie s , to be published).

11 . A. Bennett, User's Guide for Evaluating Physical SecurityI Capabilities of Nuclear Facilities by the EASI Method, SAND 7 7-0 08 2,
NUREG-0184 (Albuquerque: Sandia Laboratories, June 1977).

8I D. Engi and C. P. Harlan, Brief Adversary Threat Loss Estimator
(BATLE) Us,er's Guide, SAND 8 0- 09 5 2, NUREG/CR-1432 (Albuquerque: Sandia
National La co ra to r ie s , May 1981).

9I D. W. Sasser, Users Guide for EASI Graphics, SAN D78- 0112
(Albuquerque: Sandia Laboratories , March 1978).

G. B. Varnado et al, Reactor Safeguards System Assessment and

I Design, Volume I, SAND 77-0644, NUREG/CR-0313 (Albuquerque: Sandia
Laboratories, June 1977).

Safety and Security of Nuclear Power Reactorr to Acts of Sabo-
tage, SAND 7 5-0 504 (Albuquerque: -ia nd ia Laboratories, March 1976).

R. B. Worrell and D. W. Stack, A SETS User's Manual for the Fault
Tree Analyst, S AND77- 20 51, NUREG/CR-0465 (Albuquerque: Sandia La bora-I tories, November 1978).

13R. C. Hall ana R. D. Jones, A Scientific Data Base for Safeguards
C,omponents, SAND 78-1766, NUREG/CR-04 59 (Albuquerque: Sandia Labora-
tories, December 1978 ) .

<

I
' 7



_ _ _ _ _ _ _ - _ _ _ - _ _ _.

E

INDEX
,

|

This index ref erences Volumes I, II, and III of the SAFE Users Man-
ual. Volume IV, which contains a complett listing of the computer
programs uced in SAFE, is not referenced. References are to volume
number and page. Footnotes are designated by an n following the page
number.

Adversary attributes, bounds on, generaticn of region data using,
I.26, II.58 11.48-50, III.34-42.

Adversary path (s), realistic, II.16, input to, III.34
II.16n, II.28, III.16, III.16n interactive input procedure,

Adversary path analysis, I.26-29, III.36-42
I1.14, II.16, II.61-75, III.16 output of, III.34

algorithms used, I.27, I.29, II.65, termination of, II.52, III.39-42
II.67, II.71 See also RFPREP, NSPLIT, BREGNS,

criteria used, I.16, II.16, III.16, POSTPR, UAREA
III.53 Arrays, redimensioning of, III.56-58

critical paths generated, I.26-29, AUTREG, III.42
III.59

I
input to, I.26-27
interactive input procedure, Barrier, to movement, II.20, II.43

III.53-59, 111.73-81 See also node, barrier

objective of, I.26, II.61 BATLE (Brief Adversary Threat Loss
optimal paths generated, II.61-65 Estimator), I.17, I.34, II.17,
output of, I.16, I.27-28, II.16, II.79, II.83-87, III.17,

III.16 III.59-60, III.81-90,
path selection example. 11.73-75 III.187-211

I pathfinding criterion 'nosen, attrition rates in, II.83-85,
111.53-55, III.71, III.73 III.187-188

problem complexity, II.63 "BATLE Input and Status Reports,"
redimensioning of arrays in, II.86, III.86-87, III.190,

I III.56-58 III.197-199
Adversary scenarios, generation of, "BATLE Termination Time

I.15-16 Information," II.87, III.86,
Analysis options. See path III.88, III.190, III.199-200

evaluation combat parameters, II.85-86,
Analyst III.188-190

input data assumptions, I.21, I.26, combat parameters, example
I.34, 11.27, III.19 facility, III.84-85,

input to facility graph, II.44 III.190-196
resources available to, 11.15, definition of events, III.82-83

II.19, III.14 editor, III.202
role of, I.35, II.20-21, III.14 in effectiveness evaluation phase,
use of facility layout drawing, I.17, II.17, II.77-79,

II.26 II.83-67, III.17, III.59-60
Arc, engagement defined, II.83, III.187

in facility graph, I.23-24, II.16, engagements simulated by, II.79,
II.43-44, II.52, II.63 II.83-86, III.187I in staliwells, II.51-52 " Guard Delay Time Information,"

traversal time, II.52 II.86, III.86-87, III.190,
AREA (Automated Region Extraction III.197, III.199

Algorithm), I.33, II.45-52 input to, I.17, II.85-86,I addition of stairwell regions in, III.188-190
11.45, 11.51-52, III.39-40 input to, example facility,

capabilities of, II.45, III.34 III.83-86, III.191-196
constraints imposed by, II.45 interactive input procedure,I deletion of regions by, II.50-51, III.82-90, III.191-196

III.36 Markov process, II.84
editing of region data with, II.51, measure of effectiveness, II.78

III.39 output of, I.17, II.17, II.86-87,I III.190, III.197
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| output of, example facility, determined by MINDPT, II.67-70,
i III.86-90, III.198-201 III.151
I "Procability Distributions," II.87, determined by PATHS, II.71-72, ;

,
III.86, III.88-89, III.197, III.159 i

!
| III.199-201 input to MINDPT for, II.68-70,
I probability mass table, III.197n III.151 ,

,

quit-criteria, III.202-203 input to PATHS for, II.72, 3!
j reinforcements, II.17, II.84, III.159-160 g[
j III.188 listing, example facility, j

; Safeguards System Effectiveness III.59, III.80 !

i Measures, III.90 Cursor, 12-button, I.23, II.31-35, l

! sensitivity studies using, III.202, III.20-21, III.23-24
! III.204-211 i

sta te descriptor, III.187 1
,

j steady-state status, II.86, III.197 Data communication interface,
i trans1* ion diagram, II.83-85, III.28-29

III.187-188 Da ta transfer to NOS, III.28-34 ;

transition rates, II.83-85, Def ault values, specified in GRID, i

III.187-188 III.23, III.97 '

; See also eagagement Delay time. See time delay |

j Dattle. See engagement Design tool, SAFE used as, III.99-104

| Blaeprints, facility, I.21-23, II.13, Detection. See probability of f
: II.20, II.26, III.19 detection
| B RE GNS , II.48-50. See also AREA Deterministic pathfinder, I.16, ,

i III.151-152. !

) arrays, redimensioning of, ;

ommunication, probability of, I.16, III.56-58 ;c

} II.55, II.78-79 criteria for determining critical '

Communication system, II.25 paths, III.151 '

Component performance, I.24-26, input to, III.151
II.14, II.16, II.55-59, interactive input procedure, i

j III.15, III.47-51 example facility, III.153-158 [
i bounds on, I.26, II.58 output of, III.151-152 .

I characteristics, I.25, II.55-56 output of, example facility, |
' conditions affecting, I.25-26, III.153-158 |tIII.55-58 See also MINDPT

data editing, III.49, III.99 Digitization. See facility EI
data selection, II.55-58 digitization

,

default values, III.47 Dijkstra, shortes t-path algorithm |!generic data base, II.58-59 in MINDPT, II.67
input to, I.25, II . 5 5- 5 6, III.47 in PATHS, II.71 g

! interactive input procedure, Distribution types for time delays in
III.47-51 PATHS, II.72, III.75 '

||objective of, I.24-25, II.55
output of, II.56, III.15 g

I probability of detection, I.25, EAbI (Estimate of Adversary Sequence [
II.33n, III.15, III.23 Interruption), I.16-17, I.34, |.

I specific f acility representations, II.17, II.77-79, III.16, Ei
II.56 III.59-60 g

j time delay, I.25, II.16, II.33n, advantages of, II.78
1 III.15, III.23, III.47 central limit theorem, II.79
j travel velocities, I.25 in effectiveness evaluation phase,

values assigned using GRID, II.33, I.16-17, II.17, II.78-79,
II.33n III.16, III.59-68 i

! Conditions, environmental, graphics capability in. See EASI
I operational, and adversary, Graphics !

I.ll, I.19-21, I.24-25, input to, II.78-79 l

II.14-15, II.19-20, II.20n, measure of success, II.78-79'

II.25, II.56-57, III.17, III.91 output of, I.16-174

Coordinate system, II.15-16, II.28, EAS' Graphics, I.17, I.31, II.79-80, 3|
j II.33, III.22-23 III.16 gi
; Critical paths, I.16, I.27, I.29, analysis of paths using, III.16, !

II.62-63 III.60, III.68-71, III.107,
criteria for, I.16, II.16, 111.111-114 g'

II.62-63, III.151, III.159 3
i
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I copy capability, III.71 description of, III.19, III.123
plot options available, II.80, digitization of using GRID,

II.82 III.20-28
plots, examplo, II.81, II.89-90 EASI used to analyze, III.60-68,
plots, example f acility, IiI .69-7 2, III.lli

II1.112-122 EASI Graphics used to analyze,
plots, user-scale, III.69, III.71 III.68-71, III.111-122

I Effectiveness evaluation, I.16, editing facility data, III.49-51,
I.29-31, II.14, 11.17, II.77-90, III.49n
III.16-17, III.59-71 effectivensss evaluation phase for,

BATLE used in, I.17, II.17, III.59-71I II.77-79, 11.81-87, III.17, facility characterization phase
III.59-60 for, III.19n

EASI used in, I.16-17, II.17, facility representation phase fer,
II.77-79, III.16, III.59-68 III.19-46

I EASI Graphics used in, III.68-71 global sensitivity analysis of,
global results, example, II.87 11I.108-111
input to, I.16, I.29-30, II.77, guard facility model, III.105,

III.16 III.142

I interactive input procedure, histograms for, III.66-67,
III.60-71 III.81-82

multi-path option, I.17, II.17, layout drawings, III.19-20,
III.16-17 III.51-53, III.123-136

I objective of, I.29, II.77 levels in, III.19, III.123
output ot, I.30-31, II.77 list (dump) of regions in,
single-path option, I.17, II.17, III.145-149

III.16, III.lll lower bound for, III.97-99, III.104

I Engagement (s) in BATLE, II.79, MINDPT used to analyze, III.53-59,
II.83-87 III.97-99, III.152-158

commencement of, II.84, III.190 node types and symbols for,
defined, II.83, III.187 III.20-21, III.123

I quit-criteria, III.202-203 nodes in critical paths, III.66
state descriptor, III.187 nodes listed, III.42-45
states in, II.83-85, III.137-188 NOS sign-on procedure , III .29-3 2
termination of, II.84, III.202 output using deterministic

I transition diagram for, II.83-85, pathfinder (MINDPT),
III.187-188 III.153-158

transition rates, II.83-85, output using stochastic pathfinder
III.187-188 (PATHS), III.161-172

See also BATLE pathfinding option chosen,
Equipment used in SAFE. See SAFE III.53-54, III.71, III.73
Evaluation of specific facility PATHS used to analyze, III.73-80,

representation, III.91-99 III.97-99, III.160-172

I Evaluation tree used for component probability of detection for,
performance, II.57 III.23-24, III.137-138

Example facility, III.19, III.123 probability of interruption for
adversary path analysis phase for, critical paths, III.66, III.81

III.53-59 rate of travel selected, III.51I analysis of, simplified, III.97-99 response time, security force,
AREA used to generate regions for, III 55-56, III.142-143

III.36-42 security force characteristics,
arrays, redimensioning of, III.105-106, III.142I III.56-58 sensitivity analysis of, using EASI
BATLE run for, III.81-90, Graphics, III.68-72

III.190-202 specific facility representation

3 component performance phase, evaluation of, I1I.97-99

,g III.47-51 stairwell data, III.139-141
coordinates registered, III.22-23, start nodes, III.55, III.106

III.26-27 targets, III.97-99, III.144
critical paths listed, III.59, terminal nodes chosen, III.55

I. ;II.80-81 threshold, III.97-99
data, III.137-144 time delay values for nodes,
data transfer to NOS, III.28-34 III.23-24, III.105,
default values for III.23-24, III.137-138I
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UPREP executed for, III.42-46 Facility layout, I.20-21, III.15
USAFE run for, III.47-49 characteristics, I.20-22

computer representation of,
I.21-24, III.19

Facility characterization, I.20-21, data, III.34. See also LEVELS
11.13, II.15, II.19-26, III.14, digitization of, I.22-23, II.15-16,
III.19, III.19n, III.101 II.27-43, III.15, III.19

analyst's role in, II.20-21 display, II.33, III.51-53
f acility layout drawing, II.26 See also facility representation
facility operating states, I.20, Facility layout drawings, I.20, I.23,

II.20n, II.25 II.20-21, II.26, II.28, III.19
input to (data sources for), I.20, analyst's use of, II.26

II.13, II.19, III.14 copies made, III.51, III.60,
ob3ective of, I.20 III.62-65
output of, I.21, II.19-20, II.26-27 for example facility, III.19-20,

Facility data, I.23 III.51-53, III.123-136
digitized, II.43-45 input to GRID, II.28
edited by user, II.51-52, simplification of, II.20-21

III.47-51, III.105 Facility representation, I.21-24,
for example facility, III.137-144 II.13-16, II.27-53, III.15,
files, II.27, II.30-31, II.43-45, III.19-46

III.26 AREA used in, II.45-52
f or guard model, III.142 computer representation, I.21,
input by user, III.47-51 I.23, II.27
physical characteristics, II.20 data transfer to NOS, III.28-34
transfer to NOS, II.31, II.45, digitizing process in, I.22-24,

III.28-34 II.27-43, III.19-28. See also
transfctmation to facility graph, GRID

I.23-24, II.52-53, III.34-46 evaluation of specific, III.91-99
Facility digitization, I.22-24, GRID used in, II.28-43, III.20-28

II.27-43, III.19-34 input to, I.21-22, II.26-27, III.19
analyst's role in, I.22-23 objective of, I.21
cursor ' sed in, I.23, II.31-35, output of, I.21, II.16, II.27,

III.20-21, III.23-24 III.15
data communication interface, transformation to facility graph,

III.28-29 II.43-53, III.34-46
data transfer to NOS, III.28-34 See also facility layout
equipment used in, II.30-31. See Fault tree analysis procedures, I.21,

also Tektronix 4051; cursor, II.25, II.91-95
12-button symbology used, II.94

GRID used in, II.27-43, III.20-27 usefulness of, II.95
initialization for, III.22, III.28 FESEM (Forcible Entry Safeguards
input to, III.19 Effectiveness Model), I.13-14,
output of, II.30, 11.43 III.17
restrictions on, II.30 FSNM (Fixed-Site Neutralization
steps in, II.33-36 Model), I.14
user-definable keys (UDKs),

II.36-43, III.25-32
Facility evaluation, II.13, III.91-99 Global evaluation, I.15-17

Iterative prccedure for, II.14, example results, I.30
II.17, III.14, III.17 using SAFE, I ll, I.17, I.19

using MINDPT, III.95-99 GRID (Graphical Representation
using PATHS, III.92-99 through Interactive

Facility graph, I.23-24, II.15-16, Digitization), I.33, II.27-43
II.43, II.63-64, III.15 coordinate system used with, II.28,

analyst's input to, II.44 III.22-23
construction of, II.43-45, II.52 default values specified in,
nodes and arcs in, I.23-24, II.16, III.23, III.47

II.43-44, II.63-64, III.15 detection probabilities assigned
region data generated using AREA, using, II.33, II.33n

II.45-52, III.34-42 digitization using, III.20-28
regions in, II.16, II.43-45 equipment needed, II.30-33
transformation of data te, I.23-24, how to load, III.20-21

II.52-53, III.34-46 input to, II.28
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I interactive input procedure, pathfinding criteria, 11.67,

III.21-28 111.16, 111.151
template on Tektronix 405t, removal path determined by, II.68I 11.36, 111.25. for specific facility
time , 'ays assigned using, II.33, representation evaluation,

i .33n III.95-99

I utility functions for Tektronix See also deterministic pathfinder
4051, 11.36-43 Minimum probability of detection

utility functions for Tektronix criteria in adversary path
4054, 11.97-98 analysis, I.16, II.16, III.16,

GSFT (Generic Sabotage Fault Trees), III.53, III.151I I.33 for example facility, using MINDPT,
Guard characteristics. See security III.155-156

force, characteristics from MINDPT, 11.67-68, I II .151-15 2
g Guard response time. See response for optimal path determination,,

g time, security force 1.16, II.65-66
.

Minimum probability of interruptior,
criteria in adversary path

Header, 111,75 analysis, I.16, II.16, III.16,
Histogram, III.66-67, III.81-82 III.16n, III.53, III.151,

III.159
for example facility, using MINDPT,

Insider, I,13, 171.92 III.54-55, 111.97-99,
ISEM (Insider Sa.?Cuards 111.157-158

Effectiveness Model), I.13-14, for example facility, using PATHS,
111.17 III.73-81, III.97-93,

III.165-172I from MINDPT, II.69-71, III.95-97,
LEVELS, III.33-34, III.36, III.42, III.151-152

III.49n f or optimal path detern,ination, '

Lines, II.28-30, II.43, II.45 1.16, 11.62-63, 11.65-66,
cursor used to digitize, 11.32-35 111.104
restricti7ns on, 11.30 from Pt.THS, III.92-95, I11.159-160

Locus poin t ( s ) , II.65, II.67-68 security force response times
Lower boond, generated for, III.104-107I global, I.17 threshold, III.92

from PATHS, 11.72, III.92-97 Minir.um time
on performance for combinations of criteria in adversary path

targets, III.94-95 analysis, I.16, 11.16, III.16,I for theft paths, II.68 III.53, III.151, III.159
for example facility, using MINDPT,

III.153-154
Measure (s) for example facility, tsing PATHS,I deterministic, I.16 III.161-164
MIN-MAX, III.95, III.109-111 f rom MINDPT, II.67-68, III.151-152
pathfinding, I.16, I.27-29 for optimal path determination,
Safeguards System Effectiveness, I.16, II.65-66

I II.78, III.90 from PATHS, III.159-160
stochastic, I.16 Paths for security force,
See also minimum prnbability of 111.105-106

detection, minimum probability MIN-MAX perfcrmance measure, III.95,

I of interruption; minimum time 111.109-111
MINDPT (Minimum Detection Probability Model, evaluation,

and Time), I.34. II.65, accuracy of, I.35
II.67-71, III.151-152 FESEM, I.13-14, III.17

input to, for critical paths, FSNM, I.14
II.68-70, III.151 global, I.14-17

interactive input procedure, ISEM, I.13-14, III.17
II.71, 111.53-59, III.153-158 role of, '.35

I output of, II.70, III.101, scenario-based, I.13-15
III.151-152 second-generation, I.14-15

output of, example facility, SNAP, I.14-15, III.17
111.153-158 Monte Carlo simulation techniques,

I.13-15, 11.72
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Node (s), II.28-30, II.43, II.51-t4 TAPE 10, III.36
barrier, II.45, II.53, II.63 TEXT . node , III.178
cocndary, II.53, II.63, III.42-45 transler of data to, II.4 5,
checked'using UFREP, III.42-45 II!.28-34 |
cursor used to digitize, II.31-35, XUDIT, III.32-33, III.45, III.49n, 3

III.29-21 III.179-lC1
default values specified for, NSPLIT, II,47-48. See also AREA

III.23 |
describiag critical paths, i;I.80 g
eiiting of, III.49-51 Outsider, I.13, II.64, III .9 2
excmined usins AREh, II.45-50,

|III.36-40
exemple facility data, sII.137-144 Path (a) g
in facility grapo, I.23,.II.16, access, II.61, II.64 #

II.43-44, II.63 critical, I.lb, II.62, II.68-72,
grouped for pathfinding routines, III.59 |

II.53 defined, II.61 g
label (s), II.30, III.20, III.77, display of, III.60-65

III.123 evaluation of, I.16
. label (s) in list of critical paths, optimal, 1.16, II.61-05 g

III.59, III.66 III.77, III.80 realistic, II.16n, II.28 g
listed in region lun.p, III.146-149 removal, II.61, II.68
locus, II.67 for sabotage, II.61, II.64,.

POSTPR used to eliminate axtra, sensitivity study of, III.111-112 E
II.50

.

for theft, II 61, II.68 g
probability of detection for, III 23 Path evaluation (analysis), II.77
processed by RFPRdP, II.45-47 ~ measure of effectiveness, IT.78,
pseudo , II.29-30, 11.43, LI.45, III.90 E

II.47, II.52, III.20, III.24 multi-path option, I.17, II.17, g
testrictions cn, II.30, 11.13 III.16-17, III.97

II.45 selection criteria, I.16, II.10
split by NSPLIT, II.47-48 single-path t,ption, I.17, TI.17,
stairwell, II.43, II.51-52, III.16-I7, III.lll

III.139-141 Pathfinding
start, II.53, III,55 nigorithms, I.27, I.29, II.65-67,
symbols used in SAFE, II.32, II.71, III.56-59. Eee also 3

III.20-21, III.123 MINDPT; PATHS g
target, II.43, II.53, II.63, criteria, I.16, II.16, ;I.67,

III.42-45, III.55 11.69, III.16, III.53
terminal, II 67, II.70, III.16n, options, III.16-17, III.53-55, 3

III.55, III.59' III.71 g
time dolcys for, III.23, III.105 PATHS (PATHfinding Simulationi, I.34,
types, II.39, II.32, III.20-21, II.65, II.71-73, III.73-81,

' III.123, III.137-138 III.92-95, III.159-172
x,y-coordinatas or, II.30 brief input mode, III.73'

Hode Update Option, III.49-51 critical paths listcd, example
NOS (Network Operating System (, f acilit;r, III.80-81

II.30-31, III.173-181 header, III.75
accessing, III.173 , histogram for, III.81-82
file comnands, ITI.174-181 input to, II.72, III.159-150
file creation, III.32 input to, e> ample facility,
file typeb, III.174-175 III.lti-172
LEVELS file,~ III.33-34, III.49n interactive input procedure, II.73,
local file, III.33, III.174 III.73-81, III.161-172
local file commands, III.177-179 interruption calculations,
permanent file, III.34, III.174 III 74-75
permanent file (.ommands, lower boar.d on probability of |

III.175-176 interruption, II.72, m
primary file, III.33, III.175- III.92-95
procedure filen, III.178 minimum interruption criterion,

hSAFE procedure on, III.47-90 III.92, III.165-172
sign-on procedure, III.29-32, minimum time criterion, III.161-164 F3

III.29n, III.173 " Node Ranking Information,"
system procedures, III.178-179 III.79-80, III.101, III.103,

III.170-171
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output of, II.72, III.92, deletion of, II.52
I11.101-103, 111.160

output of, example facility,
III.76-81, III.161-172 Random number seed, III.74, III.74n

" Path Descripiion," III.77, Ranking index, II.71-72, II.87,
III.102, III.168 III.101

" Path Rank Ang/ Interruption hEGDAT, III.42, III .4 5I Information," III.78, III.103, Regionts), II.43-45
III.169 data file, III.42

pathfir. Jing c:i teria, II.67, deletion of usi.ng AREA, II.50-51,
III.16, III.159 III.36I " PATHS Summary," III.16, in digitized facility layout, II.43
III.102, III.167 display of, III.29

random numbcr seed, III.74, III.74n edit of data by user, II.51-52,
' ranking index, II.71-72, II.87, III.39-40

III.101 in facility graph, II.63-64
; replications, 11.J1-72, III.74-75, generation by AREA, II.48-50,

III.160 III.34-42
for specific facility input to, III.34I representation evaluation, listing (dump) of, example

III.92-95 facility, III.145-149
threshold, III.92-94, III.97 with split nodea, II.50-51
time delay dictributions used, stairwells in, II.45, II.51-52,I II.72, III.75 III.39-10
See also stochastic pathfinder REGION, III.42, III.45. See also

Patrol, roving, III.105-106 UPREP
Physical protection evaluation, I.ll, Region file, III.42. See also AUTREGI I.19, I.33, III.13-14 Replicati0n(s), in PATHS, II.71-72,
computer programs used in, I.33-34, III.74-75

II.15, III.14-15 Re sponc.e time ( s ) , security force,
model development, I.11 I . 3 6,, 1.25, II.65-69, III.47,

I phases of, I.11, II.13, III.13 |II.55-56, III.59, III.104-107
Physical protection system, cal alation of, III.106, III.142

configuration, II.25-26 estimated, III.55-56, III.104
modifications to, III.99-101 for example facility, III,55-56,
security plan, II.26 III.142-143
threats to, I.ll, II.14 generation of, III.104-107

POSTPR, II.50. See also AREA locus. II.67-68

c ' Probability of communication, I.16, relationship to pathfinding
II.55, II.78-79 criterion, II.69

for example facility, III.60 sensitivities to, III.107
Probability of detection, I.25, special cases, III.105, III.107

II.16, II.33, II.33n, III.15, to targets, III .10 6, III.143

I III.23, III.47 RFPREP, II,45-47. See also AREA
cumulative, II.70
default values, III.23
for example facility nodes, Sabotagv. See target (s), sabotage

I I II . 7. 37-13 8 SAFE (Safeguards fatomated Facility
See also component performance Evaluation), I.ll, I.33-35,

P:ababilit y of interruption, I.16-17, II.13-18, III.14-17
II.16n, III.16n, III.104 accuracy of, I.30

I for critical paths, example application of, I.34, II.18, III.91
facility, III.66 capabili. ties of, I.15-17, I.34,

histogram of, III.67, III.81-82 II.18, III.17
measure in EASI, II.78-79, computer programs used in, I.33-34,

I III.59-30 II.15, 7!I.14-15
for optimal path, II.62 as design tool, III.99-104

Probability of neutralization, equipment used in, II.30-31
I.17, II.77-78, III.17, III.90 evolution of, I.13-17

I measure in BATLE, II.78, III.60 facilities evaJuated using,
Probability of system win, I.16-17, III.91-99

II.79, II.87-88, III.17, III.90 for global evaluation of safeguards
Pseudo-node II.29-30, II.43, II.45, syctems, I.ll, I.19, II.18

II.47, III.20, III.24 for global censitivity studies,
I.17, III.108-lll
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iteration in, II.17, III.14, output of, example facility,
III.17, III.68, III.99 III.16)-172

on NOS, III.47 See also PATHS
phases of, I.ll, I.19-31, 11.33-17,

III.14-17
for sensitivity studies, Tactics, adversary, I.29, II.65

III.108-122 Ta rge t( s ) , I.16n, I.19-21, II.20n,
site-specific analysis, III.42-46 II.21-25, III.14, III.92n
time required for application of, in example facility, III.97,

I.34 III.101-104, III.144
Safeguards effectiveness evaluation identification of, II.21-25

fault trees used for, II.91-95 MINDPT run for, III.95-99
global approach to, I.15-17 PATHS run for, III.92-95,
need for, II.13 III.101-104

Safeguards methodology development, sabotage, II.20n, II.21, II.23-25,
I.13-14 II.64, III.55, III.92

global approach, I.14-17 security force response time to,
seccnd-generation scenario models, III.104-107

I.14-15 theft, II.20n, II.21-23, III.55,
single-scenario approach, I.13-14 III.92

Safeguards System Ef fectiveness See also vital areas, Type I; vital
Measures, II.78, III.90 areas, Type II

Safety analysis report (SAR), I.20, Tektronix 4012 emulator program,
II.15, II.19, II.26, III.14 III.28-29

Scenario-based models, I.13-15 Tektronix 4051, II.30-31
limitations of, I.14-15 commands, III.183-185

SEAD (Safeguards Engineering and data communication interface,
Analysis Data-Base), I.34, II.59 III.28-29

Security force GRID executed on, II.31-43,
characteristics, I.20-21, I.29-30, III.20-27

II.25-26, III.94-95, GRID template , II.36, III.25
III.104-105 GRID utility functions on, II.36-43

characteristics, example facility, special keys, III.184-185
III.105-106, III.142 statements, III.183-184

neutralization of adversary, transfer of data from, III.28-34
I.16-17, II.17 user-definable keys, II.36-43,

response time. See response time, III.25-32
security force See also Tektronix 4054

start nodes for, III.105 Tektronix 4054, II.30, II.30n,
Sensitivity studies, I.17, II.97-98, III.183

III.108-122 GRID utility functions for,
global, III.108-111 II.97-98
specific, III.lll-112 See also Tektronix 4051
value of, III.108 Template

SETS (Set Egaation Transformation data communications interface,
System), I.33 III.28-29

Site-specific analysis using SAFE, GRID, II.36, III.25
III.42-46 Terminal, II.16n, III.16n, III.59

SNAP (Safeguards Network Analysis Theft. See target (s), theft
Procedure), I.14-15, I.34, Threat, adversary, I.ll, I.13, II.77,
III.17 III.92

Stairwell, II.20, II.28, II.51-52, Threshold, III.92-94, III.97
III.34, III.39-40, III.139-141. Time delay, II.33, II.33n, III.15,
See also node (s), stairwell; III.23, III.74, III.105, III.151
region (s), stairwells in for arcs in stairwells, II.51-52

Stochastic pathfinder, I.16, diutribution code for in PATHS,
III.159-160 II.72, III.75

criteria for determining critical for example facility nodes, III.24,
paths, III.159 III.105, III.137-138

defined, III.159 histograms for, III.67
input to, III.159-160 weights for, II.71-72
input to, example facility, see also cmuponent performance

III.161-172 Time limit, III.76
output of, III.160 Timely detection. See minimum E

probability of interruption g
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I
i
i m' Transition diagram, II.83-85, MINDPT run for, III.95-99

III.187-188 PATHb run for, III.92-95,
state descriptor, III.187 I II .101 -10 3

; transition rater, I I . 8 3 r. 5 , in specific f acility evaluz. tion,
j III .187 -18 8 III.92-99
i See also BATLE targets, example facility, III.97,
' Travel, rate of, III.47, III.51, III.144

III.106 Vital areas, Type II
!W Traversal times. See arc, traversal combinations, III.144
i time composi~e score for, 12I.94-95c

defined, II.91, III.92, III.92n
for example facility, III.97,

UAREA, III,36 III.144'

{ Upper bound on performance for MINDPT run for, III.95-99
i combinations of targets, III .9 5 PATHS run for, III.92-95

|| UPREP, III.42-46 in specific facility evaluation,
!W cross-checking nodes with, III.92-99

{ III.42-45 targets, example facility, III.97,
'

files generated by, III.45-46 III.144

I site-specific information edited worst-case combinations, III.94-95
by, III.45

| USAFE, III.105

|| example run, III.47-49 Weight (s), random drawa for time
! User-definable keys (UDKs). See delays, II.71-72
{W Tektronix 4051, us e r-d e f ina ble Weighted graph, II.62, II.67, II.71

| keys for determining optimal path,
II.64-65

for minimum interruption, II.65
Vital areas, I.20n, I.22, II.20n,

III.92n
example analysis procedures for, XEDIT. See NOS, XEDIT

II.91-94
i Vital areas, Type I
i defined, II.91, III .9 2, III.92n Yen, bookkeeping scheme, II.67
! for example facility, III.97,

III.144-

I
I

1

!I
4
!

!

I
|I
,

47

.



--- - - _ . . - . _ .

i

II:i
i
,

DISTRIBUTION:

I U. S. NRC Distribution Contractor (CDSI)
7300 Pearl Street
Bethesda, MD 20014

,

320 copies for RS '

|
25 copies for NTIS

I
,

'Author selected distribution - 39
(List available from author.)

400 C. Winter
1000 G. A. Fowler
1230 W. L. Stevent, Attn: R. E. Smith, 1233
1233 M. D. Olman 3

| 1700 W. C. Myre g'
| 1710 V. E. Blake, Attn: M. R. Madsen, 1714

1716 R. L. Wilde
1720 C.H. Mauney, Attn: 7. W. Kane, 1721 g,
1730 J. D. Kennedy, Attn: W. N. Caudle, 1734 3
1750 T. A. 3ellers, Attn: M. J. Eaton, 1759
1751 J. J. Baremore, Attn: A. E. Winblad, 1751 i

j 1752 v. K. Smith
1754 I. G. Waddoups
1760 J. Jacobs, Attn: M. N. CraNens, 1761

J. M. deMontmollin, 1760A

||W. F. Hartman, 1760A
J. D. Willians, 1769 s

1762 H. E. Hansen
1762 R. W. Mottern
1768 C. E. Olson, Attn: G. A. Kittemo nd , 1768

1765 D. S. Miyoshi W
2644 C. Pavlakos
4400 A. W. Snyder
4410 D. J. McCloskey
4413 N. R. Ortiz
4414 G. B. Varnado
4416 L. D. Chapman (10) g
4416 K. G. Adtms g'
4416 J. A. Allensworth
4416 H.A. Bennett
4416 L. M. Grady (15)
4416 C. P. Harlan
441t R. D. Jones
4416 M. T. Olascoaga
4416 J. M. Richardson
4416 S. L. K. Rountree
4416 D. W. Sasser
4756 D. Engi

|5000 J. K. Galt
5600 D. B. Shuste., Attn: A. A. Lieber, M. M. Newson, 5620, gi

R. C. Maydew, 5630
'

5640 G. J. Simmons, Attn: R. J. Thompson, 5641
L. F. Shampine, 5642

5642 B. L. Hulme
!8214 M.A. Pound

3141 L. J. Erickson (5) l

3151 W. L. Garner (3)
For: DOE / TIC (Unlimited Release) ='

I,
|

48 * u.s. oovcanutur rainvino orrice:isei-o-717-ozs/ sis

__ __ _ _ __ ._


