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PREFACE

This volume of the SAFE Users Manual presents a complete overview

of the Safequards Automated Facility Evaluation (SAFE) method and its
application to nuclear facility safeguards. To provide the user with a
better understanding of SAFE and the philosophical rationale behind its
development, Section 2 of this volume contains a description of the
evolution of SAFE. Two early, first-generation, scenario-based safe-
guards evaluation models, the Forcible Entry Safeguards Effectiveness
Model (FESEM) and the Insider Safeguards Effectiveness Model (ISEM) as
well as two second-generation, sconario-based models, the Fixed-Site
Neutralization Model (FSNM) and the Safeguards Network Analysis Proce-
dure (SNAP), are described. The ability of SAFE to surmount both the
technical and philosophical limit tions of scenario-based safeguards
models with respect to modeling global safequards effectiveness is

examined.

Section 3 details the phases involved in the physical protection
evaluat.on process: (1) facility characterization, (2) facility repre-
sentation, (3) component performance, (4) adversary path analysis, and
(5) effectiveness evaluation. The parameiers required for each phase,
the interrelationship of the phases, and the manner in which each con-
tributes to the overall SAFE evaluation process are described. Final-
ly, the role of SAFE as an aid in the decision-making process is brief-

ly conside~-ed in Section 4.

This volume is the first in a series of four volumes whick com-

prise the SAFE Users Manual. This menual provides sufficient informa-

tion for the uriinitiated physical protection system analyst to gain a
working krowledge of SAFE. For further information on SAFE, the reader
is referred to Volume II: Method Description, which presents a de-

tailed description of the SAFE evaluation process, Volume III: Example

Application, which presents an application of the SAFE method to an

example facility, and Volume IV: Computer Programs, which presents

simple program flowcharts, a brief description of each program, and a

complete listing of the programs used in SAFk.
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2. THE ENOLUTION OF SAFE

2.1 EARLY SCENARIO-BASED MODELS
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fruitful direction for further developmental work in the 1975 to 1976
time frame. On the one hand, it was clear that the sirgle-scenario
orientation of FESEM and ISEM was not amenable to an evaluation of
safequuards systems considered in their entirety. That is, an evnhlua-
tion of the effectiveness of a safeguards system in countering individ-
uval adversary scenarios meroly reflects the ability (or inability) of
the system Lo deal with th e scenarios--it is likely to imply 1. “tle
about the safeguards system as 3 whole. Consequently, a need for a
global approach to the problem of evaluating safeguards system effec-
tiveness was laentified. At the other extreme, both FESEM and ISEM
were criticized for not including a sufficient amount of detail in
individua) scenarios. This criticism was directed primarily toward the
inability of these models toc represent compiex tactics that might be

used by the adversaries as well as the securiiy force.

In order to satisfy both of these concerns, developmental activ-
ities proceeded along two lines. One area of work centered on the de-
velopment of detailed scenario models and resulted in a set of second-
generation scenario models that can explicitly represent quite complex
tactics. The other area of work focused on development of a global
approach tc safequards effectiveness evaluation. The result of the
global effort is an interlinked collection of analytical technigques
which can be used to evaluate the effectiveness nf the :ntire safe-
guards system. The following two subsections describé 1n greater de-

tail the products of these two developrental activities.

2.2 SECOND-GENERATION SCENARIO MODELS

The primary concern in the development of the second-generacion
scenario models was enhancement of the capability to represent complex
tactics. The goal of enhanced capability was pursued through the de-

¢ lopment of two separate scenario models. One of these models, the
Fixed=-Site Neutralization Model (FSNM),3 utilizes tactical procedures
which are interna. to the model logic and require only a minimal amount
of user input related to the tactics. The other scenario-based model,
the Safeguards Network Analysis Procedure (SNAP),4 is the antithesis of
FSNM with respect to the representation of tactics. SNAP reguires
explicit user inpu. to represent tactics. Both models employ Monte
Carlo techniques to simulate randomness .n the scenar’o., Output from
the modeis includes estimates for a variety of system performance

measures.
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ADVERSARY PATH ANALYSIS
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UPREP executed for, II11.42-46
USAFE run for, II11.47-49

Facil.ty characterization, 1.20-21,

11.13, I1.15, 11.19-26, I11.14,
I11.19, 111.19n, 111.101
analyst's role in, 1I1,20-21
facility layout drawing, I11.26
facility operating states, I1.20,
I1.20n, 1I1.25
input to (data sources for), 1.20,
Ir.13, 11,19, 111.14
objective of, 1.20
output of, .21, II.19-20, 1I.26-27

Facility data, 1.23

digitized, II.43-45

edited by uwser, II.51-52,
I11.47-51, II1.105

for example facility, III.137-144

files, 11.27, 11.30-31, I1.43-45,
111.26

for guard model, I1I1I.142

input by user, I1II.47-51

physical characteristics, I1.20

transfe:r to NOS, I1I1.31, I1I1.45,
I111,28-34

transfcrmation to facility graph,
1.23-24, 11.52-53, II11.34-46

Facility digitization, 1.22-24,

I1.27-43, I11.19-34

analyst's role in, 1.22-23

cursor ‘sed in, 1.23, II.31-35,
111.20-21, 111.23-24

data communication interface,
111.28-29

data transfer t. NOS, III.28-34

equipment used in, I11.30-31, See
also Tektronix 4051; cursor,
12-button

GRID used in, II.27-43, I111,20-27

initialization for, III.22, I1I1.28

input to, III.19

output of, I1.30, 1I1.43

restrictions on, I11.30

steps in, I11.33-36

user-def .nable keys (UDKs),
I1.36~43, 11I.25-32

Facility evaluation, II.13, III.91-99

.terative prccedure for, I1I.1l4,
$2:17, ¥1%.14; 312.17

using MINDPT, 1I1I1.95-99

using PATHS, I1I.92-99

Facility graph, 1.23-24, I1.15-16,

11.43, 11.63-64, III.15
analyst's input to, II.44
construction of, II1.43-45, I1.52
nodes and arcs in, 1.23-24, 11.16,

I1.43~-44, 11.63-64, III.15
region data generated using AREA,
11.45-52, I11.34-42
regions in, II.16, 1I1.43-45
transformaticn of data tc, 1.23-24,
11.52-53, 111.34-46

Facility layout, 1.20-21, I1]I.15

characteristics, 1.20-22

computer representation of,
1.21-24, II1.19

data, I11I.34. See also LEVELS

digitization of, 1.22-23, 11.15~16,
11.27-43, II11.15, I1I11.19

display, II.33, IIl1.51-53

See also facility representation

Facility layout drawirgs, 1.20, 1.23,

11.20-21, 11.26, 11.28, III.19
analyst's use of, I1.26
copies made, III.51, III.60,
I11.62~65
for example facility, I111.19-20,
I11.51-53, II11.123~136
input to GRID, II.28
simplification of, 11,20-21

Facility representation, 1.21-24,

I1.13-16, 11.27-53, 111.15,
I1I.19-46
AREA used in, II1.45-52
computer representation, I.21,
1.23, 11.27
data transfer to NOS, III.28-34
digitizing process in, 1.22-24,
11.27-43, 111.19-28. See also
GRID
evaluation of specific, I1I1I1.91-99
GRID used in, I1.28-43, I111.20-28
input to, 1.21-22, 11.26-27, 111.19
objective of, 1.21
output of, 1.21, I1.16, II.27,
I11.15
transformation to facility graph,
I1.43-53, 111.34-46
See also facility layout

Fault tree analysis procedures, 1.21,

I1.25, 11.91-95
symbology used, I1I1.94
usefulness of, I1I1.95

FESEM (Forcible Entry Safegquards

Effectiveness Model), 1.13-14,
I5X:17

FSNM (Fixed-Site Neutralization

Model), I.14

Global evaluation, I1.15-17

example results, 1.30
using SAFE, 1.11, 1.17, I1.19

GRID (Graphical Representation

through Interactive
Digitization), I1.33, I1.27-43
coordinate system used with, 1I1.28,
I111.22-23
default values specified in,
I11.23, 111.47
detection probabilities assigned
using, I1I.33, II.33n
digitization using, I1I11.20-28
equipment needed, I11.30-33
how to load, III.20-21
input to, II1.28
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output of, I1I.72, II1.92,
111.101-133, 111.160

output of, example facility,
I11.76-81, I1I.l6l1-)72

"path Description," I1I1.77,
111.102, 171.16%

"Path Ran¥ing/Interruption

Information," 111.78, I111.103,

I11.169

pathfirnding c:riteria, II1.67,
11¥.16, X11.1%9

"PATHS Summary,™ III.Jf,
111.102, I1X.167

random numbcr seed, I1I11.74, I1I11.74n

ranking .naex, 171.71-72, II1.87,
111.101

replications, 11../1-72, 111.74-75,
II1.160

for specific facility
representacion evaluation,
I11.92-95

threshold, 111.92-94, 111.97

time delay distributions used,
1X.74,; 33175

See also stochastic pathfinder

Patrol, roving, III.105-106

Physical protection evaluation, I.l1,

I1.19, 1.33, 111.13~14

computer programs used in, 1.33-34,

I11.15, 111.14-15
model development, I.1ll
phases of, I1.11, II.13, III.13
Physical protection system,
configuration, II.25-26
modifications to, II11.99-101
security plan, II.26
threats to, I.11, II.1l4
POSTPR, I1I.50. See also AREA
Probability of communication, I1.135,
11.55, 11.78-79
for example facility, III.60
Probability of detection, [.25,
17.16, 1X.33, 11.33n, IIl1.15,
111.23, I11.47
cumulative, II1.70
default values, III.23
for example facility nodes,
IIX,.37-138
See also component performar.ce

Frobability of interruption, I1.16-17,

I1.16n, III.1l6n, II1.104
for critical paths, example
facility, III1.66
histogram of, IIT.67, II1.81-82
measure in EASI, I1.7g&-79,
11£.59-50
for optimal path, I1.62
Probability of neutralization,

I.17, 13.77=78, 11%.1/, i11.90
measure in BATLE, I1I.78, II1.60
Probability of system win, 1.16-17,

11,78, 17.87=-88, TIE.17, I11.90
Pseudo-node . 11.29-30, II.43, 11.45,
IT.47, 11.20, 711.24

deletion of, 1I.52

Random number seed, II1.74, I1I.74n
Ranking index, 1I1.71-72, 11.87,

I1I1.301

KEGDAT, II1.42, III.45
Regionis), 11.43-45

data rile, 1II.42

deleticn of us‘ng AREA, 11.50-51,
I11.36

in digitized facilityv layout, 11.43

display of, I1I11.29

edit of data by user, I1I.51-52,
i11,39-40

in facility graph, 17.63-04

generation by AREA, 1I1.48-50,
T71.34-42

input to, III.34

listing (dump) of, example
facility, III.145-149

with split nodes, I1I.50-51

stairwells in, IT7.45, 11.51-52,
I11.39-40

REGION, III.42, III.45. See also

UPREP

Reginon file, I11.42. Sze also AUTREG
Repiicatiun(s), in PATHS, 17.71-72,

T11.74=75

Resosonses vime(s), security force,

i.30, 1,25, 11.65-69, 111.47,
iil.55-56, 111.59, II1.104-107
cal ulation of, I111.106, III.1l42
estimated, III.55-56, III1.104
for example facility, III,55-56,
111.142~-143
genecration of, I11.104-107
locus, I1.67-68
relat:onship to pathfinding
criterion, I1.69
sensitivities to, III.107
special cases, I1II.105, I1I.107
to targets, II11.106, II1.143

RFPREP, II1.45-47. See also AREA

Sabotag.. See target(s), sabotage
SAFE (Safeguards Putomated Facility

Bvaluation), I.ii, 1.33-35,
11.13-18, I1I1.14~17
accuracy of, 1,30
application of, I1.34, I11.18, III.91
capabilities of, 1.15-17, 1,34,
£3.18, 1IX.17
computer programs used in, 1.33-34,
1119, Tri.de=15
as design tool, III1.99-104
equipment used in, II.30-31
evolution of, 1.13-17
facilities evaluated using,
I11.91-99
for global evaluation of safeguards
syotems, I.11, I.19, II.18
for global sensitivity studies,
1.17, I11.i08-111




iteration in, I1@.17, I1II.14,
I1r.17, 111.68, I11I1.99
on NOS, III.47
phases of, 1.11, I.19-31, fi.)5-17,
I11.14~-17
for sensitivity studies,
111.108-122
site-specific analysis, II1.42~-46
time required for appl.cation of,
I.34
Safeqguards effectiveness evaluation
fault trees used for, 11.91-95
global approach to, I1.15-17
need for, I1.13
Safeguards methodology development,
1.13-14
global approach, I.14-17
second-generation scenario models,
1.14-15
single-scenario approach, I.13-14
Safeguards System Effectiveness
Measures, 1I1.78, 111.90
Safety analysis report (SAR), I1.20,
11.15, 11.19, 11.26, 111.14
Scenario~based models, I1.13-15
limitations of, I1.14-15
SEAD (Safeguards Engineering and
Analysis Data-Base), I.34, II.59
Security force
characteristics, 1.20~21, I1.29-30,
I1.25-26, 111.94-95,
I11.104-105
characteristics, example facility,
111.105-106, 1I1.142
neutralization of adversary,
I.16-17, 1II.17
response time., See response time,
security force
start nodes for, III.1l05
Sensitivity studies, I.17,
I111.108-122
global, II1I.108-111
specific, III.111-112
value of, I11.108
SETS (Set Equation Transformation
System), I1.33
Site-specific analysis using SAFE,
I11.42-46
SNAP (Safeguards Network Analysis
Proceduare), [,14-15, I.34,
$11.17
Stairwell, 1:.20, II.28, II.51-52,
IIY.34, IIT.39-40, III.139-141.
See also node(s), stairwell;
regicn(s), stairwells in
stochastic pathfindev, I.16,
IT1I.159-160
criterie for determining criZical
paths, IIi.159
defined, III.159
input to, II1.159-160
input to, example facility,
[11.161-172
output of, IilI.lé60

46

output of, exaxpie facility,
I111.16:-~172
See also PATHS

Tactics, adversary, 1.29, 11.65
Target(s), I.l16n, 1.19-21, 11.20n,
11.21-25%, I111.14, I11.92n

in example facility, II11.97,
I11.101-104, III.144
identification of, I1I1.21-25
MINDPT run for, 1I11.95-99
PATHS run for, 11I.92-95,
I111.101-104
sabotage, 11.20n, 1I.21, II1.23-25,
13.94,; 121.59, I:1.92
security force response time to,
111.104-107
vieft, £1.20n0, 11.21-23; 331.55,
11552
See also vital areas, Type I; vital
areas, Type 11
Tektronix 4012 emulator program,
111.28-29
Tektronix 4051, 11.30-31
commands, III.183-185
data communication interface,
111.28-29
GRID executed on, II.31-43,
I111.20-27
GRID template, II.36, III.25
GRIlC utility functions on, I11.36-43
special keys, III.184-185
statements, I1I1.183-184
transfer of data from, (I1.28-34
user-definable keys, 11.36-43,
I1I.25-32
See also Tektronix 4054
Tektronix 4054, 11.30, II1.30n,
11.97-98, 11I1.183
GRID utility functions for,

11.97-98
See also Tektronix 4051
Template
data communications interface,
I11.28-29

GRID, II.36, II1I1.25
Terminal, II.l6n, IIXI.l6n, III.59
Theft. See target(s), theft
Threat, adversary, 1.11, I.13, I1.77,
J11.92
Threshold, 111.92-94, I1I11.97
Time delay, I1.33, II.33n, IIL.15,
111.23, 113.74, 111:165, I111.151
for arcs in stairwells, I1I.51-52
digtribution cocde for in PATHS,
11.72, 1X%.75
for example facility nodes, II1.24,
I11.105, 111.1.37-138
histograms for, I1I.67
weights for, 17.71-72
See also component performance
Time limit, III.76
Timely Jdetection. See minimum
probability of interruption
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