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PREFACE

This report is one of a series on quantitative methods for nuclear power
plant siting prepared by the BNL Division of Regional Studies for the Site
Standards Designation Branch of the U.S. Nuclear Regulatory Commission. The

other reports in this series are:

e Hobbs, Benjamin F. , Analytical Multiobjective Decision
Methods for Power Plant Siting: A Review of Theory and

' Applications, BN L-NU REG-51204, Division of Regional
Studies, Brookhaven National Loooratorv, Up ton, N .Y . ,
September 1979.

e Pierce, Barbara L., and Michael D. Rowe, Quantitative
Nuclear Power Plant Sitin Methods: A Review of Current'

Practice, BNL-NUREG-2811 , lvision of Regional Studies,
Brookhaven National Laboratory, Up ton, N .Y . , February,

.

1979.

e Hobbs, Benjamin F. , and Michael D. Rowe, A Comparison of
Regional Screening Methods, BNL-NUREG-51205, Division of
Regional Studies, Brookhaven National Laboratory, Upton,
N .Y .

e Rowe, Michael D. , and Barbara L. Pierce, A Comparison of
Site Evaluation Methods, BNL-NilREG-51203, Division of
Regional Studies, Brookhaven National Laboratory, Upton,
N.Y. , Augus t 1979.
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ABSTRACT

Several different methods have been developed for eelecting sit'es for
nuclear power plants. This report summarizes the basic assumptions and
formal requirements of each method and evaluates conditions under which each

is correctly applied to power plant siting problems. It also describes

conditions under which different siting methods can produce different
,

resul ts. Included are criteria for evaluating the skill with which site-

selection methods have been applied.
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SUMMARY

This report describes methods that have been developed for making quan-
titative evaluations of nultiobjective decisions as they are applied to

selection of nuclear power plant sites. It discusses formal requirements for
applying the methods and outlines magnitudes and kinds of decision errors
that can result from misapplying them.

Four independent approaches have been followed to generate the informa-
tion herei n. An extensive review of the literature on multiobjective deci-

sion-making methods provides a theoretical framework for how the methods
.;hould be applied and the kinds of errors commonly made in applying them. A
review of siting methods described in the site-selection chapters of 48 Envi-
ronmental Reports submitted to the Nuclear Regulatory Commission provides t

perspective on the range of possible methods that has actually been used.
Applications of some commonly used methods by panels of experts provide un-
derstanding of the problems encountered in applying the methods and the vari-
ability that can be expected in the results. Finally, sensitivity analyses

of artificial data provide generalizations of results that could not be made

on the basis of applications of methods to a small range of circumstances.
,

SITING METHODS

The function of quantitative multiobjective decision-making methods is
to disaggregate decision problems to smaller and simpler decisions that are
easy to understand. They reduce the amount of information that must be con-
sidered by decision makers at any one time. Desirable characteristics for

analyticai decision methods are as follows.
1. Methods should allow for careful, consistent, and well-

documented examination of all factors, tangible and

intangible. Important issues and tradeoffs among differ-
ent factors should be considered explicitly. Decisions

should reflect as accurately as possible the personal

values of decision makers.
,
'

2. Methods should generate and preserve information about
i impacts of different sites and tradeoffs among them.

3. Methods should allow for input by more than one decision
make r, including non-technical members of the general |

| public. Procedures should be understandable and not
i

- Xi -
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di f ficult to use. Implications of different personal
values for siting considerations should be easy. to 'i

determi ne.

Site evaluation begins with selection of physical attributes to be con-
sidered. Only important attributes that differ among sites should be includ-
ed. Attributes can be chosen by a checklist method in which attributes are
adapted from some general source, or by a hierarchical method in which over-
all objectives are defined and then disaggregated until specific attributes
are identified. Measures of physical attributes are then converted (scaled)
to subjective estimates of relative impact or suitability.

Scaling methods yield results having different levels of measurement
and, therefore, different applications.

1. Ordinal scales, renks and categories (high, medium, low,
etc.), for example, do not have meaningful mathematical
relationships among different levels; therefore, they

should be used only for comparisons and not in methods
requiring addition or multiplication.

2. Interval scales have meaningful intervals among attribute
levels but arbitrary zero points. The Fahrenheit and
Celsius temperature scales are examples. These scales
can be added, subtracted, and weighted, but should not be
multiplied among themselves.

3. Ratio scales are interval scales having nonarbitrary zero
points in which a zero attribute level means zero impact
or zero sui tabili ty. All mathematical operations are
vali d.

One method, Decision An alysi s, can also incorporate decision makers'
attitudes toward risk.

Few methods require ratio-scaled attribute values; most require interval
scales. There are also methods specifically designed for ordinal-level data,
but most of ten ordinal scales are used incorrectly in methods involving
mathematical operations and, therefore, requiring interval scales.

Once attribute values are established, there are many methods (decision
rules) of combining those values into estimates of relative suitability of,

each alternative with respect to all attributes. Some, such as Noninferior

,

- xii -
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|
|
'

Set Generation and Exclusionary Screening, only present a slate of alterna-
tives which are not obviousiy inferior one to another, or which pass all of a
set of mininum criteria. Others involve simple comparisons of attribute

values with accumulations of scores for the number of times each alternative
"w i ns" over other alternatives (Copeland's Reasonable Welfare Function).

| Still others require relatively complex mathematical manipulations. From a

strictly theoretical perspective, the type and quali ty of information

required by these different methods is important. Practical considerations
are discussed below.

t Methods that can correctly be applied to ordinal-level data are Exclu-
sionary Screening, Conjunctive Ranking, Copeland's Reasonable Welfare Func-
tion, and direct determination of indifference curves. These methods compare

attribute values among alternatives without mathematical manipulation. All
other methods require at least interval-scaled attribute values. Many also
require weights - estimates of relative importance of attributes one to

another - which should always be ratio scaled.

Like methods for combining attribute values, weighting nethods vary in
the type of measurements they produce. By definit. ion, weights should capture
tradeoffs among different attributes that decision makers are willing to
mak e. They should represent the relative importance of unit changes in
attribute values. They must, therefore, be ratio scaled and be specific to
the particular ranges of attribute values represented among the alternatives

| under consideration. Few weighting methods assure both characteristics;
categorization and Ranking cannot provide either. Rating can, but assures

'

neither. Ratio Questioning and Metfessel Allocation assure ratio scales but
; not the correct type of relative importance. Observer-derived weights can
i assure both under special conditions. The Churchman-Ackoff Procedure, Indif-

ference Tradeoff, and Decision Analysis lotteries assure both. In addition,
j Decision Analysis lotteries can account for decision makers' attitudes toward

| risk. The significance of these differences is discussed below.

Iterative methods for ' expressing preferences do not require weights.
These are intuitive methods in which decision makers are required to make

i pairwise comarisons between alternatives and iteratively reduce the number
i of alternatives until only one or a few remain.

Empirical comarisons of weighting methods and decision rules have shown
that different methods can produce different results, and the magnitudes of

.

- xiii -
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the differe'nces tend to be related to differences in the conceptual bases of

the methods. There are also differences in the ease of application of dif-

ferent methods. In general, the easier methods are less theoretically valid,

| so there is a tradeoff between potential for error due to theoretical prob-
lems and error due to difficulties in applying the method. Choosing a multi-

) objective method is, itself, a nultiobjective problem.

: CURRENT PRACTICE

j - The site-selection chapters of 48 Environmental Reports submitted to the
Nuclear Regulatory Commission since February 1973 were reviewed to determine

t what methods have been used and whether or not they have been correctly

applied. The site-selection process generally consists of three stages:

j candidate area selection, candidate site selection, and final or proposed
j. site selection. Each stage can and of ten does use a different method. The

! methods found to have been used in practice include: (1) Favorability Selec-
I tion; (2) Exclusion Screening; (3) Predefined Sites; (4) Qualitative Compari-

son; (5) Cost-effectiveness Analysis; (6) Regional Characterization; (7) Site
,

! Rating; and (8) Formalized Numerical Rating. The last three are quantitative

j methods. Of the 48 site-selection studies reviewed, 13 used one or more

! quantitative methods: 9 at the final site-selection stage, 2 at the candi-
.

) date site-selection stage, and 2 at the candidate area-selection stage.
I The most striking characteristic of the 48 si te selection studies

reviewed is absence of specific information at'ut the site-selection

; process. Many studies contain elaborate descriptions of alternatives, but

i few present a clear picture of the methodology used or the tradeoffs made in
I selecting a proposed site. In addition, attributes used to evaluate alterna- t

tives are not concisely defined and methods of choosing weights, where used,
.

j are not specified. It is difficult, therefore, to determine whether or not

{ the fundamental assumptions of the more quantitative methods are met. In

! general, from the information presented it is only possible to determine that
I

i an acceptable site was chosen, but not that a sound and comprehensive site-

} selection method was used.
The most common violation of methodological assumptions is algebraic

j manipulation of ordinal numbers, usually through application of categorized
attribute values to the Weighting Summation decision rule. One study used

two categories, acceptable and preferred, in a manner which lends itself well'

i

'
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to use of Copeland's Reasonable Welfare Function, a decision rule specifical-
ly designed- for ordinal values. Application of this decision rule to the

data does not change the top-ranked site, but it does change the rank order
of other sites.

Two studies used a variation of the Power Law not described in the
literature. Ratings for a few major attribute categories are multiplied
instead of added to yield a total site score. Multiplication causes differ-

ences among sites to produce proportional differences in total site score
instead of additive differences; therefore, small differences ar.iong bad sites
(low ratings) have a larger influence on total score than small differences
among good sites. This causes the actual relative importance of each attri-
bute to be different from the stated relative importance.

This difference between stated weights and the actual relative effect of
each attribute (" effective" or " implied" weights) attributable to errors in

| applying methods occurs in five slightly different forms among the studies
reviewed. The first is multiplication of weighted attribute levels instead,

of addition which causes weights and attribute levels to have a proportional
instead of additive effect on total score. The second is double counting,
usually of cost, which causes the double-counted attribute to have more than
its stated share of influence. The third is use of unspecified nonlinear
transformations in scaling attribute values which causes more extreme levels-

to have a relatively greater impact than less extreme levels. Included in
this category is unequal ranges of scales used in equally weighted cate-
gories, which cause proportional changes in categories to have less than pro- I

portional influence on total score. The fourth is aggregation of different
numbers of attributes into equally weighted categories so that the relative
weights of the cocponents of the categories are different. The fif th is pos-
sible reverse order of the scaling and weighting exercises so that the stated
weights are not properly applied to the scaled attribute values. This can

| occur whenever attributes are weighted in a general sense without speci-
fication of the range of measured impacts and attribute values under
consideration.

None of the studies reviewed acknowledge the existence of theoretical

| requirements or attempts to justi fy deviations from generally accepted
i forms. Most appear to violate one or more of the basic assumptions of the
|

!
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method used. Eight of 13 studies using Weighting Summation appear to violate
the assumption of attribute independence; 10 appear to violate theoretical'

requirement of measurement theory. Nevertheless, conclusions about the sig-
nificance of these errors to study results are necessarily nondefinitive,
since most descriptions of methodologies lack sufficient detail to determine
how methods were applied. Selected efforts to fill in these details, in some

cases many years af ter the fact, were generally unsuccessful.

REGIONAL SCREENING

Regional screening methods were applied to two regions of the United
States, western Maryland and the western United States, by two panels of
siting experts. Decision rules tested included Exclusionary Sc reening,

Weighting Sisnmatio n, Power Law, and Decision Analysis; weighting methods
tested included Ca tegorization, Ra ti ng, Me tfessel Al location, Churchman-
Ackoff, Indifference Tradeoff, and Decision Analysis lotteries. Results from

each panel are reported separately.

Maryland Screening I
Five persons chose attribute weights using Rating, Indifference Trade-

of f, Churchman-Ackoff, and Decision Analysis. Rating and Indifference Trade-
off weights vary greatly among participants and between methods for all
participants. Weighting Summation candidate areas generated by the weights
are strikingly different. Few cells are chosen by all participants and both

methods. Differences between candidate areas chosen by the two weighting
metho(s are about as great as differences between areas chosen by different
persons using the same method.

The Churchman-Ackoff procedure applied to Indifference Tradeoff weights
produced few changes, none of significance.

Decision Analysis lottery resul ts applied to Indi f ference Tradeoff

ratios yielded weights that were not proportional to the Indifference Trade-

of f weights as theory says they should be. Risk attitudes were inconsistent
among different lottery results. It appears that the decision makers were

unable to deal successfully with the hypothetical probabilities used in the

lotteries. In spite of poor-quality results, candidate areas generated by
the Decision Analysis multiplo.aiive form were nearly identical among them-
selves; therefore, it appears that the data used in this study are insensi-

tive to risk attitudes and the Weighting Summation form will suffice.
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Candidate areas were also generated using the Power Law with Rating and
Indifference Tradeoff weights. Choice of decision rule between Weighting
Summation and Power Law makes a greater difference in candidate areas than
either weighting method or persons.

Exclusion criteria chosen by one person yielded candidate areas having
even greater differences than those between Weighting Summation and Power
Law. Exclusionary Screening, therefore, makes tradeoffs that this decision
maker would not have approved had he been presented with them directly.

Maryland Screening II

The same data as used in the previous section were used by another panel
of 14 siting experts of varied background. About half as many attributes
were selected for screening as by the first panel. Each person chose exclu-

sion levels for each attribute and weights using Categorization, Rating, and
Metfessel Allocation. These weighting methods ai ? all similar and none
guarantees the correct type of attribute inportance. They are, however, easy
for a large group to appb.

Between-methods correlations of weights and suitability scores are uni-
formly higher than those for the first panel. Unlike the results of the
previous section, choice of person was more important to results than choice
of weighting method. This is partly because of the simplicity and similarity
of methods and partly because of car.'y'ver f rom one method to the next. We

expect that a method which is not only 73nceptually different but also en-
sures the correct type of attribute importanc.e, e.g. , Indifference Tradeoff,
would yield a greater difference in results than the simple methods used.

Exclusionary Screening candidate areas were significantly different from
those of Weighting Summation using any weighting method, but not so different
as those of the first panel. It appears that the results produced by Exclu-
sionary Screening and Weighting Summation are more likely to be similar if
few attributes are used than if there are many.

| Western U.S. Screening
l The 14-member panel of siting experts of the previous section applied

the same exclusion screening .ad weighting methods to 7 attributes and value
functions adapted from a nuclear energy center study of 11 western states.

Results are similar to the Maryland results for this panel. Correl a-
tions among weighting methods are high and choice of person has a greater

j effect on results than choice from among these simple methods.
|

I
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Differences between Exclusionary Screening and Weighting Summation can-

didate areas are again greater than differences among weighting methods, but
not as great as for the larger number of attributes used by the first
Maryland panel.

j Combining all of the results above, it appears that choice of decision
rule between Exclusionary Screening and Weighting Summation has the greatest

j
' influence on screening results. Decision makers should, therefore, give
; careful consideration to the nature of the screening problem. Exclusionary

j Screening is useful for selecting candidate areas which meet mandatory legal

] and engineering requirements, and perhaps for a few very important discre-

| tionary criteria. It tends to perform poorly, however, if more than a few
I discretionary criteria are included because it does not permi t tradeoffs ,

among desirable and undesirable levels of differ 'nt attributes. The result-
ing candidate areas can, therefore, contain tra... offs that decision makers
would not be willing to make if they were pre .ented with them directly.

iMaders should keep in mind that differences in candidate areas do not
necessarily igly differences in the quality of candidate sites that can be

found therein. To a certain extent, nuality of candidate sites depends on

the skill and experience of the persons making the candidate site selection,
but more igortant, the probability that " good" candidate areas can yield
" good" candidate sites is a function of correlations among attributes used in
screening, candidate site selection, and final site selection. The greater
the correlations among these attributes in the region, the more likely that a
screening and candidate site-selection process will be successful in identi-

i fying sites that are among the "best" available with respect to the attri-

butes and values used. Also, the greater the correlations among attributes,
the more important is the success of each stage of the siting process in
providing choices to the next stage which have high probability of yielding
" good" sites, and therefore the more ig ortant are the methods to that

success.

FINAL SITE EVALUATION

Three panels having different levels of siting experience applied nine
weight estimation methods and five decision rules to hypothetical data based
oa an existing siting study of Long Island, New York.

; Among the methods tested there is a range of theoretical validity and
difficulty of applicatio'n. In general, the more valid methods are also more
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dif ficul t to use. There is, therefore, a tradeoff between potential for

error due to theoretical problems and potential for error due to difficulty
in applying the methods. The simplest methods tested, Global Evaluation,
Go.:1 Programming, and Goal Attainment, all produce results obviously differ-
ent from those produced by more valid methods. There are several reasons why

c these methods are expected to yield different results, and most probably they
' do not correctly accoglish the desired evaluation process. The most valid

method tested, Decision Analysis, is also the most di f ficul t. Resul ts

obtained with this method were so inconsistent among themselves that few
weights could be calculated with which to estimate site suitabilities. Deci-

|
sion Analysis is clearly not appropriate for application by inexperienced
persons without extensive training and consistency checking. We have no

results with which to cogare application of Decision Analysis by persons
,

experienced in the method.
Weighting Summation and Power Law require estimation of weights. Of the

weighting methods tested (other than Decision Analysis) only Indifference
Tradeoff attempts to assure valid weights. Indifference Tradeoff weights

,

were consistently different from those of other methods. The less valid

weighting methods, Categorization, Ra ting, Ratio Estimation, and Metfessel
Allocation, all require similar responses and all produce correspondingly

similar weights. Of these, only Categorization stands out as producing obvi-
ously different results. This method has significantly reduced capability
for dealing rigorously with the level of quantification required of the

Weighting Simnmation and Power Law decision rules.

Responses of participants to application of these methods suggest that
| the assuntion of additive independence, which is fundamental to the Weight-

ing Summation decision rule, probably does not hold for simpler weighting
'

methods and may not hold for any weighting method.

In spite of some large differences in weights among methods, the two or
! three top-ranked sites selected by application of the weights to decision
! rules are all nearly identical. The robustness of outcome arises from the

structure of the site attribute levels with respect to numbers and magnitudes
I of tradeoffs that must be made. If there are few tradeoffs, then results

| will be insensitive to magnitudes of weights; if there are many tradeoffs,

the decision is coglex and results will be very sensitive to magnitudes of j
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weights and, therefore, to weighting method. An index is derived which.quan-
tifies this sensitivity for any combination of attributes and alternatives.
With this index, decision makers can determine the complexity of a decision
and the need for rigorous methodology. Tests of sensitivity of results from

artificial siting data to methodological errors show that complexity has
approximately twice the potential to introduce decision errors as do other
variables associated with estimation of weights, including method and
individual uncertainty. -

Conplexity of a finai site evaluation is controlled by the candidate
site-selection stage. This is the least formalized part of the process and
the one most likely to be conducted "by the seat of the pants." Usually a

group of experienced persons sits down with a large number of maps and hunts
up places that "look good." There is no reason why this method can not yield
high-quality choices. Depending on the skill and biases of the persons
taking part, however, it has high potential for introducing error. Neither

bias nor sloppy workmanship is easy to discover after the fact except by
finding an obviously superior alternative not included in the analysis, so
careful attention should be given to the quality of workmanship required at
this stage.

EVALUATING SITING METHODOLOGIES

It is a comon misconception that a forcula exists for siting which, if

followed correctly, must necessarily produce a " good" site. In fact, this

misconception extends even f arther to a belief that such a formula can pro-
duce "the best" site. In this context, however, " goodness" is a subjective :

judgment dependent on the values of the participating decision makers. Until
such time as a set of universal values is established by which goodness can
be measured to the satisfaction of all, the concept of "best" has limited

application in site evaluations.

What, then, is the purpose of conplex siting methods? In this study we
have viewed siting methods first to be a means of minimizing the amount of
data and effort required to reach reasonable solutions to conplex problems,
and second to be a means of formalizing that data collection and use in such
a manner that tradeoffs among different values are apparent and it is possi-
ble to determine, at least in a general way, who wins and who loses in a

,

! siting decision.
1
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One implication of the above statement is that, in the end, all deci-
sions requiring tradeoffs among different sets of values must provide in some
manner for political interactions. Another implication is that reviewers

must not become engulfed in methods for their own sake and forget the objec- i

tive of the siting process. It is not the method but the results that count. |

The specifics for evaluating siting methods in Environmental Reports in
the body of this report are sunmarized in the following evaluation

checklists.

REGION OF INTEREST CHECKLIST

I. How is region of interest defined (Section 6.2)?
A. Service Area?

B. If less than service area, by what criteria is the region reduced?

] 1. Nondiscretionary?

2. Discretionary? Can a reasonable case be made that these'

criteria are of inportance so great that it is not possible
for other characteristics to override them?

C. If this stage is bypassed by substitution of results of a previous
study, does that study meet current requirements?

j

|

1

REGIONAL SCREENING CHECKLIST

!. Exclusionary S:reening (Sections 2.5.1.1 and 4).
A. Are exclusion criteria nondiscretionary?
B. If not, are discretionary criteria of highest importance?

1. Avoiding important local political or environmental problems?
2. Avoiding other problems of local importance as demonstrated by

previous siting attempts?
C. Is there any logic behind levels of discretionary criteria or are

they set arbitrarily at levels established by historical precedent?
D. Are discretionary exclusion criteria established loosely at levels

that allow for uncertainty?1

| E. Are discretionary exclusion criteria cost related?

|
i
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1. Does the report specify how much money is involved (expressed
as n oportion of total cost and as unit cost of electricity)?
Is the cost increase In fact large?

2. Is there anything special about excluded areas that might make
sites there worth the extra cost?

II. Comparison Screening (Weighting Summation) (Sections 2.5.2.1, 2.5.2.4,
and 4).
A. Comparison attributes must necessarily be discretionary.
B. Do the attributes meet requirements for independence, clarity of

definition, and quantifiability required of the Weighting Sunnation
decision rule?

C. What are the bases for converting attribute levels to subjective
value estimates?

D. What weighting method is used (Sections 2.6, 4, and 5)?

1. Does the report specify whose weights are represented?

2. Is the weighting method described? Is it a standard form?
3. Does the method ensure ratio-scaled weights?

4. If not, is its use justified?

a. Is there awareness of problems related to implied weights
arising from misapplication of methods.

E. Is the decision rule correctly applied (Sections 2.5, 4, and 5)?
1. Weighting Summation is the only commonly used method for

screening. Are attribute values multiplied by weights and
added? If not, why not?

F. Does the cutoff for inclusion among candidate areas have sufficient
leeway to allow for uncertainty? Are any potential candidate areas
excluded for reasons not included in the analysis? If so, are the
exclusions justified?

III. Is this stage bypassed in deference to results of a previous study?
A. Is the study recent enough so that data are un to date?
B. Has the siting climate changed enough so that important attributes

and attitudes towards them are no longer valid? If not, are they
appropriate to this level of analysis?

|

|

|
-
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CANDIDATE SITE SELECTION CHECKLIST

I. Is the method of candidate site selection specified (Sections 2.5, 4.5,-
and 5.3)?
A. If so, is it a standard method or " seat of the pants?"

II. Are selection criteria specified (Section 2.3)?
A. Are they coglete or, if incoglete, are they appropriate to this

level of analysis?
1. Are they disproportionately cost related?

B. Is there any consideration of tradeoffs among attributes?
1. If so, are weights used?
2. Does the report specify whose weights are reoresented?
3. Is the weightir.g method described? Is it a standard form?
4. Does the method ensure ratio-scaled weights?
5. If not. is the reason why not justified?
6. Is the os. sion rule correctly applied?

III. Are criteria for reducing the original slate to a smaller number of
sites specified (Section 4.5)?
A. Are tradeoffs considered?.

; 1. If so, see II.B above.

| I V. Does the final slate of alternatives include more than two sites?
A. If not, is the small number justified on some reasonable basis?

4

V. Is anything done that specifically affects complexity? Are there
exogenous requirements that affect complexity (Section 5.3)?
A. If it is low, is there dominance or are all sites alike?

B. Is there evidence of possible " deck stacking" (extreme dominance)?

:
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FINAL SITE SELECTION CHECKLIST

I '. Is the method of site selection specified? Is it a standard method
(Section 2.L)?
A. If- not, is its use justified? Does it seem reasonable with respect

to the theoretical considerations discussed in the technical papers
associated with this report?

1. How does i t deal with tradeoffs?
2. Are weighrt i ncluded? If so, do they meet the requirements of

the method vith respect to measurement theory?

3. Does the de:ision rule create implied weights different from
the specified weights?

II. If the method is-standard, is it applied correctly (Section 2.5)?
A. Do the attributes meet requirements for independence, clarity of

definition, and quantifiability?

B. What are the bases for converting attribute levels to subjective
value estimates?

C. What weighting method is used?

1. Does the report specify whose weights are represented?
2. Is the weignting metnod described? Is it a standard form?

a. If not, why not?
,

3. Does the method ensure ratio-scaled weights or at least a
' nonarbitrary zero point?
* 4. If not, is its use justified?

III. If the method is not correctly applied, is th; ccmplexity of the slate
of candidate sites sufficiently high so that correct application of the
method might make a difference in decision (Section 5.3)?

IV. have sensitivity analyses been made on results?
A. If results are sensitive, how is the final decision justified?

i

I
|
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1. INTRODUCTION

Choosing a site for a nuclear power plant requires both large amounts of
information and a large number of value judgments a the relative importances
of different desirable and undesirable site characteristics. Many methods

have been developed for formalizing these value judgments and the site-selec-
tion process in which they are used. This report describes these methods,
Acusses the formal requirements for applying them, and outlines the magni-
tudes and kinds of decision errors that can be mcde by misapplication. The

purpose of the report is to provide a basis for evaluating alternative site
studies submitted in Environmental Reports to the Nuclear Regulatory Consnis-
sion (NRC) as part of construction permit applications.

This project is a natural extension of a brief review and evaluation of
siting methods conducted for NRC in 1978 by Scandia Laboratories.1 Po.'tions
of the experimental design are derived directly from that study. Many of the

resul ts are extensions or confirmations of the more theoretical results
reported for that study. This project is different, however, in the extent

to which various siting methods are tested enpirically and results are com-
pared one with another. We are able, therefore, to generalize many of the

isolated observations of that study, and to expand en7 rical results into1

areas cutside the scope of all other methodology comparisons reported in the
literature of multiobjective decision making.

Three independent approaches have been applied in generating the infor-
mation reported here. An extensive review and evaluation of the literature
on multiobjective decision-making methods provide a theoretical framework for
how the various methods should be applied and the kinds of errors commonly
made in applying them. A review of siting methods described in site-selec-
tion chapters of 48 Environmental Reports submitted to NRC between 1973 and

1978 provides perspective en the range of possible methods that has actually I

been applied. Applications of some commonly used methods by panels of,

experts specially selected for different levels of knowledge of the siting
process and the specifics of siting methods provide understanding of the-

problems encountered while using these methods and the variability that can
be expected in the results. Finally, sensitivity testing of an artificial

dhta base containing 48 independent siting problems extends results to a suf-
ficiently large number of observations to permit generalizations not possible

1_
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on the basis of the limited circumstances tested by direct applications of

methods.

These approaches and their results are documented in several technical
reports of which this report is a summary and ev31uation. Readers are

referred first to the sinmary of this report which is a " summary of sum-
maries" containing inportant conclusions. The body of _ this report contains
brief descriptions of each independent stu@ with details of results and con-
clusions. In each study an attempt is made to address three basic ques-
tions. First, what are the formal requirements for methods appropriate to
each level of analysis? Second, what kinds of mistakes are commonly made and
what is their significance? Third, what is the potential for these mistakes
to change a site evaluation sufficiently to cause a change of decision? In

the final chapter of this report, these results are discussed as they apply
to evaluation of siting studies reported in the Environmental Reports submit-
ted as part of construction permit applications. For details of the studies
on which each chapter is based, readers are referred .to the appropriate tech-
nical report.

J
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2.. REVIEW 0F MULTI 0BJECTIVE DECISION MAKING METHODS

2.1 INTRODUCTION

Utilities increasingly rely on use of sophisticated methods to screen
regions and choose power plant sites. Multiobjective decision rules lie at

the heart of methods which combine diverse considerations and produce rank
orders of sites. A large body of theory defines conditions under which deci-
sion rules accurately model the values of decision makers, and how those
rules should be applied. More often than not, siting applications do not

meet these conditions. This chapter summarizes the assumptions of many
multiobjective methods, giving conditions under which the assumptions are
correct, and the possible consequences of their violation. It also summar-
izes their flexibility and ease of use, and, where possible, discusses

whether or not different methods produce different results. The purpose of

this chapter is to:

1. Introduce readers to the range of multiobjective methods available
and to the burgeonin g, ch ao ?.i c, and conflicting literature of

multiobjective decision making.
2. Help utilities choose methods and use them correctly.
3. Assist reviewers in critiquing siting studies.

This chapter is a summary of a larger technical report on multiobjective

decision-making methods.2 Readers are referred to that repcrt for details.

2.2 ANALYTICAL SITING I4LTHODS: ISSUES .8ND CRITERIA FOR THEIR USE

Analytical siting methods have both proponents and detractors. Those

favoring their use contend that only sysi.ematized methods can explicitly and
rigorously account for all siting consideratiens and assert that unassisted
human judgment is incapable of balancing risk, multiple objectives , and

i multiple interest groups, while fulfilling legal mandates. Others, however,

|
hold that multiobjective methods are inpractical, simple minded, and mislead-
ing number games that only ch%dre inportant ir. formation and tradeoffs.

Both sides agree, however, on the following criteria for use of analyti-
cal methods:

1. Siting methods should allow for careful, consistent, and well docu- i

mented examination of all f actors, tangible and intangible. Impor-

| tant issues and tradeoffs should be considered explicitly. Site
|
|
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choices should reflect decision makers' values as- accurately as
possibl e.

2. Methods should generate and preserve information about impacts of
different sites and tradeoffs among them.

, 3. . Methods should allow for input by more- than one decision maker,
including nontechnical members of the public. Procedures should be

understandable and not difficult to use. Implications of different

personal values for siting considerations should be readily

discernible.

These criteria are often in conflict; hence, the choice of a multiobjective

method itself becomes a multiobjective problem.

2.3 CHOOSING AND SCALING SITING ATTRIBUTES

Sites are described in terms of physical attributes - those impacts and
site characteristics that are included in an evaluation. Two different ways
to decide which attributes should be included are:

'

1. The Bottom-up or Checklist method, in which attributes are simply.
<

listed according to historical precedent.
2. The Top-down or Hierarchy approach in which overall objectives are

first defined and then disaggregated until attributes are
specified.

Only important attributes that differ among sites should be included. The
expense of data acquisition is also relevant. The following criteria should
be used for constructing hierarchies:

1. Each set of subdivisions should be comprehensive and unique.
2. No duplication should occur within a group.g

3. Each group should have as little complexity and division as
possible.

Any real-world hierarchy falls short of these ideals; nevertheless hierarchy
construction requires care, since many important value judgments are made at
this stage.

Physical attributes are not applied directly by most multiobjective
methods. They first must be scaled in terms of suitability ("value" or
"u tili ty" ) for the intended purpose. The functional relationship between

-4-
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Greatest

Ecosytem Damage
f rom Heated
Effluent

least
Greatest

Annual Highest Temperature of Receiving Body of Water

Fi gure 2.1. Attribute Value Function for Ecosystem Damage Due to Increased
Temperature of Receiving Water.

measured quantities and suitability is called an attribute value function

(Fi gu re 2.1) . Many scaling methods exist (Table 1), differing in the types
'

of scales they produce and the kinds f.f questions they address, as well as in
their flexibility and ease of use. The most important scale characteristic
is level of measurement, of which three are important in siting:

1. Ordinal - Scales whose only meaningful relations are >, = and <.
They can consist of rank orders, discrete categories, or continuous
non-interval scales. " Cool," " Warm," or " Hot" is an ordinal tem-
perature scal e. Theory permits no addition or multiplication of
such scales.

2. Interval - Scales in which differences between numbers are meaning-
ful, cithough the zero point is arbitrary. Degrees Fahrenheit and
Celsius are interval temperature scales; they can be added, sub-
tracted, and weighted.

3. Ratio - An interval scale whose zero point indicates zero amount of
the characteristic measured. Degrees Kelvin is a ratio temperature
scal e. Theory allows all algebraic operations.

Table 2.1 shows that scaling methods are available for cach of the three
levels of measurement. Different rultiobjective methods require attribute
values having different levels of measurement.

-5-
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TABLE 2.1

METHODS OF SCALING PHYSICAL ATTRIBUTES

Value Function Summary of

Method Level of Measurement Approach Comments

Categorization Ordinal Sort attri bute levels into Site evaluators of ten
categories such as " accept- assign numbers to cate-
able" and " unacceptable," gorios and use resulting
or " excel lent," * good," and scales in decision rules
" poor," or sirply rank the involving algebraic
levels. manipulation--a viola-

tion of nmosurement
theory.

Ra t i ng, I n f orma l Quasi-Interval Inf ormally assign numerical Resulting value func-

Graphing (i.e., scales can suitabilities or values to tions are not neces-

be but are not attribute levels, or draw a sarily interval, as no

necessarlly, graph of the value functions. questions checking in-
tervals are asked.Interval)
Of ten used in decision
rules which require al-

gebraic operations, a
possible violation of

measurement theory.

Thurstone's Law Quas t 'nterval Each of a large number of interval scales are pro-

of Comparative persons ranks attribute duced only it certain

st' ingent assumptionsJudgmen t levels. A value function is r

then derived using a sophis- hold, inappropriate for

ticated technique that continuous attributes
assumes value judgments are that are monotonically

normally distri buted. related to value.

I nt erva l i nt erva l Ask decision maker f or Dif f icult to compare

Compar i son ratios of value of inter- different intervals.

vals; e.g., "Is V(X')-

V(X'') two times as sult-
able as V(X' ' ')-V(X' ') ?"

Direct Midpoint I nt erva l What level of X'' do deci- May be icrossible
Method slon makers consider to be f or attributes with

half-way in value between discrete categories.
X' and X' ''?

Exchango Mothod Interval At what level, X' ', are da- Similar to Direct

cisi on makers indifferent Midpoint Method

between:
a. a move f rom X' to X' ' ;

and

b. a move f rom X' 8 to X'''?
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TABLE 2.1
NETH005 0F SCALING PHYSICAL ATTRIBUTES

Value Function Sumnery of

Method Level of Measurement Approach Comments

Direct-Ordered Motric I n t er va l Decision makers rank all pos- Dif ficult to compare

sible intervals; linear pro- different intervals.

gramming is used to find the if no scale is con-

value function most consistent sistent with rank
wi th the rank order. order, more complex

analysis is re-

quired.

The Gamble Method I n t erva l At what chance p, glvon level Creates utility
X'' for X' ', gi ven p) are de- function U(X) incor-

clsion makers Indif f erent be- porating risk attl~

tween; tudes. U(X'')
1. level X'', and equals pV(X'' ') +

2. a gamble, with chance ( 1 -p ) U (X' ) .

p of obtaining X''',

and chance (I-p) of*

getting X'?

Methods involving Interval An example is the Single A difficult approach.

T wo At tr i bu tes Tradeof f method. Two May be better than

equally suitable sites considering each
are defined that differ attribute in isola-

in only two attributes. tion. If attributes

The absolute value of the are not " difference

change in the first attri- Independent (see Ref-
bute must be as valuable erence 2), th en on ly
as the absolute value of ordinal scale is pro-

the change In the second. du ced. There are
If one of the value func- many techniques of
tions is known, the other this type.

can be inf erred.

Ratio Questioning Ratio Ask f or the ratio of the Ratio scale only if

value of X' and X' '. logarithmic percep-
t i on is not a prob-

l em. (See discussion
; of Power Law deci-

sion rule.)

!

l
,

Metfessel Allocation Ra t io Allocate 100 points among Results have been
the attribute levels in pro- shown to be nearly

portion to their value. Identical to Ratlo

Quest ion ing.

|
r

|

i
t

i

!
l .
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Attribute value functions can also incorporate decision makers' atti-
tudes towards risk; those that do are called utility functions. Such func-

tions are needed when decision makers require information on probability dis-
tributions of possible outcomes. Only the Gamble scaling technique, part of
the . Decision Analysis methodology , captures these attitudes. Deterministic

value functions (which do not reflect risk attitudes) can be transformed into
utility functions (which do), provided that decision makers' risk attitudes
are " constant." Decision makers have constant attitudes towards risk if they

are risk averse (or neutral or preferring) to the same degree for all levels
of an attribute. In at least one siting study this assumption has been shown
to be invalid. Risk neutrality means that utility and deterministic value
functions are identical. In at least one siting study, however, this assump-

tion has been shown to be invalid.
Data on differences between results of different scaling methods are

scarce. Theoretically, ordinal scales could result in choice of sites dif-

ferent from those chosen by interval scales when used in decision rules not

designed for them. Nevertheless, many siting studies are guilty of this vio-

lation. One siting study yielded identical attribute value functions from

the Direct Midpoint and Single Tradeoff methods (Table 1). In that study the

scalers were not risk neutral, however, so the utility functions created by
the Gamble technique t,iffered. Those differences would probably not affect
site choice; in two of three Decision Analysis studies examined in this

project 2 use of linear attribute value functions instead of utility functions
did not significantly change ranks o' ..lternatives.

2.4 NONINFERIOR SET GENERAT10'. T DISPLAY

Some multicbjective methods only provide information on tradeoffs among
sites. Those methods determine what sites are dominated in all attributes by
at least one othe r site and thus should be dropped from consideration. The

remaining sites are "noninferior" in that they require tradeoffs between
higher levels of one attribute and lower levels of another. Such sites can
be displayed on graphs, with each axis representing an attribute (Figure
2.2); more than three attributes makes this difficult and confusing. " Factor

profiles," a type of bar graph with each bar representing an attribute, can
be substituted. Alternatively, one can aggregate groups of attributes into
super-f actors (e.g. , " Environment" or " Engineering Feasibility") for graphic

-8-
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display. Noninferior sets and tradeoffs are presented to decision makers
without further evaluation.

Constraint and Weighting are two methods used to generate noninferior
si te s. The Constraint method optimizes one attribute while permuting lwer
bounds on the values of. the others. .The Weighting method maximizes the

Weighing Sunmation model for a number of arbitrary weight sets. Practical
aspects of the two methods are similar. These techniques are most relevant

to siting problems formulated as matheiratical programs with many sites and
attributes. They are unnecessary for sigler siting problems.

Paretian Analysis analyzes tradeoffs among interest groups instead of
site attributes. A decision rule is ocfined for each group, each site is

evaluated by each rule, and the sites are plotted in group-space. The nonin-

ferior set in this case is called the "Pareto Frontier." The political i

Inature of siting requires that decision makers consider who wins and who
loses in a decision; Paretian Analysis provides insights into the distribu-

tion of inpacts among groups.

2.5 MULTI 0BJECTIVE DECISION RULES

Multiobjective decision rules produce at least a partial rank order of
sites by combining attributes in a specified manner. Some rules use attri-
bute value functions that are on an ordinal level of measurement. Others
which use algebraic operations require interval- or even ratio-scaled value
functions. Weights reflecting relative importances of attributes are also
applied by most rules.

2.5.1 Decision Rules Using Ordinal Attribute Value Functions

2.5.1.1 Exclusionary Screening rejects sites that are unsatisfactory in
one or more attributes (Figure 2.3). It is most useful in defining candidate
areas within a study region. All attributes can be considered at once, or in
sequence until a sufficiently small set of areas remains. A basic problem of
the method is that only rarely are alternatives clearly acceptable or unac-
ceptable; there is usually a gradation of acceptability. The method also
ignoces important tradeoffs among attributes and subtle differences among
sites.

2.5.1.2 Conjunctive-Rankir.g screens out unacceptable sites using all
attributes but one. The last attribute is then used to rank the remaining
sites. As in Exclusionary Screening, tradeoffs are not considered.

9
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Fi gure 2.2. Site Characteristics and a Noninferior Curve.

2.5.1.3 Copeland's Reasonable Social Welfare Function selects the site
that " wins" the most pairwise comparisons. Each site is compared with every
other site, one at a time, using the Majority Rule. That rule scores a win
for the site that is best in most attributes. Alternatively, weights can be
applied, and a win is given to the site having the higher weighted sum of
attributes in which it is best. This method disregards the degree to which
one site is better than another in any attribute.

2.5.1.4 Direct Determination of Indi f ference Curves requires that
decision makers decide what combinations of attribute levels are the same in
terms of sui tabili ty. An " Indifference curve" is a locus of sites in

attribute space that are equally suitable (Figure 2.4). The method yields a
contour map whose lines represent different levels of equal suitabili ty.
The site lying on the highest indifference curve is then chosen. The

method's advantage is that no arbitrary model of decision makers' values is
imposed. The approach is tedious, however, which precludes application when
there are more than three attributes or " super-factors." Interactive
computer programs can ease the process.

- 10 -
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Fi gu re 2.3. Exclusionary Screening.

2.5.2 Decision Rules Requiring Interval or Ratio Attribute Value Functions

Interval-scaled attribute value functions must be used in all of the
remaining decision rules but the Power Law which requires ratio-scaled value
functions.

2.5.2.1 Weighting Summation, af ter exclusionary screening, is the most
commonly applied decision rule in siting. It choons the site maximizing

n

Suitability = { W V (Xj),ii
i=1

where Wj is the weight and V (Xj) is the value function of attribute Xj.i

- 11 -
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Fi gu re 2.4. Indifference Curve Between Two Attributes.

Applications of ten ignore a number of inportant assumptions of this decision
rul e. They are as follows.

1. Attributes are additive independent:
a. Each interval attribute value function is constant over all

levels of other attributes (" difference" or "u tili ty

independence").

b. Tradeoffs that decision makers are willing to make among

attribute value functions do not depend on the levels of any
attributes (" preference independence").

c. Attribute values are known with certainty, or decision makers
care only about marginal probability distributions of

attributes, not their joint distribution.

2. Attribute value functions are interval scaled.
3. Weights are ratio scaled, and represent the relative importance of

unit changes in attribute value functions. Th at i s, W1 = 1 and W2

= 2 inplies that decision makers are indifferent to a charige in
vt(X ) of 1.0 or a change in V (X ) of 0.5.1 2 2

- 12 -
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4. Decision makers are concerned more with optimal tradeoffs than with
achieving prespecified goals; further, they are able to str.te what
tradeoffs they are willing to make without knowing the naninferior
se t.

Other' decision rules using interval value function share most of these

assumptions. If any are incorrec t, then Weighting Summation does - not
accurately model decision makers' values.

Weighting Sunmation is used for both regional screening and final site
selection. Regional screening applications are usually computer based
bec use large amounts of information must be processed for many areal units.
The method selects an area for further analysis if its suitability is equal
to or greater than some specified number.

2.5.2.2 Decision Analysis is the only method which validly reflects
preferences regarding uncertainty and risk. It uses attribute utility func-

tions (by the Gamble technique) instead of deterministic value functions. If

utility and preference independence (among other assumptiens) hold for all
attributes, then either the Weighting Summation (with utility functions) or

i the multiplicative form is valid. The latter is
.n -

Suitability = |} 1 + kW Uj (Xi) -1 k,i
i=1 -

where:

Uj(Xj),Wj = Utility function and Decision Analysis weight for
attribute Xj.

k = Constant, forcing suitability to range between 0 and 1.

The more complex form is adopted when decision makers care not only about

marginal probability distributions of attributes, but also about joint dis-i

!- tributions. This is true when decision makers choose Decision Analysis
weights that do not sun to 1. More conplicated decision rules are used in

Decision Analysis when preference independence does not hold for all
a ttribu tes.

In theory, Weighting Stsnmation models using deterministic value func-

| tions can validly be converted into Decision Analysis rules reflecting risk
preferences. To do this, decision makers must have " constant" attitudes

!

i

|. - 13 -
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towards risk. That is, their degree of risk aversion (or neutrality or pref-
erence) nust not change from attribute to attribute.

I Although Decision Analysis is the most valid decision rule, it is also
the most difficult to use. There is some question, therefore, about the

'

accuracy _ of the results when applied by persons unfamiliar with the method.
i There may be a tradeof f between theoretical validity and unreliable results

caused by inexperience.'

2.5.2.3 Goal Programming finds the alternative having the smallest
.

deviations from a set of prespecified goals, Gj:
,

1 n

[ |Gj - WjVj(Xj)|P .i MINIMIZE
i=1

The parameter p reflects decision makers' willingness to make tradeoffs
(Fi gu re 2. 5) . When p equals 1.0, Goal Programming is similar to Weighting'

Summation; when p equals n (the Goal Attainment Method), decision makers are
only concerned with the worst performing attribute and will make nc tradeoffs'

,

at all. Goal Programming assigns a site that is X units better tun a goalj
to be just as bad as one X units worse.

2.5.2.4 The Power Law assumes, as some researchers assert, that people
'

perceive proportions in a lo',arithmic rather than a linear manner. If so,

attributes weighted 1, 2, 3 are actually el, e2, and e3 in importance. The

Power Law has the following form:
n

]
Suitability = }} Vj(Xj) I

,

i=1

If any V (Xj) is zero, suitability is zero (a type of Exclusionary Screen-i
I ing). Hence, as the zero point cannot be arbitrary, ratio-scaled value func-

|
tions are required.

2.5.2.5 Hurwicz Procedures include the minimax and maximax decision
! rules, for which each site's worst (minimax) or best (maximax) attribute

value is of concern. The approach is useful for examining " sore thumb"
alternatives but generally not for selecting a best site when tradeoffs are
inp ortant.

;

j 2.5.2.6 ELECTRE combines elements of Copelan d's Reasonable Social
Welf are Function and Hurwicz procedures. Each site is compared with every
other site one at a time, and two indices are c.Mculated:

:

i
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-1. A concordance index, _ equal to a weighted sum of the number of
attributes for which the first site is superior to the second.

2. A discordance. index, equal to the maxinum weighted difference in

values of attributes for which the first site is inferior to the
second.

The first site is said to " outrank" the second when the concordance index
exceeds a prespecified threshold, while -the discordance index is ~ not worse
than another _given level. Many sites not outranked by any alternative can

remain. For this reason, ELECTRE is most appropriate for reducing a large
ntsnber of candidate sites to a more manapaable set for final selection.

2.5.3 Empirical Comparisons of Decision Rules .

Many studies outside of siting use multiple regression to fit decision
rules to judgmental or " holistic" ratings of multiattributed alternatives.
Almost invariably, Weighting Summation " fits" best (i .e. , has the highest
correlation coefficient). When interactive terms (products of attributes)
are significant, they still account for only a small amount cf the variance.
Many studies show that Weighting Summation assessed without regression pre-
dicts holistic decisions well, though one found that it leads to less

disagreement between different groups than holistic judgment.
Few studies conpare results of different decision rules assessed without

regression. Two such studies demonstrate that Exclusi'ary _ Screening and
Weighting Summation choose different siting candidate areas. Another study,

in one case, found that directly determined indif ~erence curves are more non-
linear than curves resulting from Decision Analysis. Decision Analysis and

Weighting Summation rank orders usually resemble each other closely, although
risk preferences make an inportant difference in one siting study. Three

watershed planning studies found that Decision Analysis, Goal Programming (p
= 1,2, and = ), ELECTRE, the Power Law, and Weighting Summation choose the

same two plans, though the same one was not best in each case. In two siting

studies using the Power Law, Weighting Summation would have chosen the same

sites. The Power Law and Goal Programming (p = 2,=) have also been applied
to two Decision Analysis siting studies. Power Law and Decision Analysis
resulted in the same ranks in one case, and different ranks in another. Goal

Programming made even more of a difference in both instances in comparison to
Decision Analysis.

- 16 -
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2.6 WEIGHTING TECHNIQUES

Some methods at+egt to assure ratio-scaled weights reflecting the rela-
tive igortance of unit changes in attribute value functions; other easier
techniques do not. Other Pfinitions of attribate igortance are possible,

but are incorrect. Only o. tethod, Decision Analysis, incorporates decision
makers' attitudes towards risx. Table ?.2 summarizes the available weighting
methods, the questions they address, and the theoretical validity of weights
they produce. They are listed in approximate order of ease of use (easiest
to raost difficult), except for Observer-derived Weighting, whose difficulty
depends on the number of attributes and alternatives being evaluated.

There are many ways to obtain weights from groups. Individual question-

naires are one. The Delphi Method, which feeds back means and standard devi-
ations of each weight before asking for weights again, is another. The

Nominal Group Process structures group interaction to avoid problems that
lower the effectiveness of informal groups.

Whether or not methods produce theoretically valid weights is not an
academic question; different weighting methods can result in choice of dif-
ferent sites. In one siting study using Weighting Summation, Rating chose
different candidate areas from Indifference Tradeoff, a more valid method.

The differences were cowarable to those due to having different people

choose weights or using Exclusionary Screening instead of Weighting Summa-
ti o n. Differences caused by decision-maker ur..ertainty were less important.
Decision Analysis lottery weights were not proportional to Indifference

Tradeof f weights in that study, despite theory saying that they should be.
Other cogarisons of weighting methods conclude that:

1. Ranking and Rating choose similar weights.
2. The Churchman-Ackoff method can, but does not always, significantly

modify Rating weights.
3. Rating and Metfessel Allocation weights can differ.
4. Multiple regression weights are more ccncentrated on a few attri-

butes than weights chosen by other techniques. Sometimes even the
signs of regression weights differ from those selected by other
methods.

k
"
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Table 2.2
METHOOS OF WElGHTING S',ALED ATTRIBUTE VALUES

'

Ratio Scaled Correct Type of
Weights Attribute Igor- Sumary of

,

Method As sured tance Assured? Approach Comnents

Ranking No No Att-lbutes are ranked, with Easlest method. Attrl-

the lowest attribute as- butes can be comared
signed "I," the next lowest two at a time. The at-

"2," etc. tribute winning the most

cogarlsons Is best, and

so forth.

Categorization No No Attributes grouped Into Ratio of mst Igortant

categories such as " low im- to least important at-

portance" and "high Igor- . tribute is arbitrary,

tance." Numbers (e.g., not representing decl-
1,2,3) are then assigned. slon makers' ratios.

Rat ing No No On a scale of, say, O to No ratio questions asked

10, what is the Igortance to confirm ratio scale.

of each attribute? No way to tell if cor-

rect Igortance as-

sessed. Most conrnen
method in siting, and
of ten applied by groups,
because of ease of use.

Ratio Probably No What is the ratio of I gor- No way to tell if cor-
Questioning Yes tance of attribute Xg and rect Igortance as-

Xj ? Saaty's Eigenvector sessed. Logari thmic
technique can be used to perception (see Power
resolve inconsistencies if Law discussion) can
checking questions are cause deviations from
asked. a true ratio scale.

Mettessel Probably No Allocate 100 points among No way to tell If cor-
Allocation Yes the attributes in propor- rect importance as-

tion to their Igortance. sesses. Results similar

to Ratio Questioning.
Possible problem of log-
arithmic perception, as
with Ratio Questioning.

The Churchnun- Yes Yes, First stage is Rating, There Is a lot of " slop"
Ackoff Approxinutely third is Ratio Questioning. In the consistency
Procedure Second stage is series of checks, so weights only

paired cogarlsons of hypo- approximately have the
thetical sites. If deci- correct type of Igor-
slon nuskers' site choices tance. Also known as

are inconsistent with Paired Comparison Proce-
weights, either choices dure.
and/or weights are modl-
fled.

- 18 -.
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Table 2.2 (Continued)

Ratio Scaled Correct. Type of
Weights- Attribute lemor- Summary of

Method - Assured tance Assured? Approach Consnents

Indifference Yes- Yes Questions such as: how cuch dome consider this to be
Tradeoff of attribute Xg would you more realistic than sim- i

give up to obtain AX; more of pler methods; others be-
X f . More than the mininum lleve it to be too dif-

Jnumber of questions (one less ficult. Theoreti ca l ly, .
than the number of attrl- these weights will be
butes) should be asked as proportional to weights
consistency checks. from other valla methods

(Churchman-Ackoff, DecI-
slon Analysis).

Decision Yes Yes There are many-alternative The most dif ficult method
Analy sis ways, each Involving a lot- arid the only one incorpo-

;

tery. For Instanco: At what rating decisicn makers' at-
probability p are you indif- titudes towards risk.- If
forent to a choice between: the sum of Decision Analy-

1. A site with attribute Xj sls welghts is not 1.0 a
at its best level, and .- decision maker - is not risk-
all other attributes at neutral, and the Decision
their worst; and Analysis cultiplicative

2. a lottery, where there decision rule should be
is used. A set of Decision
a.' chance p of getting Analysis weights can be

all attributes at found by choosing one
their best levels; welght as shown (say, Wg

b. chance (1-p) of get- f or attribute Xg ) and mul-
ting all attributes tiplying a set of Indiffer-

at their worst lev- ence Tradeof f (IT) weights
by Wg/W , where Wg is the' els? k

The weight of Xg is pro- IT weight for Xg.
cisely p.

Observer- On ly i f Only if Decision makers judge the Approach presumes that un-

Derived Attributes At tri butes suitability of each of a alded judgment is to be*

- tjel ght ing are Uncorre- are Uncorrelated large number of sites. The imitate <l as closely as pos-
lated judgments are then ' fitted' sible, rather than be im-

to the sitest attribute provod. Because of attri-

levels using either nultiple bute Intercorrelations,
regression or linear pro- regression coefficients
gramming. may bear little resemblance

| to results of other meth-

ods. If there are too many

attributes, the task can be

too difficult and decision
makers will Ignore less Im-
portant attributes.

!

;

.

e

C
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2.7 ITERATIVE METHODS FOR EXPRESSING PREFERENCES

Decision rules such as those discussed above evaluate sites in one step;

furthermore, decision makers must specify attribute weights and value func-
tions without knowing how those judgments affect site choices. There is
another approach, iterative in nature, which allows decision makers to

express preferences through a series of steps.

2.7.1 Decision Rules
2.7.1.1 The Zionts-Wallenius Procedure and STEli are two examples, which

generally proceed as follows:
,

1. A noninferior site is generated.

2. Decision makers consider the site with respect to achievement of

goals, or compare it with other noninferior sites.

3. Responses of decision makers' are incorporated into the process and
used to generate a new noninferior site.

4. These steps are repeated until decision makers are satisfied with

the sui tabili ty of the site or some termination rule ends the

i terations.
These two methods are useful only for siting problems with many attri-

butes and alternatives. For sigler problems, either of the following two
more informal procedures is better.

2.7.1.2 Bishop's Factor Profile comares sites in pairs. Decision
makers choose between noninferior sites, by first making tradeoffs among Com-
munity and Environmental attributes. Then those considerations are traded
off against Engineering and Economic att -outes. Other groupings of attri-

butes are possible.

2.7.1.3 Successive Elimination, another informal method, requires deci-
sion makers to give ranges instead of point estimates for attribute values
and weights. Using any decision rule, the method then eliminates sites less
desirable than others under any set of values and weights within the speci-
fled ranges. Decision makers gradually tighten those ranges until a suffi- -

ciently small subset of sites remains. |

2.8 CONCLUSIONS

1. The potential advantages of analytical multiobjective siting tech-
niques ire many, but so are the potential problems if they are mis-

- 20 -
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used. Violations of measurement theory in scaling and weighting
attributes are all too frequent. Furthermore, decision makers'

often apply methods withcut understanding their assumptions with
the result that the site chosen does not accurately represent their

values. Sone studies report that choice of decisic.n rule or
weighting method made a difference in actual decisions.

2. Choosing a nultiobjective method is a multiobjective problem. A

technique's theoretical vali dity , ease of use, flexibility, and
resul ts . conpared to other techniques are all of concern. - The

choice depends on the siting proble.n faced. Data availability,

ntnber and complexity of alternatives, staff time and resources,
level of public participation, and presence and importance of risk
and uncertainty all make a difference. For instance, in regional
screening, Exclusionary Screening is best if there are regulatory
criteria that candidate areas must satisfy, while Weighting Summa-
tion is better. if tradeoffs among attributes are important. Deci-

sion Analysis is preferred to Weighting Summation for final site
selection if probability distributions for attributes are quanti-

fled and inportant to decision makers.

!

i

!

i

i

!

!

:
I

!

I
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3. SURVEY OF CURRENT APPLICATIONS OF QUANTITATIVE NUCLEAR POWER PLANT
|

SITING METHODS

3.1 INTRODUCTION

The purpose of this survey is to analyze site-3 election methodologies in
use by utility conpanies and their consultants for siting nuclear power
plants and, for quantitative methodologies, to determine whether or not they
have been correctly applied. To that end we have reviewed the site-selection
chapters of 48 Environmental Reports submitted to the Nuclear Regulatory Com-
mission (NRC) since February 1973.

Site selection is generally a three-stage process: candidate area
selection, candidate site selection, and final or proposed site selection
(see Table 3.1). Site selection methodologies fall into the following cate-
gories: favorability selection, exclusion screening, regional characteriza-
tion, predefined sites, qualitative comparison, cost-effectiveness analysis,
site rating, and formalized numerical rating. Regional characterization,
site rating, and formalized numerical rating are quantitative methods. This
classification scheme was developed only to facilitate analysis and does not
comment on the validity of the methodologies or their application.

Quantitative site-selection methods were used in 13 of the 48 studies:
9 at the final site selection sevel, 2 at the candidate site selection level,
and 2 at the candidate area selection level. These have been analyzed to
determine if the methods used are theoretically valid.

In addition, four consultant studies referenced in Environmental Reports
were reviewed to determine if they contain information about the site-selec-
tion methodology that is not presented in the Environmental Reports. Three

of these studies contain no additional information; the fourth is included as
Si ting Study J-II. Siting Study J contains very little information about the
site-selection process; weights used in the study are not even presented.
The consultant Report (Study J-II), however, does contain significantly more
information although it does not present more detailed information than
site-selection chapters of other Environmental Reports.

For more detailed descriptions of the siting studies reviewed, readers
! are referred to Pierce and Rowe (3) of which this chapter is a sunmary.

;

| -23-



-

TABLE 3.1

METHOD DEFINITIONS

1. Candidate Areas

Favorability Selection. Candidate areas are selected because of one or
more favorable characteristics.

Exclusion Screening. A set of explicitly stated exclusionary criteria
is applied to a Region.of Interest. Candidate areas are those areas which
remain af ter this screening. Emphasis is on defining minimum standards of
acceptabili ty .

Regional Characterization. This involves ranking various areas within a
region of interest using weighted and rated attributes.

.

II. Candidate Si tes

Predefined Sites. Includes expanding existing sites, selecting from an
inventory of previously identified sites, sites already owned by a utility,
and unique sites, such as strip-mined areas or floating ocean platforms.

Favorability Selection. As above.

Eyclusion Screening. As above.

Regional Characterization. As above.

III. Proposed Site

Favorability Selection. A site is proposed on the basis of its merit,
rather than on the basis of an alternate site evaluation. This includes
selection of a site because it is already utility owned.

Qualitative comparison. Subjective evaluation.

Cost-Effectiveness Analysis. Usually includes only engineering costs,
and most of ten used when environmental impacts at candidate sites are judged
to be equivalent.

Site Rating. Sianle rating and/or ranking of sites, no weights.

Formalized Numerical Rating. Attributes are rated and weighted.*

|

|

;
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[ 3.2 RESULTS

Each t selection study is unique. The attributes used in candidate
area selection, generally include availability of cooling water,' geology and
seismology, population density, and power network considerations. The igor-"

tance of these attributes, however, varies from region to region. In parts

of Tennessee and California, seismology is a limiting factor; in New England,
water availability may. be a prime consideration. In some ' site-selection'

studies, the candidate area is predefined by a utility to be that area within
a certain distance of its projected load center; in others,'a candidate area
is systematically selected from an area larger than the utilities service
a re a. At the candidate area selection level, a quantified methodology was
used in 3 of the 48 studies reviewed in this chapter. Table. 3.2 summarizes

; the salient points of this review.
Candidate site selection was frequently found to be a nebulous exercise;

between selection of a candidate area and the selection of a preferred site.

! A utility may choose candidate sites within an area by considering additional
attributes or, as in 9 studies, by selecting sites from an existing inventory
ef potential sites. In several studies, sites to be considered were limited;

f to those already owned by the utility. At this level of the site selection
process, quantitative methods were used in 5 of the 48 studies reviewed.

Selection of a proposed site may be based on a qualitative comparison or'

j on a formalized quantitative cogarison of alternative sites. Quanti fication .
was used in only 10 studies. In one, expansion at an exi uing site was pro-

| posed because the time required for a site-selection study would not' allow
^

the utility to meet projected demand. Some siting studies included selection

j of fuel type and cooling system by comparing site / plant alternatives; in '

others, these decisions were independent of the site-selection process.,

Economics is a comnon attribute in all power plant site selections; yet it

j may be included in a cogrehensive comparison, it may be considered after all
' other cogarisons have been made, or it may not be a separate attribute at

all, but included within several other attributes.

; Perhaps the most striking characteristics of these 48 site-selection

studies is absence of specific information about the site-selection process.;

Many studies contain elaborate descriptions of alternative sites, but few'

- 25 -
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Table 3.2 (continued)

Docket Nuncer Candidate Arse Candidate Sites Proposed SIto

Fa vor- Region,I Pre- Fa vor- Re gional Fa vor- Quall- Cost Effoc- Foremilzad

ability Exclusion Ch ar acter- defined ablilty Excission Character- ability tative tiveness Site- %=arical

Selection Screening Iration Sites Se le: tion Screening Ization Selection Contar t s,an Analysis Rating Rating -

|
X X .50-510/511 X

50-513 X X X

50-514/515 x X X

50-516/517 X X n

50-518/521 X X X .o

50-522/523 J

50-524/527 X |

50-528/530 J X X (X)

50-537 X X X X

50-546/547 x 9 X

50-548 X g j

50.-5o x j x
,

X50-553/5 >4 X g

N 50-556/557 X X j

1 50-564 X X X

50-566/567 X p X X

50-568/569 X X X

50-580/581 X X X

50-582/583 X X X x

50-582/583 X X

( Ap pendi x)

a) Sites ranked for each of 10 f actors; added together to give final ranking j) sites rated (0-5) f r each factor, ratings pu ttlplied by weights,
b) Egansion at entsving site summed to 0 ve ranking3

c) Currently owned sites k) sites rated 1 (preferred) or 2 (acceptable) f or each factor; ratings
d) Higher rated sites were nct considered for current development due to dis- sunened to give rank

tance from load conter 1) 3 high rated areas eliminated for other reasons
e) Ongoing site selection studies m) sites rated

f) Abandoned strip mine site n) sites rated for each factor, ratings susumed to give rank
g) Provfous site studies o) sites were ranked f a some f actors, but not all. The rankings were
h) weighted ratings f or each f acta were summed in 3 major categories; the not amalgemeted, and the final decision was quelltative and economic

results were asaltiplied to give a final ranking p) f rom ongoing Inventry

I) includes socio-economic benefits

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _.



-

present a clear picture of the methodology used or the tradeoffs made in
choosing a proposed site. When a preferred site is selected on the basis of

qualitative cogarison, it is not possible to establish whether a rigorous
and cogrehensive method was used, or site selection was actually the arbi-
trary and subjective procer presented in the Environmental Report. In addi-
tion, the attributes used to cogare alternative sites are not concisely
defined. In both qualitative and quantitative studies, this obscures trade-
offs and creates an impression of a vague and subjective site-selection
proces3. From the iniormation presented in most of these Environmental
Reports, it is only possible to determine that an acceptable site was chosen,
not that a sound and cogrehensive site-selection method was used.

3.2.2 Quantitative Studies

Four aspects of the si9 selection studies are analyzed in this report:
1) attribute definition, 2) attribute scaling and resulting level of measure-
ment, 3) weight selection and resulting level of measurement, and 4) decision
rule and theoretical requirements (Table 3.3). In addition to requiring that
attributes be independent, each decision rule requires specific levels of
neasurement of weights and scaled attributes (see Section 2.0). These
requirements must be satisfied for application of a method to be theoretical-
ly valid.

Most of the studies enhasize descriptions of candidate areas and alter-
native sites, rather than the site-selection method. Thus, information nec-
.essdry for a thorough analysis of theoretical validity is often incomplete or
absent.

#3.2.2.1 Attributes. Every decision rule requires that all igortant
attributes be considered, i.e. , that the list of attributes be comprehen-
sive. There is no master list of attributes, however, because some are
imortant in certain regions of the country and not in others. Also, an

attribute may be judged to be the sarre for all sites and thus omitted from
consideration in site evaluation. Attributes which are easily quantified,

O
such as cost, and attributes required by NRC regulations, such as population
density, are included in all the siting itudies. Attributes which are sub-
je tive or difficult to measure, such as socioeconomics or aesthetics, are
of ten omitted. Six of the nine studies at the final site-selection level con-
tain no explicit consideration of socioeconomic igacts. It is difficult to

|

!
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TABLE 3.3

SUMMARY OF REVIEW

Stage of Site Selection Level of Measurement

Siting Candidate Candidate Final
Stu@ Area Si tes Si te Attributes Weights Amalgamation

A I R IWF
B X 0 N/A IF
C X I ? Ra tings

Multiplied
D X I ? IWF
E X 0 N/A Lexicographic |

Sc reening
i

F X I R IWF
'

G X ? ? Multiplication
H X U N/A IWF

|
I X 0 ? IWF l
J X 0 ? IWF 1

J -I I X I R IWF
K X I ? IWF !

L X 0 ? IWF.
M X I N/A Noninferior

Set Generation
Keyr

0 = Ordinal IWF = Weighting summation e
I = Interval IF = Summation of attribute ratings
R = Ra tio N/A = Not applicable
? = Undetermined

_

determine if this is because the impact is the same at all sites. One, for
exanple, states that those impacts which were the same at all sites were not
considered, but does not list the impacts omitted for this reason.

All decision rules also require that each attribute be conceptually

independent (see Section 2.0). The importance of independent attributes is
obvious. Dependent attributes would be " double counted" and the resulting
decision would be biased. It is often not possible to determine if attri-

butes are actually independent, however, because of quali tative, vague
definitions. Each attribute should be defined in terms of the specific

inpact being measured; the n'ethod of definition in most Environmental Reports
i s in-dequate.

Two studies present attribute definitions only as site-specific

description s.

- 29 -
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I

1

Site No.1
Foundation Site Elev. 710-750'.1'-5' resi dual soil
Conditions over geological formation. 10'-23' massive

crystalline limestone. 10'-25' shale and
limestone. Possible fractures, solution
channels in limestone but not extensive.
Generally f avorable foundation stability.

Excavating Limestone may require blasting. May be
difficult to drill because of presence of
chert.

This type of attribute definition shows differences among sites, but does not
allow analysts to determine whether or not attributes are independent.

-Five studies present attribute definitions that are too vague to deter-
mine independence. Si tin, Study J is an exanple:

" Accessibility ratings were based not only on the proxim-
ity of the region to major U.S. highways and railroads
but also on the degree of preparation needed for the
access road to the region from the main highway or
rail roa d. "

#

" Ease of access was also considered in evaluating regions
for the ecological inp act. The construction of access
roads and transmission lines requires the disruption of

l some plant and animal communities and may open the area
g to potential further disturbance as relatively inaccessi-

ble areas are irade available to more people."
The above explanation of ecological impact is not useful; it is no more than
a justification for including access-related considerations in the measure-
ment of ecological impac t. It is not possible to determine from thfi

description whether or not accessibility is " double counted." Another exam-
pie defines material transportation as "...an assessment of the variation in
material' transportation costs throughout the study area." Site preparation
includes ".. . road and bridge construction and relocation." Without detailed
definitions of the attributes, it is again not possible to determine if these
are actually separate considerations.,

( At least five studies contain instances of possible " double counting."
In one example, attributes are defined in terms of a rating scale and several
attributes seem to overlap or to be overrepresented. Si te Accessibility con-
siders railroad, highway, and river navigation separately. It is possible

that the inportance of each kind of access depends on the levels of the other
two and that the three types of access should be considered as a single

!
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attribu te. In the same study, it is Jnclear exactly what the difference is
between " Land Consumption of Critical Environmental Importance," and " Land
Constaption (Plant Site Only)"; both are defined in terms of acres of land
removed. Gamelands appear to be included in two attributes, and terrestrial
biology in i.hree.

A consultant report which considerably improves upon the information
presented in the Environmental Report nevertheless seems to contain " double
counting." Pumping requirements for the cooling water supply is included in
both topography and hydrology. Topography is

" based on the criterion that an ideal region should not
vary more than 100 feet in elevation over an area of 1000
acre s. This would minimize large earth moving require-
ments in site preparation, as well as pumping require-
ments for the cooling water supply."

Yet, hydrology ratings
"were influenced not only by the distance of the regions
from the three hydrological alternatives, but also by the
pumping head requirements for transferring water from the
source to the region. Thus, % .:Tierences in the ele-
vations of the candidate regions and the corresponding
water sources had to be considered."

The most quantitative, specific definitions found in any of the 48

studies may still contain " double counting." For example, Loss of Existing
Land Use is defined as the weighted number of acres of open land, swamp, or
forest converted to site use; Loss of Recreational Land Use, is defined as
" qualified opinion of the relative worth of existing land uses ." It is

unclear what the difference is between these two impacts, or whether in fact
they are the same.

These examples demonstrate that determination of attribute independence l

is not clear cut or simple. Part of the problem stems from the natura of the
attributes themselves and part from inadequate definition in the Environmen-
tal Reports. Some instances of apparent " double-counting" may instead be
ambiguous definition.

|
3.2.2.2 Scaling. In quantitative site-selection me thods, raw impact

measurements, such as dollars or persons, are transformed to some type of
value scale in order to compare one attribute with another and in order to
combine values for all attributes to obtain one measure of suitability for
each site. The levels of measurement of the scaled attributes required by

- 31 -
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each amalgamation technique (usually ordinal or interval) are defined by mea-
surement theory (see Section 2.0).

To verify the level of measurement achieved in transformation of raw
inpact measureraents (such as dollars or miles) to attribute value functions,
it is necessary to know how the transformation is made. Only one study pre-

sents such conplete information; all raw impact measurements are either
inter \al or ratio scaled, and transformation produces interval-scaled attri-
bu te s. Most studies present only partial raw data and no information about
scaling techniques. An analyst can only assume a particular level of mea-
surement and cannot verify this " guess."

Six studies use ordinal-level attribute values of the form:
1 = poor
2 = fair

3 = good

4 = excellent
In this type of scale, magnitudes of differences between numbers are usually
not meaningful.

Six studies use interval-3:aled attributes, including some questionable
but apparently higher-than-ordinal studies classified as using interval

scales. An exanple is
"a point scale from zero to five with five representing a
particularly favorable condition and zero conditions not
presently feasible from an engineering or economic stand-
poin t. "

Decause decimal ratings are permi tted, this study is described as using
int 2rval-scaled attributes even though transformations are not presented with
which to verify the level of measurement they might be ratio scaled.

3.2.2.3 Wei ghts. Weights used in any amalgamation technique should be
on a ratio level of measurement, and .; should be clear whose values the

weights represent and if they measure the correct type of relative importance
(expressed in terms of willingness to make tradeoffs among units of attri-
butes as opposed, for example, to " political significance" or relative ra.nge
of values represented or relative "i mp ortance" where importance is not
defined). To determine if they meet these requirements, it is necessary to
know how weights are selected. Of the ten studies that use weights, none
states who chose the weights or how they were chose This is a serious <

omission in all of the studies.
i
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l

; In two studies, weights are presented as percentages, so these may

achieve a ratic level of measurement. One does not even present the weights,
although the consultant report contains weights expressed as decimals ad is
classified as possibly achieving a ratio level of measurement. Other studies

I

assign weights of 1, 2, or 3, for exagle, or distribute " points" among
attributes (Metfessel Allocation?); no attegt is made to judge the level of

measurement on the basis of the limited information in these Environmental
Reports.

3.2.2.4 Amalgamation. Eight of the thirteen siting stedies examined
use weighting summation as the decision rule.. Three of these may be theo-
retically valid in terms of measurement theory. Four use ordinal-scaled
attributes and are thus not theoretically valid whatever the level of

measurement of the weights. Three studies use a variation of weighting sum-
mation which simply adds the attribute ratings, or adds weighted ratings for
subcategories, then multiplies categories. One uses lexicographic screening
(sequential screening in order of attribute importance) at the candidate
site-selection level and is theoretically valid in its use of ordinal-scaled

'

a ttri bute s. Another uses a simplified form of ncninferior set generation,
which is also theoretically valid in terms of measurement theory.

3.3 DISCUS 3 ION*

Violations of measurement theory , such as algebraic manipulation of
ordinal numbers, incorrect application of a method, and weighting before;

j scaling of attributes, can resul t in unintended tradeoffs and unreliable

results. None of the siting studies recognize the implications of not meet-,

ing theoretical requirements.
Addition of ordinal numbers is act theoretically valid. Ordinal mea-

sures shoul d not be manipulated algebraically because such manipulation
depends on magnitudes of differences, and these differences are not meaning-

i ful in an ordinal scale. At least five site-selection studies violate this
inortant theoretical requirement. In one example, attributes were scaled
into one of two categories, preferred or acceptable. This is similar to

Copeland's Reasonable Welfare Function, a valid method for ordinal numbers,
which involves a site-by-site cogarison of each attribute, and choosing the
site " winning" the most cogarisons. When this method is applied to that

{ stu@, the top-ranked site remains the same, but the other sites are ranked
i

i

t
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di f ferently . Thus, different results can be obtained when ordinal numbers
are manipulated incorrectly.

Two studies used a variation of Power Law, not described in the exining
siting methodology literature, in which ratings for a few major categories
are multiplied instead of added to yield a total site score. These provide

good examples of the problems that can result from misapplication of siting
methodologies. Multiplication causes differences among sites to produce pro-
portional differencu in total site scoro instead of additive differences;
therefore, small differences among inferior sites (low ratings) have a :nuch
larger influence on total site score than small differences among good
sites. This causes the actual relative importance of each attribute to the
total site score to be different from the stated relative importance implied
by weights. Al though in these exagles the final site rankings are not
changed by multiplication instead of addition, it is clear that under other
circumstances this might not be the case.

This difference between stated weights and what we call " effective" or
"iglied" weights (the actual relative effect of each attribute on total

suitability) can be found in several studies. Five slightly varying types of
differences between effective weights and true weights have been identified.
The first is use of nultiplication instead of addition, as described above,
which causes weights to have a proportional instead of additive effect on

total suitability. The second is double counting (usually of cost) which
causes the double-counted attribute to have more than its stated share of
in fluenc e. The third is unspecified nonlinear transformations at the scaling
stage (Figure 3.1) which causes extreme attribute levels to have a relatively
greater impact than less extreme levels. This general category includes
scale ranges used in equally weighted categorics. The fourth is aggregation
of different numbers of attributes into equally weighted categories so that
the relative weights of the cogonents of the categories are different. The

fift,h is possible reverse order of the scaling and weighting exercises so
that the stated weights are not properly applied to the scaled attribute

level s. This can occur whenever attributes are weighted in a general sense
without specification of the range of measured impacts under consideration.

3.4 CONCLUSIONS

The purpose of quantitative siting methodologies is to assist in making,

tradeoffs among different levels of attributes to choose one site from among

- 34 -

_ _ _ - _ _ - - _ _ _ _



. . ._- . . . . . . . . . . _ - - .. .- - -

|
1

,

4

|

|
,

'

i

. 't-

'

SITE COST RATINGS
I I I I i i |

100 - ACTUAL -

TRANSFORMATION
It

!'
90 -

N |
-s

'
N

N ,

80 - N -

E \
p N.

f <t

70 -

LINEAR
-

TRANSFORMATION

! 60 - _

:
J

50 - -

1
i i i i i i i;

e- 0 35 40 45 50 55 60 65

COST IN $1000

Fi gu re 3.1. Nonlinear Attribute Value Function Favoring Extreme Values.
,

1

;
,

j .

.

t

j

$

'
- 35 -

,

,w y ,,eww - =z . ----e v -- .- , - - - - , - , . r ., . - - - - _ - - - ~ . - - ,, w - - - - -_



. -. - _. -- -. -

others. This requires both objective and subjective judgments. They should

be specifically designed to formalize combination of these objective and sub-

j jective judgments. They should also provide rigorous methods for dealing with
subjectivity. If the methods are poorly designed or applied, then the results

,

'

of the application will not accurai.ely represent the subjective judgments of
the persons involved.

None of the studies examined acknowledge the existence of theoretical
requirements, and most appear to violate one or more of the above require-
ments. Elght of 13 studies- using Weighting Summation appear to violate the

' assunption of attribute ir.sependence; 10 of the 13 studies appear to violate
theoretical requirements of measurement theory. Conclusions about particular
studies are necessarily less than definitive, however, because a study may

' appear to be theoretically incorrect only because insufficient 11 formation was
presented in the Environmental Report. Attribute definitions are generally

inadequate for determination of independence; descriptions of scaling and
,

weighting techniques are absent. Lack of such information is a severe con-
straint to an analysis of theoretical validity.

,

,

<

!

:
!

I

- 36 -

i
_. _ _ . - . _ . _ . _ _- _ _ _ _ _ _ . - _ _ . . - _ - . _ . _ _ _ , . . _ _



-
_

- -

4. TESTS OF REGIONAL SCREENING METHODS

4.1 INTRODUCTION

Regional screening is used to search a region for areas having high
probability of containing suitable power plant sites (Candidate Arear).

Candidate Site selection and Final Site selection follow. Of the various
methods discussed in Section 2.0, three decision rules, Exclusion Criteria,
Weighting Summation, and Power Law, are appropriate for large-scale regional
screening. Weights for Weighting Summation and Power Law are generated using
only the more common and simpler methods of weight estimation. In general,
this stage of the site-selection process tends to be viewed as being rela-
tively coarse, and the methods required are correspondingly less rigorous.

This section discusses results of tests of different decision rules and
weighting methods applied to regional screening for nuclear power plant Can-
didate Areas in two regions, western Maryland and the western United States,

;

each having different characteristics and different physical requirements as
well as different levels of available siting information. Two sets of tests

|

were conducted using the western Maryland data base; one with a panel com-
posed of persons directly associated with some aspect of nuclear power plant
siting in the area, and the other with an Advisory Panel composed of persons
from throughout the United States having extensive experience in nuclear
power plant siting issues. Tests conducted using data from the western
United States used only the Advisory Panel.

For a more detailed presentation of results and discussion, readers are
referred to Hobbs and Rowe (4) of which this section is a summary.

4.2 WESTERN MARYLAND ANALYSIS I

4.2.1 Methods

Five counties in western Maryland comprise the study area for a hypo-
thet' cal regional screeniry for sites suitable for a pair of 1000 MW(e)
nuclear plants with evaporative coo'ing towers. The study area includes
forested mountains, wide agricultural valleys, a number of small cities, and
the upper Potomac River. The data base used in the Maryland Automated Geo-
graphic Information Systems (MAGI) which is gridded into 18,500 cells of 91.2
acres each. Seventeen cell attributes from MAGI were chosen for the screen-
ing (Table 4.1). Personnel of the Maryland Power Plant Siting Program

,
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defined each attribute's value function. That agency is charged with moni-

toring environmental impacts of electric utilities and creating a site " bank"
for the State of Maryland.

Five persons from the Maryland agency, State University of New York, and
Oak Ridge National Laboratory chose weights for the attributes by the Rating
and Indifference Tradeoff Methods. The 2 Maryland participants selected

weights in the presence of the researcher. The others used questionnaires.

Consistency checks were applied in the Indifference Tradeof f Method. Weight-
ing Summation " suitability scores" were calculated for each cell in the study
area for each of 10 resulting weight sets using the Weighting Summation and

Power Law models. Candidate areas were then defined for each weight set as

continguous sets of 4 or more cells, each of which scored in the top 8%. Four
cells (about 360 acres) are the minimum size needed for a nuclear plant with

evaporative cooling towers.

4.2.2 Resul ts

The resulting weights vary greatly among the participants, and between
the 2 methods for each person. The sets of Weighting Summation candidate

areas are strikingly different (Figures 4.1 and 4.2). Few cells are chosen

by all weight sets (Fi gure 4.3). Differences between areas chosen by the 2

Weighting methods are, on average, as large as differences between areas
chosen by 2 persons using the same method. The mean overlap of participants'

Rating and Indifference Tradeof f areas is 52%, while the raean overlap of
every possible pair of persons' Rating areas is 62%. The means a e not sig-

nificantly different. Because site specific investigations would subsequent-

ly eliminate most candidate areas in an actual study, Rating and Indifferent
Tradeoff can lead to site choices in different locations; however, these

choices are not necessarily different in quality.
Weighting Summation suitability scores were also analyzed using correla-

tions (Pearson's r) between pairs of sets of suitability scores. A

"between-methods" correlation was calculated for each person between his
Indifference Tradeoff and Rating suitability score sets. "Be tween-persons"

correlations were calculated between each possible pair (5 persons and 10
pairs) of Rating suitability score sets. The mean between-methods correla-

tion (0.776) is not significantly different from the mean between-persons
correlation (0.774). Thus, variability due to choice of weighting method is
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TABLE 4.1

MAGI VARIABLES INCLUDED IN WESTERN MARYLAND REGIONAL SCREENING I

MAGI
Variable No. Variable Name Exclusionary Catgories

9,10 Standard Federal All Federal Government
Categories

Lands (Primary and Maryland Fish and Wildlife
Secondary) Administration

Maryland Dept. of Forests and
Parks

i ' Municipal Ownership and Parks

11 Mineral Resources Gas Field
Deep Coal Mine

14 Soils (Primary) Prime Agricultural Land (Bla,
B2a, E1, E3, G1).

Flood Plains (well or poorly
drained)

Wetlands (G3)

15 Soils (Secondary) Wetlands (G3)
17,18 Natural Features All archaeological sites, wilder-

(Primary and ness, wildlife, habitats, rare
Secondary) or endangered bird nest sites,

ti designated scenic areas, and
Upland Natural Areas.

19 Land Surface Slope Slope > 20%
(Primary)

23 Historical Sites Historical Sites present.
(Prima ry)

26 Land Use and Land Residential
Cover (Primary) Retail and Wholesale Services

Industrial
Institutional
Rivers
Reservoirs
Orchards

17 Land Use and Land Wetlinds
_

Cover (Secondary)
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Summation Candidate Areas, Maryland Screening 1.

as important as variability due to choice of person. lisc of correlations
betweer, weights instead of between suitability score sets leads to the same
conclusion; the mean between-persons correlation (0.306) is not significantly
dif ferent f rom the mean between-persons correlation (0.176) .

The Indifference Tradeoff Weighting Method was considered more difficult
than Rating. This led 3 of the 5 participants to prefer Rating for regional
screening studies. At that time, hoaever, they did not know whether or not
choice of method makes a difference in candidate areas. Nevertheless, parti-
cipants thought that the more difficult method might be better because it
forces explicit consideration of the trade offs implied by weights. They

thought that the " magic numbers" one chooses in a Rating exercise may bear
little relationship to tradeoffs he is willing to make among attributes.

The Rating weights have less variation among themselves than Indiffer-
ence Tradeoff weights. This is consistent with a hypothesis that logarithmic
perception of values causes a greater distortion in Rating weights than in
Indifference Tradeoff weights.

The second stage of the Churchman-Ackoff weighting method was also
applied by the Maryland participants to their Indifference Tradeoff weights.

.
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The modified weights are almost identical to the original Indifference Trade-
off weights.

The Maryland participants each applied the D' cision Analysis lotterye

weighting method to 4 attriLates. The resulting Decision Analysis weights
and Indifference Tradeoff weights are not proportional, in contradiction of
theory, which says that both methods should choose valid weights. One reason

for this is the difficulty of dealing with hypcthetical probabilities.
Indifference Tradeoff eights were used to infer 4 sets of Decision

Analysis weights for each participant, each set being based on one of the
Decision Analysis weights. Because of inconsistencies, the implied risk

; attitudes of the two decision makers varied considerably. Nevertheless, when

j each set was used in the Decision Analysis multiplicative decision rule,

candidate area sets were almost identical. Hence, risk attitudes make little'

difference in candidate area selection in this case, and one can use Weight-,

ing Summation (with the same value functions and weights).
Candidate areas for each Rating and Indifference Tradeoff weight set

were also generated using the Power Law (Figures 4.4 and d.5). Those areas

differed less among themselves than did corresponding Weighting Summation'

candidate areas. This is because the Power Law favors cells with moderately
good values in all attributes over cells with both very good and very bad
levels.

Choice of decision rule between Weighting Summation and Power Law makes

more of a difference in candidate areas than does choice of weighting methodi

! or choice of person. On the average, less than half the cells picked by one
decision rule are also picked by the other. Therefore, users should check

the applicability of these methods with respect to underlying assumptions.
One of the Maryland participants also chose criteria for Exclusionary

; Screening. The criteria closely resemble those used in an actual screening
of eastern Maryland. About 9% of the study area passed all screens (Figure
4.6). Differences between Exclusionary Screening and Weighting Summation
areas are striking. Only a third of the cells passing all screens also score
in the top 9% of that person's Rating or Indifference Tradeoff Weighting Sum-
mation cells. Hence, the exclusionary cutoffs imply tradeoffs that the deci-

sion maker in this case would not approve were he presented with them,

di rectly . |

!
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other cells.)

4.3 WESTERN MARYLAND ANALYSES II

4.3.1 Methods

The same study area and many of the same attributes used in the first

Maryland study are also used in a second study. Again, candidate areas were
sought for a pair of nuclear plants. A panel of 14 siting experts from aca-
demia, consultant firms, government agencies, utilities, and a public inter-
est group helped choose ine stP ibutes to be weighted. The attribute value
functions, where possible, were based on those used in the analyses described
in the previous section. A key difference between this study and the preced-
ing one is that only 9 instead of 17 variables were selected (Table 4.2).
Three overlapping attributes compounded the problem, lowering the effective
number to 7.

Each of the 14 panel members chose exclusion criteria for the 7 attri-

bu te s. They also applied 3 weighting metnods: Categorization, Rating, and
Metfessel Allocation. None of the 3 assesses the correct type of attribute

| inportance, and only Metfessel Allocation attempts to assure a ratio level of
| measurement. Because the methods ask directly for weights (encouraging panel

members to try to remember weights and be consistent between methods), and
,

because the techniques were applied on the same afternoon, each person's 3
weight sets are more alike than they would be if the assessments were truly
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TABLE 4.2

MAGI VARIABLES INCLUDED IN WESTERN MARYLAND SCREENING 1.

MAGI
Variable No.' Variable Name/ Category Ratin ga

9,10 STATL AND FEDERAL LAND

(PRIMARY AND SECONDARY)

None 10

Maryland Dept. of Forests and Parks 0

i Maryland Dept. of Fish and Wildlife 0

Other State of Maryland 5

All Federal Government Categories O
,

Municipal Ownership 0

23 HISTORIC SITES

None in Cell 10

One or more in Cell 0

26 LAND USE AND LAND COVER (PRIMARY)

Residential 0

Connercial 0
,

Industrial 3

Extractive 0

Transportation, Communication, Utilities 0

Institutional 2

Strip and Clustered Settlement 1

Mixed 5

Urban Open and Other 3

Cropland and Pasture 8

Orchards, Grov ',, Vineyards, Bushfruits,
or Horticultural Areas 2

Other Agriculture 8

Forest, Shrub 8

Water Areas 0

| Wetlands (Vegetated and Unvegetated) 0

Other Barren Land 10

aKey: 10 = Best Category in variable
0 = Worse category in variable

2
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TABLE 4.2 (Continued)

MAGI
Variable No. Variab' ' Name/Ca tegory Ra ting

29 1980 CL --TY PLANS (PRIMARY)

Residential (MAGI Codes 10,12,13,
14,15,16,17,18,19,67,68) 0

Commercial (Codes 30,31,32,33,34,
35,36,37,38,39,85,86,99,00) 0

Industrial (Codes 20,21,22,23,24,75) 3

Employment Center (Codes 40,41,42) 0

Agriculture (Codes 50,51,52,53) 8

Recreation, Conservation, Open Spaces,
Parks (Codes 60,61,62,63,64,65,66,
83) 0

Public and semipublic (Codes 70,71,72
73,74,76,77,78,81,82,84) 0

Institutional (Codes 26,80,87) 0

Rural-Vacant (Code 11) 10

33 SEISMICITY

ZONE 1 - Seismically suitable sites
can be found with little difficulty 10

ZONE 2 - Detailed site-specific studies
would be required to determine seismic -
suitability 3

70NE 3 - Considerable time and money
would be required to determine seismic
suitability of a specific site, or near
known epicenters or inactive faults. 0

35 30-MILE POPULATION FACTOR

0.0 to 0.2 10

0.2 to 0.5 7

0.5 to 1.0 3;

| Greater than 1.0 0

36 ENDANGERED SPECIES

l Observed Location of Indiana Bat 0
|

| Other 10
|
:

I

|
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TABLE 4.2 (continued)

MAGI
Variable No. Variable Name/ Category Ra ting ;

40 5 MILE SITE POPULATION FACTOR

0.0 to 0.2 10

0.2 to 0.5 7

0.5 to 1.0 3

Greater than 1.0 s

42 POPULATION DENSITY

> 1000 Persons per square mile EXCLUDE

Other Levels
'

10

7 ,
t

Rating 5 |
0

0 500 1000

Persons per square mile

i ndependent. This carryover effect biases results, making individual uncer-
tainty and choice of method appear to be less important than they would be
were applications independent.

4.3.2 Results
Between-methods correlations of weights are very high; few are less than

0.8, much higher than those found in the first Maryland study, above. If one

of the methods had produced theoretically valid weights, correlations might
have been lower. Between-methods correlations are significantly higher than
between-persons correlations (correlations between pairs of Rating weights),
which had a mean of 0.4.

Conclusions regarding importance of choice of weighting method versus.
choice of person are confirmed by analysis of Weighting Stsnmation suitability
scores and candidate areas. Between-methods correlations of suitability

scores are much higher than between-persons correlations for Metfessel Allo-
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cation. Candidate areas from different weighting methods generally overlap
almost completely (Figures 4.7 to 4.9), although important differences exist
for some participants. This is in contrast to the analyses summarized in the
previous section, where Rating chose candidate areas strikingly different
from Indifference Tradeoff. In general, little practical difference exists

between the Categorization, Rating, and Metfessel Allecation weighting meth-
ods for the Conditions of this study.

Almost everyone's Categorization weights did, however, vary much less
among themselves than did Rating or Metfessel Allocation weights. C6 tegc r-

ization tends to compress ratios because of a lack of a range of well-quanti-
fied responses.

Almos t everyone's Exclusionaif Screening areas contain the same 8% of
the cells as acceptable. Between-persons differences in Exclusionary Screen
ing are inconse quential.

E clusionary Screening (Figure 4.10, for examplc) and Weighting Summa-
tion (with all three weighting methods) picked the same areas for only two
carticipants. Group median exclusionary criteria and group mean weights
select areas which, on the average, overlap less than 50% (Figure 4.11). In

that case, however, Categorization disagrees less with Exclusionary Screening
than do the other two weighting methods. ' Again, Exclusionary Screening makes

. _ _ _ . _ ._ _. ._. _ _ _ _ _ _ . _ _ _ _ _

,
-. - - - . - . - . - - - - _ _ - _ _ _ - - _ -

Fi gure 4.7. Categorization Candidate Areas, Advisory Panel (lim),
Maryland Screening II.

!
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tradeoffs among attributes of which the group would not approve if presented
with them directly. It appears that Weighting Summation and Exclusionary
Screening may be more likely to choose similar areas if there are few attri-
butes than if there are many.

4.4 WESTERN UNITED STATES ANALYSES

4.4.1 Methods

This hypothetical study sought candidate areas in the western continen-
tal U.S. for 2 nuclear power plants with a mix of dry and wet cooling towers,
optimized for each of 11,924 cells of 10 miles square in the study area.
Seven siting attributes and value functions were adapted from a previous Nu-
clear Energy Center study of the region (Table 4.3). The 14-member Advisory

Panel which chose weights and exclusionary criteria in the second Maryland
study did the same for this one, choosing exclusionary criteria and weights
using Categorization, Rating, and Metfessel Allocation all on the same day.
As in the second Maryland study, the results of the 3 methods arb more simi-
lar than would be the case if the application of each method had been truly
independent. This makes individual uncertainty and choice of method appear
less important than they would be were applications independent.

4.4.2 Resul ts

Correlations were calculated between each person and each method. As in
the second Maryland study, these between-methods correlations are high; only
2 persons had correlations <0.8. Between-persons correlatiens are generally
higher than the between-persons correlations from the second Maryland study.
The small number of attributes (7, as opposed to 9) might account for this.
Nevertheless, between-persons correlations are significantly le3s than

between-methods correlations of weights. Therefore, choice of person in this
case affects weights more than choice of weighting method (from among Cate-

i gorization, Rating, and Metfessel Allocation). This agrees with the conclu-
sions of the second Maryland study.

Analysis of overlaps of differen' sets of Weighting Summation candidate
areas confirms this conclusion (Figuret 4.12 to 4.15). Nevertheless, on the
average, candidate areas from indivi dual 's Metfessel Allocation weights
differ more than do Categorization and Rating areas.
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TABLE 4'.3

ATTRIBUTES INCLUDED IN WESTERN U.S. SCREENING

Attribute Ca tegory Ra tinga

1. Protected and National Parks, Forests, Hi stt.. <c
Restricted Lands Montments, or Wilderness Areas 0

Other 10

2. 30-Mile Si te 9
Population 8
Factor 7:'

6

5
4
3
2
1

0 0.5 1.0
Year 2020 30 Mile Site Population Factor

.

3. Airports and Ai r Ai rport 0,

Corridors Busy Air Corridors 5
Other 9

4. Seismic Design
Costb g

8
7:

4 6
5

*

4 '

3,

2
1

0 0.2 0.4 0.6 .-

Peak Acceleration (fraction of gravity)
5. Power Transmission

Coste 9
,

; 8
7
6

"

5
4
3
2
1

0 1000
GW Miles

,

F
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TABLE 4.3 (continued)
Attribute Category Rating
6. Cooling Costsd

9
8
7

6
'

5
4
3

2
1

0 200 400 600

7. Land Form over 80% Gentle Slope 8
; 50% - 80% Gentle Slope 5

20% - 50% Gentle Slope 2
less than 20% Gentle Slope 1

,

aKey: 10 = Best Possible Level or Category
0 = Worst Possible Level or Category

b ach 0.1 G increment igoses a cost of about $25/kW(e)E

cA Gl-mile costs about $400,000 (1985 dollars).
dThe cost of the optimal wet / dry cooling combination for each cell.

As in the second Maryland.stu@, Categorization weights vary less among.
themselves than do either Rat.ing or Metfessel Allocation weights. Th's again
supports the hypothesis that Categorization compresses ratios of importance.

Exclusionary Screening areas of 6 persons are compared among themselves
(Figure 4.16) and with corresponding weighting summation areas (for all 3
weighting rethods). For 3 of the 6 persons, the disagreement in decision
rules is greater than the agreement. Candidate areas from the different
methods overlap more than 50% for the other 3 persons and for the group as a
whole (represented by mean weights and exclusionary criteria). Nevertheless,

i the differences are still larger than most of the between - weighting methods
and between-persons differences discussed above.

4.5 CONCLUSIONS

Choice of method clearly can influence results of screening exercises,
and among methods choice of decision rule is most important. Decision makers
choosing between Exclusionary Screening and other decision rules must, there--
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fore, give careful consideration to the nature of their screening problem.
Exclusionary screening is useful for selecting candidate areas which meet
mandatory legal and engineering requirements. It tends to perform poorly if

discretionary criteria are added because it does not allow for marginally
unacceptable conditions of one kind to be overridden by unusually good condi-
tions of another kind. As a result, Exclusionary Screening using discretion-
ary criteria forces tradeoffs which decision makers might not consider

acceptable were they presented with them directly. If a screening problem

requires tradeoffs among discretionary criteria, then some form of Weighting
Summat'.on decision rule should be applied.

Among different methods for generating weights for Weighting Summation
screening, the inportance of method depends on the nature of the problem.
Weighting Summation using a small number of attributes appears to be more
sensitive to persons generating weights than to weight-generation method.
For a larger nunber of attributes, weighting method may be more inportant.

The results reported herein compare candidate araas selected by differ-
ent methods. No evaluation is made of the quality of the sites that might
befound in these areas. It is not necessarily the case that different candi-

date areas will yield different qualities of candidate sites. To a certain
extent, quality of candidate sites depends on the skill and experience of the
persons involved in the candidate site-selection stage which follows screen-
ing, but more inportan t, the probability tha t " good" candidate areas can
yield " good" candidate sites is a function of correlations among variables
used in screening, candidate site selection, and final site selection. The

greater the correlations among these variables in the region, the more likely
that a screening and candidate site-selection process will be successful in
identifying sites that are among the "best" available with respect to the
s.iriables and values used. Also, the greater the correlations among vari-
dbles, the more important is the success of each stage in providing choices
to the next stage which have high probability of yielding " good" sites and,
therefore, the more important are the methods to that success. Some of the
characteristics that determine relative need for high quality results in the ,

early stages of site selection are, therefore, outside the control of the
persons doing the analysis.
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5. TESTS OF FINAL SITE EVALUATION METHODS

5.1 INTRODUCTION

Final site evaluation follows candidate site selection and reduction of
the slate of candidate to a manageable number, usual 3 to 10. All of the

methods discussed in Section 2.0 can be used for final site evaluation and
selection. Most of them have been used for this type of analysis at one time

or another, although not all have been applied specifically to power plant
siting problems.

Final site selection is the stage in the siting process which commonly
receives the most attention from regulatory authorities and the general pub-
lic; therefore, it is also the stage which has been most developed by utili-
ties and the consultants who assist them with power plant siting. Methods

can become exceedingly complex and, occasionally, can become ends in them-
selves so divorced from the problem at hand that persons involved lose site
of the uncertainties of the basic information with which they are working.
This produces a tendency to view the results of such analyses as " truths"
arising from first principles.

This section examines some of the sources of error inherent in final
site evaluation methods, and the extent to which it is possible to have con-
fideace in quality of results. Results of tests of a number of different
decision rules and weighting methods are analyzed with respect to consistency
and potential for introducing decision errors. Special attention is given

the sensitivity of the Weighting Summation decision rule, which is the most
commonly used method in final site selection for nuclear power plants. For
more detailed preser.tation of results and discussion readers are referred to

Rowe ar.d Pierce (5) of which this section is a summary.

5.2 METHODS

Three test panels having different levels of siting experience applied 8
weiqht estimation methods and 5 decision rules (amalgamation methods) to
hypothetical site descriptions based on data from Long Isl an d, New York
(Table 5.1 sumarizes one set of descriptions). Weight estimation methods
including Ranking, Categorization, Rating, Ratio Estimation, Metfessel Allo-
cation, Indifferent Tradeoff, Decision Analysis lottery, and Globa t evalus-
tion; decisioa rules included Weighting Summation, Power Law, Decision Analy-
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T ABLE 5.1

StF*4ARY OF SITE LESCRIPTIONS EVALUATED BY THE BNL PANEL
__

Water Quality / Terrestrial

Site Site Cost Land Use Transmission Ecosystems Ecosystems Populat ion Aesthetics

1 113.0 x 106 8 homes on 24 miles Quality good, 10 acres 25 homes within Pastoral setting,
site through f arm- of f shore shoal, coastal 1/2 mile, 1340 some naturel

land f i sh traps marsh persons within screening
10 sq miles

2 514.7 x 106 8 homes on 23 miles Deep, cool water, 2 small 15 homes within Open farmland

site, 255 f t through less sensitive ponds w i th- 1/2 mi le, 3240 and beach, low

height limit, farmland and ecosystem than in carsh persons within l i ne-o f -si ght
200 acres woodland others 10 sq mi l es in a l l d i rec-
farmland tions

3 $15.7 x 106 40 miies Quality good, 720 persons woods, some
g th rough productive boys within 10 sq na tu ra l

es land and nearby.. commer- miles screening
#' woodland clal shell
I

fisheries

4 111.1 x 106 3 homes on 13 miles Quality fair, 28 acres 17 homes within Pastoral setting,
site, large through tanker port coastal 1/2 mi le, $270 noise-sensitive

land devel- residential near by marsh persons within area at 2500 f t
opment plan- 10 sq mi l es
ned, 40 acres

farmland

5 $13.2 x 106 4 homes on 9 miles through Quality felr 10 homes within Pastoral bluff,

site, 160 farmland to good 1/2 mile,1880 little screening

acres farmland persons within

10 sq miles

6 123.0 x 106 2 homes on 5 miles through Quality fair to 3 homes within Pastoral bluf f,

s i t e, 160 farmland good, tanker port 1/2 mi le, 2500 some natural
acres f armland nearby, of f shore persons within screening, noise-

shoal 10 sq mi l es sensitive area
at 1000 f t



TABLE 5.1 (Continued)

Water Quality / Terrestrial

Site Site Cost Land Use Transmission Ecosystems Ecosystems Population Aesthetics

7 518.3 x 106 425-f oot 4 miles through Quality fair to I home within Pastoral bluf f ,

height farmland good "e/2 mi le,1530 elevated, noise-

limit, persons sensitive area

90 acres within 10 at 2500 f eet

farmland sq miles

8 $9.8 x 106 425-f oot 7 miles through Quality, fair to 12 acres 3 homes within Woods, natural
height fields and wood- good, river out- coastal marsh, 1/2 mi le, 3270 screenin g
limit, land flow, offshore 1 small point persons, with-,
L I LCO-owned shoal i n 10 sq mi l es

an
un

9 514.5 x 106 LILCO-owned 7 miles through Quality f air to 1 small 2 homes within Open bluf f scarred,

85 acres farmland good, tanker pond 1/2 mile, 2500 by sand pi ts, na

farmland port nearby persons within sensitive areas
10 sq miles adjacent

10 517.8 x 106 9 homes on 14 mi les through Quality fair to 13 h'ones within Pastoral,
s i t e, 190 farmland good 1/2 mi le,1270 low elevation
acres farm- persons within

land 10 sq mi l es

11 112.1 x 106 200 acres 12 miles through Quality fair to 4 homes within Pastoral,

farmland farmland good 1/2 mile,1270 low elevation

persons within

10 sq miles

_ _ _ _ _ _ _ _ - _ _
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sis, Goal Programming, and Goal Attainment. In addjtion, special studies

were conducted of sensitivity of the Weighting Summation method to conceptual
errors and theoretical problems associated with the various weight estimation
methods.

5.3 RESULTS

Among the weight estimation and decision rules chosen for study, there
is a range of theoretical validity and difficulty of application. In gener-

al, the more theoretically valid methods are also more difficult. There is,

therefore, a tradeoff between p,tential for error due to theoretical problems
and potential for error due to inability to provide the required responses.
The simplest methods tested, Global Evaluation, Goal Programming, and Goal
Attainment, all produce results which are obviously different from those of
more valid methods (Fi gure 5.1) . There are several reasons why these methods

are expected to yield results that do not agree with other methods, and most
probably they do not correctly accomplish the desired evaluation process.

The most theoretically valid method tested, Decision Analysis, is also
the most difficult. Results from Decision Analysis lotteries were for the

most part so inconsistent among themselves that no weights could be calcu-
lated with which to estimate site suitabili ty. This method is clearly not

appropriate for application by inexperienced persons without extensive train-
ing and consistency checking. We have no results with which to compare
application of Decision Analysis by persons experienced in use of the method.

The remaining methods all elicit weights for application in the Weight-
ing Summation, or Power Law, Goal Programming, and Goal Attainment decision
rul es. Indifference Tradeoff is the nost theoretically valid among these.
Weights elicited by this method were consistently different from those of

other methods (Tables 5.2 and 5.3). Since this method requires direct
assessment of tradeoffs between a unit of one impac t against a unit of

another impact, and since at least one panel preferred this method over all
others because of that direct comparison, it may be that the weights elicited
more closely represent the value systems of the individuals involved. There

is no measure of " goodness" of results, hcwever, so this is only conjecture.
It may be that othcr methods are better able to capture relative preferences

; under suboptimal conditions.

|

1 - 66 -

|
| .

.- - ---



_ - - _ _ _ _ _ _ _ _ _ _ _ - _ - _ _ _ _ _ - _ _ .

I

( D
r 3
[ RANKING

R ATING l
RATING 2

DECISON ANALY$l$
POPULAftON 2

[ DECISON ANALYSIS,
$1TE COST I

DECISION ANALYSIS,

DECISION ANALYSl3 (2) [ ]] [[ ]]
WATER QUALITY

DEC S AN LYS1$ 8 [ GOAL ATTAINMENT GOAL ATTAINMENT, MINIMAX
POPULAff0N I MAE1 MAX INDIFFEREpiCE INDIFFERENCE TRADEOFF

GOAL A ENT, 'a$ng g* (2)( (MAXIMAX, RATING I
DECISION ANALYSIS (5)

GOAL ATTAINMENT, MINIMAX
SITE COST 2 RATING 2 j

DECislON ANALYST $ GOAL ATTAINMENT (3)WEIGHTING SUMMATION , MAXIMAX, RATING 2
ALL WEIGHTS ROBA EVAUATION GOAL PROGRAMMING ABS. VAL.,

INDIFFERENCE TRADEOFF RATING I

k j GOAL PROGRAMMING, AOS. VAL.,
RATING l (4)j (

5r 3 r 3GOAL PROGRAMMING SQ. DEV. MAX.,
INDIFFERENCE RADEOFF pgggyg pgog

GOAL PROGRAMM , SQ. DEV. MAX., ,M SylTM INDIFFERENCE TkADEOFF
/4\ MORE $1MILAR

DECISION ANALYSIS, W AMONG THEMSELVES GOAL PROGRAMMING, SQ. DEV, (2)POWER LAW THAN ARE THOSE RATsNG 1
ALL WEIGHTS SEPARATED BY

GOAL PROGRAMMING, SQ, DEV, WAX., GOAL PROGRAMMING, SQ DEV.,
RATING 2 RATING 2

RATING ESilMATION sOAL PROGRAMMING, SQ. DEV.,
INDIFFERENCE TRADEOFF( )

% J & b>( J k

FIGURE 5.1. Major Clusters of Site
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TABLE 5.2

MEAN BETWEEN-METHODS CORRELATIONS OF WEIGHTS, BNL PANEL

Ra tio Indifference Global I

Rating 1 Rating 2 Estimation Tradeoff Evaluation

Ranking 0.817 0.705 0.732 0.440 0.370
Rating 1 0.771 0.766 0.450 0.256
Rating 2 0.865 0.502 0.484
Ra tio
Estimation 0.493 0.343

Indifference
Tradeoff 0.125

Ranking, Categorization, Rating, Ratio Estimation, and Metfessel Alloca-
tion all require roughly equivalent responses, and their results are corre-

spondingly similar. These methods are once-removed f rom Indifference Trace- !

off in tha.t they all require that tradeoffs be made inplictly rather than |

explicitly . The same tradeoffs are involved, but they must be made on the
basis of more general information and without any mechanisms which force all
tradeoffs to be considered. The tradeoffs are diluted to general impressions
about relative importance. Under this condition the elements of the assunp-
tion of additive independence, value independence, and preference indepen-
dence, probably do not hol d. This assumption is fundamental to the Weighting
S'Jnmation amalgamation method (see Section 2.0) .

TABLE 5.3
MEAN BETWEEN-METHODS CORRELATIONS OF ATTRIBUTE VALUES AND WEIGHTS,

LONG ISLAND PANEL, FIRST MEETING

Inpact
Severi ty Weights

i Method Ra ting RATE 1 METF 1 CAT 2 RATE 2 METF 2

Ca tegorization 0.55 0.89 0.87 0.76 0.82 0.85
Rating 1 0.92 0.87 0.91 0.90

| Metfessel Allocation 1 0.82 0.90 0.93
Categorization 2 0.92 0.84
Rating 2 0.93
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Of the methods at$ove, only Cr,tegorization stands out as producing obvi-
ously different results (Figure 5.2). Because of its potential for large
ambiguities in definitions of categories, this method has significantly
reduced capability for dealing rigorously with the level of quantification
required of the Weighting Summation and Power Law decision rules.

Among the weight estimation methods tested there occasionally were large
differences in weights, both for individuals and, less so, for group means.
Nevertheless, the sites selected by application of these weights are all
nearly identical among the 2 or 3 top-ranked sites (Tables 5.4 and 5.5).
This robustness of outcome arises from the structure of the siting problems
under evaluation with respect t' numbers and kinds of tradeoffs that were
made between good levels of one impact and bad leveis of another impact. If

one site is better in all attributes than all other sites, then it is domi-
nant and it will be first-ranked for all possible combinations of weights.
Such a siting problem is completely insensitive to magnitudes of weights or
methods used to elicit them. If, in contrast, there are large numbers of
tradeoffs that must be made between relatively good and bad levels of attri-
t utes for all sites, so that each has a few good levels and a few bad levels,
then results can be exceedingly sensitive to the specific magnitudes of
weights and, therefore, to any differences attributable to methods for
eliciting them. This is especially true if there is a large diversity of
sites and ,it happens that there is no case in which all good attributes are
much more inportant, and all bad attributes are mu;.h less important to the
particular persons involved.

An index was derived which quantifies the magnitudes of tradeoff that
nust be made in a particular siting problem, including consideration of the
likelihood that the tradeoffs will be among attributes of high-ranked sites.
It is a measure of the complexity of the decision that must be made and,
therefore, the rela tive sensi tivity of the decision to magnitudes of
seights. Tests of artificial siting problems of known complexity ranging
from zero to near the maxinum possible show that conplexity has on the order
of twice the potential to introduce error in a decision as do other variables
associated with estimation of weights, including method and individual
uncertainty.

Since it is difficult in these results to separate eff ? cts of differ-
ences among methods from effects of individual uncertainty and experimental
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TABLE 5.4

SITE RANKS BY WEIGHT ESTIMATION A10 AMALGAMATION METliOD, BNL PPEL

Methods Sites -1- 2 3 4 5 6 7 8 9 10 11

Rarking 9 10 8 11 4 7 3 5 1 6 2
Rating 1 9 10 8 11 4 7 3 6 1 5 2
Rating 2 10 9 8 11 4 7 3 6 1 5 2
Ratio
Estimation 10 9 8 11 4 7 3 6 2 5 2

Indifference
Tradeotf 9 10 7 11 4 8 3 6 1 5 2

Global
Evaluation 10 8 9 11 3 5 1 7 4 6 2

Pcwerlaw
all wei@its 7 9.5 9.5 9.5 3 9.5 4 6 1 5 2

DECISION ANALYSIS
all weights 10 9 7 11 4 8 3 6 1 5 2

Site cost 1 -- -- -- -- -- -- -- -- -- -- --

Population 1 10 9 7 11 4 8 3 6 1 5 2
Water quality 10 9 7 11 4 8 3 6 1 5 2
Aesthetics 10 9 7 11 4 8 3 6 1 5 2
Site cost 2 9 10 7 11 4 8 3 6 1 5 2
Population 2 9 10 7 11 3 7 4 5 1 6 2

1. Goal Programing
(Rating weights)

a. Absolute value
of deviations 8 7 10 11 1 3 5 9 6 2 4

b. Squared
deviations 7 8 10 11 2 3 4 9 6 1 5

c. Squared devia-
tions from
maxinum 8 10 9 11 3 7 4 6 1 5 2

2. Goal Programing
(Indifference Tradeoff weights)

a. Absolute value
of deviations 8 7 9 11 2 3 4 10 6 1 5

b. Squared
deviations 7 8 10 11 4. 2 3 9 6 1 5

c. Square devia-
tions from
maxioun 7 10 9 11 3 8 4 6 1 5 2

3. Goal attainment
(rating weights)

a. Minimix 8 9 10 11 3 4 5 7 6 1 2
b. Maximax 8 9 11 10 3.5 6.5 2 6.5 1 5 3.5

4. Goal Attainment
(Indiffemnce Tradeoft weights)

a. Minimax 8 9 10 11 2 4 5 7 6 1 3
b. Maximax 8 9 10 11 3.5 5.5 2 5.5 1 7 3.5

.
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TABLE 5.5-
.
.

SITE RANKS FROH CATEGORIZATION (I), RATING (11) .
AND METFESSEL ALLOCATION (III) METHODS,

ADVISORY PANEu

Si te

A B C 9 E

Person I II III I II III I II III- -I II III I II III

JT -3 5 5 5 2 2 4 3 4 1 4 3 2 1 1

SL 3 5- 5- 4 4 4 1 2 3 2 1 1 5 3 2

.KN 5 5 5 4 4 4 2 3 4 3 1 1 1 2 2'

05 5 5 4 4 4 5 2 3 2 1 1 1 3 2 3

DC 3 4 4 5 5 5 2 2 2 1 1 1 4 3 2

-WO 4 '4 4 5 5 5' 3 3- 2 1 2 1 2 ~1 3

BH 3 4 4 3 5 3 2- 1 2. 1 2 1 5 3 5

HM 4 5 4 5 4 5 2 3 3 1 1 1 3 2 2

EH. 4 4 3 5 5 4 3 2 1 1 1 2 2 3 5

JL 4 4 4 5 5 5 3 2 1 1 1 2 2 3 5

TH 5 5 5 3 1 2 1 4 4 2 3 1 4- 2 3-

MH 5 5 4 3 3 2 4 4 5 2 1 1 1 3 3

FL 4 4 2 5 5 5 1 3 4 2 1 1 3 2 3

m 5 5 4 2 3 1 4 4 5 1 1 3 2 2 2

WH 4 5 4 5 4 5 1 2 3 3 1 1 2 -2 3

JH 5 5 3 4 4 5 1 1 1 1 -1 2 3 3 4

Group rank
based on .
mean
weights 5 4 4 4 5 5 2 2 2 1 1 1 3 3 3

4
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methodology, a series of tests was made of differences in results produced by
differences in weights attributable to known characteristics of each method

(Fi p re 5.3) . Categorization, for exanple, in an ideal case, might cause

truncation of correctly ratio-scaled weights to integers. The truncation
causes loss of resolution of weights f alling between category boundaries. If

apparently linear categories (low, medium, high) are perceived in a nonlinear
manner, so that the magnitude of the difference between low and medium is
dif ferent from that between medium and high (a common response), then trunca-
tion will also be nonlinear. In addition, some categorization schemes start
at zero, some at one.

Rating methods can produce interval-scaled weights having an arbitrary
zero; the least important attribute can be assigned to have zero weight even
though it does not have zcro importance. Rating procedures that do not

assign a zero weight to the least important attribute usually nave no mech-
anism for fixing the values and ratios of the weights so that a non-arbitrary
zero point is assured. Both of these cause an arbitrary shif t of scale.

All weighting methods introduce uncertainty, the magnitude of which may
depend on method.

Repeated tests of the above classes of differences attributable to

weighting methods (Figure 5.4) show that potential for decision errors at-
tributable to systematic differences among methods is roughly equal to that
attributable to individual uncertainty (Table 5.6). Depending on the struc-
ture of the decision problem involved, probability of causing, a decision
error can be as high as 30% due to either methodology or to individual uncer-
tainty alone. (The two tynes of error are not strictly additive.) Ar stated
above, however, complexity of siting problem has on the order of twice the
potential for introducing error through increased sensitivity to weights than
do methods and individual uncertainty.

5.4 CONCLUSIONS

The results presented above demonstrate that the final site-selection
method can, in fact, affect siting decisions and that the probability that
incorrect application of methods will cause suboptimal decisions can be rela-
tively high. The simpler methods yield obviously different results and prob-
ably do not correctly represent the intended value systems and decision pro-

The most conplex methods are too difficult to be applied by any butcesses.
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TABLE 5.6

CHANGE IN PROBABILITY OF ERROR PER UNIT COWLEXITY FOR VARIOUS
TRANSFORMATIONS OF RATIO-SCALED WEIGHTS

Changes in Probability
Transformation of Error-per Unit Coglexity

Linear categorization
2 categories 0.22
3 categories 0.10
5 categories 0.08

Categorization based at 0 vs
categorization based at 1

.

| 2 categories 0.09
! 3 categories 0.05

5 categories 0.004

Nonlinear categorization
logarithmic tratisformation

2 categories 0.22
3 categories 0.18
5 categories 0.13

Nonlinear transformation
logarithmic 0.12
exponential 0.13

,

Ratio to interval scale,

Random zero point 0.04
+2 zero point 0.07
+4 zero point 0.14

" +6 zero point 0.20
Random variability (Means = 0 to 10)

= 0.5 0.04
= 1. 0 0.08
= 2.0 0.15
= 3.0 0.27

i
|

|
;
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.

the most experienced decision makers, . and then only with extensive consis-
tency checking.

In spite of evaluation methods' high potential for causing decision
errors, the actual impact of incorrect application of methods depends on the
coglexity of the specific siting problem addressed. Low complexity problems
are exceedingly robust, and even gross methodological errors may not affect
resul ts. High coglexity problems are sensitive to all sources of errors,
methods, and individual differences in preferences.

Coglexity of a final site evaluation is controlled by the stage in the
siting process immediately nreceding final selection in which candidate sites
are identified from candidate areas and reduced to a manageable number. This
is the least formalized state of the process and the one most likely to be
conducted "by the seat of the pants." Usually, experienced p,ersons sit down
with a large number of maps and hunt up places that "look good." There is no
reason why this method can not yield high quality choices. Depending on the
skill and biases of the persons involved. however, it has high potential for
introducing error, bias, and sloppy workmanship, none of which is easy to
discover after the fact. Strong preconceived notions about characteristics
of a " good" power plant site, for example, reduce diversity of the sites
finally evaluated, not only reducing the probability that any one site will
be dominant or clearly superior, but also the likelihood that there will be
sites that are " good" under value systems other than those of the persons
choosing candidate sites. Political or NRC requirements that there be sites
from several different geophysical or jurisdictional areas increase divers-
ity, but cause sites to be included which might otherwisa have been unsuit-
abl e. 'It is possible fcr final site selection to be made from among sites

)which are considered inferior by all except those who have done the select- j
ing, and there is no reliable way to determine that this is the case other I

than by finding an obviously superior site. This places a burden of proof on
interveners that should rightfully fali on utilities.

In view of the igortance of the candidate site-selection stage to the
complexity and quality of final results, ana in view of the relatively infor-
mal manner in which it is conducted, careful attention should be given to the
quality of workmanship required of this stage.
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~ ALUATING SITING METHODS6. s

6.1 INTRODUCTION

The purpose of this report is to provide information and guidance to NRC
reviewers who must determine whether or not alternative site analyses submit-

ted in Environmental Reports are adequate. There are two aspects to such a

revi ew. First, a determination of whether or not the methods used in the
analysis are correctly applied and appropriate to the special circumstances
of that particular sitin', problem, and second, a determination of whether or
not the results of the analysis are acceptable. To a certain extent, the

second determination obviates the first. If the site selected is " good" by
some prespecified set of criteria, the method by which it was selected need
not be of concern. Historically, however, persons having limited experience
with siting methods tend to believe that the first determination obviates the
second, that a formula for siting exists which, if followed correctly, must

necessarily yield a " good" site. In fact, this misconception extends even
farther to a belief that such a formula can yield "the best" site.

It is easy to understand how this concept developed for site evalua-

tions. Prior to NEPA, "best" meant cheapest (perhaps with addition of a few
political considerations) or having the highest benefit: cost ratio. As sit-

ing techniques igroved, different kinds of costs and benefits were included
in analyses -- system considerations, long-range planning, etc. -- but all
were eventually translated to estimates of dollar cost or some relative im-

portance based on an estimate of potential dollar cost. Now, however, under
NEPA, utilities are required to include environmental considerations for

which estimates of dollar cost are difficult or i@ossible. Levels of sub-
jectivity (and uncertainty) are orders of magnitude greater than that

required of a standard engineering cost estimate, as are differences of

opinion among individuals as to the relative significance of different envi-
ronmental ig acts. These problems vastly coglicate what formerly was a
relatively simple process.

A brief scan of the sections of this report dealing with subjective
judgments of attribute values and weight.; suggests that, in all cases involv-
ing tradeoffs among desirable and undesirable levels of different attributes,
the concept of "best" is not meaningful. "Best" is not only a function of
the value systems of the individuals making judgments, but also of time. In
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time, power plants change in size and nature of impacts, siting requirements
change, new environmental regulations are promulgated, and public perceptions
and special concerns change. The time scale of these changes, especially the
last two, can be shorter than the time required for plannins and building a
nuclear power plant. What is "best" this year may not even be " good" next
yea r. There may also be a question of how good a site must be. If the slate

of potentia'. sites in a region is limited and a plant is built on the "best"

site, is the "second best" site good enough for the next plant? If it is,

does it really matter whether or not the first plant is built on the "second
plant" site? Until such time as a set of univeral values is established by
which goodness can be measured to the satisfaction of all, the concept of
"best" has limited usefulness in site evaluations.

If this is true, then what is the purpose of making complex alternative
site evaluaticas? In this study we have viewed siting methodologies first to
be means of minimizing the amount of data and effort required to reach rea-
sonable solutions to conplex problems, and second to be methods of formaliz-
ing that data collection and use such that tradeoffs among different values
are apparent and it is possible to determine, at least in a general way, who
wins and who loses in a siting decision.

With respect to the f!rst purpose, it is not the function of an NRC

review to determine whether or not an alternative site study has used time
and information efficiently in reaching a decision. It can, however, deter-
mine that the objective of the study is achieved and that the total amount of

information (area) that must be considered is reduced in a manner which
increases the probability of a high-quality decision. The second purpose is
clearly within the scope of an NRC review. If tradeoff s must be made among
desirable and undesirable levels of different attribu tes , then different
interest groups may perceive alternatives in differenc ways, especially if
the problem happens to be of high conplexity and, therefore, highly sensitive
to dif ferences in value judgments. Under such a circumstance, site evalua-
tions should be conducted and described in such a manner that the magnitudes
of these tradeoffs and value judgments are apparent and sensitivity analyses
should be conducted to establish the range of possible solutions.

At first glance this requirement might be considered unnecessary, since
in many cases solutions are reached by taking means of value judgments of
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different interest groups and the mean is taken to represent the group con-
censu s. Figure 6.1, however, illustrates a simple example in which a group
mean value judgment is not an optimal solution. One participant (or interest
group, etc.) prefers to have combination (X ,Y ) of two attributes. He is1 i

j unwilling to change his position with respect to attribute 7, but is rela-
1

| tively unconcerned about the levels of attribute X. The other participant is

the opposite, preferring combination (X ,Y ), uncompromising with respect to2 2
J attribute X, and relatively unconcerned about levels of attribute Y. The

mean preference, (D) falls on a line between the two individual prefer-
ences. It is clear from the figure that both individuals would prefer point<

~

(X ,Y ) to (X,Y) because, in their perception of relative importance, the3 3
latter is closer to what they prefer than the mean. Under this circumstance,

,

use of the mean makes everyone more unhappy with the outcome than is neces-
i sary, because the mean does not represent anyone's preferences very well.

s

1

(x3,y3)

s
'

-(i,9) s>
N1 y
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Fi gu re 6.1. Voter Indifference Curves and the Mean.6
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.
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In quantitative siting methodologies this ' problem can be considerably
exacerbated by an increase in dimensionality, both of attributes and of deci-
sion makers, and by a separation of value judgments from decisions. From the
perspective of persons selecting weights, this selection is independent of
calculation of site suitability. Decision makers might not like the package

of attributes selected by their weights even though the subjective judgments
for individual weights seemed appropriate when made in isolation. Most deci-

sion rules assume value independence of attributes. We have shown that this

may not be correct in siting, and that decision makers may evaluate complete
packages of attributes and the importance of each attribute relative to that
package. Because of this lack of independence the solution may be suboptimal
like the mean solution in Figure 6.1.

An implication of the above discussion is that, in the end, all deci-
sions involving tradeoffs among different sets of values must provide for
political interactions which ensure that there is not some alternative, other
than that based on mean value judgments, for which total satisfaction is
greater. It is unclear at which stage of the siting process such political
inputs are best included. The earlier they are included, the less is the

likelihood that larte expenditures of time and money will be obviated by a
political decision.

Another implication of the above discussion is that reviewers must not
g

become engulfed in methodologies for their own sake and forget the objectives
of the siting process. The primary objective is to find a suitable site
which is not obviously dominated by any other avail,able site. It is not to

demonstrate understanding of the intricacies of esoteric siting methods or to
display creativity in developing new methodologies. Methodologies are useful
only if they help to decrease the difficulty of finding suitable sites and

increase confidence in the quality of the final siting decision. It is the

results that count.
The following portions of this section discuss details of each stage of

the site-selection process separately. Included with each is a checklist of
important questions to be considered in a review.

6.2 REGION OF INTEREST

Region of interest is usually defined as the service area of the utility
building the power plant. Occasionally the region is expanded to include
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other service areas when several utilities are involved and system considera-
tions favor transfers of powar among them. Region of interest can also be

expanded to include an entire state when state planning agencies participate.
Reviewers need be concerned wit.h definition of region of interest only

if that region is something less than the utility's service area. Re stric-

tion of region of interest to less than the total area means that unstated

tradeoffs have been made between the characteristics on which the restriction
is based and other characteristics of the region.

Restrictions of this kind are usually based on the cost of transmission

to demand centers from remote sites. There is no question that this cost is

inportant; the problem is one of determining the level of cost that repre-

sents a reasonable cutoff. Establishing a " reasonabl e" cutof f criterion

requires a value judgment about the cost of transmission relative to total

cost, and the significance of that cost relative to other siting considera-
,

tions. Such value judgments should be made openly in the candidate area or
candidate site-selection stage rather than hidden away earlier in the siting
p rocess.

Occasionally this stage and all following stages before final site

selection are bypassed by adoption of a slate of candidate sites from a pre-
vious study. Since the study may be relatively ol d, not only the data on
which it is based but also the values expressed therein may be different from
those currently accepted. Reviewers should include descriptions of these
existing studies in their evaluations and judge them by the same criteria as
new studies.

TABLE 6.1
REGION OF INTEREST CHECKLIST

I. How is a region of interest defined?
A. Service Area.
B. If less than service area, by what criteria is the region reduced?

1. Nondiscretionary?
2. Discretiona ry? Can a reasonable case be made that these cri-

teria are of importance so great that it is not possible for
other characteristics to override them?

C. If this stage is bypassed by substitution of results of a previous
study, does that study meet current requirements?
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6.3 REGIONAL SCREENING

The function of regional screening is first to reduce the total data
collection effort required of the siting process and second to eliminate
areas having low (or zero) probability of containing suitable sites so as to
increase the probability of finding suitable sites in the areas that remain.
Any reduction of the total area under consideration will meet the first part
of this function. Problems arise only when the screening is conducted in a
manner that eliminates high probability areas. Note that this is not the

same as eliminating "the best" site. It is possible that there are some unu-
sually high suitability sites isolated 'n areas otherwise unsuitable and
unlikely to contain any sites at all, but the time and money required to
include such areas on the off chance that some unlikely combination of attri-
bute values might be found is unreasonably large relative to the expected
return. Low probability areas should be included in analyses only if charac-
teristics in the region of interest are se restrictive that all possibilities

must be examined.

A way to ensure that the second part of the function of regional screen-
ing is met is to base screening on nondiscretionary criteria -- legal and

engineering requirements that must be met under all conditions. Inclusion of

areas that violate nondiscretionary criteria in an analysis would serve no

purpose. The extent to which discretionary criteria can successfully be

added to a regional screening depends on the importance of the attributes

chosen relative to those used later in the screening process, and the extent
to which screening attributes are spatially correlated with those used later

in the process.
Attributes that are so important to the siting process that they would

overwhelm a final site evaluation can usefully be included at the screening
stage. The problem is one of determining which attributes might have suffi-
cient igortance when the ranges of attribute values that must be considered
in final site evaluation are not known. An attribute that appears igortant

at the screening stage can become relatively unimportant through skillful
work in the candidate site-selection stage yielding candidates with have low

,

levels of that attribute. Other attributes can become overwhelmingly impor-
tant because of some widely distributed problem which is difficult to avoid

without encountering some other igortant problem (spatial correlation of
attribute value levels).
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Spaual correlation can help or hinder F.t all stages of the siting pro-

cess. If igortart siting attributes tend to be correlated, then one can

serve as a surrogate for all. A discretionary attribute which is both igor-
tant and correlated with other attributes included later in the siting pro-

cess can be added to regional screening with confidence that the probability
that the screened areas.will contain suitable sites is increased. If attri-

bute values sre randomly distributed among sites, then screening b6 sed on
discretionary criteria of all but the highest igortance does not increase

the probability that screened areas will contain suitable sites. Such attri-

butes are tr~re appropriately included in Weighting Summation screening than
Exclusionary screening because there is no " natural" point at which to estab-
lish an exclusionary criterion and there are always some tradeoffs that must
be considered.

Choice between Exclusionary screening and Weighting Summation screening
deperids on the extent to which tradeoffs mbat be considered. Exclusionary
screening is the obvious choice for r;ondiscretionary criteria, and it can

work well for a few very igortant discretionary criteria, provided that they
are not set so stringent that large proportion of the total area is eliminat-
ed by them alone. Exclusionary screening does not work well for large num-
bers of discretionary criteria because it forces tradeoffs that do not

reflect decision makers values. Only Weighting Summation is useful for
screening when there are important tradeoffs to be made.

TABLE 6.2

REGIONAL SCREENING CHECKLIST

I. Exclusionary Screening (Sections 2.5.1.1 and 4) .
A. Are exclusion criteria nondiscretionary?
B. If not, are discretionary criteria of highest importance?

1. Avoiding imortant local political or environmental problems?
2. Avoiding other problems of local importance as demonstrated by

previous siting attempts?
C. Is there any logic behind levels of discretionary criteria or are

they set arbitrarily at levels established by historical precedent?
D. Are discretionary exclusion criteria established looselv at levels

that allow for uncertainty?
E. Are discretionary exclusion criteria cost related?

|<
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1. Does the _ report specify how much money is involved (expressed
as proportion of total cost and as unit cost of electricity)?
'Is the cost increase in fact large?

2. Is there anything special about excluded areas that might make
sites there worth the extra cost?

11. Conparison Screening (Weighting Summation, Sections 2.5.2.1, 2.5.2.4,
and 4).
A. Conparison attributes nust necessarily be discretionary.
B. Do the attributes meet requirements for independence, clarity of

definition, and quantifiability required of the Weighting Summatioh
decision rule?

C. What are tha hues for convertir.g attribute levels to subjective
value est?

D. What weig.. ; cethod is used (Sections 2.5.4, 4, and 5)?
1. Does the report specify whose weights are represented?
2. Is the weighting method described? Is it a standard form?
3. Does the method ensure ratio-scaled weights?

t 4. If not, is its use justified?

a. Is there awareness of problems related to inplied weights
arising from ..iisapplication of method.

E. Is the decision rule correctly applied (Sections 2.5, 4, and 5)?
1. Weighting Stanmation is the only commonly used method for

screening. Are attribute values multiplied by weights and
added? If not, why not?

F. Does the cutoff for inclusion among candidate areas have sufficient
leeway to allow for uncertainty? Are any potential candidate areas
excluded for reasons not incluoed in the analysis? If so, are the
exclusions justifiable?

111. Is this stage bypassed in deference to results of a previous study?
A. Is the study recent enough so that data are up to date?
B. Has the siting climate changed enough so that important attributes

and attitudes towards them are no longer valid? If not, are they
appropriate to this level of analysis?

6.4 CANDIDATE SITE SELECTION

The function of the candidate site selection stage is to locate poten-
tial sites in candidate areas and to reduce them to a manageable number.
This is the least well-documented stage in the siting process, and also the
least formalized. Most likely it is poorly documented because of its infor-

,
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mality and because of its function. Informal procedures are difficult to

documen t. Of ten they are " seat of the pants" methods in which experienced
persons work in a relatively intuitive manner using whatever large-scale
information, such as maps, is available. In many cases the entire set is

taken f rom a orevious study. Since the purpose of this stage is to generate
a set of sites all cf which appear reasonably good, as opposed to selecting
one from among many, it appears that procedures and requirements need not de
stringent. Through its influence on the following st 'ge, however, this is
potentially the most important stage in the entire procms.

Its inportance arises first from the influence o' .he skill with which
it is conducted and second from its influence on decision complexity, which
affects sensitivity to uncertainty of results in tne following stage. If

candidate sites are selected with goat skill and understanding of inportant
issues in the region, then final site selection will be from among high-
quality sites, any of which is 'ikely to be suitable. Only levels of attri-

butes not included in the selection or unusual conditions specific to partic-
ular sites will affect the quality of the decision. If the persons involved
have good understanding of correlations among attributes included at this
stage and those added in the following stage, then it becomes even more like-
ly that the candidate sites will all be suitatle. A decision from among sev-
eral high-quality sites may seem dif ficult, because such a decision w'll
likely be highly sensitive to uncertainty and magnitudes of weights, but
under this condition the choice is not critical since all sites are good.

If, in contrast, the choice of candidate sites is poor or made without
considaration for inportant attributes, then final site selection will be
from among inferior alternatives, and the quality of the find site evalua-
tion may nct significantly affect the quality of the final decision. There

is no way to determine whether or not the final site selection is being made
f rom among low-quality alternatives except to find superior ones.

As discussed in Section 5.0, the manner in which candidate site selec-
tion is conducted can significantly affect the complexity of the decision
necessary in the final site evaluation which follc s. Strong preconceived
notions about the qualifications for a " good" power plant site reduce divers-
ity and can produce a set of inferior sites if the values of the persons
selecting the candidate sites are sufficiently differen'. front those of other

!

I
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,

decision makers or of the general public, in contrast, exogenous political

or legal requirements titat there be some specified number of candidate sites
f rom several geophysical or jurisdictional regions can increase diversity,
but may bring in sites which would otherwise be considered inferior. Rather

than increasing numbers and kinds of choices, restrictions of this kind, if
poorly conceived, may only reduce the number of suitable sites from which to
Choose.

The extent to which increased diversity will increase the number of
choices rather than reduce the number of suitable sites depends on the spa-
tial correlations among attribute values. High correlations reduce diversity

< because the probability of dominance is high. Under this condition, exogen-
ous restrictions would reduce the number of suitable sites by increasing the
probability of introducing inferior sites which woul d otherwise not be
i nclude d. Low correlations would have the opposite effect.

Because the candidate site-selection stage can be critical to the succes
of the siting process, reviewers are cautioned to examine the methods used
most carefully. The first requirement is for complete documentation. This

should include not only kinds and sources of information, but also the cri-
) teria used for determining that a potential site was suitable for inclusion.

,

If, as of ten happens, many potential sites are selected in a preliminary
stage and then the nunber is reduced, criteria for rejecting potential sites
should be specified clearly. This doc umentation should be sufficient to
demonstrate that the informal proce ss has been conducted to the extent possi-
ble without unnecessary biases which can unduly restrict choices. In more
f ormal methods, procedures should be specified much as they are for other

^ stages of the siting process.

g Problers to watch for include excessive bias as to what particular com-

- binations of attribute levels constitute a " good" site. In some cases there
may be only one type of suitable site, but in most there should be several'

dif ferent typet with respect to environmental conditions. Major differences

are likely to be related to cost, which should not be included among environ-
mental considerations. Cost should be maintained as a separate attribute so

that tradeof fs with environmental and system attributes are clear.

i
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TABLE 6.3

CANDIDATE SITE SELECTION CHECKLIST
~

1. Is the method of candidate site selection specified (Section 2.5)?
A. If so, is it a standard method or " seat of the pants?"

11. Are selection criteria specified (Section 2.3)?
A. Are they con 91ete or, if 'ncomplete, are they appropriate to this

level of analysis?
1. Are they disproportionately cost related?

B. Is there any consideration of tradeoffs among attributes?
1. If so, are weights used?
2. Does the report specify whose weights are represented?
3. Is the weighting method described? Is it a standard form?
4. Does the method ensure ratio-scaled weights?
5. If not, is the reason why not justified?

6. Is the decision rule correctly applied?
III. Are criteria for reducing the original slate to a smaller number of

sites specified (Section 4.5)?
A. Are tradeoffs considered?

1. If so, see II.B above.

IV. Does the final slate of alternatives include more than two sites?
A. If not, is the small number justified on some reasonable basis?

V. Is anything done that specifically affects complexity? Are there
exogenous requirement; that affect complexity (Section 5.3)'
A. I f i t i s l ow, is there dominance or are all sites alike?
B. Is there evidence of possible " deck stacking" (extreme dominance)?
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6.5 FINAL SITE SELECTION

The purpose of final site evaluation is to bring to bear all readily
available infe,mation on the suitability of the few sites remaining at this
stage of the siting process, and to use this information systematically to
determine which of the sites appears most suitable with respect to the vari-
ous attributes being considered. At this stage, the mcst detailed level of
information is used, of ten including data that can only be obtained 5y fly-
overs and site visits. Also included is informat'on on the most difficult to
quantify site characteristics such as socioecononic impacts and aesthetics.
In addition, conditions known to the local population but not readily avail-
able or discernable should properly be included at this stage, although this
does not always occur.

These new additions of information about difficult-to-quantify attr'-

butes and special local conditions can create large problems for the final
site selection. Information added at this stage i s of ten difficult and

experisive to obtain, and one reason w 'y it is lef t to the final stage, is to
reduce the number of sites for which such detailed information is necessary.

Because it enters at the final stage, this new information can generate sur-
prises if otherwise suitable sites turn cut to have unexpectedly bad charac-
teri s tic s. Much of the burden of preventing these surprises occurs during
the candidate si te-sel ection stage, when skill and understanding of local
conditions and attitudes can help decision makers select sites without site-
specific data obtainable only at great cost. R? viewers should examine esti-
mation methods for any new attributes added at this stage with special care
to ensure that potential problems have not been glossed over.

In final site selection, "most suitable" is defined by the method chosen;

for tne analysis. Most of ten the decision rule requires some f orm of veight-
ed combinations of attribute values, but it can also ;nvolve determining the

ntaber of times each site " wins" pairwisa comparisons of all sites with

respect to each attribute, or evaluation of tradeoffs among values of differ-
,

ent interest groups, among others (see Section 2.0) . The important qJestion
at this stage is not so much which site achieves the highest score by what-
ever method is used, but whose values are represented, how they are deter-

mined, and what the method used inplies about the nature of the final deci-

tion. I n other worde. ., what are the characteristics of the highest-scoring
site?

,
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Selection of method should depend on (1) the extent to which risk can be
quantified and is inportant to decision makers, (2) the extent to which the
f'nst Jecision must be politically acceptabic, an'd (3) the number and impor-
tance of tra seof fs to be made. The first two ccnditions are most easily

addressed. *f c4E is quantifiable and important to decision makers, then
the Decision Analysis method must necessarily be used. The particular form

required depends on decision makers' attitudes towards risk. If comparisons

among different interest groups are to be made, then some form of Paratian
analysis must be used. The manner in which it is used, however, is not spe-

cific to the methodology and can include other decision rules applied using
value judgments of each interest group represei;ted.

The third consideration in most importaat fcr the final site-selection

methods in amon use. Number and importance of tradeoffs determine the
sensitivity of the final decision to quality of inputs and, therefore, to the

skill with which the analysis is conducted. They also influence choice of

method, since different methods have different capabilities to include trade-

offs explicitly.

As d'scussed in Section 5.0, low-complexity decisions are exceedingly
robust. If there are few tradeoffs to be made, the importance of specifics
of methodologies is reduced, and any method able to deal adequately with
these few tradeoffs sheuld suffice. If complexity is high, however, then the
method chosen nust be able to address those tradeoffs in a manner which as-
sures that the results will correctly represent the value systems of the de-
cision makers concerned. Failure to do so can lead to unnecessary conflict.

Mul tiebjective decision methods differ in their ability to address
tradeoffs. Exclus'onary Screening allows none at all; Weighting Summation
holds nothing sacred and anything can be compensated by anything else; Goal
Programinin g, Power Law, and Decision Analysis fall in between. Weighting
methods also differ in ability to address tradeoffs. They are discussed

bel ow. Each of these methods is based on assumptions about characteristics
of the problem addressed. Weighting Summation, for example, assumes linear
indifference curves and additive independence among attribute values; Power
Law assunes logarithmic perception of attribute inportance; Copeland's Rea-
sonat?e Welfare Function is designed for ordinal attribute values. Applica-
tion of the nethods, therefore, presumes some investigation of the applica-
bility of these underlying ascumptions.
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Reviewers are cautioned to examine stated reasons for choice of method
to determine whether or not consideration has been given to these assumptions
and the choice of method has been justified. Review should begin with attri-

bute value functions, which can be ordinal or interval scaled. Ordinal value

functions (Categorization or Ranking) have been shewn to be incapable of cor-
rectly representing tradeoffs with the rigor required of more complex deci-
sion rules (Section 5.0) . Most decision rules require interval-scaled attri-
bute values. One or two ordinal attributes probooly will not affect methods

requiring interval scales. If large numbers of ordinal attribute values are
>

used, however, a method such as Conjunctive Ranking or Copeland's Reasonable

Welf are Function should be used. These methods are specifically designed for

ardinal values. If attribute values are interval scaled or better, then any

of the decision rules discussed in thi" report can be used.
The method for transforming measured attribute level s to subjective

estimates of value should be specified as should the measurements them-
selves. A matrix of value judgments without some indication of what the num-
bers mean in terms of real impacts is meaningless. Since interval-scaled,

attribute values have an arbitrary zero point, there is no way to determine
whether or not a particular value level is high or low on an absolute scale.
The worst alternative can be judged good by all decision makers on an abso-
lute (ratio) scale, but it scores lowest on an interval scale. If some
attribute levels are defined to De discretionary exclua. ions, some manner of
presenting the noninferior set should also be included, so that it is possi-
ble to determine the tradeoff s implied by the exclusionary criteria.

Many decision rules require weights. The purpose of weights is to cap-
,

ture quantitatively the tradeoffs decision makers are willing to make. Dif-

ferent methods differ in their ability to achieve this. Only Decision Analy-
sis lotteries, Indifference Tradeoff, and the Churchman-Ackof f procedure cor-
rectly assess tradeoffs in the manner required by the Weighting Summation,
P owe r Law, and Decision Analysis methods. These weighting methods produce

ratio-scaled weight _ which express the relative importance of unit changes in
attribute values. In addition, Decision Analysis lotteries include attitudes

toward risk . Other methods either can produce correct weights, but do not

assure them, or are incapable of producing ratio-scaled weights with the cor-
rect type of importance. Rating, for example, can produce correct weights if

4

'
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decision makers are thinking correctly a!.out the weighting exercise, but
there is no way to determine whether or not they are thinking correctly.
Categorization, in contrast, is incapable of producing correct weights. Met-
fessel Allocation and Ratio Questioning produce ratio-scaled weights, but do
not assure the correct type of importance. Some of these problems can be

reduced by consistency checking as in the Churchman-Ackof f method. Unless

there are circumstances militating against their use, methods not assuring
correct weights should be avoided.

One circumstance militating against use of more complex weighting meth-
ods is application by uerained citizens' groups. Decision Analysis, in

pa rticul ar, is unsuited to this application and Indifference Tradeoff would
probably require extensive training and consistency checking. Under this
circumstance, either the Churchman-Ackoff method or Rating would probably be

best. If Rating is used, great care should be taken that cecision makers
understand the nature of ratio scaling and the type of importance they are to
evaluate.

The question of whose weights are represented in a siting analysis is
central to many conflicts with interveners. Attempts to introduce public

opinion into the siting process can easily fail because the general public is
often indifferent to siting unless it affects individuals directly. They

will tend, therefore, to refrain f rom participation until it is clear that

they nust defend their own interests, usually at a stage much too late to

inject new value judpents. Consultants must, therefore, attempt to repre-
sent the general public as best they can. This can be accomplished through
an advoc&cy approach in which individual decision makers attempt to represent
particular interest groups, or by gathering decision makers who, in fact,

represent attitudes of dif ferent interest groups. Under this condition, a

significant distinction must be made between quality of a site with respect
to environmental characteristics and licensability of that site. To the

extent that siting specialists have different perceptions of relative impor-
tance of different environmental inpacts, their judgment of what makes " good"
and " bad" sites will differ from that of the general public. Specialists' and
the general public's perception of the relative health risk of radiation is a
good exanpl e. For a site to be licensable with respect to political consid-
erations, it must conform to public perception of relative importance of dif-
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ferent ispacts and not professicaal opinion. However insignificant a partic-

ular ispact may seem to professioi als, the public will fight with all avail-'

able resources if its perception is that the impact is large. To prevent
,uch conflicts, utilities of ten find it easier to avoid a relatively insig-

nificant problem than to attenet to educate the public to its insigni"-

cance. Herein lie:, the difference between a " good" site and a licensac a
site, and herein lies the cef gin of the need to specify whose values are

represented by the weights used. It is up to NRC to determine the extent to

which expert opinion would have precedence over public opinion with raspect
to siting decisions.

'Jha tever decision rule is used, and whatever methods are used for

assessing attribute '.alues and weights, a large amounc of uncertainty will

remain. Therefore, some f orm of sensitivity analysis should be perforaed to
determine the robustness of the final decision. This is usually done by

changing weights and recalculating site suitabilities. If the solution is

robust, then divergences of methodology from the correct form can be forgi v-
en, since they are unlikely to have caused changes in the solution. Se nsi-

tive solutions should, however, be examined with considerable care. The two

inportant characteristics for which to look are similarity of sites and large
potential differences in opinion. If a solution is sensitive to changes in

weights because two or more sites are nearly identical with respect to most
attributes, then there is no reason to be concerned about the sensitivity.
Any of the sensitive solutions will be of approximately equal quality. If,

in contrast, the sensitivity arises out of large tradeoffs among equally
inportant attributes, then some consideration must be given to the distribu-,

tion of preferences among the inte est groups represented in the decision as
well as to which interest groups are favored by the various sensitive

solutions.
Given the subjective nature of many of the judgments made throughout the

siting process, disagreemonts are inevitable. To the extent possible, some
mechanism should be provided to allow political input to the process so that
situations like that described earlier in this section, in which mathematical
solutions are suboptimal from the perspectives of individual interest groups,
are avoided.

1
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TABLE 6.4

FINAL SITE SELECTION CHECKLIST

I. Is tht method of site selection specified? Is it a standard method
(Section 2.5)?
A. If not, is its use justified? Does it seem reasonable with respect

to the theoretical considerations discussed in the technical papers
associated with this report?

,

| 1. How does it deal with tradeoffs?
i 2. Are weights included? If so, do they meet the requirements of

the method with rescect to measurement theory?

3. Does the decision rule create implied weights different from
the specified weights?

II. If the method is standard, is it applied correctly (Section 2.5)?
A. Do the attributes meet requirements for independence, clarity of

definition, and quantifiability?

B. What are the bases for converting attribute levels to subjective
va'ue estimates?

C. What weighting method is used?

1. Does the report specify whose weights are represented?
2. Is the weighting method described? Is it a standard form?

a. .f not, why not?
3. Does the method ensure ratio-scaled weights or at least a

nonarbitrary zero point?
4. If not, is the reason justified?

III. If the method is not correctly applied, is the complexity of the slate
of candidate sites sufficiently high so that correct application of the
method might make a difference in decision (Section 5.3)?

IV. Have sensitivity analyses been made on results?
A. If results are sensitive, how is the final decision justified?
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