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ABSTRACT

Research performed at the University of Virginia during FY 80
for the Advanced Reactor Safety Research Division of the U.S. Nuclear
Regulatory Commission is reported. The research is part of the Aerosol
Release and Transport Program. Four principal areas were investigated:
(1) bubble dvnamic: and heat transfer, (2) measurement of partic’e sizes
and flashing, (3) acceleration-induced fragmentation of liquid drops,
and (4) particle-size distributions from condensation. In the first area,
the UVABUBL computer model for the analysis of bubble expansion .n ORNL
FAST tests is described. In the second, developnent of an experiment
to f'ish high temperature water and measure droplet sizes from flashing
is described. In the third area, results of an extensive literature
analysis of acceleration-induced fragmentation of liquid drops, together
with model improvements over the entire range from bag to catastrophic
breakup, are summarized. In the last area, computer analysis of the
measured particle-size distributions from ORNL CDV tests in argon indicates

that the particles were formed by homogeneous nucleation and condensation

growth.
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EXECUTIVE SUMMARY

Bubble Dynamics and Heat Transfer

Analysis of the ORNL FAST tests under water was continued. A
computer code, UVABUBL, was developed tu analyze bubble motio:
following capacitor discharge to U02 pellets under water and sodium
in the FAST facility.

An early version of the code showed a strong sensitivity to the
radiation emissivity of the two-phase UO2 bubble. While the measured
magnitude of the pressure response could be reproduced with the
UVABUSL model, the calculated period of the bubble osciliation was too
small and the calculated radius was too large. Several modifications
of the code are being made to try to explain the differences in period
and radius. It appears that vaporization of water by the U02 and
subsequent condensation of the water vapor are playing a major role
in the behavior of the bubble.

Sodium properties were developed in a form suitable for use in the
UVABUBL code, and analysis of FAST tests under socium was initiated.

Mzasurement of Particle Sizes from Flashing

Flashing, i.e. rapid boiling due to sudden depressurization that
Froduces a superheated 1iquid, produces small 1iquid droplets which
can influence both aerosol transport and subsequent heat transfer in
an HCDA. Significant progress was made on the development of an
experiment to measure the primary particle size distributior from
flashing. A system for flashing superheated water to the atmosphere

was assembled, and pressure integrity of the system under experiment

conditions was established. Study of flashing of low superheat was initiated.
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tests have been run, with depressurization from
M

iring 1n «0.5 ms oV ¢

per second ire being taken to observe the flashing process.

Development of the method for opening the door to the flashiny
was completed. To accomplish rapid opening
averr arm couples to the door via a steel cable,
spening times as low as 1.64 milliseconds,
Feasibility of the method for measuring particle

was demonstrated. Water solutions containing CoCl, -

were sprayed onto white blotter paper, producing blue spots found to

{iameter to the two-thirds power of ariginal drop
in each spot, and hence original drop
tivation analysis Preliminary in-
that it may be
determine initial drop size as srmall as | um diameter,
ration-Induced Fragmentation of Liquid Drops
of the literature on acceleration-inducec fragmenta-

n

;everal new models were developed. A detailed
Weber number was developed. Liquid
data were show be consistent with gas liquid data. Available

mentation si1ze data were

djetailed bag breakup model | in the previous annual

stion of mocels reported in the literature for sheet stripping
atastrophic breakup modes showed these models to be inadequate, especially
layer stipping and Rayleign-Taylor models. It was

shown, ho : hat Rayleigh-Taylor instabilities do nlay a major role

in all modes of breakup, from bag and bag-and-stamen breakup (low Weber
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number range) to stripping and catastrophic breakup (high Weber range).
A two-stage model was developed to illustrate how Rayleigh-Taylor
instabilities affect catastrophic breakup--a linear, small amplitude
stage followed by a nonlinear, constant-penetration velociiy stage.

Finally, the distribution of drop diameters from breakup was
considered. Fragments can acquire Weber numbers less than the “"critical"
Weber number by two processes: breakup and drop acceleration. The
conventional maximum stable diameter calculation neglects drop
acceleration effects; inclusion of these effects can explain why final
drop =izes much larger than those predicted by the conventional cal-
culation are observed experimentally.

Particle-Size Distribution from Condensation in the ORNL CDV Tests in Argon

Analysis of particle-size distributions for the ORNL FAST tests in
argon was completed. Particle-size distributions were calculated wi_.h
the computer code CIVE which match closely the measured pavticle-size
distributions, except possibly for the largest particles observed. Both
calculated and measured particle-size distributions were clos. to log
normal. '

In the computer model, it was assumed that condensation was produced
by homogeneous nucleation in an expandinc sphere of UO2 vapor, followed
by condensation growth of the droplets. The expansion hvdrodvnamics was
analyzed by a spherical shock-tube type model; the supersaturation re-
quired for nucleation was cauced by, a rarefaction wave propagating through
the expanding U02 vapor. The expansion was calculated by means of the

WONDY computer code, developed by Sandia National Laboratories.
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The close agreement between theory and experiment tends to confirm
the hypothesis that the very small particles (in the 0.003 um to
0.1 um range) result from homogeneous nucleation in the expanding
rarefaction wave of the UO2 vapor followed by condensation growth on

the droplets.
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I. INTRODUCTION

The University of Virginia is a particpant in the ferosol Release
and Transpor. Program of the Reactor Safety Research Division of the
U. S. Nuclear Regulatory Commission. Work performed in FY 80 is reported
here, Work completed prior to FY 80 was described in previous annual
reports]'3 and associated papers4']5. References 16-18 cover work
performed during FY 8u,

Major areas of inve:tigation this past year were the following:

®Bubble dynamics and heat transfer

®Measurement of particle sizes from flashing

®Acceleration-induced fragmentation of liquid drops

®Particle-size distributions from condensation in the ORNL CDV tests
in argon.

In addition a review paper on the source term in LMFBR core disruptive
accidents was prepared by A. B. Reynolds, together with T, R, Kress of
ORNL, for presentation at the CSNI Specialists !Meeting on Nuclear Aerosols
in Reactor Safety.

The first of the four major areas of investigation is described in
Section 2. Aralysis of bubble expansion in the ORNL CDV tests is con-
tinuing with the use of IIVABUBL code. The computer model and current
results are described in this report.

In Section 3 is described an experiment underway to measure droplet
sizes from flashing. High temperature saturated water is suddenly exposed
to the atmosphere, The apparatus has been developed and prelininary tests
have been run. Methods for droplet collection and for droplet diameter meas~

urement by a neutron activation technique are still boing developed.



An extensive study of models reported in the literature for acceler-
ation-induced fragmentation of liquid drops was conctuded, and some of the
important results are summarized in Section 4. Deficiencies in repo~ted
models are noted and ‘provements developed in the present investigation
are described. A particularly useful result 1is a new consistent graph
of droplet breakup time as a function of Weber number which includes
most of the reported experimental data.

The final section describes a calculation of the particle-size
d.stribution measured in the ORNL CDV test. in argon. Calcuiated results
are in substantial agreement with the experimental data, which tends to
confirm the hypothesis that the small particles result from homogeneous
nucleation followed by condensation growth. The model represents a
significant improvement beyond the earlier model developed by Kennedy,

et. al., in this same project.
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2. BUBBLE DYNAMICS AND HEAT TRANSFER
D. R. Bradley, M. R. Gold, and A. B. Reynolds

2.1 Introduction

In the Fuel Aerosol Simulant Test (FAST) experiments being
conducted at Oak Ridge National Laboratory (ORNL), two-phase uranium
dioxide bubbles are created using the Capacitor Discharge Vaporization
(COV) technique. After capacitor discharge the test assembly enclosing
the UFZ fuel pellets shatters, releasing the hot (>5000 K) two-phase
bubble into & partially filled tank of water. By examining the subse-
Guent expansion ang coliapse of the bubble some insight can be gained
into the heat and mass transfer processes occurring as well as fuel
aeroscl transport during a Hypothetical Core Disruptive Accident in a
1iquid metal fast breeder reactor The work presented in thi~ section
represents the first attempts at modelling the ORNL 2xperimencs and
resulted in the development of the UVABUBL computer code.

The experimental data used for comparison in this report was
reported previously in Reference 1. The UVABUBL results quoted here are
being presented for the first time.

For more information regarding the (DV technique and the FAST tests

see references 2, 3.

2.2 Model for Analysis of ORNL FAST Underwater Experiments

In the FAST experiments, a multicomponent mixture of two-pbhase
fuel, coolant, and inert gas expands against a column of water while
simultaneously exchanging heat, mass, and momentum with the surroundings.

These experiments are more difficult to analyze than earlier experiments




which involved either a single component bubble expansion or a low
temperat.re expansion in which heat and/or mass transfer were
negligible. The complexity of the problem will be evident in the
following discussion.

2.2.) Momentum Transfer - Ecuations of Motion

A discussion of the Juations fcr radial and axial motion was

4 and will only be summarized here.

reportea earlier
The driving force for the initial radial expansion is the pressure
difference, PB - P', between the internal bubble pressure and the pressure
in the surroundino water. During the expansion, momentunr is transferred
to the surroundings such that the inertia of the water forces the
bubule to expand even tnough the internal pressure drops to 'ess than the
ambient. Soon, however, the outward motion stops and the bubble begins
to collapse, again being driven by the pressure difference, PB-P', which
in this instance is negative.
The equation governing vadial motion is an inertial constraint

equation - the Rayleigh equation:

w Py =P 4
B 3 R
ety mawtee & gp (2-1)

where p is the density of the surrounding coolant; P' is the cover gas
pressure; PB is the internal bubble pressure and ﬁ and ﬁ are the radial
acceleration and velocity of a bubble of radius R.

4

Bradley and Reynolds  extended Eq. (2-1) to include axial forces

and also derived equations for axial motion. Since these effects were

not included in the present analysis they will not he reported here.




A general form of Eq. (2-1) can be written for the pressure at any

radial location outside of the bubble:
R - > 4 '
P(r) = o (3) (RR + 2R%) + P (2-2)
This equation is used when calculating the transducer nressure which

can then be compared to the experimental results.

2.2.2 Calculation of Bubble Temperature

In order to determine the bubble pressure, PB' the bubble temperalure,
TB’ had to be calculated. Using the First Law of Thermodynamics to re-
late the internal state of the bubble to thz energy exchange processes at
its surface, an equation for dTB/dt was derived.

The form: of the First Law applicable to our problem:

o p, ¥ L g i, hge + Meh
T B at : gc * Mghe (2-3)

where Q is the total heat loss from the bubble, m_ and ﬁf are mass blow

C

rates ¢f coolant and fuel, and h__ and hf are the enthalpies of the

ac
entering material. The total internal energy, Ur, can be written:

Up = me (uge + Xg Upge) *+ Mg U

Following a procedure similar to that found in Ref. 5, the equation
for dTB/dt was derived:

T
ng CB . .
dTB dt(‘L‘r Vc-b+pgas)'o+m“**"' ht
gt - dh, ¢ tgf  aqf dvgf dP
me | + X¢ ___9 29f f
f g7 aTﬂ ( f}. "
dar J Ve (&T')] + MCvc

(2-)



where u% = Ug. = U + 8/Ve and hg = he - Upe + Xg Upge * Upge Ve/Vygr
Note that the coolant is assumed to be aderuately represented by the van
der Waals equation of state.

The underlying assumption for this anaiysis is that the bubble is
in thermodynamic equilibrium; that is, there are no temperature or
pressure gradients within the bubble, and the fuel liquid and vapor
phases can be considered as a homogeneous mixture,

As the bubble expands and heat is transferred, TB drops rapidly.
When the tamperature drops to qu liquidus, the 1iqiid fuel in the two-
phase mixture begins to solidify and all three phases are present.
Thermodynamically, tie UO, is .aid to be &t the triple state.

The expansion is shown schematically in the p-v diagram of Fig.
2.1. When the criple state line is reached at point 1, the vapor quality
is non-zerc, As the bubble contiries tc expand ‘he UOZ moves alung the
path between 1 and 2. The temperature cannot decrease further until all
of the liquid UO2 has either solidified or vaporized. When this takes
place the stave of the U02 can move from point 2 into the solid + gas
region.

As long as the UO2 exists at the triple state, its state is com-
pletely determined by two properties: the vapor quality, Xgs and the
solid mass fraction, Y- For example, Ug = Uge + Xg “zgf =Yg Upep -

As above the First Law gives:

N R T
.4V egf c 2
¥ yx = (vgg:; * b *Pgas) - Q% e uc + me b (2-5)
@& g !
ng (“zgf Vigf™ Yisf "zgf)
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Figure 2.1. Schematic of U02 expansion path (0 to 1 to 2) on a

fuel P-v dianram, showing the change in path along
the triple line.




where h; is now equal to he - u ¢ = X¢ “igf *Yg Upes and the other
terms have the same meaning as in Eq. 2-4.

The above model applies as long as there is liquid at the triple
state or until the bubble contracts and reenters the 1iquid-vapor dome.
When the liquid is gone, x¢ + ye = 1; and further exparsion of the
bubble will continue into the solid-vapor region. The equation for TB
during this process is identical to Eq. (2-4) with the s subscript
replacing all 2 subscripts.

The next step in the analysis is the evaluation of the heat and
mass transfer mechanisms invoived in Q, M_, and fg.

2.2.3 Heat and Mass Transfer at Surface

B8ecause the contents of the bubble are sc hot, radiaticn heat
transfer is the dominant mode of heat loss from the bubbie. This heat
is radiated to the bubble interface at a rate determined by the following
equatiorn:

4

b (2-6)

0, ¢ = ::{g_c tg)oAs(TB“-T
' 5

" and £ are emissivities of the interface and bubble vapor, A

is bubble surface area, and Ts is the interface temperature.

where ¢ s
Though the formulation given by Eq. (2-6) is very simple, there is
a hidden pitfall which makes the solvtion of the radiation heat transfer
problem very difficult. The bubble vapor emissivity, 0 is a function
of total pressure, partial pressures of each component, and bubble size.
General trends for these relationships car be extrapolated from the data
for other vapors but the magnitude of % for UO2 is unknown. The vapor

emissivity for the multicomponeni mixture will therefore be treated as a

parameter in the UVABUBL model. The sensitivity of the an:lysis to “

10




will be demonstrated in a later section
The heat radiated to the bubble surface is conducted into the
coolant. However, due to the temporal dependence (f the bubble
temperature, radius, and surface temperature, an exact solution to the
conduction equation would require solving a complicated integral equation.
[f, however, & quadratic temperature profile is assumed in the coolant
surrounding the bubble, the problem becomes one of solving two differential
equations (which is compatible with solution procedure already outiined).
The form of the temperature is found by applying the following

boundary conditions: aj) T(R,t) = TS; b) ’“Pi,t\ =T :¢) ;r (Ry,t
'

The resuit is:

radial! cistance to the outside of the thermal boundary
the ambient temperature.

rollowing a procedure similar to that of Fauske, et. nl.,t two
differential equations for tke unknowns, ?Sft: and int are derived.
These derivations are sumnarized below. For a graphizal representation
of the surface heat transfer problem refer to Fi0. .4,

The energy ba’ance in a volume element within the boundary layer is
given Dy:

v

Ve =)
r ar’

where k is the thermal conductivity o7 the coolant and u,. 1s the
r

velocity comporent of the coolant + the radial direction. From the




\ \4 T
e

\ '

Fiqure 2.2. Schematic of surface heat transfer probiem.
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continuity equation,

is the
Substituting

result over the volume of

for dP1jdt is derived:

whnere o
across tl

thickness.

where c. is the effective tot:
substituting for the derivativ

respect to time

Note in the energ

evaporating coonlant was excl
ShOTtT;.

1 - -
Ir. ordey

thickness




culation. In the present version of UVABUBL the value chosen for
is consistent with an initial surface temperature 1K highc: than

ambient. Therefore,

As *he neat transior calc. ation continues both the surface
1 T . -
temperature and boundary layer thickness increase. The magnitude of e
however, is limited by the saturation temperature of the coolant at the
bubble pressure. When this temperature is reached, vaporization of
coolant at the surface occurs and [_ is no longer dcfined by (?-12).

The appropriate equation is:

iTg . dTs
at

- = cpsat . O 2-14)

One should ncte that in the previous analysis (2-12) gives the

1T

v Jinit on dT_/dt s.nce it leads to a maximum possible value for
cona:.tion heat transfer. 1If (2-14) gives a value which exceeds

(dT_/dt)max, the radiation heat transfer to the s. .ace cannot sustain

>

he saturated state, coolant vaporizatior ceases and T_ drops below

lcat This check must be made for each time step in which surface
2Q L

vaporization takes place.
The coolant vaporizatiin rate, M __

S

cs Ve 'k e qc (2-15)
where () and J, are the radiation and conduction heat tran«fer rates
"
and h is the heat of vapor.-ation for the coolant.
ac
gc

2.2.4 Heat and Mass Transfer from ntrained Drops

In the early stages of the bubble expansion the formation of

=

- " NE— . /
favlor instabilities has beer observed. As classical theory predicts ,




the instabilities appear to qrow rapidly during the first few tenths
of a miliisecond and then as the radial acceleration becomes negative,

the growth phase ends and the opubble surface eventually becomes smooth.

Corcadini, et, al 8 have shown that during the growth phase, the

denser material (coolant) is entrained by t'e less dense mat rial
(bubble vapor) The rate of entrainment, .ccording to their analysis,

is given by the following expression:
1/2
i Ml
e
where Ky 18 the proportionality constant for entrainment and A\ is the
o

critical wzvelength for Taylor instability formation The critical

wavelength is gi

(2-1

1s the surface tension and o is the density of the bubble

the experiments at MIT, Corradini found K, to be 4,65; their
experiments were, however, very different from the FAST tests The MIT
experiments examiied a one-dimensional expansion with little or no heai
9
transfer and phase change at the i1quid-vapor interface. Hsieh” has
proposed ihat heat and m.ss transfer at the interface mav have a
significant effect on Taylor instability formation and growth, The
entrainment constant will, therefore, be treated as a parameter in the
UVABUBL model.
The droplets enter at the tempera..re of the s irrounding coolant,
T=, and are hea*ed to the saturation “emperature by radiation heat
transfer The time required fo 11s can be approximated by:

!
n T

g C AV [ '¢
t d Pd 4 | ._:ii-

sat L A4
6




where d subscripts refer to droplet properties. In the derivation for
(2-18) a number of simplifying assumptions were made. The droplet
temperature was assumed to be uniform across the droplet, For the
50-100um droplet typical of those due to entrainment in the FAST test,
this i a gond assumption. Also Td4 was assumed to be nealigible
compared to TB4 which is of ¢ urse an ~xcelient assumption during the
first expansion when TB is several thousand Kelvins and Td is on the
order of 300-40C K.

After the entrained droplets have heen heated to saturation, any

further heat transfer results in their vaporization. The rate of

vaporization is given by:

mcd = Qrd/htgc (2-19)
where

Q. = —g—s'“ £q° ”94 - Td4) (2-20)

rd ¢

d“d
my is the mass of droplets remaining, and Pge Dd’ €qs and Td refer to the

density, diameter, emissivity and temperature of the Jroplet.

2.2.5 Fuel Mass Transfer

After observing the film of the FAST experiments it becomes readily
apparent that the entire 18g of fuel cannot be within the bubble at the
start of the expansion. In most cases, the test assembi; breaks on one
end and therefore the fuel must flow the length of the assenbly before
entering the *.bble. Because the flow geometry is so complex and t'e
nature of the two-phase flow through an orifice is not well understood,
only simple parametric models for mf will be proposed at this time. The

models will be discussed in a later section.
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2.2.6 Solution Technique

The preceeding development results in a system of ten coupled
first-order differential equations. This system is solved using a
variation of the Runge-Kutta method called the Kutta-Merson technique.

2.3 Comparison of Calculated and Experimental Results

2.3.1 Experimental Results

The experimental re-ults of greates: importance are 1) transducer
pressure vs. time, 2) bubble radius vs. time, and 3) period of the bubble
oscillation. These res.:lts will be used as the basis for comparison
between experimental and calculated results.

The transducer pressure is measured experimentally using a transducer
mounted nine inches from the test assembly. Looking at the resulting
pressure trace, one can also calculate the bubble period from the time
between transducer pressure peaks.

The bubble radius can be determined by two methe”s. First, the
radius can be taken dirictly from the high speed movies of the experiments,
Since the bubble is not spherical for most of the expansion and also
since only about three quarters of the bubble can be seen through the
viewing port, this calculation is only accurate tc + 10%.

The radius can also be approximated from the ressure in the
cover gas if an isentropic compression of the cover gas region is assumed.
If such is the case, P'VYis constant and tne bubble volume can be
calculated for each time step, given the cover gas pressure.

A table of experimental results ior a variety of test conditions
is presented in Table 2.1. The standard deviations quoted provide a measure

of the reproducibility of the experiments.
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TABLE 2.1

Summary of ORNL Experimental Results

P'(MPa) PX(MPax T, (K) ?I(MPa) a.ax(cm) T(ms) PZ(MPa)
a) 0.123 0.135 98 1.33£.07 48.5%0.4 0.35%.18
b) 0.123 0.513 298 1.26£.01 10.8t0.7 50.4%1.0 0.22%.06
c) 0.025 0.513 298 1.51%.06 174.5%5.8 0.84%.31
d) 2.02 2.02 298 2.74%.15 5.3:0.5 2.50%.10

e) 0.123 0.513 364 1.28£.09 14.5%1.3 89.6%3.0 0.14%.01




The test conditions which were varied in the FAST test were:

argon cover gas pressure, P'; .:enon pressure, Px; and coolant temperature,
T=. The reasons for examining these test parameters and a discussion
of their observed effects follows.

As is evident from (2-1) the cover gas pressure can be expected to
have a significant effect on the radial expansion of the bubble. In other
words, by changing P' the results for R vs. t and bubble period, t, should
be altered significantly. Qualitativ:ly, an increase in P' would decrease
the accelerationat each time step which should result in a smaller bubble
size and a shorter period. An approximation for this dependence was given
by Herrin910:

t= 18293 (Br)'/2 (2-21)
Though not in quantitative agreement with (2-21) the results of cases
(a)-(d) show that the gencral behavior of the experiments follow the
predictions.

The xenon gas was injected into the test assembly in order to
examine the effects of noncondensible gas on the heat transfer processes
taking . place. It has been shown by many authors that noncondensable
gases can have a significant effect on condensation heat transfer. Ii
was anticipated, therefore, that this effect could be observed indirectly
by the behavior of the bubble. As shown in Table 1, however, no
statistically significant effect was observed when the amount of xenon
was increased by a fa~tor of five. This may mean simply that the smaller
amount of xenon was enough to prcduce the anticipated effect and that the
additional gas was superfluous. The effect n* the xenon gas cannot be

evaluated fully untii a successful test without the gas is completed.
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Increasing the coolant temperature, Te, to just below the
saturation temperature at the ambient pressure was expected to induce
rapid surface boiling which would lead to mass flow of coolant vapor
into the bubble. This influx of coolant would tend to "quench” the UO2
thus decreasing the fuel temperature and pressure. At the same time,
it would increase the partial pressure of the coolant in the bubble.
The net effect, as observed in the FAST experiments, was an overall
increase in the bubble pressure (is evidenced by the higher initial
tranducer peaks) and a concomitant increase in the bubble radius and
period.

In order to model these results, the UVABUBL mode' has been pro-
posed. In the following discussion, results from the present version
of UVABUEL will be presented and compared to the FAST tests.

2.3.2 UVABUBL Resu'ts

UVABUBL results are presented in Table 2-2. The results are
divided into two groups depending on the fuel flow model. The two
models and the order in which they are considered are, 1) constant fuel
mass (no mass flow), and 2) constant mass flow rate.

The constant mass model has been chosen for a parameter study
which demonstrate the sensitivity of the UVABUBL model to variations in
Mes €0 and K,. This analysis is presented as cases (a) through (e)
of Table 2.2. The FAST experiment modeled in these cases is considered
the "base case": cover gas pressure, .123 MPa; xenon pressure, .5 MPa;
and ambient temperature, 298 K.

Case (a) represen:s an adiabatic bubble expansion: there is no

coolant entrainment, and no radiation he>* tran-fer to the surface. As
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a)
b)

d)
€e)

f)

g)
h)

i)
j)

Base (Case:

me(8) €

TABLE 2.2

P' = 0.123 MPa T, = 298 K

—

SUMMARY OF UVABUBL CALCULATED RESULTS

18
18
18
10

5

CoCcCoO
NNNNOS

Adcitional Cases with:

v'(MPa) PX(MPa)

cCOoOCOCOo
—_——0 O

0.025
2.02 2.02
0.123

Mass

£ 18 kg/s

0.513
0.513

Flow Cases for Base Case with:

1.8 kg/s
0.9 kg/s

T(ms) PZ(MPa)
25.4 1 39
27.1 0.44
25.6 0.64
26.6 0.54
25.6 0.94
T PZ
31.7 0.36
4.2 4.37
26.4 0.43
0.2 K

25.5 0.59
30.2 0.25
26.0 0.20



expected the transducer pressure peaks are identical, indicating
that no energy has been lost from the bubble. Similarly, though it
is not shown in Table 2.2, the radius vs. time curve repeats ad
infinitum.

Case (b) includes radiation heat transfer to the surfi:ce. This
not only reduces the overall bubble tempercture through radiation heat
loss, but it also induces surface vaporization which adds coolant vapor
to the bubble. The addition of the water vapor pressurizes the bubble,
which results in a slightly larger radius and period. The water also
acts as a noncondensable gas, cushioning the bubble collapse and keeping
the bubble from coi.tracting to its anticipated minimum.

Case (c) adds entrainment. Vaporization of the entrained droplets
‘s an additional source of coolant vapor. This coolant enters near the

%

start of the expansion and res.1ts in a slightly .arger initial transducer
oressure peak and maximum bubble radius. Somewhat surprisingly, however,
the bubble period is shorter than for case (b, This ma

quenching of this extra vapor source.

Cases (d) and (e) examine the effects of decreased

both cases small reductions in maximum radius anu bubble period occ

yrdance with what might have been anticipated due to the smaller
eneray content of the bubble.
wroup, cases (a)-(e) of Table 2.2 can be compared to the
experimental result, case (b) of Table 2.1. The large difference in
bubble radius and period demonstrates the need for further modifications
A

of the UVABUBL model. A number of possible changes are discussed in the

final section of this report.




Cases (f), (g), and 'h) of Table 2.2 correspond to FAST test
cases (c), (d), and (e) from Table 2.1. Again. though the trends
exhiF.ced by the experimental results are also found in the UVABUBL
results, large differences exist for maximum radius and period.

The final three cases in Table 2.2 demonstrate the e‘fects of
fuel mass flow rate on the UVABUBL results. In each of these cases the
riow of iuel continued until the entire 18g of UO2 nad entered the bubble,

In these cases the bubble begins as saturated vapor which fills
the available test assembly volume. After the assembly brez . the bubble
expands and the remaining fuel begins to flow into the bubble. The mass
flow rate given in cases (i), (g), and (k) c>r-espond to times of Tms,
10ms, and 20 ms for completion of the feeding process.

As might be expected, when the entire fuel mass enters during the
first milliscond of the expansion, the results differ very litt'» from
the constant mass case. For the 10ms and 20 ms flow times, the maximum
radius is decreased and the period is increased as required, but an
additional problem appears in the results. In both cases the bubble
collapses only slightly before the second expansion begins. In fact
as the flow times get longer, the bubble approaches a stable radius.
Unfortunately these results are not representative of what actually
occurs in the experiments.

Though this simplified fuel flow model does not significantly
increase the accuracy of the UVABUBL code, a mass 1lcw model should be

included for an accurate representation of the FAST experiments,
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2.4 Future Improvements in UVABUBL for Underwater Experiments

Though the present UVABUBL model is able to predict the general
trends demonstrated by the FAST experiments, substantial differences
exist between calculated and experimental values for period and radius.
In order to alleviate this problem several modifications to UVABUSL are
propused.

As shown in Table 2.2 the inclusion nf a parametric model for the

fuel feeding rate reduced a and increased t, though not by the magni-

ma x
tudes required. It is possible that a more mechanistic model may lead to
even greater improvement in the analytical results.

The bubble vapor emissivity use® a1 the UVABUBL calculations was
assumed to be constant throughout the expansion. It it known, however, that
the emissivity is a strong function of bubble pressure, size, and temperature.
In order to appro.‘mate the effect of variable emmisivity, this functional
dependence can be assumed to be identical to that of kn~wn vapors (water,
for excmple). Though the magnitude of the emissivity may not be correct,
the behavior of the analytical solution should be closer to reality than
for the present method.

In the present model even though the cuolant vapor within the bubble
is at high pressure and temperature relative to the bubble surface, no
mechanism for coolant condencation is included. According to the kinetic
theory of gases and liquids, as the pre< .sure of the coolant vaper increases
an increasingly large amount of condensation should also be taking place.

In fact for larger pressures, the net mass transfer may be out of the

bubble. The UVAB'SL code is presently being modified to account for the
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effects of kinetic theory mass transfer.

Finally, nonequilibrium effects during the early part of the
expansion are being considered, and these effects may be the principal
source of difference between the experiments and the calculations
presented here. Cortinuing analy-is seems to indicate that the present
UVABUBL model overestimates the bubble pressure during the early phase
of the expansion. Phenomena such as bubble growth and choked flow of
vapor or two-phace UO2 between the flashinag UO2 in the sample and the
bubble are probabiy responsible for lower bubble pressure during the early
phase of the bubble expansion than those predicted in the present version
of UVABUBL.

2.5 Modification of Analytical Model for FAST Sodium Experiments

The UVABUBL model will also be used for the analysis of the ORNL
FAST sodium tests. The model is adapted to Lhe under sodi'm tests by
substituting the thermodyiamic properties of sodium for those of water.

Representation 0. the properties needed, generally as functions

of temperature cor pressure, are now incorporated into the UVABUBL program.
1N

’

The equatinns were based on those reported by Fink and Leibowitz

Thermophysi 21 Properties of Sodium, though some were modified for use

in UVABUBL. The following is a discussion of the equations and the
necessary modifications. Also included s a brief discussion of some
preliminary results of the analysis based on the initial sodium runs.

2.5.1 Sodium Properties

Lunstants

Certain properties of liquid sodium are taken to be constant as

initial conditions and/or can be assumed to revain constant throughout the
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calculation. Since it is anticipated that the first sodium tests will be
run with the sodium at 800 K, these initial properties were obtained for
that temperature. Values are listed in Table 2.3
TABLE 2.3
SODIUM PROPERTIES AT 800 K THAT REMAIN CONSTANT IN THE CALCULATIONS

Property Ve lue

Thermal conductivity, k 66.8 W/m- K
Thermal diffusivity, a 6.40 x 10°° m’/s
Specific heat at constant pressure,c 1263.6 J/kg*K
Density of the saturated liquic, Py 825.8 kg/m3
Viscosity, u 2.29 x 1074 pa-s
Speed of sound, < 2301.5 m/s

Gas constant, R 361.65 J/kg*K
Surface Tension, o 0.154 N/m

These values were taken directly from Fink and Leivowitz after conversion
to standard SI units using the atomic weight of sedium of 22.9898.

T vs. P

sat sat

The next task was to define the saturation temperat:re, Tsat’ as a

function of the saturation nressure, P . This was needed because

sat
in the UVABUBL code pressure is generally the known quantity and the
accompanying temperature is the unknown. An equation for psat as a function
of Tsat was found in Reference 11, Data from this equation were curve-

fit to an equation for TSa

as a function of PSa In order to get good

t t*
results, two equations were required, one for the region where

26




7, and one for the region where in Ple > 1.407, where

These equations are:

6.703 x 10°% -

. 1808

(D ‘
sat

These e r i fi hat had an absolute error
or | point on the curve. There was
discontinuity of 8 WP = 1,407, T = 180C K where the
equations changed. This discontinuity introduced an error that was
smaller thar the maximum relative error, thus it was of little con-

sequence.,

Enthalpy And Density As A Functior of Temperature
——————————————eirelii———————————— el e —————————

The next set of propertics needed were the enthalpies at
that i1s h h , an < saturation temperature was used
the enthalpy values. Equations for h(T) were found in Fink

and were used directly aft converting units from

were two sets of equations, one for leat 1644 K and one
at

This divisio curred because the data used by Fink and
known, quite accurate, and are ba
The equations above 1644 K came from a
i fferent data sources made by Fink and Leibowitz and resent what
consider the "best" fit to the available data. The equations for

1644 K and Yca > 1644 K are presented below, with the
Je QW

deviation shown in parentheses, where T - ' he ical temperature

and equals 2509.46 K, and h is in J/kq.




For T < 1644 K:

‘ = . 4 , 4
h T = 42.497 [ 33 10" ()T T . !
1‘0( Sat) 43,497 [3.3305 x (1 Sat"cr‘t> + 8.01112 x 10
: 0.2
(1= / YY1 (#1129
1=Toat/Terit) 1 (212 )
1 3 2
h' (Tsat) = 43,497 [-7.1393 x 10° + 35.206 (Tsat) + 2.5711 x 10
[

-1.2428 x 10%/7__.] (¢.14

sat

, .

hg (Tcat’ = hl, + hi,

' = 7 (43 402)(1 - T /
h;q (Wsat\ 43.497 [TcriL{a' 402 )(1 eat 1

(T ) =
\isat’

Lo ) = h
'q sat g
The density of the saturated 1iquid was presented in much the sene

manner as the saturated enthalpy. The equation in Fink and Leibowitz for
‘(T(dt) was used directly in UVABUBL. Again there was a division of the

equations into one for Tsat < 1644 K and one for Tsat > 1644 K for the same

: . : 3
reason cited previouslv., The units are kg/m”,

For T <1644 K:
sa

t
e—— ittt o - 2
, ) = 1011.8 - 0.22054 (T__,) -1.922 07 (Tq) *5.63
‘(TSdt‘ 1011. A sat’ 1.9226 x 10 ‘Tsat 5,050 »
-9 \3
0-7 {1 ) -
For T__, > 1644 K:
e Tl
0.31645 -7

o(T_..) = 214,11 [1. 2.3709 (1 - T__ /7 ) + 2.8467 x 10

sat’ sat’ ‘crit’
( T \ 2
. )

‘erit” 'sat (2-31)

Superheated Entha py and Specif.c Heat

The next properties that needed to be included were the enthalpy and

the heat capacity at constant volume ftv) for superheated sodium vapor. Data



for superheated enthalpy was found in Fink and Leibowitz only up to 1644 .,
Since temperatures in the bubble were expected to reach as high as 5000 K,
for treating higher temperature vapor. The method chosen was to represent
the sodium vapor as a Van der Waals gas for temperatures and pressures not
given by Fink and Leibowitz. The region included in the Fink and Leibowitz
analysis contained temperatures from 400 K to 1644 K and pressures from
101 MPa to 1.0 MPa. The enthalpy in this region was computed using a
quasi-chemical approach which assumes that deviation frc ideal gas be-
havior occurs due to association reactions and results in the formations of
a dimer and a tetramer.

For superheated enthalpy values in the region not cuvered by Fink and
Leibowitz, the deviation from ideal gas behavior was correctec for by using
the van der Waalsequation. This equation includes tie effect of changing
pressure as opposed to the ideal gas which does not take this into account.

This division of the superheated vapor region resulted in a discontin-
uity were avoided in the program because UvABUBL u.2s a relative enthalpy
called HBSAT. This relative enthalpy value is defined as the superheated

enthalpy (hsup) minus the saturated vapor enthalpy hg, or:
HBSAT = hsup - hg (2-32)
HBSAT was computed by skipping over the discontinuity. This was
done by dividi g the superteated r~gion into four areas. The first
area included all temperatures at all pressures below 104 Pa. In this
region, HBSAT was computed directlv from Eq. (2-32) because the dis-
continuity becomes increasingly small as the vapor approaches ideal gas
behavior. The second region included temperature below 1599 K, between

10* and 1.798 x 10% MPa. 1In this region HBSAT was computed by the relation:
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- h (1600)] + [h (1599) - nu]
over the discontinuity marked by the shaded
fourth region included temperatures above 1600 K
than 1.798 x 10" Psg HBSAT was computed again by
the rourth region h_was avalue determined by the
q

n rather than the quasi-chemical method. This h

1644 K as computed by equation (

However, this was not important because this van der Waals hq was used

only when computing HBS"T. To have used the quisi-chemical h_ for the
. u

.

fourth region would have resulted in values for HBSAT that were consistently
This was due to the larg scontinuity between the van der
uasi-chemical methods at high temperatures (>1600 K) and
pressures
Values ¢, were computed fror enthalpy data by the relation:

(2-34)

pronerty

needed equation as

presented in Fin \d Leibowitz

L »

’A,”'v‘ r‘(_u.\.'




43

ENTHALPY (MJ/ kg)

10.0

99

981

9.7

9.6

Ld v IT?Y"" A v L v'r'vl v v v "TYY' T A T‘vTvrvv

2200 K

2000 K

1800 K

qﬁﬁ"

1600 K
95F=====¥ XX T T TTTT \“€°

15¢9 K \J
<\
94 3 / 5’
1400 K I
9.3} { Von Der Waals
9.2r / —
1200 K | ‘
91t “—_““-~\\\\\\\\\\ ; QUASI -CHEM! SAL
9.0 F000 . & \ ‘
( 2
89 1800 ¥ %q
VAPOR %20,
88} 5..10““‘0 -
87 {VER— A LALLll A A A lelAl L A i ' llAAl A A A A lAAAA
10° 0 10° 10° 10

PRESSURE (Pa)

Figure 2.3. Enthalpy of sodium vupor as a function of pressure and temperature.




and

(aP/aT)sat = 101325 [13113/T2 - 1.09478/T + 1.9777 x 1074

x [exp (18.832 - 13113/T-1.0948 In(T) + 1.9777 x 107°1] (2-36)
also Pg is given by tqs. (2-30) and (2-31). For T<1644 K the estimated
error was 2%; for 1644 K<T<2000K the estimated error was 12%; for
2000 K<T<2400 K the estimated error was 20%; anc .or 2400 K<T<2500 K
the estimated error was 50%.
Derivatives

Also required for the adaptation to sodium properties were the
derivatives with respect to temperature of Ver vg. hz’ hg. and Psat'
(%% cat “as already given as Eq. (2-36). The remaining four derivatives
were computed by straightforward differentiation of the respective functions.

2.5.2 Preliminary Results

Preliminary results were obtained from runs of the UVABUBL program that
were made to test the sodium properties. That is, several runs were com-
pleted to ascertain that the properties were correctly added to tha program
and did not cause logical errors that in turn would have interrupted tha
program. Thus, these runs were made with only one set of parameters that
may or may not be a valid representation of what the actual conditions are.

One favorable preliminary result was t'.%¢ the sodium properties, as
presented above, did fit into tiie program and they seemed to work quite well.
However, there were some problems, either in the model itself or enly with

the parameters, that still need tc be worked out. One of these was that after
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about <) millisec., at the beginning of the second oscillation the
bubble volume consisted of approximately 2/3 entrained droplets.
This, in turn, caused the bubble pressure and temperature to exceed
the critical points. This was probably not an accurate prediction
of what §ctua11y occurs. More work is needed *~ this area.

Another important preliminary result, that was most interesting,
was that there was no vaporization of sodium from the bubble surface,
The surface temperature remained well below the saturation value. In
addition, the thermal boundary layer became quite thick compared to the
water results. All of these effects were due to the high conductivity of

the 1i1quid metal, 66.8 W/m-« opposed to 0.604 W/m-K for water.
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3. MEASUREMENT OF PARTICLE SIZES FROM FLASHING
R.C. Anderson, C.A. Erdman, R.R. Humphris, and A.B. Reynoids
3.1 Introduction

As a part of the fast reacter safety program sponsored by the Nuclear
Regulatory Commission, droplet formation during a hypothetical core dis-
ruptive accident (HCDA) has come under examination for two reasons. The
first is a radiological consideration: very small droplets can remain air-
borne for longer periods of time and thus have a higher probability of
escaping the multiple containments and reaching the environment. The second
reason is that accurate thermal-hydraulic modeling recires a particle size
distribution.

The University of Virginia Nuclear Engineering Department has begun
work to examine the phenomenon of droplet formation and obtain size distri-
butions due to static flashing.* An apparatus which will boil a volume of
water by bulk depressurization below the vapor pressure has been designed
and fabricated. Work has begun on installation of the apparatus, and various
components have been tested and modified to improve system performance. The

theory of hydrodynamic fragmentation will also be examined and developed
further as needed.

3.2 Experiment Description

Chamber Design

To generate droplets by means of rapid bulk boiling, a small volume

quick-npening chamber was designed and fabricated with the capability to

1
*The breakup of superheated jets has been correlated,” but no
prior work has been done to obtain the sizes ot droplets formed by flashing
due to bulk depressurization




heat the contained liquid to 200°C at pressures up to 1.48 MPa. The chamber
is shuwn i Figure 3.1. It is machined from a cast aluminum block, with holes
bored in it for: the chamber cavity itself, 45 mm deep, volume 16,400 mm>
(17,300 mm> when the volume of the injection line to the first isolation valve
is included); quartz windows on each side for visual and photographic obscrvation;
the liquid injection/pressurization line; heater elements (which heat the
aluminum block but do not penetrate the cavity itself); and pressure and
temperature instrumentation. The chamber is holted directly to a wall-mounted
frame to provide rigid support during the experiments.

A stainless steel faceplate, machined with O-ring grooves on each side,
provides an effective seal between the chamber and the door. Twu retainer
plates, bolted to the chamber throuah the faceplate, hold the door in place
until blowdown and act as guides for the door during its opening. The door
seals the chamber; its auick removal begins rapid chamber depressurization.

Both the door and the retainer plates are also stainless steel.

Door-0Opening Mechanism

Bulk “wpressurizatiun-induced boiling requires opening the door on a
time scale which is short compared to the flashing phenomena. Several different

2 to be a weighted rod,

opening devices were examined and the best was found
accelerated by gravity, which while falling catches a wire attached to the door
and initiates tiie door opening (see Figure 3.2). Once free of the chamher,
another wire quides the door into a foam cushion.

This technique resulted in a total door opening time of 64 millisec, which

is considered satisfactory for the flashing experiment.
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The rod used to open the door is a 7.25 kg steel bar 1.83 m long.
is attached to a fixed hinge from which it may swing freely, Two
bricks, each 11.5 kg, are attached with hose clamps to the rod at
selected to give the rod maximum velocity. Velocities were nredicted with a
simple dynamics calculation ind verified with a photodiode placed near the point
where the rod t S the wire. A ro jice, made from two pi F slotted
angle steel, restricts the lateral mo of the rod while having a neqliqgible
effect upon its vecrtical motion. This insures that the force anplied to the
door is in the plane of the door only; in early experiments without a rod quide,
lateral forces bent the door.

The wire, double op of 3.2 mm stainless steel, is attached to the door

with an S-hook and held i lace on rod nuide in the path of the falling

rod by two down-turned wire hooks. This fixes theoperinag force vertically

plane of the door. A protruding bolt in the tip of the rod

wire will not slip off the end.

Three additional photodiodes are placed directly beneath the door

1ts motion as the cavity is uncovered. The photodiodes sianal the times at

which door-opening begins, and ends, as well as providing time intervals for
several average-velocity calculations. In an unexpected yet favorahle develop-

ment, the door velocity was found to exceed the rod velocity hv a factor of a

third, with ty_ical rates of 9.1 m/sec for the rod and 12.1 m/sec for the door.

This phenomenon is attributed to the elastic properties of the rod and the
catch-wire,

Door velocities were measured with the otodiode signals for

various
torques on the retainer plate bolts, system nressures, rod masses and rod

nass configurations, olt torques and rod assembly confiquration

were determined which give juickest opening time, with no denendence upon




chamber pressure. With only one lead brick attached to the rud, opening
time increased with increasing pressure. Calculations inaicated that only
a very small velocity ircrease could be attained by adding more bricks to
the rod, while actually doing so is very difficult. As such, the present
door-opening time interval is considered satisfactory and no further
modifications are exprited at this time.

Instrumentation

In addition to droplet collection for size measurement, fluid conditions
and a time reference are also recorded. Fiqure 3.3 illustrates the locations
of the instruments. One fast-(few millisecond) and two slow-response thermocounles
pentrate the chamber cavity at various distances from the cavity onening.
Thermocouples may also be attached to the chamber exterior to monitor temner-
atures there. On the opposite side, a PCB pressure transducer (for following
fast transients) is placed in a hole bored in the chamber wall. A Validyne
differential pressure transducer samples the fluid pressure relative to
atmospheric in the chamber injection line. This transducer is located down-
ot i of the last isnlation valve and about 170 mm from the cavity.

Positioned directly below the door to record its location and velocity
without impeding its motion are three photodiodes. They are placed so that
the moving door begins to block off the 1ight beam on the first photndiode just
as the cavity begins to be uncovered. Similarly, beqinning of interruntion of
the second light beam coincides with the completion of the chamber's opening.
The cavity diameter and the time interval between the interruption of the
light beams on these two photcdiodes provide an averaae door velocitv. An addi-
tional photodiode provides an estimate of the rod velocity near the noint
where the rod first pulls on the catch-wire.

Hydraulic Design

The system nust have the capability to inject and pressurize high-purity

water. The piping diagram is shown in Figure 3.4, A vacuum pump is connected
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to the system to evacuate the chamber prior to filling it with water. This
eliminates most of the air which would otherwise be trapped in the critical
water volume, or prevent filling of the chamber cavity through the narrow
copper tubing (3 mm ID). After closing the line to the chamher and opening
the 1ir: to the glass tube, the apparatus also pumps on the water volume be-
fore injection into the chamber, thereby removing any dissolved air from the
distilled water. Once the chamber is filled, the water is pressurized by
nitrogen gas.

Thermal Design

To heat the water, wwo resistance heaters are located .n holes bored
in the top and bottom of the aluminum block. The heaters are made with
insulated heater wire wrapped on a 50 mm piece of steel pipe and filled with
packed asbes*os insulation (see Figure 3.5). The wire is wrapped in threads
cut into the outer surface of the pipe and held in place by a high tempera-
ture epoxy. When in use, transformer 0il is poured around the upper heater
to provide an effective heat transfer medium to the aluminum block. The
Tower heater is wrapped with fiberglass cloth so that is fits snugly into
its cavity. Two 110 volt Variacs (variible voltare controls) premit indep-
endent regulation of the power dissipated by each heater. The two heaters
can generate a total of 280 watts.

Heat is conducted from the heaters to the chamber block, and then it
turn from the block to the liquid volume itself. To help keep the chamber
temperature uniform, the entire aluminum block is covered with two layers of
15 mm plywood insulation during heatup, with holes or slits cut ac needed for
the pressure ’ine, heater wires and instrumencation (see Fiqure 3.6). The
plywood is painted with a heat resistant paint. The wooden faceplate may be re-

moved just before blowdown, and form-cut plugs covering the quartz windows may
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also be removed to observe or piiotograph the chamber's interior. Heat loss
to the air via natural convection when these three components are removed
is negligible for short periods of time. The chamber water can be heated

to more than 150°C in about an hsur; a typical nlot of temnerature versus

t..# is shown in Figure 3.7.

Droplet Collection and Photogqraphy

Size measurement requires collection of the droplets after frasmentation.
Absorbing paper is attached to a rapidly rotating wheel which catches the
the droplets when placed in the path of chamber blowdown. llhen the
cahmber door opens and the depressurized water flashes, the fraamented drop-
lets are propelled outward until they strike and leave an imprint on the
blotter paper. A correlation between droplet diameter and imprint size has
been deve'loped3 for water which contains a Co Cl2 * 6 (HZO) salt solution.
Results for this technique are described in Section 3.3. Variation in water
properties will have to be taken into consideration in the theoretical analysis,
however. Whether high-speed photography can be used to measure dronlet size is
vet to be determined.

The collecting paper, as indicated above, i5 mounted on a bicycle wheel
and frame, supported by a portable steel structure whicn rests on the floor.
Hand-dri.cn, the wheel's perimeter velocity is about 10 m/sec, resulting in
one revolution every 300 milliseconds. The moving collector naner is less
than 45 mm wide, and is supplemented with stationary collector naner to
provide a large collector surface area. Early tests have shown that secon-
dary fragmentation does not occur within about the first 200 mm after
expulsion from the chamber.

Currently available for high-speed photoqranhy is a Wollensak Fastax
9000 frames-per-second camera, which can be used to observe the chamber inter-

for through the quartz windows on either side, or at the chamber opening.
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The camera will be used to obtain qualitative and, if possible, nuantitative
information about the fragmentation nrocess outside the chamber as wéll as

about bubble formation and growth in the chamber interior.

Test Procedure

Before each test the chamber door, retaining plates and contacti.ng surface
are cleaned and freshly Tubricated with sioponck qrease. Nnce the door is in place,
the door bolts 2ve tightened down to ““e proper torque, and the vacuum pump
begins to evacuite the chamber. Left running overnight, the pump typically lowers

the chamber pressure to below 30 um Hg (less than 4 Pa,.

After the chamber pressure is acceptably low, the chamber line is cloused
(valve B in Figure 3.4) and the line to the water-filled glass tube is opened
(valve C). The vapor pressure of water at room temperature is about 20 mm Hg,
and the vacuum system pumps at this pressure for an interval of ab>ut 40 seconds
to remove dissolved air. The vacuum pump is then shut ofi. The tuue is raised
so that the water in it runs down to the chamber isolation valve {B). Valve
A is also closed. The residual air in the chamber is at 30 um Hg, whereas the
water is at about 20 mm Hg; the combined forces o differential pressure plus
gravitational head drive the water into the chamber when its isolation valves
are opened, thus flooding it. The wresidual air, in the chamher dissolves
completely when the chamber is pressurized to one atmosphere. With water at
0.1 MPa the air takes up approximately .003% of the total chamber volume; this

fraction becomes even smaller at test pressures.

Orce filled and pressurized, the chamber is heated. The wooden faceplate

is attached during this time. Valves A and D are left open to the pressure
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tank during the heating phase iecause of the volumetric expansion of the water
with increasing temoerature. Valve B is closed. Both chamber and heater
temperature are also ronitored.

During the instrumentation check, the weighted rod is lifted to its vertical
position. The catch-wire is hung from the door (which protrudes slightly through
the plywood insulation) and attached at its lower end to the rod quide, When the
desired chamber temperature and pressure have been attained, the chamber facenlate
is removed. If necessary, the wooden nluqs covering the quartz viewnnint mav be
removed a'so. The camera is positioned to take the desired nhotographs, and the
collector wheel and stationary collector paper are placed in front of the chamber
in the path of blowdown. Paper is attached to the wheel, and it is accelerated
‘0 about 200 rpm. Once the electronic data are being recorded and the camera
and wheel are running, the rod can be released to initiate the chamber blowdown.
During the transient, Lnamber temperatures, pressures and timing signals are
simultaneously recorded on a multichannel high-speed tape recorder. Later this
information can be transcribed at a much slower speed (reduced bv a factor of

64) to a strip chart recorder or other suitable device.

3.3 Status and Exporimental Results to Date

Six different tests have been pertormed at various stages of fabrication
and installation of the chamber and collector to cvaluate component and system
performance., The system is leak tight, although ihe thermocounle penetrations
must be periodically inspected and resealed. The quartz windows show no
tendency toward failure at 1.72 MPa; mormal test pressures are not expected
to exceed 1.48 !Pa: With the plywood insulation and the heaters now in use,
the thermal behavior of the chamber is arceptable, although it is necessary
to monitur the heater tempera.ures during warmup because of their short
time consiants. The instrumentation is functionina satisfactorily both in

monitoring and recording fluid conditions and reference times.
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Some typical pressure and temperature traces are shown in Figures 3.8 - 3.10.
The picture in Figure 2.2 is of an oscilloscope trace and shows tie extremely
rapid depressurization rate in the chamber itself (0.93 MPain 0.56 ms, or €55 MPa/s)
recorded by the PCB transducer. The step function at tn> ton of the picture
is the composite signal from the photodiodes, and provides a time reference for
the pressure traces. The oscillation of the Validyne trace, occurring on the
injection 1ine 1,0 mm from the chamber, is too slow to be acoustic in nature and
is thought to be an inertial effect of blowdown in the long, thin pipe. The
overlaid trace of the photodiodes provides a time reference and shows that the
pressure increases slightly before the door begins to open; the depressurization
is completed well before the chamber is completely uncovered.

Figure 3.9 shows the Validyne pressure traces from testsF-3 and F-4.

The slight pressure rise before blcw~down is clearly seen in F-4 as well as its
oscillation, whereas steam compressior in the two-phase mixture of test F-3 both
prevented the pre-blowdown pressure spike and severely damped its oscillation.

An overlay of the timing, temperature and both pressure traces is shown in
Figure 3.10. Because of recorder pen offset the traces are not aligned in
time, but vary by several milliseconds; certain qualitative and quantitative
conclusions can nevertheless be drawn. The pressure trace. are similar, as expected,
with only the Validyne showin, any oscillation. Bet" transducers indicate a pre-
blowdown pressure spike of 0.18 MPa. The iemperature also drops quickly, but its
rate of change is slow relative to the time scale for depressurization. The
chamber is seen to uncover completely in ahout 1.6 millisec, and by adjusting
for the marker offset the relative times of door-onening and denressurization
may be determined. The rise in the PCB trace after depressur‘zation is due

to temperature sensitivity of the detector,
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Blowdown patterns from collectors nlaced close to the chamber opening
indicate that complete droplet fragmentation and dispersion do not occur
immediately upon expulsion from the chamber. DNroplet collection must there-
fore be performed further from the chamber in future tests if final narticle
size distributions aredesired. Botk the rotating wheel and stationary collector
paper may be used with this intent. Various tynes of blotter paner are being
evaluated fc: such long-renge collection. In addition, the camera is available
for size measurement, axd a backdrop with divisions for size reference can be
easily assembled. The effectiveness of these methods for obtaining an accurate

size distribution remains to be seen, however.

Particle Size Measurement by Activation Analysis

Preliminary results for a method to measure particle sizes by neutron

activation analysis were obtained3. A solute that could by activated by

neutron irradiation was dissolved in a solution. This solution was then sprayed

on blotter paper by an atomizer, and a correlation between spot size left on the

Paper and original drop size was developed.

Among several potential solute candidates, Co C12°6(H20) and Mn C12‘4(H20)
and several silver complexes were first examined on the basis of solubility,

coloring and visibility, and usefulness in neutron activation analsis,
The Co Clz' H20 solute was finally selected. The surrace tensicn of a

saturated solution was measured to be ~1.2 times that of water. The visco-ity

was measured to be 1.6 times that of water. These values were judged to be

acceptat’e,




Co c]2 "6 (HEO) creates a deep purple solution in water which changes to
~ight blue whensprayedon blotter paper and heated. Before heating, the
Co C]Z ' 6(H20) drocs on the naper absorbed so much water that they werc
not sufficiently visible. F~ heating the paper, however, the excess water
was driven off and the drops turned back to a visible blue color that could be
photographed and magnified.
It was postulated that *he spherical droplet changed roughly in shape to
a right circular cylinder when it impinged on the blotter paper. This led
to the following prediction of a correlation of drop size with spot diameter on

the blotter paper:

Experimental measurements by activation analvsis led to an approximate

correlation with (r._.)%/3, with C = 1.42. Although the spots were not

spot)
actually circular, their measured area was approximated by a circle of equal
area.

) versus spot radius (r

Results for drop radius (r t) are shown in

drop spo
Fig. 3.11. Note thit the range of particle sizes measured from this atomizer
calibration experiment was 35 um to 100 um.

Problems are still encountered with the method, especially in the accuracy
of determining the actual spot size on the blotter paper. Work on the technique is

continuing.
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4, ACCELERATION-INDUCED FRAGMENTATION OF LIQUID DROPS

M. Pilch and C. A. Erdman
4,1. Introduction

The work presented in this section is presented in greater detail,
along with related work, in a doctoral dissertation] currently in pre-
peraiion., That dissertation provides a comprehensive literature review
of previous work in the field of hydrodynamic or acceleration-induced
fragmentation of 1iquid drops, with emphasis on collection and analvsis

of breakup time data and particle size data. Previous modeling efforts

are also critically discussed.

One significan product of the literature review was the collection of
all available breakup time data. The upper curve in Figure 4.1 is the current
beat estimete of total breakup time as a function of Weber number based on
that data. Times for primary breakup and initiation of breakup are also
shown. Indicated on the figure are the approximate Weber nunber ranges for
various breakup modes. References to the shape of this curve and t. the

different modes of breakup will appear throughout this section.

THe cirection of the work discussed in this section has shifted from
its original goalz of producing a cumputer model io predict fragment
size distributions resulting from drop breakup in a general time-and-
space-dependent flow field. That original goal was fu.mu ated on the
assumption that acceptahle models were already in existence to describe
the several types or mo<es of acceleration-induced fragmentation. This

assumption proved to be unfounded, and emphacis shifted toward the
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cevelopment of models for the various breakup modes, e.3. bag breakup
and catastrc.hic breakup.

3 That model

A detailed bag breakup model was reported last vear.
was the first to address all four phases of bagc breakup: 1iantial defor-
mation, bag formaticn, bay dis ntegration, ard rim breakup. This
detailed modeling or the bag process permits prediction of stages se
breakup times as well as total breakup times and fragment size distri-
butions which are consistent with experiment data.

No further discussion of the bag breakup model or the data compilation
and analysis will be given here. In the subsections that follow three
topice will be address~d: rejection of previous stripping and Rayleigh-
Taylor models for droplet breakup, dominance of Rayleig:-Tayior
phenomen. in all breakup modes, and a modified maximum stzble diameter
concept for application Lo drag-induced fragmenta*ion problems. It will
be assumed that *he reader is familiar with the basic modes of hydrodynamic
fragmentation., References 2 and 4 can provide additional background.

4.2, Previous Strippirg and Rayleigh-Taylor Models

Sheet stripping and catastrophic preakup modes have in the past been
modelea in rather simplistic ways. On close examination the simple models
are found to be inadequate.

Stripping

Classic boundary layer stripping models assume that a viscous boundary
laye~ is pulled off the drop at its periphery, forming a sneet which
disintegrates in the wake of the drop. This process continues until the

residual drop mass is reduced t: zero.



Models such as that of Ranger5 typically include (1) determinaticn
of velocity profiles in the drop and surrounding Tiquid, and (2) calculation
of mass stripping rates based on the velocity profiles. Breakup times
(i.e. time to reduce drop mass to zero) can in turn be calculated from the
mass removal rates. However, the dimensionless breakup time predicted in
this manner using classic boundary iayer stripping theory is proportional
to the positive onc fourth power of the Weber number (i.e. He’/4) while
experiment data on total breakup times for sheetstripping show the
dimensionless breakup time varying with the negative one-fc.rth power of
the Weber number (Ne‘/4). Moreover, predicted breakup times are much
longer than the experiment observed breakup times for sheet stripping.

{lassic models 1so do not provide satisfactory estimate of
fragment sizes. The standard approach equates fragment sizes to the
drop boundary layer thickness at the drop periphery. This suggests
that high viscosity liquid droplets would produce larger fragment.
than wou'd low viscosity 1iquids in the same flow field. This is directly
contradicted by experiment. Also, the Weber number dependence of drop
boundary layer thickness is much weaker than the observed dependence of
fragment size on the Weber number.

Other objections to use of classic boundary larger stripping theories
can .e raised. For example, large amplitude waves are observed on the
windward side of fragmented drops undergoing sheet stripping. It is
difficult to arque for the existence of a laminar boundary layer in the
drop under such circumstances.

The modified stripping models which are based on Kelvin-Helmhaltz
phenomena avoid some of the problems associated with classic boundary

layer stripping models, but again fail to predict the proper Weber number
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dependence of fragment size. Also, shear layers such as those existing
in real flow situations tend to stabilizc the drop/gas interface with
regard to Kelvin-Helmholtz disturbances.

In summary, classic boundary layer theories or modified theories
Lased on Kelvin-Helmholtz instabilities do not adequately expiain
sheet stripping.

Catastrophic Breakup

Catastrophic breakup has been correctly interpreted in the past as
being closely related to the classic Rayleigh-Taylor instability. Refer-
ences 6 and 7 provide examples of modeling efforts which explain
catastrophic brz2akup in terms of Rayleigh-Taylor instability.

Small disturbances on the windward side of a drop are subject to
Rayleigh-Taylor instability. The classic planar analysis provides good
estimates of fastest growing wavelengths and growth rates for very
small amplitude disturbances. The theory predicts dimensionless growth
rates proportional to the positive one-forth power of the Weber number

(i.e. Hel/4); breakup time data suggest that the dimensioniess breakup

time, T, is proportional to we'1'4. This has led many observers
(e.g. Ref, 6) to conclude that catastrophic breakup is the direct result
of the fastest growing Raylei- «~-T.ylor wave penetrating the drop. There
are several serious objections to such a conclusion:
(1) T+ wave amplitudes necessary to penatrae the drop are much too
large for tka classic, small-wave-amplitude Rayleigh-Taylor theory to apply.
(2) If objection (1) is ignored and breakup times are calculated based

on penetration times of fastes’ growing Rayleigh-Taylor waves, the corre-

sponding initial amplitude, No? of the surface disturbance is found to be
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unreasonably small., For an original drop diameter; DG, the values of

vo/Do required tc make classic Rayleigh-Tayior theory consistent with
=4 s A=23 2
experiment breakup times range from 10 to 10 , depending on assumed .
drop coefficients and on whether experiment data is interpreted as .
L
2 representing primary or total breakup time. A best estimate for NO/DO
consistent with average measured drag coefficients and assuming the data
) s n=8
represents total breakup (several stages) is 3.1 x 10 ., For DO = Tmm,
N 'Ti - r 1 A -
& would be 3.1 x 10 mor G.31 Angstrom.
(3) Classic Rayleigh-Taylor theory identifies a specific wavelength, "
* - P
A , which is characteristic of the fastest growing disturbances. he drop \
\
\

should be penetrated by waves of thiz wavelength, A* however, the observed
wavelenaths of penetrating waves (e.g. Ref. 8) can be twenty or more times
.
greater than
The three arguments give above demonstrate the inappropriateness of
R utilizing classic Rayleigh-Taylor theory to expiain catastrophic breakup.
4.3 Dominance of Rayleigh-Taylor Phenomena
Although classic small amplitude Rayleigh-Taylor instapility theory
cannot by itself model catastronhic breakup, argquments can and will be
presented below to the effect *hat Rayleigh-Taylor phenomena dominate droplet
breakup over the fi:11 range of Weber numbers.
Low Weber Number Range
THe Rayleigh-Taylor instab®'ity offers insight into the basic phenomena

of bag breakup and bag-and-stamen breakup. Consider a drop of originel

9,10

b ]

diameter Ep which is deformed to the maximum diameter observed in experiments
2.3 Do. This diameter is just large enough to allow one Rayleigh-Taylor

wave at low Weber number (12 to 14) to fit on the windward surface of the

drop. The initial growth of the wave and the accompanying thinning of the




drop in the crest region of the wavc on the leeward surface of the drop
lead to bag formation.
Similarly, at a Weber number of approximately 50, two Rayleigh-
Taylor waves can fit on the drop at maximum deformation. Assuming
concentric waves on the surface, the geometry of the bag-and-sta'en
breakup mode is suggested.
Stripping
In the Weber number range where sheet stripping :nd wave crest stripping
are observed (100 to 3000), fragr=~' sizes from breakup can be correlated
with the fastest growing Rayleigh-Taylor wavelength, x*. This is demon-
strated in Figures 4.2 and 4.3. The maximum observed diameter, the mass
median diameter, and the number medizn diameter (not illustrated) are all
proportional to A*, i.e. they are proportional to we’]/z.
Further arguments fur Rayleigh-Taylor dominance can be generated through
Rayleigh-Taylor modeling of the wave crest stripping mode of breakup.
Reference 1 presents sucl a model for calculating mass renoval rates for
wave crest stripping. That model assumes the surface waves are the fastest
growing Rayleigh-Taylor waves., The waves are further assumed to lose mass
by crest stripping at exactly the same rate that they gain macs by growing
in accordance with classic Rayleigh-Taylor theory.
The calculated mass removal rate is used to determine the total dimen-
sionless breakup time T (i.e. when residual drop mass goes to zero). The

- a
model predits T « Ne]/ i.. agreenmént with experiment data fri the wave crast

stripping region.
Catastrophic Breakup

Several major features of catastrophic breakup can be explained as

Rayleigh-Taylor phenomena; however, a two-stoae model is necessary. The
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first stage is adequately described by the classic Rayleigh-Taylor theory
for small amplitude waves. This stage is referred to as the linear stage
or phase because of the linearigation of the governing hydrodynamics
equations in the small wave theory. In this linear stage waves grow

exponentially in time,

The exponential growth of waves in the linear stage means that waves
very rapidiy enter the nonlinear stage of Rayleigh-Taylor instability. The
nonlinear ctage is characterized by a constant pentration velocity for a
given wavelength. Transition between linear and nonlinear stages occurs
when the growth rate in the linear stage attains the constant growth rate

associated with the nonlinear stage.

During the linear stage, small wavelength waves grow more rapidly
than long wavelength waves; the reverse is true in the nonlinear stage. For
a given set of drop and flow field characteristics, there is one wavelength
which has a minimum drop pentration time (sum of times spent in linear and
nonlinear stages). Disturbances with that waveiength pentrate and fragment
the drop.

One crucial aspect of the two stage model is the necessity to predict
drop thickness as a function of time. This is done through ‘he use of
empirical correlations for drop deformation and mass loss rates.

After calibration of the model to agree with phenomena (number of primary
fragments and pentration times) observed from experiments run at a Weber

5. the two stage Rayleigh-Taylor model was applied over the

number of 3 x 10
entire range of Weber numbers for which catasirophic breakup occurs. The
model predicts primary breakup times and numbers of primary particles which
are consistent with the available experiment data.

After independent development of this two stage model, an earlier attempt

by l—'1shbm‘n]6 to develope a two stage Rayleigh-Taylor midel was found in the
h6



literature. The Fishburn model, which differs in several critical aspects
from the model described above, is presented and critiqued in detail in

Ref. 1.

The arguments given above in this subsection constitute the primary
basis for the claim that Rayleigh-Taylor phenomena dominate drop breakup
over the entire Weber number range. This clain represents a departure from

the previous consensus that Rayleigh-Taylor phenomena are only important in

catastrophic breakup.

4.4 Maximum Stable Diameter

Orop breukup is @ multistage process in which fragments fromthe original
drop 111 themselves undergo breakup if their Weber number exceeds the critical
Weber number. When the multistage breakup process is complete, all the
particles will exhibit a diameter smaller than a critical diameter which is
commonly referred to as tne maximum stable diameter., A fragment for which
the Weber number is just less than the critical Weber number at tne time of
its creation will have a diameter equal to the maximum stable diameter.
Detailed knowledge about breakup processes is not required in order to
estimate the maximum stable diameter.

Fragments can acquire Weber numbers less than the critical Weber number
by two processes: breakup and drop acceleration. Each stage of breakup
produces increasingly smaller fragments with correspondingly smaller Weber
numbers., Acceleration during breakup ensures that the relative velocity
between the flow field and a given fragment at the time of the fragment's
creation is less than the relative velocity existing for the original drop

when it is first exposed to the flow field.
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Conventional Model

The conventional approach to estimating the maximum stable diameter
is to neglect drop acceleration. Fragments are assumed to acquire Weber
numbers less than the critical Weber number only as a result of the
multistage breakup process which produces increasingly smaller fragments
at each stage of breakup.

A fragment for which the weber number is just less than the critical
Weber number will have a size equal to the maximum stable diameter defined

by the following equations:

2 PV D pV'D
pV'd _ . 0o . o d
o “ec p g 'D; (‘o‘)
We
e (4.2)
0

Where d is the size of the largest stable fragments and Do is the initial
drop size.

Equation 4,2 predicts that the maximum stable diameter is inversely
proportional to the initial Weber Number; however, maximum observed
fragment sizes (Figure 4.4) do not confirm this. Figure 4.4 shows that
observed fragment sizes can be as much as 70 times greater than the
predicted maximum stable diameter. The failure of the conventional
model is due to the neglect of drop acceleration effects.

Modified Model

Drop breakup is again considered complete when the drop and all its
fragments are no longer subject to further breakup. Now, however, drop

acceleration during breakup is considered. A fragment whose size equals
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the maximum stable diameter as defined by equations 4.3 and 4.4 below
will Paye a Weber number just less than the critical Weber number at

the time when all breakup processes cease.

p(v-vd)zd ,’)VZDO Vg2 4
—————— 25 & - S
- Ve, i {1 = 3 D, (4.3)
-2
We Vv
e wma-9 (4.4}
0

where V is the free stean velocity, and Vd is th= Jdrop velocity at the
time that all break.p processes ceas«.

To complete the model, empirical correlations for total! breakup
time and drop velocity as a function of time were developed based on
all available experiment data. Those correlations are discussed in

detail in Ref. 1.

Predictions of the modified maximum stable diameter model are
compared in Fig. 4.5 with experiment observed fragment sizes. The
ratio of observed to predicted fragment sizes is seen to be near urity for
a wide range of Weber numbers. The deviation from unity in the range
200 < We < 2000 is likely due to uncertainties associated with the drop
velocity correlation in this region. Note also that predicted fragment
cizes exceed measured fragment sizes when the Weber number is less than
a5out 300. This is not a contradiction of the theory, because t..: maximum
stable diameter concept merely places an upper limit sn the larjest
possible fragment size. The theory does not preclude the possibility that

all primacy fragments are already too small upon creation to be susceptible
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to further breakup. This is consistent with the observation that secondary
breakup is not usually observed for initial Weber numbers less than 300.

In summary, the mav:aum stable diameter concept is a useful tool for
estimating the largest stab.e fragment sizes resulting from drop breakup,
provided the initial Weber number exceeds about 377, Ic¢ was pointed out
in Ref. 1 that the ratio of maximm to mass median fragment sizes is :.04
regardless of Weber number. This empirical observation, in conjunc*ior
with the maximum stable diameter concept, permits prediction of mass

median fragment sizes for any Weber number exceedinc 300,
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5. PARTICLE SIZE DISTRIBUTION FROM CONDENSATION IN ORNL CDV
TESTS IN ARGON

K. Chen and A.B. Reynolds

5.1 Introduction

The release of radioactive aerosol particles as a result of an
energy excursion during a Hypothetical Core Disruptive Accident (HCDA)
in a Liquid Metal Fasi Breeder Reactor (LMFBR) poses a potential
radiological hazard. Primary aerosol particles in the submicrometre size
range are of particular concern because they can remain airborne for
a Tong period of time after the HCDA, even after agglomerating into
groups of primary particles.

Out-of-pile experiments have been developed at the Oak Ridge
National Laboratory (ORNL) to study LMFBR fuel (UOZ) vaporization and
transport in an HCDA-type energy excursion. In these ex;eriments
fuel is vaporized by the rapid deposition of electrical energy through
the discharge of capacitors. The technique, called Capacitor Discharge
Vaporization (CDV), was developed by vaporizing fuel in an argon
environment. U02 particles were produced by both condensation of vapor
and fragmentation of liquid. The distribution of the size of *he
primary 202 particles that remained airborne after several minutes was
measured, and observed particle diameters varied from 0.004 to ".1 um.]

The purpose of the research reported here was to develop a model to
calculate *“e measured particle-size distribution. The research is part
of the KRC Aerosol Release and Transport Proaram and has been carried

out in close corporation with ORNL.
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This research is a continuation of work initiated at tnc

2,3,4 In a

University of Yirginia by Kennedy, trdman, and Reynolds.
model which they developed for homogeneous nucleation and condensation

growth (referred to hereafte. as the Kennedy model). the cal:ulated

particle sizes were in the same range as the measured values. This

provided support for the theory that the particles resulted from

homogeneous nucleation from the vapor followed by condensation growth.

The slope of the particle-size distribution predicted by Kennedy's
model, however, did not agree w th the measured distribution. This
disagreement may have been due to the source of the supersaturation
assumed by Kennedy, et al. In their model, two-phase UO2 was l
isentropically expanded to the argon pressure, with ths UO2 liquid and i
vapor in equilibrium. C.old argon gas wus then assumed to mix with the
saturated UO2 vapor causing homogeneous nucleation condensation growth,

Mixing of gases i; generally a slow process, however, relative to the
expansion time of an initially high pressure vapor sphere. The high
pressure gas dynamics phenomena of the CDV tescs were ignored in
Kennedy's model.

It is now believed that the condensation that led to the small
range of particles in the CDV tests resulted from supersaturated 002
vapor expanding pehind the shock wave as the UO2 vapor compressed the
surrounding argon gas. Therefore, the new model described here is
based on homogeneous nucleation and condensation growth in the

rarefaction wave generated during the UG2 vapor cxpansion,
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5.2 Description and Results of ORNL CDV Tests

Test Description

The CDV experiments are described in several references, e.g.
Ref. 1 and 5. A brief description pertinent to the present model
development is provided here.

The fuel capsule shown in Fig. 5.1 is located in a large tunk
containing argon at atmospheric pressure and ambient temperature.
The test sample consists of a 110 mm column of 002 pellets of 5 mm
diameter, surrounded by UO2 microspheres (diameter from 0.35-0.50 mm).
The pellet/microsphere assembly is enclosed in a quartz tube with ID
about 10 mm and 0D about <0 mm, which serves as a containment during
sample preheat. The surrounding microspheres act as the qal insulation
to maintain the quartz tube integrity during the sample preheat and to
avaid bypass arcing around the pellet stack during capacitor d’scharge.

At the start of a test, the UO2 pellets are preheated to near the
UO2 meltina temperature. This reduces t'e UO2 electrical resistance
from 1069 at room temperature to < 0.5 Q in order to achieve the maximum
energy ¢ position rate which characterizes the HCDA-type enerly excursion
in the fuel. After the preheater is disconnected from the sample, the
capacitors are discharged through the pellet stack which are partially
vaporized due to rapid energy deposition. Energy deposition rates between
0.4 and 1.2 MW/g have been used, and the energy deposition in the fue’
pellets has been calculated to be as high as 3000 J/g.

The high pressure UO2 vapor generated in the sample causes the

rupture of the quartz tube. The fuel then expands in ) the argon
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atmosphere, and particles from the condensing vapor and fragmenting
liquid are collected. Particie sampling i the argon starts about 2
minutes after the capacitor discharge thus allowing first the

preci, itation of the larger pa:ticles (> 4 um diameter) formed by
fragmentation of liquid. A sequential mass sampler is employed to
measure the suspended aerosol mass concentration at a given time
after capacitor discharge. Plateout samplers equipped with electron
microscope grid precipitators are used. The plateout samplers measure
the plateout rate, and the transi..ssion electron photomicrographs of
the grid samples are analyzed directly to determine the size-
distribution of parimary particles.

Test Results

Sequential frames from a CDV movie, separated in time by 0.1 ms,
are shown in Fig. 5.2. It is postulated that, during the early expansion
phase shown in the movies, U, vapor expands past the liquid fuel,
microspheres, and broken quartz tube, and compresses the surrounding low
pressure argon gas. It is believed that the expanding surface observed
in the movies is the UO2 vapor-argon interf-ce.

The size of this expanding surface as a fuiction of time can be
estimated from the movies. This has been done for five CDV tests--Numbers
17, 39, 45, 51 and 80. Table 5.1 presents the estimated size of the UO2
vapor sphere from the CDV movies. The rate of expansion of the sphere
can be compared to a gas dynamics analytica! model in order to provide

a check between theory and experiment; this comparison is provided in

Section 5.4,
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TABLE 5.1
ESTIMATED UOZ VAPOR SPHERE RADII FROM CDV TESTS

Radius (mm)
First Frame Second Frame Third Frame
Test No. After Rupture After Ru'ture After Rupture
17 S.Nhxr25 63.0 + 6.3 - -
39 31.5 ¢ 3.1 44.0 + 4.4 52 + 5.2
45 23.0 + 2.3 40.0 + 4.0 - -
51 28.0 + 2.8 50.5 + 5.1 - -
°0 40.0 + 4.0 >65.0 - -
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Particle-size distribution curves for the five CDV tests 16, 19, 21,
24 and 29 are presen cd on Figure 5 3. Two samples were taken in tests
16 and 21; hence there are seven curves. The curves are shoem on log-
probability paper; a log-normal distribution appears as a st-aight line
on this type of graph. Hence the particle distributions appear to be
approximately loc-normal. Electron photoniicrographs of particles €rom
two of tne tests are shown on Fig. 5.4,

A log-normal dist: ibution can be characterized by two parameters;
the geometric mean diameter, dg, which represents that diameter for which
50% of the particles are below dq and 50% are above dg, and the geometric
standard deviation, og? which is the slope of the curve on Tog-probability
paper. Values for dg and °g for the seven curves ar: 1isted in Table 5.2.

5.3 Condensation Model

A spheri~al shock tube type model -ith homogeneous nucleation and
cordensation growth was developed to model the CDV tests in an argon
environment. This model is based on the nucleation of UO2 droplecs in

a rarefaction wave fan behind an expanding UO_-argon interface.

2
The model assumes the interpretation and approximations illustrated

i+ Fig. 5.5. The three illustrations in Fig. 5.5(a) represent our

interpretation of what is observed in the movies, corresponding to Fig.

5.2. The simulation in Fig. 5.5(b) shows the shock tube configuration

assumed for each illust:ation. The inner sphere contains saturated UO2

Tiquid at the average temperatir~ of the fuel test sample at the end of the

capacitcr discharge. The inner concentric shell consists of broken quartz

and UO2 microspheres. The outer shell contains saturated UO2 vapor
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TABLE 5.2

Measured Results from CDV Tests

Test Samples Geometric Mean Geometric Standard M2ss of UOD2
Desiynated No. Diameter, dglr(pm) __Deviation, g4 Vaporized (q)
Chv-16-2 0.01288 1.675 1.53
Chv-16-3 0.0131 1.750
cov-21-1 N.01532 1.862 1.40
CDv-21-3 0.01712 1.764
CDV-24-2 0.07258 1.583 1.10
CDv-19 0.01239 1.603 0.46
CDV-29-1 0.01233 1.610 0.55
Average 0.01368 +0.00183 1.692 +.,103

+standard deviation
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which is initially in equilibrium with the hot high yressure liquid
inner sphere. Low pressure cold argon surrounds the UO, vapor shell.

To obtain the model represented by Fig. 5.5(b), it has becn assumed
that prior to time zero, (i.e. during the capac.tor discharge), some
amount of saturated ”Wz vapor has escaped from the saturated 1iguid, has

moved *hrough the microsrhere region, and is availatle for expansion

-

against the argon. The amount of UOD, vapor initially available was set
C

equal to ! gram since this was the estimated amount of UO, condensed

[ 4

in the CDV-argon tests (and all of the vapor in the outer shell ir |
5.5(b) eventually condenses in the calcula*ion). Inheren! in the
is the assumption that the vapor expansion proceeds on a much faster

time scale than the later outward motion and fragmentation of the remaining

*

liquid.

.

A more physical model was moi¢1led earlier in the research project

in which theU0, vapor initially in the outer annulus was the amount
required tu occupy the available space inside the quartz container (i.e.
mostly the spaces between the microspheres). During th< vapor expansion
process, additional U0, mass was allowed to enter the U0, vapor sphere from
the liquid mass. ﬂifffcu]tiws in the required rezoning 6f the vapor sphere
prevented completion of this calcuiation; although this model is s i1]
available as an option in the CIVE computer code, the model used in the
present caiculation was changed to aliow the final condensed mass of U0,

to be present initially as vapor. The extent to which this simpler modeé ]
adequately represents the actual time dependent flashing process has not
heen estiplished




The U0, vapor is the driver charrzl for the spherical shock tube

[

type expansion; the argon 1 e driven channel. After rupture of the
a spnerical shock wave propagate. into th~ low pressure

channel thereby compressing the argon High pressure U0, vapor expands

adiabatically into the space left by the compressed argon, and a rare-
faction wave fan propagates backward toward the center of the driver
channel. The rarefaction wave (and resultant adiabatic expansion)

causes the pressure and temperature of the UQ, vapor to drop.
c

The rate of pressure reduction in the UO, vapor is not as fast

as the rate of reduction in the saturation vapor pressure at the UO.

5
vapor temperature. The thermodynamic state of the expanding UOZ

vapor changes along the curve A-B in tle schematic p-T diagram, Fig. 5.6.
The ratio of the actual vapor pressure, p, ., along curve A-B in Fig. F.6
to the saturation vapor pressure, Vgat’ at the vapor temperature 1is

1S

M

areater than one The ratio of these two pressures, S = pv/

Psat®

called the supersaturation ratio. The vapor is supersaturated and is
Nucleation may occur spontaneously due to random molecular
“ritical embryos will form when the appropriate balance 1is

achieved between surface free enerqgy ana bulk free energy, according

to classical nucleation theory.

In the present model, embryos are formed b, homogeneous nucleation.
The nir-csence of foreiqgn condensation nuclei or surfaces such as ions,
dust, quartz or Q@? microspheres, would cause heterogeneous nucleation

condensation of the UQ, vapor near the saturation condition, i.e. point
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A, on Fig. 5.6. Some heterogeneous nucleation and condensation Tikely

does occur on the U0, microspheres in the CDV tests; however, homo-
geneous nucleation is believed to produce the embryos that grow to the

small particles observed in the CDV tests. In the present model, it is

assumed that nuclei are not initially present in the UO; vapor expansion

so that only homogeneous nucleation i

s assumed Lo occur.

After nucleation, stable droplets will first grow due to condensa-
tion and then continue to grow or perhaps contract due eiti2r to further
condensation or to evaporation. Both the number and size of the
condensed particles are followed throughout the expansion process in
order to calculate a final pa“ticle-size distribution.

Precedents for Model Phenomena

The theoretical b. es for the model developed here are not new. Two

fundamental and extensively investigated phenomena are combined in the

mcdel. The first invoives the dyramics of the expansion process itself,
Despite the much :arger size of the source i) the CDV experiments than
in exploding wire experiments, it is believed that the expansion process
similar to that observed in exploding wire experiments. The second

menon involves homogeneous nucleation and condensation growth in
rarefaction wa:-2s. Onset of condensation from supersaturation has been
extensively documented in shock tube experiments. Some of the documentation
of these phenomena is reviewed briefly below.

A series of conferences on exploding wires werereportcd in Refererces
7-10. Michel-Levy and Muraour were amung the first to describe the connection

Q

R . C
vetween a shock weve and a wire explosion.” Kerr cell schlieren




photography was employed by M’lmer6 to study the exploding wire
phencmena, in which the shock wave induced by the wire explosion and
meta! vapor front was observer by optical equipment. Bennett]o used
backlighting and rotating mirror camera techniques to record the 1light
flash produced by electrically exploding a fine cylindrical wire. The
streak picture (Fig. 5.7) taken by Bennett shows the vapor contact
surface and the shock front trajectories. It is shown in Fig. 5.7 that
the shock separates from vapor front at about Jus. An analytical
similarity solution in cylindrical symetry for instantaneous energy
deposition in a mathematical line developed by S. Lin]] was compared by
Bennett with the measured shock front data. Both the shock induced by
the wire explosion and the vapor front agreed with the similarity
solution. Rouse6 also performed a theoretical analysis of the hydro-
dynamic flow in exploding wire experiments. In his analysis, a Lagrangian
computer code was developed to solve a system of governing equations
numerically. The calculated shock frunt curve was in approxinr..te
agreement with that measured by Bennett.

Experiments and theoretical analysis of stationary supersonic-
nozzle flow with vapor condensation have been employed to investigate
the validity of nucleation theory. References 12, 13 and 14 give a
detailed review in this field. \leaenor and Ludnuistls were the
first to use shock tubes to study the condensation of water vapor

in a rarefaction wave fan. Schlieren pictures taken by Glass and
16

Patterson

showed the vapor condensation zone in the exnansion fan
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in a shock tube. Kawada and Mori!’ Studied the homogen ous nucleation
condensation kinetics of several kinds of organic material vapor with
shock tube techniques. Bar'schdor'ff]8 investigated the carrier gas
etfects on homogeneous nucleation of water vapor in a shock tube.
Kalra]g performed a series of shock tube experiments to investigate

the condensation phenomena in a nonstationary, nonequilibrium expansion
of water vapor and water vapor with carrier gas. Ira's measured

results were compared with the theoretical results performed by
Sisiian.20 While some disagreement remains between theory and experiment,
the basic nuzleation and condensation growth models employed in these
publications have been generally verified, and they provide the bases

for the models used here to describe the CDV tests.

~omponents of the CIVE Computer Model

The differentiai equations required to obtain partial size
vistributions were integrated numerically with the CIVE (Condensation
In Vapor Expansion) computer code.Z] The equations in the model will
be publiched in a forthcoming NUREG report.22 Only the vasic parts of
the model will be described here

Gas Dyramics

The e pansion process must be calculated by conventional methods in
2
gas dynamics. For the present model, the WONDY-IV computer code 3 was
used for these calculations, and hence was incorporated as part >f the

CIVE code.

WONCY-IV is one-dimensional finite difference romputer program for

the analysis of wave propagation developed at Sandia Laboratories,
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Albuquerque. WONDY can be used in slab, cylindrical and spherical
geometry; it employs a Lagrargian mesh; and it treats the discontinuity
at the shock wave front by means of the VonNewman~-Richtmyer artificial
viscosity.24

The equations governing the gas flow are the mass, mcmentum and
enerqgy conservation 2quations, together with appropriate equations
of state for UO2 vapor and argon.
Nucleation

The nucleation rate used in this calculation (derived, for example,

in Reference 25) is given by
2

Psat (v 2 oom §° 4 o
J(—r‘rj—l) 0 ey

where
J = nucleation rate (stable nuc’ i created/m3~s)
o = surface tension (J/mz)
m = mass per molecule
k = Boltzmann constant
§ = sypersaturation ratio
= 1iquid density
r*= critical radius
T = vapor temperature

saturation pressure
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Droplet Growth

Stable liquid drops formed by homogeneous nucleation will
experience jrowth as a result of condensation. Evaporation from the
droplets also occurs and the actual growth rate depends on te
difference between condensation and evaporation rates. The kinetic
theory of condensation and evaporation has been applied to calculate
the particle growth rates following nucleation by many investigators,

including Hill.26 Kang,27 uegener,l3 Wegener and wu.]4 Sizlian20 and

Kennedy, et al.2

The kinetic theory app:mach is applicable for the current problem
since the droplet size (10'9 <diameter < 6 x IO°8m) is smaller than the mean
free path of a vapor molecule (A ~ 8 x 1078 n at the initia] vapor
conditions of 5000 K, 4.6 MPa pressure).

Mass transfer by condensation and evaporated were calculated from

the following kinetic theory relation:

2
am _ 4o [p, _ Psat!Ty) 20
dF exp (TQ_TW)
V(.!"Rv 14 lv v lg Vv Q 2

The use of this mass transfer equation led to an equation for the rate
of change of liquid droplet radius with time.

In addition to mass tranfer, energy balances for both the vapor and
liquid phases were required. This resulted in an equation for the
change in liquid droplet temperature. Simultaneous solution of the
droplet temperature and radius was one of the difficult computational

problems which had to be solved to make the computer code work.
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Particle Grouping

"

A large amount of computation time 1S consumed on the computation

of radius and temperature fthe particles for each gorup in each zone

at each time step. It was, therefcre, necessary to 1imit the number of

;one in order to reduce the computation time. A grouping

roups 1n each

technique was employed to combine the groups when the total number of

sone exceeded a pre-set maximum allowable number of groups.

1roups 1n a

Grouping criteria and methods were carefully selected in order to minimize

| 4

the distortion of the particle-size distribution caused by grouping.

to choose a pair of particle groups to be combined

The procedure

first step was to put the groups in the

T ~
ted of two steps. he firs

creasing radius such that the first-group part1g]e< were

4 .

size and the Nth-group particles werethe larqest size.

to find the ith group with the lea.t number of

The second step was

was then combined with the group nearest to it

aqroup
ter.

Uy

of particle groups was combined, the total surface area,

interna! energy of the particleswere conserved. The total

number of particlec was not onserved; this did not result in any

¢imificant dists on of the particle-size distribution since the

~elative number of particles lost or gained was extremely small. The

le mass and internal enerqy were conserved in order not to

total parti«

affect the vapor condition. The total surface area of the particles

was conserved to 1nsure that the correct rates of mass transfer were

¥ ,
Cail 41 ated




Example calculations of the particle-size distribution with and
without grouping were performed for 3.12 us after the start of the vapor
expansion. The results at 3.12 ys sheved no significant distortion
caused by grouping.

Sequence of Calculations

The differential equations were integrated by finite diffcrence methods
with the CIVE (Condensation In Vapor Expansion) computer code. The gas
dynamics equations were deroupled from the homogeneous nucleation and
condensation growth equztions in the sense that the two sets of equations
were solved sequentially during a time step. The ca'culations (in the UOZ
region) at each time step involvcd three stages. The first stage was a
calculation of an adiabatic vapor expansion in which the gas dynamics
equations were integrated in WONDY and during which the condensation ma -
fraction, g, was held constant. The second stage was a calculation of
homogeneous nucleation and condensation growth based on the v por
thermodynamic properties calculated in the first stage. Also in the second
stage, the new condensation mass fraction, g, was computed. The third
stage was an adjustment of parameters necessary to begin a new time
step. These parameters include vapor thermodynamic properties and
particle grouping.

5.4 Comparison of Calculated and Experimental Results

The principal calculated result is the particle size 4distribution.

An auxiliary result is the rate of expansion of the UOZ- ar~gon interface.

As described in Section 5.2, this expansion rate was ohserved in the movies

hence this calcualtion provides an "intermediate” point of comparison for
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the intearal experiment, e Compi ,on of the calculated and measured
.‘I‘L,—\av‘m n interface is presented in the preseni section.

In this cecti.. the calculated particle size distribution for the
"reference case" is compared with measured particle size distributions.
In Section5.5 are presented the results of a parametric study which was
performed to investigate the sensitivity of the calculated results
to variatiuas in selected model parameters.

In this section calculated particle-size distributions are ususally
plotted in the manner '.od in “ig. 5.3 for the experimental :esults.
Calculated values of d and 7 are also reported for comparison with

]
the experimental values from Table 5.2.

Motion of the UO,-Argon Interface

The radius of the expanding HO? vapor bubble was calculated for
values of initial saturated U0, vapor of 5000 K, 5500 K and 6000 K.
The calculated curves of radius versus time are plotted as solid lines i
Fig. 5.8.

The experimental data from Table 5.1 are also plotted on Fig. 5.8
for comparison. To understand the experimental points on the
fiqure, consider test 51. In the first frame in which the expanding
sphere is observed in the movies, the radius is estimated to be 28 mm.
Tais point (28 mm) is located on the calculated curve for 5500 K. This
correspond< to 8.5 x IO'éﬁ on the time scale for this test. One frame
ds

later, at time 1,085 210" "s, the measured sphere radius is ~51 mm. For

most tests, there are two successive frames in which the sphere can be
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obser ad. In the next frame, the sphere is larger than the opening
through which the movies were being ta:iun. Test 39 differs from
the others; in this test three cu..ecutive frames can be o' served.
This test appears to be less enerratic than the others.

It is indicated on Fig. 5.0 that the calculated U02-argon interface
trafectory is in the same range as that measured in the CDV tests.
This provides ev’ience that the vapor sphere viewed in the COV movies
is being interpreted correctlv and gives an "intermediate" poin: of
comparison for the integral experiment.

One further point of comparison is available to support the
va' ‘dity of the gas dynamics phenomena being postulated for the COV
teste. This comparison is with the exploding wire tests of Bennett
discussed briefly in Section 5.3. The trajectory of the vapor front
reported by Bennett is also plotted on Fig. 58, where the radius for
the exploding wire case is for a cylindrica, expansion rather than the
spherical expansions of the CDV tests. The exploding wire expansion
has a characteristic similar to the CDV vapor expansion, although the
time scale is a factor of 1 to 10 faster. Agreement in shape and time
scale to this extent for experiments as different as CDV and exploding
wires 1ands support to the argument that similar gas dynamics phenomena
are controlling the expansion in both cases.

Reference Case Results

Particle-size distributions were calculated for a reference case.

Values for parameters later to be varied, such as yvitial fuel temperature
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Tfo‘ condensation coefficient o, fuel surface tension y, and initial
mass of fuel vapor Ho' were selected for the reference case. These
values were:

Tfo = 5000 K

o = 0.]

y = 0.45 N/m

Mo = 1 gram

Also the initial a:gon pressure used for most of the exp:-iments, 1 atmosphere
(101 kPa), was used; and all of the heat of vapori-ation, hfg' from
condensing vapor was assumed to be deposited in the 1iquid drops.

Results of the calculated particle size distributions for the
reference case wnd also f~r an initial fuel temperature cf 5500 K are
plotted in Fig. 5.9. Also plotted in the figure are the two extrer2s of
the seven measured distributions plotted earlier in Fig. 5.3.

The comparison shows good agreement ‘hroughout most of the distribution
curve except at the large size particle tail. The small variation of 500 K
initial fuel temperature causes a variatio= in the circulated particle-
size distribution almost as high as the variation in experimental distribution
between tests; and it is acknowledged that the uncertainty in fuel
temperature after vaporization discharge if fairly high. The experimental
curves appear to be log normal (i.e. linear on log normal probability paper)
throughout the particle size range. The calculated distributions tend to
deviate from log normal above the 50 percentile range.

Assuming a log normal distribution for the calculated particle-size
distribu_ion, calculated values for dg and og are given in Table 5.3. These

are compared with the measured values presented earlier in Table 5.2.
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Details of the reference calculation are also of interest to
understand the pheonomena that occur during the transient. Following
bursting of the quartz container, the vapor-argon interface expands
outward; it sends a shock wa.», which is smeared into scveral
zones resulting from the pseudo-viscous pressure, into the argon
region, leading to an increase in the argon pressure. At the same
time a rarefaction wave fan (resulting from vapor expansion)
propagates toward the center, which reduces the pressure of the UOZ
vapor. These phenomena are illustrated in Fig.5.10 which shcws the
system pressure profile at several stages during the expansion. Each
step ir the histcaram pre.sure profile representg one of the fifteen
mesh spaces in the finite difference calculation. Figure 5.11 shows
the supersaturation ratio of zones 1, 7 and 15 as a function ov time.
Zone 15 is the outer zone of the expanding UOZ region. The time lag
for the start of supersaturation in the inner zones corresponds to the
finite time needed for the rarefaction wave to reach these zones.

Figure 5.12 represents the supersaturation ratio, S, nucleation
rate, J, and the critical radius, r*, in the 15th zone. Vapor is
initially saturated (S=1); the degree of supersaturation then rises as
the combined results of vapor expansion and a time lag before
homogeneous nucleation begins. The supersaturation ratio reaches the
highest point, $=3.44, at 1.94 us; then it returns nearly to the
saturated condition. The nucleation rate follows the same pattern.

It rises and drops dramatically because of the strong exponential
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dependence of the nucleation rate on the supersaturation ratio.
The sizes of the nucleated particles are in the opposite direction
as indicated in

After 1.94 us, the vapor is still expanding outward against
the argon: howsver, the supersaturation ratio is now decreasing
while the vapor is stil’® expanding, which is contrary to the behavior
before 1.94 us. This physical pheonomenon is the result of the
competition between homogeneous nucleation and heterogeneous
condensation (vapor condensing on existing particles). At the
early part of the vapor expansion, vapor condensation is dominated
by the homogeneous nucleation process since thers is aiack of
heterogeneous condensation sites existing in the system. Gradually
the heterogeneous condensation process becomes significant because
the number of particles rucleated rises rapidly and the vapor tends to
condense on those particles. After 1.94 us this zone contains such
a hugh number of particles that the heterogeneous condensation process
dominates the vapor condensation. Thus the vapor state approaches the
saturated condition and no new par’icles are nucleated (after 2.8 us)
in spite of continued vapor expansion. The rest of the vapor zones
exhibit the same behavior though at different times.

Figure 5.13 shows the transient behavior of the particle-size

distribution during the condensation process. The small size particles

in the distribution curve at 5.42 us are contributed by newly nucleated
particles. The particles at this time have not yet experienced much

heterogeneous condensation, and the geometric mean diameter is low at
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um. At time 20.72 us, the homogeneous nucleation process
has been terminated uccause time the svstem contains
a hugh number of particles on whic.. the vapor tend: to condense

through the ‘eterogeneous condensation process. Most «f the particles

in the system have by this time experiencez conde sation growth, and the

geome tric mean diameter has grown to b: .0112 um. At 32.90 .s, 95%

of the vapor has been depleted and the computation is terminated.
5.5 Parameter Study

A parameter study was performed to investigate the sensitivity of
the particle-size distribution to various selected parameters. The
results are presented in this section.

The following parameters were varied: initial fuel temperature,
condensation coefficient, surface tension, distribution of heat of
vaporization, initial mass of fuel vapor, and argon pressur2. A
summary of the rec.ults of the parameter study is given in Table 5.

el_Temperature

Computations with constant surface tension (0=0.45 N/m),
condensation coefficient of 1.0, f (fraction of heat of vaporization
de; » d onto the drop as vapor ' 5) of 1.0, and 1 gram of
initial saturatcd JCZ vapor at 6000 K, 5500 K and 5000 K respe.tively

the driver channel were performed. The results are presented in

5.14 and Table 5.4, The geometric standard deviation increases
with increase of the initial vapor temperature, and the geometric

mean diameter increases about 19% with every 500 K increment of the

initial vapor temperature.
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TABLE 5.4

A Summary of the Parame :ric Study

Vapor € T..¢ (K)

6000

5500

5500

5500

5500

5000

5000

5000

5000

Parameters
Vapor Mass(g) ¢ f o

1.0 1.0 1.0 const.
1.0 1.0 1.0 const.
1.0 0.1 1.0 concc.
1.0 0.05 1.0 const.
1.0 0.1 1.0 o(T)

1.0 1.0 1.0 const.
1.0 0.1 1.0 const.
1.0 0.1 0.9 const.
0e5 0.1 1.0 const.

gassjg)

Condensed g( m)

.859

.920 .02182
.923 .01547
.928 .01273
-921 .01288
921 .01827
.950 .01271
.919 .01858
472 .01123
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Conden<ation Coefficient

P

Values of condensation coefficient, a_, are reported from unity
tc about 0.01 for materials Reducing the condensation coefficient
below unity lowers the particle size, as shown in Fig. 5.15 and Table

5.4.

In the reference case calculation, a constant UO, liquid surface

[

tension, 0=0.45 N/m, corresponding to the value at the U0, melting

point (3138 K) was used. In addition a calculation was made for a

temperature dependent surface tension which limits to 0.45 N/m at the

J, melting point. The following semi-empirical formula for the
<

'8

temperature dependence of surface tension discussed by Guggenheim

was uvsed:

11 ] ] -
v '}
q v rit
where v, and v_ are the specific volumes ot UC, 1iquid and vapor at
A ‘

temperature T, and 7_ .. 15 the critical temp rature cf UQ,, for which

8000 K was used The surface tension as a function of temperature

in N/m that limits to the correct value at the melting point is

-3 ] I I
= 1.69 x 10 ° - ] -
v ‘ U
X ')

The particle-si1ze distribrtion with a temperature i ependent surface
tension is presented ir. Fig. 5.16 and Table 5.4. The geometric mean

diameter is reduced .y 17% below the value with a constant surface

tension at 0.45 N/m
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There is some indication in the measured results that tests with
higher vapor yield generally have higher geometric mean diameter as
shown in Table 5.2. There are some small differences between the

tests which might be caused, however, by uncertainties other than vapor

mass yield.

Argon Pressure

A few CDV tes*s have been run at ORNL with the argon at 2.02 MPa
(20 atmospheres) instead of 0.1 MPa. Therefore, a calculation 1as made
with the surrounding argon at 300 K and 2.02 MPa, although the calculaticn
was only partially completed.

Condensation phenomena in this case are somewhat different from the
cases discussed earlier. I[n this case the vapor pressure is only twice
as much as that of the surrounding argon. Thus the expansion rate of the
vapor is much smaller than that of the cases discussed earlier, 2
comparison of the calculated UO2 vapor-argon interface trajectory is
shown in Fig. 5.19. Expansion of the vapor sphere actually observed in
the CDV tests was much slower with arqon pressure at 2.02 MPa which is
qualitatively in agreement with the cc.culation. (The actual experimental
expansion rate at 2.02 MPa has not yet been measured).

The calculation indicates that the increase in supersaturation
during this very slow expansion 1s .nsufficient to cause the onset of
homogeneous nucleatior as the rarefaction fan moves initially through the
vapor. The vapor reflected rarefaction wave is needed before the degree
of supersaturation is raised to the extent required to cause homogeneous

nucleation. Thus, unlike the cases at 0.1 MPa argon pressure, in the 2.02 MPa
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case the homogeneous nucleation starts at the zone next to the left-

hard boundary instead of starting at the zone next to the interface. The
supersaturation ratios in this case are very low relativi to the previous
cases. The number of particles nucleated in this case is low and the particle
sizes are large. Thus the geometric mean diameter of the final particle-size
distribution for this case should be large relative to the previous cases.
Figures 5.20 shows the particie-size distribution for this case at an early
time in the calculation and indicates the generally large particle sizes.
(Note that the diameter scale is a factor of 10 higher in Fig. 5.20 tian in the
previous cases). The calculation was terminated at this time due to the large
amount of computing time which would have been required to complete it.

5.6 Conclusions

Several conclusions were drawn from the comparison of the analytical
resuits with the experimental data.

The agreement between the rate of expansion of the UO2 vapor-argon
interface, as shown in Fig. 5.8, indicates that the governing gas dynamics
phenomena in th: CDV tests are interpreted correctly.

The calculated particle-size distribution agrees with the measured
particle-size distribution except at the large size particle tail, as in
Fig. 5.9. This agreement indicates that the smal: primary particles from
the CDV tests resulted from homogeneous nucleation and condensation growth,
as assumed in the analytical model. The deviation at the large particle
end of the particle-size distribution prevents the conclusion that all

particles resulted from condensation; some of the larger particles might

resulted from fragmentation.
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The deviation between experi-:ants and theory at the upper end of the
particie-size distribution could result from deficiencies in the modeling

of the gas dynamics or it could indicate that some of the l"}rr]p,* particle

are caused by fragmer.’'ation of the liquid U0, instead of condensation.
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