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ABSTHACT

The interfacial transfer terms are the weckest link in a
two-fluid-model formulation, because of considerable diffi-
culties in terms of oxperimentation as well as modeling. How-
ever, these terms are of supreme importance for a two-fluid
model in determining phase interactions between liquid and
vapor. In view of these, the interfacial transfer terms have
been studied in detail and new constitutive relations have
been developed. The interfacial terms are nroportional to the
interfacial area and driving force; therefore these two ef-
fects are modeled separately. In addition, new flow-regime
criteria that are a2 oropriate for a two-fluid model are
proposed.
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Projected area of a particle
Sur face area of a particle

Interfacial area per unit
volume

Volume of a particle

Volume associated with in-
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Half height of an ellipsoidal
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Drag coefficient
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Tube diameter
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sure drop and velocity for
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Given function of ay

Gravity

viii
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™

rd

Enthalpy of k phase

Distance from the top of a
bubtle

Heat-transfer coefficient at
inter face

Volumetric flux of k phase
Pitch of a slug flow

Length of a slug bubble
Length scale, reciprocal of
interfacial area per unit
vo lume

Interfacial force for k phase

Mean mass transfer per unit
area for k phase

Number density of dispersed
phase

Eotvos number

Particle Reynolds number
Viscosity number

Pressure of k phase

Mean conduction heat flux
Turbulent heat flux
Interfacial heat flux

Drag radius
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axis of an ellipsoidal
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Sur face radius

Sauter mean radius
Equivalent radius (volum»)
Temperature at interface

Bulk temperature based on the
mean enthalpy of k phase

Time

Velocity of k phase
Relative velocity
Axial coordinate

Void fraction in a slug bubble
section

Liquid-drop volume fraction
in gas core alone

Average void fraction in the
liquid slug and film

Void fraction of k phase
Mass source for k phase

Absolute value of density
difference

Wake angle of a cup bubble

Parameter for a special
convective derivative

Viscosity of k phase

Kinematic viscosity of k phase
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Integral variable in Basset
term

Density of k phase
Sur face tension

Average interfacial shear
force

Average viscous stress for
k phase

Turbulent stress for k phase
Velocity potential
Energy dissipation for k phase

Potential of external force

Bubble

Cont inuous phase
Drag

Dispersed phase
Liquid phase
Friction

Gas phase

Value at interface
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STUDY OF TWO-FLUID MODEL
AND INTERFACIAL AREA

by

M. Ishii and K. Mishima

EXECUTIVE SUMMARY

In predicting two-phase flow transients in nuclear reactors under various
accident conditions, a two-fluid model is very important because of its de-
tailed description of thermohydraulic transients and phase interactions. The
interfacial transfer terms in the two-fluid model specify the rate of phase
change, momentum exchange, and heat transfer at interfaces. Previous studies
have indicated that, unless phase-interaction terms are accurately modeled in
the two-fluid model, the complicated model does aot necessarily warrant accu-
rate solutions. In the present state of the art, the weakest link in the two-
fluid-model formulation is the modeling of the constitutive relations for the
interfacial transfer terms. In view of this, the interfacial transfer terms
for the two-fluid formulation have been studied in detail here. The interfa-
cial transfer of mass, momentum, and energy is proportional to the interfacial
area and driving force. These two effects are considered separately.

Geometrical effects on the interfacial transfers are taken into account
primarily by the interfacial area concentration. An extensive literature sur-
vey on existing experimental data has been completed, and a preliminary model-
ing effort for the interfacial area has been carried out. Basically four flow
regimes, namely, dispersed (bubbly or droplet), slug, churn-turbulent, snd an-
nular flows, have been modeled separately, and general characteristics of the
prediction have been discussed. The models show the impcrtance of the exis-
tence and size of small fluid particles for all flow reg.mes. Although a
number of data exist, the ranges covered by these data are far short of being
sufficient for reactor applications. The flows studied fall into the slug,
churn, and annular-flow regimes at moderate liquid fluxes (3-50 cm/s). For
these regimes, the observed interfacial area concentration was in the range of
1-10 cm2/cm3. The effect of the density ratio or pressure on the interfacial
areas has not been studied experimentally. However, the most important short-
coming of existing data may be the lack of information for developing flows.
In view of fundamental difficulties encountered in modeling entrance and rapid
transient flow under reactor accident conditions, considerable efforts should
be made to develop some data base for interfacial areas for such flows.

The modeling of the momentum interaction term is essentially completed.
It was assumed that the general drag force could be expressed by a linesr com—
bination of three terms. These are the standard-drag, virtual-mass. and Basset
forces. FEach of these three forces are modeled separately. The standard drag



correlation was obtained from the postulated drag-similarity law based on the
mixture viscosity. The results for dispersed, slug, and churn-turbulent flows
were compared to over 1000 data. Satisfactory agreements were obtained at wide
ranges of concentration and Reynolds number.

Traditional flow-regime criteria based on the vapor and liquid volumetric
fluxes may not be suiteble to the two-fluid-model formulation, because these
two parameters do not determine the void fractior uniquely. It has been con-
cluded that for a ti,-fluid model, direct geometrical parameters such as the
void fraction and interfacial area should be used in flow-regime criteria.
From this point of view, new flow-regime criteria for both unrestricted and
restricted flows have been developed. These new criteria can be compared to
existing criteria under steady-state and fully developed flows by ising rela-
tive velocity correlations obtained previously. The results showed satisfac-
tory agreements.



INTRODUCTION

In predicting two-phase ‘low transients in nuclear reactcrs under various
accident conditions, the interfacial transfer terms are among the most essen-
tial factors in the modeling. These interfacial transfer terms in a two-fluid
model specify the rate of phase change, momentum exchange, and heat transfer at

the interface between phases.

A two-fluid model!™® is formulated in terms of two sets of conservation
equations governing the balance of mass, momentum, and energy of each phase.
Since the macroscopic fields of one phase are not independent of these of the
other phase, the interaction terms that couple the transport of mass, momentum,
and energy of each phase across the interfaces appear in the field equation.!
In the two-fluid-model formulation, the transport processes cof each phase are
expressed by their own balance equations. Therefore it is expected that the
model can predict more detailed changes and phase interactions than a mixture
model such as the drift-flux model.% 10 1In particular, for two ‘phase~ flow
problems involving a sudden acceleration of one phase, inertia terms of each
phase should be considered separately by use of a two-fluid model.

Previous studies have indicated that, unless phase-interaction terms are
accurately modeled in a two-fluid model, complications in the modeling do not
necessarily warrant accurate solutions. For example, physically improper solu-
tions and numerical instabilities are frequently encountered in the numerical
solution of two-fluid models. A study by Lahey et al.l! has demonstrated that
virtual mass originating from momentum interaction between the two phases had a
considerable effect on improving numerical stability and efficiency. It has
also been suggested!? that the interaction terms should include first-order
time and spatial derivatives. Zuber!3 and others!“~16 jndicated that the
momentum-interaction term should have tim. and spatial derivatives and an inte-
gral term which expresses the short-time memory of the fluid. Another approach
to achieving numerical stability is the inclusion of "artificial viscosity" in
the numerical algorithm to damp out high-frequency oscillations occurring,
possibly due to imprecise modeling. This approach is currently being followed
by Amsden and Harlow’ in their two-fluid digitial-computer codes. In spite of
these shortcomings of a two-fluid model, there is, however, no substitute
available for accurately modeling two-phase phenomena where two phases are not
strongly coupled, as in an entrance flow or suddenly accelerating flow.

The weakest link in the two-fluid-model formulation is the constitutive
equations for the interfacial interaction terms. The difficulties arise due to
the complicated motion and geometry of interfaces in a general two-phase flow.
Furthermore, these constitutive equations should be expressed by the macro-
scopic variables based on proper averaging. As has been shown in detail,l»!7
the interfacial transfer terms in a two-fluid model appear as averaging of
local instant transfers of mass, momentum, and energy. Because these terms
appear as source terms in the field equations, proper averaging alone is not
sufficient to develop these constitutive equations. It is therefore essential



to clarify different physical mechanisms controlling these interfacial trans-
fers as well as to identify important parameters that govern them.

The interfacial transfer terms are strongl' related to the interfacial
area concentration and to the local transfer mechanisms such as the degree of
turbulence near interfaces.! Basically, the interfacial transport of mass,
momentum, and energy is proportional to the interfacial area concentration, aj,
and to a driving force. This parameter, a;j, having the dimension of the recip-
rocal of length, characterizes the geometrical effects on the interfacial
transfers. On the other hand, the driving forces for the interfacial trans-
ports depend on the local turbulence, transport properties, driving potentials,
and some length scale at the interfaces. This length scale may be related to a
transient time such as the particle residence time or to the interfacial area
concentration and void fraction q.

The primary objective of the present research is to develop constitutive
relations for interfacial transfer terms for a two-fluid model. 1In particular,
the interfacial area concentration has been studied in detail here. An exten-
sive literature survey on the existing experimental data!® %3 has been com-
pleted, and a preliminary analysis on the modeling of the interfacial area
concentration has been carried out.

The void fraction and the interfacial area concentration characterize a
geometrical configuration of a two-phase flow. In classical two-phase-flow
analyses, the concept of the interfacial area concentration has not been ex-
plicitly introduced. Instead, two-phase flow-regime criteria and regime-
dependent constitutive equations have been used extensively. Traditionally,
flow regimes are identified from a flow-regime map based ou the liquid and gas
volumetric fluxes.**~%% This approach may be suitable for slow transient and
near fully developed conditions, where a mixture model such as the drift-flux
model is sufficient.

However, in view of the practical applications of the two-fluid model to
transient analysis of nuclear reactors under various accident conditions, sev-
eral observations can be made. First, the flow-regime criteria based on the
volumetric fluxes of liquid and vapor may not be consistent with the two-
fluid-model formulation. This can be explained as follows. From the basic
definitions of variables, the void fraction can be uniquely determined from
volumetric fluxes j8 and j¢ and relative velocity v.. In a two-fluid model
the relative velocity is an unknown to be solved from the field equations.
Therefore, the void fraction, which is the most important geometrical param-
eter, cannot be determined uniquely from volumetric f{luxes j8 and jg. Conse-
quently, a flow-regime map based on j8 and j¢ alone is unsuitable to the two-
fluid-model formulation. This difficulty does not arise in the drift-flux
model, because the constitutive relation for the relative velocity can be used
to determine the void fraction. However, for a two-fluid model, a direct geo-
metrical parameter such as the void fraction should be used in flow-regime cri-
teria. Some ~fforts in chis direction have already been made in this study.



Second, two-phase flows encountered under accident conditions occur almost
always under transient conditions. However, more importantly, many flows
should be considered as entrance flows due to complicated geometries of the
reactor systems. It is well known that a flow regime in an entrance region can
be quite differcnt from that in a developed flow. However, only very limited
studies have been made for a quantitative description of these effects.5? The
flow regimes, as wcll as the iuterfacial area concentration, can b« very sensi-
tive to initial conditions. 1In this ~ase, phase changes, coalescences, and
disintegrations of fluid particles become very important.!»50-62 e most gen-
eral method to include these effects in the two-fluid model formulation would
be to introduce a transport equation for the interfacial area concent :tion.!
This equation should have source terms that account for bubble or droplet ex-
pansions or collapses, coalescences, disirtegrations, and interfacial instabil-
ities. This approach is highly conplicated; however, the inclusion of this
equation is expected to make the identification of two-phase-flow regimes more
mechanistic,

So far, almost no analyses have beenu made in this direction. Furthermore,
basic experimental data needed to develop this surface-area transport equation
are grossly inadequate. In view of fundamental difficulties encountered in
modeling entrance and transient flow regimes under reactor accident conditions,
considerable efforts should be made to develop an acceptable data base in this
area.

IT. INTERFACIAL INTERACTION TERMS IN TWO-FLUID MODEL

A. Two-fluid Model

A three-dimensional two-fluid model has been obtained by using temporal or
statistical averaging.! The model is expressed in terms of two sets of conser-
vation equations governing the balance of mass, momentum, and energy in each
phase. However, since the averaged fields of one phase are not independent of
the other phase, the interaction terms appear in the fieid equations as source
terms. For most practical applications, the model developed by Ishiil! can be
simplified to the following forms:

Continuity Equation

aakok

at

Momentum Equation

>

P,V
K"k k > » )
rrommdA R CRNIW LN SR R MO )

da

* > >
* P8 * VT v M - T e ot (2)



Enthalpy Energy Equation
) »

)quh“
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and ®x are the mass generation, generalized interfacial
shear stress, 1nter facial heat flux, and dissipation, respec-
pt k denotes k phase, aad 1 stands for lue at the
the lengtii scale at the interface.
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Inter fa
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Transfer Terms
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By neglecting the lift rorce due to the rotations of particles and ti
diffusion force due to the concentration gradient, we may model the generalized
drag force for a dispersed phase by a simple form!3-16 gyuch as

D
: 9 % [Pt d d
Mig = aghp/By + agf /By + 1V e Be = Va) ——., (6)
. g O Je - ¢

where FD, B4, ;v» and up are the standard drag force, volume of a typical par-
ticle, virtual mass force, and mixture viscosity, respectively. The last term
is the Basset force. The standard drag force acting on the particle under
steady-state conditions can be given in terms of the drag coefficient Cp based
on the relative velocity as

> 1 >
Py =~ 2 Cnpcvr,vr,Ad' (7)
where Ay is the projected area of a typical particle and 3, is the relative
velocity given by ;r - Jd - :c- Hence, the portion of M;4 represented by the
drag force becomes

" Ad CD &
QdFD/Bd ... ﬂd B—d' '2— Ocvrlvrl. (8)

Now for a dispersed flow system, several important length scales®“ can be
defined as follows.

3Bd
Sauter mean radius: r_ = = (9)
i
ius: z 3Bd (10)
Drag radius: ry = W
d
3 1/3
Equivalent radius: r, E (Z; Bd) b (11)
A. 1/2
i
Sur face radius: r, § (——) . (12)
4n

Here A; is the surface area of a typical particle. For spherical particles,
the above-defined radii are all equivalent. The number density Ny of a dis-
persed phase is given by



and the interfacial area concentration a; by

a NdAi. (14)

Using the above definitions, we can express the area concentration in a
number of forms. For example,

2
JQd 3ad r 3ad rD
g W oo o G e § m—) (15)
ran v v o r..

Therefore, from Eqs. 8, 10, and 15, the drag term becomes

(16)

>
Cp (r.-) pcvr'vr'

Fo/Sq =
%4"p’' " d b | 4 2

o
This indicates that the drag force per unit volume of mixture is proportional
to the interfacial area concentrat:on and drag coefficient, The ratio of the
Sauter mean radius to the drag radius appears on the right-hand side of Eq. 16
as a shape factor,

By introducing the mean mass transfer per unit area defined by
Py & aﬁ;;. (17)
we can rewrite the interfacial energy-transfer term in Eq. 3 as
.

ki N
My 7= = 8™y + agi ) (18)
8

The heat flux at the interface should be modeled using the driving force or the
potential for an energy tranc{er. Thus,

aki = ity =~ Tu)s (19)

where T; and T, are the interfacial and bulk temperatures bas¢' >n the mean
enthalpy. In view of Eqs. 16-18, the importance of the interf. al area, aj,
in developing constitutive relations for these terms is evident. The interfa-
cial transfer terms are now expressed as a product of the interfacial area and
the driving force. It is essential to make a conceptual distinction between
the =ffects of these two parameters. The interfacial transfer of mass, momen-
tum, and energy increases with an interfacial-area concentration toward the
mechanical and thermal equilibrium,



ITI. INTERFACIAL MOMENTUM TRANSFER

F Drag Coefficient

The drag correlation for a single-particle system depends not only on the
flow regimes but also on the nature of the particles, i.e., solid particle,
drop, or bubble. Therefore, for a multiparticle system, these differences are
also expected to play central roles in determining the drag correlation. In
the present study, the multiparticle drag correlation is developed in parallel
with the single-particle system by considering the following flow regimes:

Viscous regime
Solid-particle system
Newton's regime

[ Viscous regime
(Undistorted-particle regime.)

Distorted-particle regime
Fluid-particle system J
Churn-turbulent-flow regime

 Slug-flow regime

In the viscous regime, distortions of fluid particles are negligible.
Therefore, for this regime, solid- and fluid-particle systems are considered
together. The other flow rezimes are analyzed separately because of signifi-
cant differences in the flow around the particles a:d the motions of the inter-
faces. A detailed analysis of the two-phase drag coefficient is reported in
Ishii and Chawla.!®

Table I summarizes the present drag coefficient in various flow regimes.
Their dependence on the Reynolds number and particle concentration is shown in
Figs.1-6. Since these correlations are obtained from the assumed similarity
hypothesis, their validity should be tested against experimental data. In a
multiparticle system, a drag force cannot be measured directly under normal
conditions. Therefore considerable care should be taken in these comparisons.

The comparison of the theoretical predictions to over 1000 experimental
data in terms of the relative velocity indicated that satisfactory agre(ment
could be obtained at wide ranges of the particle concentration and Reynolds
number. For spherical-solid-particle systems, the data from the Stok2s regime
up to the Newton's regime within the concentration range of 0-0.55 were examined.
For fluid-particle systems, the distorted-particle and churn-turbulent regimes
were extensively studied because of their prictical importance. The success
of the present correlation at up to the highest concentration range for
spherical-solid-particle systems was accomplished by introducing the maximum



TABLE 1. Local Lrag Coefficients in Multiparticle System

Fluiu Particle System

Butble in Liquid | Drop in Liquid | Drop in Cas Solid Particle System
Viscosity Model Yo _ (1 /! “A_)‘z-s“dn”* 4o = Yd + 0.4"¢
Yo “dm ¥4 ¢ He
Max. Packing ®4m L L § 0.62~ 1 ~ 0,62
u* 0.4 v 0.7 1 i
m 1 1,75 2,5 e cdis
;: (l—nd) (l-od) : l "'(l-od) . 1- .62
4

Stokes Regime CD

Co 2/, where Ny, = 20 v, b

Viscous Regime CD

Cp = 26 (1 +0.1 “330'75)’“1.

Newton's Regime Cp

Distorted Particle
Regime PD

—

Y 1+ 17.67[£(a,)}%/7 )2
CD--g—rd%E d
il 18.67 f(a,)

flay) = (1-ap)!s am )t 2% (1-ap)?

Churn~-Turbulent
Flow Regime Cn

-8 2
CD 3 (l-ad)

Slug Flow CD

- 3
CD 9.8 (1-¢d)

1+ 17.67[f(od)]5/7

CD = 0.‘5{

where

u
f(ad) -!’l.ad(u

18.67 f(a

C

)

a

:

01
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packing in the mixture-viscosity relation. This was a definite improvement
over the existing correlations. Note also that the present model was suf-
ficient up to the foam or dense-packing regime with the concentration ranging
from 0.5 to 0.95 for both bubbly and droplet flows. These comparisons indi-
cated that the postulated drag-similarity law based on the mixture-viscosity
concept was appropriate. Therefore, the drag law governing the motions of
bubbles, drops, and particles in various dispersed two-phase flows can ve ex-
plained by a unified and consistent model developed under the present study.

The --esent correlation for the drag coefficient for multiparticle systems
has been developed from the steady-state and adiabatic formulation. It was
postulated that the transient effect on the momentum-exchange term could be
taken into account by an essentially linear constitutive relations. Therefore,
it was indirectly assumed that the standard drag coefficient developed in the
analysis could also be used under transient conditions. The additional inter-
facial forces due to the inertia ef ‘ect and development of a boundary layer in
transient flow are considered sepa-ately.

The phase change at the particle surface contributes to the interfacial
momentun transfer in two different ways. There is a direct effect of momentum
carried by the mass undergoing phase change, as can be seen from the momentum
equation. Changing particle size or shape due to phase change and modifying
the boundary layer around he particles by additional mass flux normal to the
surface may affect the standard drag coefficient. However, the effects of
heat-transfer and phase changes are considered as secondary in the present
analysis. Tese effects appear only indirectly through the local variables
such as the void fraction, particle sizes, and component velocities. To assess
the significance of the phase-change effect on the drag coefficient apparently
requires further experimental and analytical studies.

B. Transient Forces

The generalized drag force for a dispersed two-phase flow has been modeled
as a linear combination of three forces in Eq. 6. The significance of the
various terms in the equation is as follows: The term on the left-hand side
represents the combined interfacial drag forces acting on the dispersed phase.
The first term on the right-hand side is the skin and form drag under the
steady-state condition. The second term is the force required to accelerate
the apparent mass of the surrounding phase when the relative velocity changes.
The third term, known s the Basset force, is the effect of the acceleration on
the viscous drag and the boundary-layer development.

The forms of these two transien” terms have not been firmly established.
Because of their importance under transient conditions and for numerical-
stability problems, further research in this area was required. Zuber!3 studied
the effect of the concentration on the virtual mass force and obtained
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1 + 2cd Dd

be == (Vg = Vo). (20)

>
ud'v/'d - '2‘ Gd .
: q

Lahey et al.!! gstudied a necessary condition for the cons®itutive equation
for the virtual mass term. From the requirement of the frame inlifference of
the constitutive equation, they determined that the virtual mass force Fv
should satisfy

Dt Dt

+* Dd"’d Dc;c *
F, = + (1 - A)vr s W, | (21)

In view of Zuber's studyl3 on the effect of concentration and the above
frame~indifference condition, a new form for 'v is proposed here. Due to the
acceleration of the particles relative to the fluid, the acceleration drag
arises. This should be proportional to the induced mass peBi and the frame-
indifferent relative-acceleration vector. Hence,

Dt Dt

> >
» « | Pd¥a  Deve
Fy = =P By

+ (1 - x)#r . Wr]. (22)

The value of induced mass pcBa for a single particle in an infinite
medium can be obtained from potential theory. Hence, the limiting value of
ﬁv at ay * 0 for a spherical particle is

> >
o s Dg(vg = Ve ) i
a% Fv = = 7 Pcha Dt '

d

From this limit, it can be shown that

1
lim By = — B, (24)
a +0 2
d
and
lim A = 2, (25)
ad00

If A is constant in Eq. 22, the value of A should be 2.

The etfect of the concentration on 55 can be taken into account by the
method used by Zuber.!? Thus, from the solution for the induced mass for a
sphere moving within an oute¢ ¢ sphere,85 B; may be approximated by

1 Bc . 25d

* .
PcBg = E'DCBd B -8 °
- d

(26)
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where B. is the vclume of the outer sphere represvnting the total mixture
volume. Hence, by definition,

By

aq 5?'.
c

Substituting Eq. 27 into Eq. 26, we obtain

s A I + 204

Bi B o B dsinaniisen
d d = 5
2 1 ay

(28)

Under the assumption of )\ = constant, the constitutive equation for (he
virtual mass force is obtained from Eqs. 22 and 28 as

> 1 1 + 2a4 ( Dd;r > +> )
hdFv/Bd el 3 Gd Iy Qd Dc Dt i Vr . vvC . (29)

The above equation indicates that the virtual mass force fv per particle
increases considerably with increasing particle concentration. This relation
implies that the effect of concentration on dynamic coupling can be scaled by a
. factor of (1 + 2a4)/(1 - a4). Mokeyev®® used an electrohydrodynamic analog
method to determine the velocity potential through an electric field potential
' and obtained an empirical function

B
Bd/Bd = 0.5 + 2.lad.
The theoretical result of Fq. 28 compared favorably with this correlation.

A correlation for the virtual mass force in a slug flow can be developed
from a simple potential flow analysis using a Bernoulli equation. First, a
cylindrical bubble of length Ly, with diameter Dy in a tube of diameter D is
considered, as shown in Fig. 7a. Then the void fraction in a slug-bubble
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section is given by

a =-b (30) :

a, == a (31)

where L is the pitch. Now, let the continuous phase accelerate with respect to
a bubble. This will generate a pressure force acting on a bubble due to the ac-

celeration along the film section. From a simple one-dimensional analysis, this
force can be found as

F =-Xp2 o B (32)
v Tbkb!'ab—at—' #

However, the volume of a bubble is given by By = (I/A)D%Lb. Thus, the v° ‘tual
mass force per unit volume becomes

: Pe a3r a3r
B, B e e e & = —
8T o 3t i ? (23)

Here the second form is obtained by approximating the void fraction in the
slug-bubble section by ap = 0.8.

bubbles, as shown in Fig. 7.b. Application of the Bernoulli equation

2
»n., f % . Q+— = const. (34)
at o) ;

to this geometry under a relative acceleration yields

Lp = Dp\[ & l - a / a Pc 3V
aF /B b [ 43(2-_L__b)—2-1+ -——-E arctan - ) r.
dv d a4 2\m L b VT -ap/| 1 -2 at

(35)

By using an approximation ap = 0.8, the virtual mass force becomes

> (36)
oc at

>
. Lp - Db) avy
F /B = -5(0.66a + 0.27
Gd v/ d ( ad

For a limiting case of a train of spherical hubbles, Ly = Dy, the above

The second case considered is a train of spherical-edged cylindrical
equation reducee to



e F /5. = ~3.58.0 ——. (37)
v c

On the other hand, if Ly >> Dy, Lp/L can be approximated by ag/ap. Thus for
long slug bubbles, Eq. 36 essentially converges to the simple solution given by
Eq. 33. The virtual mass force for a slug flow given by Eq. 36 is expressed in

terms of the relative acceleration in the absence of a larze convective accelera-

tion. However, if the convective acceleration cannot be neglected, a special
convective derivative in the form of Eq. 22 may be more appropriate. Thus,
for a general case,

Dd;r

»> >
v « W |, (38)
Dt r c

Now the solutions for a dispersed flow, Eq. 29, and slug flow, Eq. 38, can be
examined by introducing an induced mass coefficient Cy defined by

» Lp = Dy
aF /B, -5(0.66ud ¢ 0.27 = )pc(

D,V
JE/B--Cp(dr-; OVJ), (39)
dv d M c\ Dt r c
where
L ( flow)
—Z'Gd—-r—_—ud- Bl.bbly ow
Cy = (40)
s | 0.34 —Db/Lb (Slug flow)
ﬂd . -1_—Db7m. ug ow

A plot of Cy against ay is shown in Fig. 8. The virtual mass force in-
creases witn an increasing void fraction of a dispersed phase, due to stronger
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coupling between two phases. The intereartion of the above two solutions occurs
at the void fraction between 0.66 and 0.75. For a lower void fraction, the
virtusl mass force fcr & bubbly flow is smaller than that for a slug flow. This
implies that ‘he vapor phase has less resistance to an acceleration in a bubbly~-
flow configuration than in a slug-flow configuration if ag < 0.66. Th.s may
also suggest that an accelerating slug flow has a tendency to disintegrate into
a bubbly flow when aq < 0.66. On the other hand, for ag > 0.66, a slug flow
should be quite stable, even under a transient condition.

Due to a similarity in flow geometries, the virtual mass force for a
churn-turbulent flow may be approximated by the solution for a slug flow given
by Eq. 36. In a liquid dispersed flow, the virtual mass force becomes con-
siderably smaller than that in a vapor dispersed flow. This decrease is caused
by & change in the continuous phase censity to be used in Eq. 29, By changing

the continuous phase from liquid to vapor, the virtual mass force for a droplet
flow becomes insignificant.
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IV. EXPERIMENTAL OBSERVATION ON INTERFACIAL AREA

A. Experimental Method

A number of experimental studies!® 38 on interfacial areas have been pud-
lished in chemical-enginzering fields in the past 15 years. Most of these
experiments used a chemical-absorption technique“? based on a pseudo-first-
order chemical reaction. These experiments were performed by using two fluids
such as air and water. Then some reacting gas such as CO2 is added to air, and
reacting liquid such as NaOH to water. If the reaction is a fast, irrevers-
ible, pseudo-first-order chemical reaction, the average interfacia' area be-
tween two sampling points can be measured by applying the surface-i+newal
theory of Danckwerts. Sharma and Danckwerts“? have given a good review of this
method in terms of chemical combinations and geometries of systems.

Other important techniques for measuring interfacial areas are the light-
attenuat ion*! and photography?! methods, which require a flow channel with
transparent walls. The advantages and shortcomings of variocus methods are
discussed by Landau et al.“? The chemical method!9,20,22730 g the most widely
used technique and probably the most reliable one. The value of the inter-
facial area can be obtained by a simple measurement. However, it can be
applied only to a case without phase changes, and experimentation is time-
consuming. The light-attenuation method“? is simple, and cross-sectional area-
averaged measurements at various axial locations are possible. However, the
measuremert depends on flow regimes and is applicable only when interferences
due to multiple and forward light scattering are negligibly small. The pho-
tography method?!»30 jgvolves very time-consuming data analyses. One should
measure particle sizes in detail from photographs. This may require up to
24 hours of tedious work per picture. Furthermore, the method is good only at
relatively low concentration of a dispersed phase. The light-attenuation and
photography methods are avplicable to a flow with phase changes: however,
bounding walls and fluid should be transparent.

In principle, a locai measurement of interfacial areas is possible using a
three-point probe as suggested by Delhaye. Each point identifies a phase sur-
rounding that point. For example, optical probes, resistive probes, or micro-
thermocouples can be used for this purpose. Three probes should be located
very close to each other. The distance between these three points must be
smaller than bubble or droplet sizes. Because of thrse requir.-2nts, this
metkod has not bee: put into practice. Three existii..; methods also have a
nunber of limitations as explained above. Althcocugh som experimental data for
interfacial areas are available, the ranges of experimental conditions are very
limited.
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B. Evaluation of !xi-t{g!jblta

Among available experimental data,!8738 5451y about one-third of them wore
for straight tubes or channels. !9 26 Thege import:nt data for straight tubes
are summarized in Table II. Watson et al.,!9 Kasturi and Stepanek,?? and
Shilimkan and Stepanek?® used an air-water system with the chemical-absorption
technique for vertical cocurrent upflows. The flow regimes observed in these
experiments were mainly slug, churn-turbulent, or annular flows. The tube,
diameters used were 0.6 cm,?22 1-2 em,20 and 2.54 em. 19

The liquid flow rates were relatively low, i.e., 3-50 cm/s. However, a
wide range of gas flow rates was covered, from 0.3 to 30 m/s. The observed
interfacial area concentrations are plotted against the gas volumetric flux
with the liquid flux as a parameter in Figs. 9-13. The range of values for
interfacial arca reported in these experiments was 1-10 em2/em?®. 1In general,
the interfacial area increased with an increase in the gas flux at relatively
low gas fluxes corresponding to the slug or churn-turbulent (low. This may
indicate the existence of a large number of small bubbles. These bubbles
should nave been produced by increased shearing actions within the liquid due
to turbulent motions.

Besides this general treni, most of the data, except those of Kasturi and
Stepanek,22 gshowed the existence of local maxima of the interfacial area, as
shown in Figs. 10-13. The most clearly indirated maximum occurred at the gas
volumetric flux in the vicinity of 2 m/s. This may be attributed to the
increased coalescences of small bubbles into larger ones and also among larger
bubbles. These coalescences characterize the transition to the churn-turbulent-
flow regime. A possibility of another local maximum of the interfacial area can
be seen in Figs. 1l and 12, This maximum occurred only for limited cases at much
smaller gas flux than the first one. Figure 12 indicates the gas volumetric flux
of 0.4 m/s at the maximum. This point may correspond to the bubbly-flow to slug-
flow transition. However, thers are no firm experimenta! observations or data to
back up this speculation,

The experimental data points in Figs. 9-13 are distinguished by symbole
denoting flow regimes Note that these flow regimes are predicted by the
present model discussed in Sec. VI. For most data the information on the flow
regime has becr insufficiently documented, except the data of Watson et al.l? The
above discussed experimental data fall into the slug, churn-turbulent, and
annular-flow regime. The important regimes of a bubbly flow and the transi‘ioc
regime between bubbly and slug flows are completely missing from rhese
experiments.

The effects of the tube diameter on the interfacial area have been studied
by plotting these ‘lata on an ai-j‘ plane with fixed liquid flow rates and the
tube diameter as a parameter in Figs. 14-]16, There are consiucvable differ
ences in interfacial areas among the data taken for tubes of no¢ muct different
sizes, i.e., 0.6, 1, 1.5, 2, and 2.54 e¢m. However, the effects of the diameter



TABLE I7.

Experirental Data

on Interfacial Area for Simple Geometry

Authors Geometry (cm) Fluid Flow Rate . Flow Regime R:marks
Watson et al.  2.540 x 454 Alr - Water Jg= 1™8a's g a=1% 7 (ca?’-2%)
»
.= 3% 50 cem/s (Vertical up) 50 data
f
fasturi 0.6% x 152 Air - Water J‘ = 0.6 ~ 12 o/c slug, churn, annular a - 1~ 10
Stepanek j‘ =7~ 51 cm/s (Vertical up) 40 data
Shilimkan 1% x 152 Air - Water j' = 0.3~ 30 m/s ar1~5
1.5¢ slug, churn, annular
Stepanek 2.08 Jp=5~35 cm/s (Vertical up) 150 data
Burgess Sieve Tray Air - Water jr = 0.3 "~ 0.9 m/s a=1~3
24 x 30 x 15 ; slug, churn
Calderbank (Wx D x H) jf = 1.4 2 ca/s (Semi-Verrical) 10 data
Akita 7.7 % 7.7 x 250 Air - Water j. < 0.04 m/s a;= 0.02 ~ 0.7
13 % 15 - Glycol bubbly
Yoshida 30 x 30 - Methanol _1f =0 (Vertical up) 60 data
Sharma 6.60 Ailr - Water j‘ = 0.15~ 0.4 m/s bubbly a= 1.8~ 3.2
Mashelkar 38.5% jf =0 (Vertical up) 20 data
Linsted et al. 3.2¢ x 180 Air - Water j' =9~ 22 m/s —— no direct data on a,
Jg = 0.1~ 15 cm/s (Vertical up) data on
Shah 0.8% x 150 0, - Waler J_ = 0.05" 0.44 /s a=05~5
- Glycol & bubbly, slug 30 data
Sharma 1.2¢ jf = 0.15 ~ 0.55 cm/s (Horizontal) Effect of u,o
Grecory 1.9% x 720 C0; - Water j' =127 m/s bbby, sieg a= 0.5~ 2.5
Scott jf = 22 - B0 cu/s (Horizontal) 120 data
Wales 2.54 x 730 Air - Water j' = 18 ~ 37 m/s e ag= 3.5~ 23.5
_1f = 12 ~ 62 cm/s (Horizontal) 35 data

12
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are so mixed that no general trends can be ouserved from these Jata. The data
scatiering among different ei.criments may indicate the sensitivity of the
1nrerfacial area to various experimental conditions such as inlet conditions
and the existence of surface contamination. Note also that the chemical method
for intcrface area meas.rements is accompanied with a stondard error of at*
least +10%,

acita aud Yos..da?l used the phot 'graphy method to determine bubble-size
distribution and in'~rfacial areas for bubbly flow in several square columns.
The test sections were made of transparent acrylic resin and had crnss sections
of 7.7 x 7.7, 15 x 15, and 30 x 30 cm with a height of 250 ¢cm. The experimenis
woere per formed at very low gas flux, jg < 0.042 m/s. The range of the void

fraction was 0.003 < a < 0.1, and che measured interfacial areas were within

0.021 < a; < 0.66 cm?/em®. Relatively small interfacial areas were due to the

large size of bubble., typically 0.6 em, and low void fractions.

Sharma and Mashelkar!® ,sed bubble columns of diameter from 6.6 tc 38.5 cm
to measure interfacial areas, as shown iu Fig. '7, which indicates that the
sur face area increased #lmost linearly with the increasing gas volumetric flux.
Duz to the existence of many small hubbles, the values cf the interfacisl area
can be considerably higher than that for slug flow.
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Fig. 17. Interfacial Area in Bubbly Flow in Com-
parison with Other Flow Regimes

Figure 18 shows the experimental ranges of the above-discussed experi-
mental data for a vertical cocurrent flow.l2"22 The figure indicates that the
ranges of available data are very limited. For exampl., there are no data at
higher liquid flow rates beyond jg¢ = 0.5 m/s. Data for the bubbly- to slug-
flow transition range are also completely missing. Most of the data cover the
slug-to-churn and churn-to-annular-flow transitions. Data at very low liquid
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flow and high gas fiow are quite inadequate. .3 this range, the data of
Buigess and Calderbank?? for a sieve tray are important, although the test
section is very short and the flow is three-iimensionai. Apparently there are
no data on interfacial areas in countercurrent and cocurrent downflows, which
. e important in terms of nuclear-reactor applications.
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For 2 herizontal flow, there are three widely different experimental data
of Shah and Sharma,?5 Gregory and Scott,?" and Wales,?® as seen in Table II.
The experiment of Shah and

Snarma was performed at very 8 T T T T v 1 T
low gas fluxes; however, the HORIZONTAL PIPE_FLOW iglemrs)  Olem) 0ATA
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observed interfacial areas were . .,,,} 2 p—
between 0.5 and 4 cm?2/em?d, Sk b 3es - §
These high vaiues indicate that f
the flow should ‘iave been ¥4, ]
either in the bubbly or bubbly- g
to-slug transition regime. !3L‘ R
The very steep rise of aj ' |
with respect to increases in 2
jg 18 in inter :sting contrast . ; 4
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Scott, as shown in Fig. 19, o 1 &R 1 1 et L 1
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The latter data show that, at SUPERFICIAL GAS VELOLTY, m/s
low gas fluxes, the value of
aj is in the order of 0.5- Fig 19. Experimental Data of Interfacial Area
I em?/em?. The local maximum at Relatively Low Gas Volumetric Flux

of the interfacial area concen-

tration occurred at j8 = 1.5 m/s, which roughly corresponds to the “ransition
between the elongated-bubble regime and the slug-flow regime. In the slug-flow
regime, the interfacial area ccnacentration increases gradually with increases
in “he gas flow rate up to 2 cm?/cw?,
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The data of Wales were taken at very high gas fluxes in a range of
18 m/s < jp < 37 a/s. The measured interfacial areas were very high. Values
of up to 25 cm?/em? have been observed. Although some researchers have sus-
pected these high values, the Wales data lie right on the extrapolated curves
from Gregory and Scott's data as shown on Fig. 20. 1In view of the very high
gas fluxes, the flow should have been in churn or annular-mist-flow regimes.
Since the onset of entraimment velocity®7:68 is at about 14 m/s, a large
portion of liquid should have been entrained as droplets in the gas stream. At
the assumed droplet fraction of 0.1, the interfacial area of 10-25 cm?/cm?

requires the droplet diameter to be 0.25-0.7 mm.
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Fig. 20. Experimental Data of Intetfacial Area at
Relatively High Gas Volumetric Flux

The erperiment of Wicks and Dukler®? showed that the droplet #iameter in
annular flow of air and water was typically in a range of 0 1-0.7 mm. The data
of Cousins and Hewitt’? indicated that mcst droplets were in a range of 0.05-
0.25 mm. Therefore, the estimated droplet diameter for the Wales experiment is
in the same order of magnitude as those measured in other annular-flow experi-
ments. From this it may be said rhat Wales correctly meas.::” these very high
interfacial areas for an annular-mist flow.

More data are availatle for interfacial areas; however, most of them are
for special systems such as helical coils,31+32 packed columns, 3739 and
agitated tanks.33:3%,38 Although these data can give some insight for under-
standing the effects of geometries and turbulences, they cannot be used as a
data base for modeling a correlation for a straight tube,
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V. INTERFACIAL-AREA CORRELATION DEVELOPMENT

A, Previous Work

There are some existing correlations for interfacial areas. Jepsen,’!
Banerjee,’! and Kasturi?? considered that the interfacial mass transfer or
interfacial area is dependent on the dissipation in the fluid. This led them
to correlate interfacial areas in terms of a frictional pressure drop and
certain velocity scales. Thus,

- ¢f[2
a; f([-a—s]fr, v>. (1)

Then a power relation between a; and [3p/3z]¢, or v[3r':L]g, was assumed.

By plotting data against these parameters in log-log scale, power and propor-
tionality constants were obtained. However, ‘he results were found to depend
strongly on system geometries and possibly on the void fraction.?? Both the
power and proportionality constants changed considerably with system geometries.
No models are available to calculate these constants without experimental data
for that particular system, 1In other words, these existing correlations may

be useful to rearrange data into a practical empirical correlation. Howaver,
the use of correlations cannot be extended to other systems.

From a physical point of view, there is no doubt that some relation exists
between the frictional pressure drop and the interfacial area. Furthermore,
there is a practical advantage for a chemical engineer to use the above corre-
lation methods, because in most cases a simple prototypic experiment can be
carried out to establish a necessary data base. However, for general two-
phase-flow systems, the above-mentioned methods may not be suitable. Since
the interfacial area concentration is a parameter that characterizes the struc-
ture of a flow, its mechanistic modeling should have been based on geometrical
factors, void fraction, and flow. Note that the fri tional pressure drop also
depends on similar parameters. However, this does not justify the use of a
direct relation between a; and [3p/3z]g,, such as Eq. 41. This mechanircic
approach was first suggested by Ishiil! and subsequently used by Saha’? in his
estimate of interfacial arcas. 1In what follows, a preliminary correlation
development based on the mechsaistic approach is presented.

B. Dispersed Two-phase Flow

Basic parameters related to structures of two-phase flows, particularly
ot a dispersed flow, have already been discussed in Sec. II.A. These are the
Sauter mear, drag, vo'ume equivalent, and surface radii defined by Eqs. 9-12.
These radii represent various length scales for a dispersed two-phase flow.
Other macroscopic parameters are the void fraction, interfacial area concen-
tration, and number density. Some of the important relations among these

parameters are given by Eqs. 13-15. Therefore, the interfacial area per unit
volume a; becomes
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2

3a 3a /r 3a

se2s “/")- dfi!). %2)
Fem v \'un Ty \fv

This equation shows that the inteifacial area is a function of the void frac-
tion, particle size, and shape factor. The particle size can be replaced by a
number density Ny in view of Eqs. 11 and 12. Thus,

3q \1/3
FIS e %3)
v 4aN !

d

Substituting Eq. 43 into Eq. 42, we obtain

2
a; = a.sa(.:_') N}/ *ad/3. (44)

v

For an adiabatic flow, Eq. 42 is useful, because the size of the particles may
be determined from initial and boundary conditions. For a two-phase flow with
phase changes, Eq. 44 may be more convenient, because the sizes of particles
change due to phase changes.

From Eqs. 42, 44, and 16, important shape factors for the interfacisli
terms are r,/rgy,, rg/ry, and ry,/rp, which relate various le gth scales at
interfaces. It is evident from the definitions that, for spherical particles,

r r

p

n‘-«

-l
r
sm v
However, the deviations of these shape factors from unity become significant

as deformations nf fluid particles increase in the distorted-particle and cap-
bubble regimes.

For distcrted particles, these shape fsctors may be correlated by Eotvos
number .64 defined by

bgAprf :
"Eo H - ; (46

Aspect ratio E, which is the ratio of the maximum vertical dimension to
maximum horizontal dimension, can be given by the correlation of Wellek et al.73
as

P = : —: “%7)
- )
1 + 0.163NEo
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Note here that Ny, is a function of only the particle size and properties.
Therefore, by knowing the sizes of the particles, we can determine the aspecc
ratio.

By assuming an ellipsoidal shape, we can calculate various shape factors
from simple geometric relations. For example,

g2 1+ V1 - g2

2+ ————1::§,ln —
Tv & 1 - E 1~-\/1-z! a8
1 4!22/3

where E = b/r, (see Fig. 21). And
o
4

ey i (49)
o g2 1 ++4/1 - B

2 + —= n

J1 -8 1-A-82

Under normal conditions, the aspect ratio E varies from 0.5 to 1. For these
cases, only the shape iactor for drag force is significantly different from
unity, Other shape factors such as rg,/r, may be approximated as 1.

]
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Fig. 21
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For the cap bubble shown in Fig. 22, the aspect ratio can be expressed in
terms of the wake angle 0 as

(1 - cos 0)/2 sin 0 0 < ;—
E-

(1 - cos 0)/2 0> %.

Fig. 22

Shape Factors for Cap Bubbles
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Then from geometric consideratiouns,

Ty . 3+ cos 0 (51)

T sm [(1 - cos ©°(2 + cos 09)2]1/3

and

e 4(1 + cos 0)/(3 + cos 0) 0 <

.
—— 2
r

D 4/(1 - cos 0)(3 + cos ) 0> %u

(52)

The results of Eqs. 50-52 are shown in Fig. 22. For cap bubbles, the wake
angle is in the range of 46° < 0 < 65°.7%:,75 This gives 1.4 < ty/tom € 1.85
and 1.65 < rgo/rp < 1.85, which are considerably larger than unity.
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-~ 8125 and Churn-turbulent Flows

The slug-flow and churn-turbulent-flow regimes
occur at an intermediate range of flow as transi-
0 tion regimes between a dispersed flow and a sep-

g arated flow, A schematic of a slug flow used in

1 the preseat analysis is shown in Fig. 23. The

: dverage overall void fraction is denoted by a, and
. Ly the average void fraction in the liquid slug and
H

2

o

|

iilm by Ggg: A typical element of a slug flow

has a pitch of L and contains one larga slug bubble

and a number of small bubbles in the liquid slue
and film. The diameter and length of a large

_‘__l bubble and the tube diameter are denoted by Dy, Ly,

and D, respectively.

L P, A e Y

')

(¥ 0000
’#;5(33 ©0p Then from a simple geometric consideration,
9 o

o : the void fraction of a large slug bubble alone,
° !
n TR | %, in a total mixture is given by

2 1
_"“_’_;._(Db) b ~% Db
] = °ga D L
This implies that, in general, a > Agg for a slug fiow and o = Agg corresponds
to a bubbly flow. Now an interfacial area concentration can be caiculated as

(53)

Fig. 23. Slug-flow Patterr )

3a s

a =L 2 % 4 D/ly g -q Oag, (54)
i Dyl -agg !l =Dy/6Ly 1| = age rey

However, the ratio of the diameter to the length of a large slug bubble is
almos: always much less than 4, and the racio of Dy, to tube diameter D is
approximately 0.88, as shown in Sec. VI.C below. The above equation can be
given approximately by

. 3
g . . MR EY 1 (55)
i D l'“gs Tom l-ugs

In view of Sec. V.2 above, r . msy be replaced by the volume equivalent
radius r,, in the above expression,

For churn-turbulent flow, the interfaces around the large bubbles become
very irregular due to turbulent motione. To take account of this effect, a
roughneas parameter C., is introduced to modify Eq. 55 as

4.5Ce a = Gos A 3“33 1l -a

: ’ (56)
i D 1 - agy Tem 1 - age
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where C., > 1. 1In genecral, however, the interfacial srea -concentration seems

to decrease in churn-turbulent flow dus to increased coalescence in the liquid-
fiim and slug sections. Iu other worgs, Cep a@cts to increase a;, out a de-
crease in Gs. will reduce the overall vilue of a;. These eftects can be seen

in Figs. 9-13.

D. Annular and Annular-mist Flows

An annular flow with droplet antrainmeat in the gas core is considered.
The interfacial area for this annular-mist flow consists of two parts: film
and droplets. Hence, from a simple gecmetric consideration,

4C 3a
A 0 it B ¥ s ekl (57)
1 D | a“ 1 ~ ’.'Zfd l'm

Here a, afq, anc C,, dennte the mean void fraction, the liquid=drop fraction
in the gas core alone, and the roughness parameter due to waves in the film,
respectively. Note that Tem May be replaced by a shape factor and number
density of droplers as shown in Sec. Y.B. For most cases, however, for
small droplets, r,, = r,, where r, is the volume equivalent radius.

|5[ e i e ©. Relation to Experimental Data

1'10_|C.
D= fem

The present model has not yet been
compared directly to experimental data.
This is because the interfacial area depends
strongly on the existence ard size of small
7 fluid particles in all flow regimes as given
by Eqs. 42, 55, 56, and 57. However, the
sizes of these flui< particles have not been
sufficientl, ana'yzed to recommend the final
correlations. Furthermore, most of the
experimental data were taken with the volu-
metric fluxes as the expermental parameters.
Relative velocity correlations should be
used to recast these data in terms of the
void fraction,

S

w

INTERFACIAL AREA 0, cmi/cm?

In spite of this, some sample calcula-
0 0.5 10 tions with estimated fluid-particle sizes

VoI fiTion, & gave correct experimental trends and correct
orders of magnitude for interfacial areas
(see Figs. 9-13, 24, and 25).

Fig. 24. Interfacial Area for Bubbly
and Slug Flows
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VI. FLOW-REGIME CRITERIA FOR TWO-FLUID MODEL

A. Requirement of Two-fluid Model

As discussed briefly in Sec. I, traditional flow-regime criteria based on
volumetric fluxes““"“9 may not be suitable for a two-fluid-mode! formulation.
This is because the zeozetrical parameters such as the void fraction cannot be
determinea uniquely by giving liquid and gas fluxes. In general, these param-
eters also depend on the slip or relative velocity between phases. The void
fraction and interfacial area concentration characterize macroscopic geometric
configuracions of two-phase flows, namely, two-phase flow regimes, Therefore,
the dependence of the void fraction not only on the volumetric fluxes, but
aleo on the relative velocity, implies that the flow geometry may not be similar,
even if jg and j¢ are the same,

This problem does not arise in steady-state and fully developed conditions,
since, in these cases, relative velocity correlations can be used. Further-
more, even for certain transient problems, in which mixture models such as the
drift-flux model are applicable, the nuse of the traditional flow-r :gime cri-
teria is appropriate. This is consistent with the assumption that, for
mixture models, relative motions between phases can be described by a consti-
tutive relation rather than by a field equation.

However, this does not apply to rapid transient or entrance flows, where
a two-fluid model becomes appropriate. Since the relative vel-city is a vari -
able to be solved from field equations in a two-fluid model, specifying the
liquid and gas fluxes is ins: fficient for describing flow regimes. For a two-
fluid-model formulation, the use of more direct geometric variables such as
the void fraction and the interfacial area for flow-regime criteria appears to
be practical and appropriate. In view of these observations, some modifica-
tions of conventional flow-regime criteria, as well as new flow-regime criteria
using the void fraction as & parameter, have been studied.

B. Flow-regime Criteria for Unrestricted Systems

In an vnrestricted two-phase-flow system, transitions betweer flow regimes
occur when a drag law governing fluid-particle systems changes. Therefore the
transition criteria can be obtained by matching the drag laws for the different
vegimes listed in Table . From these drag correlations developed under the
present study, the following transition criteria have been obtained.

l. Undistorted- to Distorted-particle (or Cap-bubble) Regime Transition

4r 24(1 + 0.182:75) (1 + 17.67(£(a )19/ 7)?
v /8o | Re { . , (58)
o

3 Npe 18.67 f(ay)
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where, for a bubbly flow, f(ag) = (1 - g4)1+5 (see Table I). The above tran-
sition criterion can be approximated by

0.75

4r 24(1 + 0.IN5""7)

— )88 1 g )OS . (59)
3 g d "Re

This criterion indicates the transition from the undistorted- to the distorted-
particle regimes for Ng, » 16. However, for Nge € 16, the same criterion
indicates the transition to the cap-bubble regime direct ly.

2. Distorted-particle to Cap-bubble Regime Transition

/,

4rv 8A°

3 ]

where an approximation similar tec Eq. 39 has been used.

8 .87
>'3 (1 - cd) ’ (60)

The above two results show that the effect of the void fraction on
the regime trensition is not very strong. The factors are (1 - a4)?:6 and
(1 - ag)?:87, which range from 0.66 to 1 and from 0.55 tu 1, respectively,
for 0.5 < aqg < 1. The present cviterion in the case of q4 = 0 is compared
to empirical results®* for a single-particle system in Fig. 26. Note that the
results shown by Clift et al.®“ are more conservative than the present model,
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This can be explained by the fact that, in the present drag-law modeling, only
undistorted- and distorted-particle regimes have been considered. Slight de-
formations corresponding to moderately ellipsoidal particles were considered
insignificant in terms of the changes in the drag law; therefore, this regime
was included in the undistorted regime. Except for this point, the agreement
between the present correlation and the empirical results of Clift et al. is
reasonably good at the zero void fraction.

C. Flow-regime Criteria for Restricted Systems

The discussion here is limited to a vertical system. Some results for a
horizontal system have been given by Mishima and ishii,’®

l.  Bubbly-flew to Slug-flow Transition

As studied by Radovich and MoissisS0 and Criffith and Snyder,52 the
transition from bubbly flow to slug flow occurs, mainly due to agglomerations
of smaller bubbles into cap bubbles. Once a cap bubble is formed, further
coalescences follow in the wike region of a cap bubble. iais transition happens
at the void fraction around 0.3, Radovich and HoissisS? showed qualitatively
that the probability of coliisions becomes very large at o = 0.3, nd they
postulated this as a cause of the flow-regime trar-itic . Based on these
observations, Dukler and Taitel““ proposed a = 0.3 as the <riterion and then
used a relative velocity correlation to convert it into a conventional form
based on the volumetric fluxes of liquid and pas.

Te value of a = 0.3 can also be ob-
tained from a very simple geometrical ~on-
sideration oniy. Suppose bubbles distribute
themselves in a tetrahedral lattice pattern,
in which each bubble fluctuates. It is
assum~d that there is a sphere of influence
arcund each bubble. Although these spheres
of influence c2n overlap in certain situe-
tions, the summation of the sphere volumes
cquals the tctal volume of the mixture.

The number of not only the collisions but
also the coalescences is considered to
become very large if the maximum possible
gap between two bubbles becomes less than a
bubble diameter, as shown in Fig. 27. Under
this condition, it is evident that the bub-
bles should deform considerably during each
fluctuation. The above condition requires
that

Fig. 27. Bubble Packing and a = (.2.)3 = 0.296 = 0.3. (61)
Coalescence Patrern 3
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2. SIE‘-flow to Churn-flow Transition

The transition is postulated to occur when the void fraction in the
liquid-slug section reaches the voii fraction at the slug-bubble section. In
order to calculate the mean void fraction in the slug-bubble section, a poten-
tial flow ‘nalysis is applied to the film flow until the film flow along the
bubble reaches the void fraction correspording to the fully developed flow.
Except very near the nose of the bubbl., the app’'ication of the Bernoulli
equation yields the lccal fraction to be

/2ghap/
a = e (62)
4 AD
+ 0.2(1 - p /o )J + 0.35
vV oof ( V V Tof

where h is the distance from th~ top of the bubble.

The slug-bubble length is obtained by equating the above a to the
void fraction corresponding to the terminal film velocity. Hence the bubble
lenzth Ly, Secomes

2gL, Ap 3,1/18
/=2« i+ o0.75 [BeED (s0sD . (63)
Pt Pf \pgvd

which is reasonably close to the experimental observation of Akagawa and
Sakaguchi.”” The mean void fraction at the slug-bubble section can be ob-
tained from integrating Eq. 62 from 0 to Ly and dividing by Ly. Thus,

0.2(1 - ._/—pl)j + 0.3% /AeRD ok
ay = 1 - 0.813 s er oL : (64)
i+ 0.75 /ﬂ‘-—ﬁ /‘”D.-
of \pfv% J

Siunce it is assumed that the transition from slug flow to churn flow occurs
when the void fraction in the liquid-slug section reaches the mean void
fraction in t e slug-bubble section, the transicion criterion is a » ay.

5. Churn-flow to Annuiar-flow Transition

The criterion for this transition has been developed previously 10
Therefore, for a small tube,

Jg Jolh > o= 0.) ool & o (65)
ApgD m

However, for a large tube given by

- 0. lC

2
D> ’° 4 (66)
Aos
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where

Nog " ug/(pgo o/ bog) 112 and Co=1.2-0.2 /og/pf. (67)

the criterion should be

4 -
§ o> ("A" /6 0.2 (68)
B \ pl uf

D. Comparison with Existing Criteria

The newly developed flicw-regime criteria can be compare’ to some existing
criteria*5™4® under steady-state and fully developed flow conditions. To
trunsform the present criteria into the conventional form based on the volu-
metric fl.tes, the relative velocity correlations of Ishiil® have been used.

In Fig. 28, the present criteria are compared to Govier and Aziz“® and Griffith
and Wallis, “7 and in Fig. 29 to Dukler and Taitel.“5 The agreement is reason-
ably good, except for the bubbly to slug transition criterion of Govier and
Azi:.%6  Overall agreement between the present riteria and those of Dukler

and Tait=! i not surprising, because the basi: principles involved in defin-
ing the transition criteria are similar,
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Fig. 28. Present Flow-regime Map Compared to Those of
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Govier and Aziz*® and Griffith and wallis?’
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That of Dukler and Taitel

VII. SUMMARY AND CONCLUSIONS

The interfacial transfer terms for the two-fluid formulation have been
studied in detail. The interfacial transfer of mass, momentum, and energy is
propurtional to the interfacial area and the driving force. These two effects
are considered separately.

Geometrical effects on the interfacial transfers are taken into account
primarily by the interfacial-area concentration, An extensive literature sur-
vey on existing experimental data has been completed, and 1 preliminary model-
ing effort for the interfacial asrea has bern carried out. Basically four flow
regimes--namely, dispersed (bubbiy or droplet), siug, churn-turbulent, and
annul ar flows-~have been modeled separacely, and general characteristics of
the prediction have been discussed. The models show the importance of the
existence and size of small fluid particles for all flow regimes.

Although a number of data exist, the ranges covered by these data are far
short of being sufficient for reactor applicationi. The flows studied fell into
the slug, churn, and annular-flow regimes at mcderate liquid Muxes (3-50 cm/s).
The range of the gas flux was 0.4-30 m/s. Note tnat no data exist for high
liquid fluxes beyond 50 cm/s. The data for countercurrent or cocurrent down
flows are complete’y missing, The diameters of tubes were relatively small

(0.6-2.5 cm).
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Furthermore, the effect cf the density ratio or pre:.sure on the inter-
facial areas has not been studied experimentally. Howcver, the most import ant
shortcoming of existing data may be the 'ack of information for developing
flows. In view of fundamenta! difficulties encountered in m-deling entrance
and rapid transient flow under reector accident conditions, considerable ef fort
rhould be made to develop scme data base for interfacial areas for <uch flows.

Th: modeling of the m-mentu: interaction term is essentially completed,
It was arsumed that the general drag force can be expressed by a linear com-
bination of three teims: the standard-drag, virtual-mass, and Basset forces.
Each of tnese three forces is modeled separately. The standard-drag correla-
tion wa' obtained from .ne postulated drag-simil-rity law based on the mixture
viscosity. Tne results for dispersed, slug, and churn~turbulent flows were
compared to over 1000 data. Satisfactory agreements were obtained at wide
ranges of concentration and Reynolds number,

Traditional flow-regime criteria based on the vapor and liquid volumetric
fluxes are uot suitaole to the two-fluid-mode! formulation, bacause these two
parameters do not determine the void fraction uniquely. It has bee: concluded
that for a two-fluid modol, direct geometrical parameters such as the void
fraction and interfacia' area should be used in flow-regime criteria. From
this point of view, new flow-regime criter’a for both unrestricted and re-
stricted flows have been developed. These new criteria can be compared to
existing criteria under steady-state ané fully developed flows by using rela-
tive velocity correlation obtained previcisly, The results showed sati.fac-
tory agreements.

For rapid transient and entrance flow, even these new flow-regime cri-
teria may not be sufficient. In such flows, the flow regimes as well as the
inter facial-area concentration can be very sensitive to initial conditious and
relaxation processes. The mechanism of coalescences and disintegrations of
fluid particles becomes essential in these situations. The most general method
to include these effects is to introuduce a transport equation for the interface
area. However, basic experimental data needed to develop this model have been
found to be grossly inadequate. Therefore, it is recommended that such exper-
iments should be performed.
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