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ABSTitACT

The interfacial transfer terms are the weckest link in a-
t wo- flu id-mode l formulat ion, because of considerable - di ffi-
culties in terms of experimentation ~as well as modeling. How-
ever, these terms are of' supreme importance for a two- flu id
model in determining _ phase interactions - between liquid and
vapor. In view of these, the interfacial transfer terms have

been studied in " detail and new constitutive . relations have'

been developed. The interfacial terms are proportional to the
interfacial area and driving force; there fore these two e f-
fects are modeled separately. In addition, new flow-regime
criteria that are appropriate for a two - flu id model 'are
proposed.
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STUDY OF TWO-FLUID NODEL
; AND INTERFACIAL AREA -. :

.

by
*

,

M. Ishii and K. Mishima.
.

>

. EXECUTIVE SUMM RY E

i

In predicting two phase flow transients in nuclear reactors under various
accident conditions, a two-fluid model is very important because of its de-

'
tailed description of thermohydraulic . transients and phase interactions. The

'

interfacial transfer terms in the two-fluid model specify the rate of phase
change, momentum exchange, and heat transfer at interfaces. . Previous studies

.

have indicated that, unless phase-interaction terms are accurately modeled in-
the two-fluid model,- the complicated model does not necessarily warrant accu-
rate solutions. In the present' state of the art, the weakest link in the two-

fluid-model formulation is the modeling of the constitutive relations for the
interfacial transfer terms. In view of this, the -interfacial trans fer terms

for the two-fluid formulation have been studied in detail here. The interfa-
cial transfer of mass, momentum, ,and energy is proportional to the interfacial, ,

area and driving force. These two effects are considered separately.
.

Geometrical effects on the interfacial transfers are taken into account.

primarily by the interfacial area concentration. An extensive literature sur-

vey on existing experimental data has been completed, and a preliminary model-
ing effort for the interfacial area has been carried out. Basically four flow
regimes, namely, dispersed (bubbly or droplet), _ slug, churn-turbulent, and-an--
nular flows, have been modeled separately, and general characteristics of the
prediction have been discussed. The models show the importance of the exis--

tence and size of small fluid particles for all flow regimes. Although ' a
number of data exist, the ranges covered by these' data are far short of being1

su f ficient for reactor applications. The flows studied fall into the slug,<

churn, and annular-flow regimes at moderate liquid - fluxes (3-50 cm/s). For
; these regimes, the observed interfacial area concentration was in the range of
[ 1-10 cm2/cm . The effect of the density ratio or pressure on the interfacial3

areas has not been studied experimentally. However, the most important short-
coming of existing data may be the lack of information for developing flows.
In view of fundamental difficulties encountered in modeling entrance _ and rapid,

transient flow under reactor accident conditions, considerable ef forts should
|. be made to develop some data base for interfacial areas for such flows.
i .

The modeling of the momentum interaction term is essentially completed.
It was assumed that the general drag. force could be _ expressed by a linear com-+

bination of three terms. These are the standard-drag, virtual-mass, and Basset*

forces. Each of these three forces are modeled separately. The standard drag,

,

'W 9 % w -- . y-
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correlation ~ was obtained from the postulated drag-similarity law based on the
mixture viscosity. The results for dispersed, slug, and churn-turbulent flows

.,
were compared to over 1000 data. Satis factory agreements. were obtained at wide

.

ranges of concentration and Reynolds ~ number.

Traditional flow-regime criteria based' on the vapor and liquid volumetric
,

fluxes may not be suitable to the two fluid-model formulation, because these
two parameters do not determine the void fraction uniquely. It has been con-

' cluded that for a tt a-fluid model, direct geometrical parameters such as.the
void fraction and interfacial area should be used in flow-regime criteria.
From this point of view, new flow-regime criteria for both unrestricted and
restricted flows have been developed. These new criteria can be compared to
existing criteria under steady-state and fully developed flows by using rela-
tive velocity correlations obtained previously. The results showed satis fac-
tory agreements.

.
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I. INTRODUCTION

In predicting two phase flow transients in nuclear reactors under various.,

accident conditions, the interfacial transfer terms are among the most. essen-
tial factors in the modeling. These interfacial transfer terms in a two-fluid
model specify the rate of phase change, momentum exchange, and heat transfer at,

- the interface between phases.

A two-fluid model -8 is formulated in terms of two sets of conservationl

equations governing the balance of' mass, momentum, and energy of each phase.-

Since the macroscopic fields of one phase are not independent of these of the
other phase, the interaction terms that couple the transport of mass, momentum,
and ' energy of each phase across the interfaces appear in the ' field - equation.1
In the two-fluid-model formulation, the transport processes cf each phase are.
expressed by their own balance equations. Therefore it is expected that the
model can predict more detailed changes and phase interactions than a mixture
model such as the drif t-flux model.9,10 In particular, for two phase-flow
problems involving a sudden acceleration of one phase, inertia terms of each
phase should be considered separately by use of a two-fluid model.

Previous studies have indicated that, unless phase-interaction terms are
accurately modeled in a two-fluid model, complications in the modeling do not -,

necessarily warrant accurate solutions. For example, physically improper solu-,

tions and numerical instabilities are frequently encountered in the numerical
solution of two-fluid models. A study by Lahey et al.Il has demonstrated that,

virtual mass originating from momentum interaction between the two phases had a,

considerable effect on improving numerical stability and efficiency. It has
1also been suggested 2 that the interaction terms should include first-order

time and spatial derivatives. Zuber13 and others14-16 indicated that the
momentum-interaction term should have time and spatial derivatives and an inte-
gral term which expresses the short-time memory of the flu id. Another approach
to achieving numerical stability is the inclusion of " artificial viscosity" in
the numerical algorithm to damp out high-frequency oscillations occurring,
possibly due to imprecise modeling. This approach is currently being followed
by Amsden and Harlow7 in their two-fluid digitial-computer codes. In spite of
these shortcomings of a two-fluid model, there is, however, no substitute
available for accurately modeling two phase phenomena where two phases are not
strongly coupled, as in an entrance flow or suddenly accelerating flow.

The weakest link in the two-fluid-model formulation is the constitutive
equations for the interfacial interaction terms. The difficulties arise due to
the complicated motion and geometry of interfaces in a general two phase fl ow.
Furthermore, these constitutive equations should be expressed by the macro-.

scopic variables based on proper averaging. As has been shown in detail,1,17-

the interfacial transfer terms in a two-fluid model appear as averaging of
local instant transfers of mass, momentum, and energy. Because these terms

*

-

appear as source terms in the field equations, proper averaging alone is not,

: su f ficient to develop these constitutive equations. It is therefore essential
|

:

.- - - - .
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to clarify different physical mechanisms controlling these interfacial trans-
fers as well as to identify important parameters that govern them.

.

The interfacial transfer terms are strong 1-j related to the interfacial '

area concentration and to the local transfer mechanisms such as the degree of
turbulence near interfaces.1 Basically, the interfacial transport of mass, '

momentum, and energy is proportional to the interfacial area concentration, ai,
'

and to a driving force. This parameter, ai, having the dimension of the recip-
rocal of length, characterizes the geometrical effects on the interfacial

t rans fer s. On the other hand, the driving forces for the interfacial trans-

ports depend on the local turbulence, transport properties, driving potentials,
] and some length scale at the interfaces. This length scale may be related to a
i transient time such as the particle residence time or to the interfacial area

concentration and void fraction a.

The primary objective of the present research is to develop constitutive>

relations for interfacial transfer terms for a two-fluid model. In particular,

the interfacial area concentration has been studied in detail here. An exten-
sive literature survey on the existing experimental data 18-43 has been com-
pleted, and a preliminary analysis on the modeling of the interfacial area

concentration has been carried out.
.

The void fraction and the interfacial area concentration characterize a -

geometrical configuration of a two phase flow. In classical two phase-flow
analyses, the concept of the interfacial area concentration has not been ex- ~

plicitly introduced. Instead, two phase flow-regime criteria and regime- -

dependent constitutive equations have been used extensively. Traditionally,

flow regimes are identified from a flow-regime map based on the liquid and gas
volumetric fluxe s . 44-49 This approach may be suitable for slow transient and
near fully developed conditions, where a mixture model such as the drift-flux

model is sufficient.

However, in view of the practical applications of the two-fluid model to

transient analysis of nuclear reactors under various accident conditions, sev-

eral observations can be made. First, the flow-regime criteria based on the

volumetric fluxes of liquid and vapor may not be consistent with the two-

! fluid-model formulation. This can be explained as follows. From the basic
definitions of variables, the void fraction can be uniquely determined from

j volumetric fluxes j and jg and relative velocity v . In a two-fluid modelg r
the relative velocity is an unknown to be solved from the field equations.

The re fore , the void fraction, which is the most important geometrical param-
eter, cannot be determined uniquely from volumetric fluxes j and jf. Cons e-g

i quently, a flow-regime map based on j and jg alone is unsuitable to the two- *

g
! fluid-model formulation. This difficulty does not arise in the drift-flux

*

| model, because the constitutive relation for the relative velocity can be used

to determine the void fraction. However, for a two-fluid model, a direct geo- [
metrical parameter such as the void fraction should be used in flow-regime cri-
teria. Some efforts in this direction have already been made in this study.

I

i

,
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,

Se cond , two phase flows encountered under accident conditions occur almost
always under transient conditions. However, more importantly, many flows;

"

should be considered as entrance flows due to complicated _ geometries of the..

reactor systems. It is well known that a flow regime in an entrance region can.

be quite different from that in a developed flow. However, only very 1Laited
'

_ studies- have been made for a quantitative description of these effects.50 The. ..

flow regimes, as well as the interfacial area concentration, can be very sensi-.

tive to initial conditions. In this cese, phase changes, coalescences, and
| disintegrations of fluid particles becomeLvery important.1,50-62 The most gen-

eral method to include these effects in the two-fluid model formulation.would
be to introduce a transport equation for the interfacial area concent70 tion.1
This equation should have source terms that account for bubble or droplet ex-;

! pansions or collapses, coalescences, disintegrations, and interfacial instabil-
ities. This approach is highly conplicated; however, the inclusion of this
equation is expected to make the identification of two phase-flow regimes more
mechanistic.4

i
i

- So far, almost no analyses have been made in this direction. Furthermore,
basic experimental data needed to develop. this surface-area transport equation'

~

are grossly inadequate. In view of fundamental dif ficulties encountered in;

j modeling entrance and transient flow regimes under reactor accident conditions',
;.. considerable ef forts should be made to develop an acceptable data base in this
i area..,

i
!

-

i *

e II. INTERFACIAL INTERACTION TERMS IN TWO-FLUID MODEL
,

A. Two-fluid Model;

,

} A three-dimensional two-fluid model has been obtained by using temporal or '

statistical averaging.1 The model is expressed in terms of two sets of conser-
! vation equations governing the balance of mass, momentum, and cuergy in each

phase. However, since the averaged fields of one phase are not ' independent of-
the other phase, the interaction terms appear in the - field equations as source
terms. For most practical applications, the model developed by Ishiil can be
simplified to the following forms :

i
1

| ' Continuity Equation
L

| 0"k kD +

+V*(akkk)=T' (1)DV k

'. Momentum Equation

I
i +

|* I"k k"kD ++

+V*(akkkk)"~"kDVV VPk+Y*"k(.k + Tk)-. t

|
+ + +

ki k + Mik - Y"k * Ti. (2)I+ ak kDE+V

i
i

. . - , , , - - , , --..,.m - - . . - . . , . -n ,- , , , - . , , - - - -
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Enthalpy Energy Equation

0"k k k kP +

-(kkk'k)""Y*"k(.
.

k+9)+"k]Q[PDH 9+ *
k kat

Of
9ki

'

+ li Iki k + t
+ 'k- (3)

s

+ ..
Here T , Mike Tis 9ki, and ek are the mass generation, generalized interfacial 'k
drag, interfaci al shear stress, interfacial heat flux, and dissipation, respec-
tively. The subscript k denotes k phase, and i stands for the value at the
inter fac e. L, denotes the length scale at the interface, and 1/L, has the
physical meaning of the interfacial asea per unit volume.1,63 Thu s ,

1 Interfacial Area
-- = a. = (4)1L, Mixture Volume .

Note that the corresponding subchannel model has been obtained from area
averaging.6

,

.

B. Interfacial Transfer Terms

.

The above field equations indicate that several interfacial transfer terms
,

appear on the right-hand eides of the equations. Since these interfacial

t ansfer terms also should obey the balance laws at the interface, interfacial
transfer conditions could be obtained from an average of the local jump condi-
tions.1 They are given by

,

I rk - o:
k

+

[Mik = 0; (5)>

k

[ (I Hk ki + 95i s) = 0./L
k s

+
91i. /L , and q2i/L are necessary fori.There fore, constitutive equations for Mike s s

the interfacial transfer terms. The enthalpy interfacial transfer condition ~

indicates that specifying the heat flux at the ir.terface for both p ases is *h
.

equivalent to the constitutive relation for rk if the mechanical-energy trann-
fer terms can be neglected.1 This aspect greatly simplifies the development of ,"
the constitutive relations for interfacial transfer terms.

l

.
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By neglecting the lift force due to the rotations of particles and ti ~
dif fusion force due to the concentration gradient, we may model the generalized-
drag force for a dispersed phase by a simple forn13-16 such as,

.

D9 "d A "m d ++ - + dgc
+) (6)Mid " "d D/Bd + "d y/Bd+ir f DC = (V

l F. -V d ,c*
y/t -(d t

,

where Fo, B , F , and um are the standard drag force, volume of a typical par-v
~

d

ticle, virtual mass force, and mixture viscosity, respectively. The last term
is the Basset forc e. The standard drag force acting on the particle under
steady-state conditions can be given in terms of the drag coef ficient CD based
on the relative velocity as

1 ++

D c r!V lA ' (7)F CD"~i PV r d

where Ad is the projected area of a typical particle and v is the relative
rvelocity given by vr"Vd-Vc. Hence, the portion of Mid represented by the

drag force becomes

f A I D +
-

d+

ad DF /Bd"~ "d Ac r!Vr!* (0.)V.
B 2

d
'

Now for a dispersed flow system, several important length scales 64 can be
'

defined as follows,

3B
d

Sauter mean radius: r,E *3 A.
1

3B
> d
j Drag radius: rp 5 4A *
j d

f3 3 1/3
Equivalent radius: r E B (II)y d *

f

1/2Af ;3
'

Surface radius: r EI I (12)-
.8 (4wj

.

.' Here Ai is the surface area of a typical particle. For spherical particles,

the above-defined radii are all equivalent. The number density Nd of a dis-
persed phase is given by.

.

=
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ad
Nd " --- (13)

d -

.

and the interfacial area concentration at by
.

ai=NA. (14) -

di
.

Using the above definitions, we can express the area concentration in a
number of forms. For example,

4

i 3a 3"d f#sI 3*d f#D Id
' I - = 1 1 (15)ai = # ~

\#vl D \# sal#
sm v

There fore, from Eqs. 8, 10, and 15, the drag term becomes

+ .

.C
D I#smI P *r #+ c r

"d DF iud " ""i [- (16).

2rD/
. .

This indicates that the drag . force per unit volume of. mixture is proportional .

! to the interfacial area concentration and drag coefficient. The ratio of the .
' Sauter mean radius to the drag radius appears on the right-hand side of Eq.16

as a shape factor. .

.

By introducing the mean mass transfer per unit area defined by

Tk E ai5, (17)

; we can rewrite the interfacial anergy-transfer term in Eq. 3 as

Of

9kii

= ag(mk ki * 9'di)* (10)-H
THk ki + t

a

| The heat flux at the interface should be modeled using the driving force or the

potential for an energy trans fer. Thus,.
|
|

| q'fi=hki(Ti - T )' (19)k

where Ti and Tk are the interfacial and bulk temperatures bast ' on the mean
enthalpy. In view of Eqs. 16-18, the importance of the interi. 'ai area, ai, ,

Iin developing constitutive relations for these terms is evident. The interfa- .

cial transfer terms are now expressed as a. product of the interfacial area and
the driving force. - It is essential to make a conceptual distinction between .

{ the effects of these two parameters. The interfacial transfer of mass, momen- .

; tum, and energy increases with an interfacial-area concentration toward -the
mechanical and thermal equilibrium.

,

i

t

- - . e - _. ,m.. - . . - r * - .- . - -
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III. INTERFACIAL MOMENTUM TRANSFER

A. Drag Coefficient+

.

The drag correlation for a single particle system depends not only on the
flow regimes but also on the nature of the particles, i.e., solid particle,

*

'

drop, or bubble. The re fo re , for a multiparticle system, these differences are
also expected to play central roles in determining the drag correlation. In

the present study, the multiparticle drag correlation is developed in parallel
with the single particle system by considering the following flow regimes:

Viscous regime
Solid particle system

Newton's regime

e
Viscous regime
(Undistorted particle regim.)

Distorted particle regime
Fluid particle system <

Churn-turbulent-flow regime
.

, Slug-flow regime.

In the viscous regime, distortions of fluid particles are negligible.*

There fore, for this regime, solid- and fluid particle systems are considered*

together. The other flow regimes are analyzed separately because of signifi-
i cant differences in the flow around the particles and the motions of the inter-

faces. A detailed analysis of the two-phase drag coefficient is reported in
Ishii and Chawla.16

:

!

Table I summarizes the present drag coef ficient in various flow regimes.
Their dependence on the Reynolds number and particle concentration is shown in
Figs.1-6. Since these correlations are obtained from the assumed similarity
hypothesis, their validity should be tested against experimental data. In a

multiparticle system, a drag force cannot be measured directly under normal
conditions. Therefore considerable care should be taken in these comparisons.

The comparison of the theoretical predictions to over 1000 experimental
data in terms of the relative velocity indicated that satisfactory agreement
could be obtained at wide ranges of the particle concentration and Reynolds
n umbe r. For spherical-solid particle systems, the data from the Stokas regime
up to the Newton's regime within the concentration range of 0-0.55 were examined.*

*

For fluid particle systems, the distorted particle and churn-turbulent regimes
were extensively studied because of their prtetical importance. The success

*

of the present correlation at up to the highest concentration range for
'

spherical-solid particle systems was accomplished by introducing the maximum

I i

|
_ - _ -
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TABLE I. Local trag Coefficients in Multiparticle System
Fluio Particle System

Bubble in Liquid | Drop in Liquid | Drop in Cas Solid Particle System

Viscosity Model m, y _ "d -2.SadmD* ,_ "d + 0.4"cU

"c ( "dm "d + "c

Max. Packing a ~ *0 ~ ~da *

u* 0.4 % 0.7 1 1

3-1.55y* a
(1-a )-l (1~"d)-1 '7 5 (1~"d) 1 ~ 0. 2 )

*$
dc

.

Stokes Regime C C=24/g, where N
D Re " # #c#r/"mD d e

o

Viscous Regime C ( +~
Re ' ReD D

*

Newton's Regime C d~
D C = 0.45,

D
18.67 f(a }d, 4

Distorted Particle 1 + 17.67[f(a )]6/7 2

Regime C ~-

D D " **"
18.67 f(a } ["e Id,

<

f(a ) " k1~"d |
-

Idf(a " (l"d } * ( "d } * ( "d} "'d
--

Chorn-Turbulent
Flow Regime C CD D" ( d

Slug Flow C C ~ ' * 0 ('"d}D D

i

. . * = * *
, , . , . .
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packing in the mixture-viscosity relation. This was a definite improvement
over the existing correlations. Note also that the present model was suf-
ficient up to the foam or dense packing regime with the concentration ranging.

from 0.5 to 0.95 for both bubbly and droplet fl ows. These comparisons indi-
-

cated that the postulated drag-similarity law based on the mixture-viscosity
concept was appropriate. Th ere fore, the drag law governing the motions of.

i bubbles, drops, and particles in various dispersed two phase flows can be ex--

plained by a unified and consistent model developed under the present study.

The *:esent correlation for the drag coef ficient for multiparticle systems
has been developed from the steady-state and adiabatic formulation. It was,

postulated that the transient ef fect on the momentum-exchange term could be
taken into account by an essentially linear constitutive relations. Th ere fore,
it was indirectly assumed that the standard drag coefficient developed in the
analysis could also be used under transient conditions. The additional inter-
facial forces due to the inertia ef fect and development of a boundary layer in
transient flow are considered separately.

The phase change at the particle surface contributes to the interfacial

momentum transfer in two different ways. There is a direct ef fect of momentum
carried by the mass undergoing phase change, as can be seen from the momentum
equation. Changing particle size or shape due to phase change and modifying.

the boundary layer around t he particles by additional mass flux normal to the.

surface may affect the standard drag coef ficient. Howev er, the effects of

heat-transfer and phase changes are considered as secondary in the present-

analysis. These effects appear only indirectly through the local variables-

such as the void fraction, particle sizes, and component velocities. To assess
the significance of the phase-change ef fect on the drag coefficient apparently
requires further experimental and analytical studies.

B. Transient Forces
!
#

The generalized drag force for a dispersed two-phase flow has been modeled
as a linear combination of three forces in Eq. 6. The significance of the

! various te rms in the equation is as follows: The term on the lef t-hand side
represents the combined interfacial drag forces acting on the dispersed phase.

| The first term on the right-hand side is the skin and form drag under the
steady-state condition. The second term is the force required to acceleratei

i the apparent mass of the surrounding phase when the relative velocity changes.
! The third term, known as the Basset force, is the effect of the accelerstion on

the viscous drag and the boundary-layer development.

The forms of these two transient terms have not been firmly established.-

*

Because of their importance under transient conditions and for nunerical-

| stability problems, further research in this area was required. Zuber13 st udied
'

the effect of the concentration on the virtual mass force and obtained
,

i

i
|

- .-._ _ - . . ..
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+ 2a D+ 1 d d +

c }E[ (Vd-V+). (20)ad y/Bd"~2 d;-aF P c ,

d
.

Lahey et al.Il studied a necessary condition for the cons *.itutive equation
for the virtual mass term. From the requirement of the frame inlifference of '

the constitutive equation, they determined that the virtual mass force f '

y
should satisfy

- + + -

D Vd Dvd ee ++
= . Dt - + (1 - A)v . Vv (21)Fv Dt r r.

In view of Zuber's study 13 on the effect of concentration and the above
frame-indif ference condition, a new form for f is proposed here. Due to they

acceleration of the particles relative to the fluid, the acceler'ation drag
arises. This should be proportional to the induced mass pc j and the frame-B

indif ferent relative-acceleration vector. Hence,

- + + -

D Vd Dvd ee,

= p B) ~ + (I ~ ) r * Y@r . (22)Fy c . Dt Dt
.

The value of induced mass pc $ for a single particle in an infinite *

B

mediom can be obtained from potential theory. Hence, the limiting value of
,

F at ad + 0 for a spherical particle isy
,

'
+ +

D(Vd-Vc)+ 1 d
I bn F B (23)a +0 y = -- pc d .

2 Dt
d

;

From this limit, it can be shown that
,

1
lim B* = -- B (24)d da +0 2

! .

and'

lim A = 2. (25)
a +0

If A is conttant in Eq. 22, the value of A should be 2.

The etfect of the concentration on By can be taken into accout.t by the
,

j method used by Zuber.13 Thus, from the solution for the induced mass for a
sphere moving within an outcc sphere,65 By may be approximated by .

.

B + 2B
1 c d

P B*d " i P 0
.

c cd B -B '

c d
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where B is the volume of the outer sphere representing the total mixturee
volume. Hence, by definition,

.

Bd.

ad E B. (27)
c.

.

Substituting Eq. 27 into Eq. 26, we obtain

I 1 + 2adB*=-B.

(28)d 2 d 1a .

d

Under the assumption of A = constant, the constitutive equation for ::he
virtual mass force is obtained from Eqs. 22 and 28 as

+

(DV
1 1 + 2ad dr + +t. +

'

d y/Bd " ~ y "d 1-a
F -V * YVG

Dt r c. (29)
d

The above equation indicates that the virtual mass force f per particley
increases considerably with increasing particle concentration. This relation
implies that the effect of concentration on dynamic coupling can be scaled by a.

factor of (1 + 2ad}/(I od). Mokeyev66 used an electrohydrodynamic analog.

method to determine the velocity potential through an electric field potential .
and obtained an empirical function-

.

B*d/Bd = 0.5 + 2. lad-

The theoretical result of Eq. 28 compared favorably with this correlation.

A correlation for the virtual mass force in a slug flow can be developed
from a simple potential flow analysis using a Bernoulli equation. First, a
cylindrical bubble of length Lb with diameter Db in a tube of diameter D is

, considered, as shown in Fig. 7a. Then the void fraction in a slug-bubble
!

stus sueett

| /,

e c.,

i

l i / |
~

i _| i' 'I -

Fig.7t

''' (**"'est suest Slug-flow Model for.

I

stus eusett Virtual-mass-force-

/
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| '. M!A !/
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,

E b
i

Ibl SPutt! Cat-COGtt CTuacticaL tutett
i
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I
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section is given_by ,

D2 ~= d, (30)a
b D2

.

and the average overall void fraction ad by -

.

L

d "b' (3l}'"a

where L is the pitch. Now, let the .continuour phase accelerate with respect to
a bubble. This will generate a pressure force acting on a bubble due to the ac-
celeration along 'the film section. From a simple one-dimensional analysis, this
force can be found as

2 p av
F =T"DL C f (32)v bl 1 ab at. f

However, the volume of a bubble ir given by Bd=(w/4)DfL. Thus , the v0;tualb
mass force per unit volume becomes

3E avp# <

a i /B =a m -Sa p (33)
# #

. .dv d d 1 ab at d c at
4

'Here the second form is obtained by approximating the void fraction in the
*slug-bubble section by ab = 0.8.

The second case considered is a train of' spherical-edged cylindrical
bubbles, as shown in Fig. 7.b. Application of the Bernoulli equation

,

36 dp v2
--- + [ --- + 0 + -- = c o n s t . (34)at p 2 '

.

to this geometry under a relative acceleration yields
. -

3 d Lb-D ab 1 ab ab Pc 3vr+

a F /B a + - - -1+ arctan=-

dv d d 2 ab L (3 ab 1 - ab 1 - "b at
,

- -

(35)i

By using an approximation ab = 0.8, the virtual mass force becomes
.

'

Lb - Db Bvr+

'- a F /B = -5 0.66a + 0.27 p (36),

dv d d L c at
,

For a limiting case of a train of spherical hubbles, Lb = D , the above -
b

equation reduces to

d

- - - - --_-_--,___,M
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+
+ .3vr

a F /B = -3.3a p (37).

dv d d c at
.

On the other hand, if Lb >> D > l /L can be approximated by ad ab. Bus for
.

b b /

long slug bubbles, Eq. 36 essentially converges to the simple solution given by
Eq. 33. De virtual mass force for a slug flow given by Eq. 36 is expressed in*

terms of the relative acceleration in the absence of a large convective accelera-*

tion. However, if the convective acceleration cannot be neglected, a special
convective derivative in the form of Eq. 22 may be more appropriate, hus,
for a general case,

DD+ Lb-Db dr +a F /B = -5 0.66a + 0.27 p -v + Vv (38)
+

dv d d L c Dt r c
.

Now the solutions for a dispersed flow, Eq. 29, and slug flow, Eq. 38, can be
exanined by introducing an induced mass coefficient Cg defined by

= -C p (D +rdV ++ +a F /B Vv (39)-v +
,dv d Mc Dt r c

where
.

. e

1 1 + 2nd (Bubbly flow)-a
2 d 1N.

dC3= (40).

Sa ( 1 -D /Lbb0.34 (Slug flow)
d 1 - D /3Lb

.

b

A plot of Cg against ad is shown in Fig. 8. he virtual mass force in-
creases witn an increasing void fraction of a dispersed phase, due to stronger

6 . . . . . . . . .
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coupling between two phases. The inter ==ation of the above two solutions occurs
at the void fraction between 0.66 and 0.75. For a lower void fraction, the
virtusi mass force for a bubbly flow is smaller than that for a slug flow. This -

implies that ?he vapor phase has less resistance to an acceleration in a bubbly- -

flow configuration than in a slug-flow configuration if ad < 0.66. This may
also suggest that an accelerating slug flow has a tendency to disintegrate into -

a bubbly flow when ad < 0.66. . On the other hand, for ad > 0.66, a slug flow *

should be quite stable, even under a transient condition.

Due to a similarity in flow geometries, the virtual mass force for a
churn-turbulent flow may be approximated by the solution for a slug flow given,

, by Eq . 3 6. In a liquid dispersed flow, the virtual mass force becomes con-
'

siderably smaller than that in a vapor dispersed flow. This decrease is caused
by a change in the continuous phase density to be used in Eq. 29. By changing
the continuous phase from liquid to vapor, the virtual mass force for a droplet
flow becomes insignificant.

.

.

.

.

|
|

!

!

.

.

G

|
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IV. EXPERIMENTAL OBSERVATION ON INTERFACIAL AREA

A. Experimental Method, -
.' .

A number of experimental studies 18-38 on interfacial areas have been pub-
lished in chemical-engineering fields in the past 15 years. Most of these,

f.* experiments used a chemical-absorption technique 0 based on a pseudo-first-
~

4

order chemical reaction. These experiments were performed by using two fluids
such as air . and water. Then some reacting gas such as CO2 is added to air, and

; reacting liquid such as NaOH to water. If the reaction is a fast, irrevers-

ible, pseudo-first-order chemical reaction, the average interfacial area be-,

tween two sampling points can be measured by applying the surface-tenewal
i theory of Danckwerts. . Sharma and Danckwerts40 have given a good review of this

method in terms of chemical combinations and geometries of systems.
9

{ Other important techniques for measuring interfacial areas are the light-
attenuation 1 and photography 21 methods, which require a flow channel with4

transparent walls. The advantages and shortcomings of various methoda 'are
discussed by Landau et al.42 The chemical method 19,20,22-30 is the most widely
used technique and probably the most reliable one. The value of the inter . '

,

: facial area can be obtained by a simple sessurement. However, it can be
! applied only to a case without phase changes, and experimentation is time-

* consuming. The light-attenuation methodk3 is simple, and cross-sectional area-
|* averaged measurements at various axial locations are possible. However, the

'

i, measurement depends on flow regimes and is applicable only when interferences
'

due to multiple and forward light scattering are negligibly small. The pho- *

'

tography method 21,30 involves very tine-consuming data analyses. One should'

measure particle sizes in detail from photographs. This may require up to
i 24 hours of tedious work per picture. Furthermore, the method is good only at

relatively low concentration of a dispersed phase. The light-attenuation and-

photography methods are soplicable to a flow with phase changes; however,
j bounding walls and fluid should be transparent.
;

| In principle, a local measurement of interfacial areas is possible using a
| three point probe as suggested by Delhaye. Each point identifies a phase sur-

rounding that point. For example, optical probes, resistive probes, or micro-
'

thermocouples can be used for this purpose. Three probes should be located.

'

very close to each other. The distance between these three points must be,

smaller than bubble or droplet sizes. Because of these requirc%ents, this
; method has not beca put into practice. Three existing methods .also have a

number of limitations as explained above. Although som:. experimental data fory

interfacial areas are available, the ranges of experimental conditions are very
limited.< ,

*,

i
e

4

4

4
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B. Evaluation of Existing Data

Among available experimental data,18-38 only about one-third of them wre -

for straight tubes or channels.19-26 These importrnt data for straight tubes *

are summarized in Table II. Watson et al.,19 Kasturi and Stepanek,22 and
; Shilimkan and Stepanek20 used an air-water system with the chemical-absorption *

'

! technique for vertical coeurrent upflows. The flow regimes observed in these *

experiments were mainly slug, churn-turbulent, or annular flows. The tube,
diameters used were 0.6 cm,22 1-2 cm,20 and 2.54 cm.19,

| The liquid flow rates were relatively low, i.e., 3-50 cm/s. However, a
wide range of gas flow rates was covered, from 0.3 to 30 m/s. H e observed
interfacial area concentrations are plotted against the gas volumetric flux
with the liquid flux as a parameter in Figs. 9-13. ne range of values for
interfacial area reported in these experiments was 1-10 cm2/cm3 In general,

the interfacial area increased with an increase in the gas flux at relatively
low gas fluxes corresponding to the slug or churn-turbulent fl ow. His may
indicate the existence of a large number of small bubbles. R ese bubbles

I should have been produced by increased shearing actions within the ligeid due
1 to turbulent motions.

Besides this general trend, most of the data, except those of Kasturi and -

Stepanek,22 showed the existence of local maxima of the interfacial area, as -

shown in Figs. 10-13. The most clearly indicated maximum occurred at the gas
I volumet ric flux in the vicinity of 2 m/s. h is may be attributed to the *

increased coalescences of small bubbles into larger ones and also among Isrger *

I bubbles. Dese coalescences characterize the transition to the churn-turbulent-
flow regime. A possibility of another local maximte of the interfacial area can

| be seen in Figs. 11 and 12. Bis maximum occurred only for limited cases at much -

i smaller gas flux than the first one. Figure 12 indicates the gas volumetric flux
of 0.4 m/s at the maximum. h is point may correspond to the bubbly-flow to slug-,

flow transition. However, there are no firm experimental observations or data to
; back up this speculation.

,

!

! The experimental data points in Figs. 9-13 are distinguished by symbole
denoting flow regimes , Note that these flow regimes are predicted by the
present model discussed in Sec. VI. For most data the information on the flow
regime has been insufficiently documented, except the data of Watson et al.19 he

I above discussed experimental data fall into the slug, churn-turbulent, and
j annular-flow regime. We important regimes of a bubbly flow and the transitioc

regime between bubbly and slug flows are completely missing from these
experiments.

.

The effects of the tube diameter on the interfacial area have been studied "

by plotting these data on an ai-j plane with fixed liquid flow rates and the'

g
tube diameter as a parameter in Figs. 14-16 Eere are consihable differ- [

; ences in interfacial areas among the data taken for tubes of not much different
sizes, i.e., 0.6, 1, 1.5, 2, and 2.54 cm. However, the ef fects of the diameter'

i
!

---
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TABLE II. Experinantal Data on Interfacial Area for Simple Geometry

Authors Geometry (cm) Fluid Flow Rate Flow Regime Ramarka.

Watson e_t_ a_1_. 2.54e x 454 Air - Water j 1% 8 Csg slug, churn "i" 1 7 (C" *'*8)=

3% 50 cm/s (Vertical up) 50 dataj =
g

r.asturi 0.6e x 152 Air - Water j 0.6 % 12 m/c slug, churn, annular a = 1 % 10=
g g

Stepanek j 7 % 51 cm/s (Vertical up) 40 data=
f

Shilinkan le x 152 Air - Water j 0.3 % 30 m/s ae 1%5=

1.50 8 g
slug, churn, annular

Stepanek 2.0e j 5 % 35 cm/s (Vertical up) 150 data=
g

' Burgess Sieve Tray Air Water j 0.3 % 0.9 m/s a=1%3=

24 x 30 x 15 0 g
slug, churn

Calderbank (W x D x H) jf 1.4 % 3 cn/s (Semi-Verrical) 10 data=

Akita 7.7 x 7.7 x 250 Air - Water j < 0.04 m/s a = 0.02 % 0.78 g15 x 15 - Glycol bubbly '

Yoshida 30 x 30 - Methanol j = 0g (Vertical up) 60 data y
Sharma 6.6e Air - Water j 0.15 % 0.4 m/sg bubbly *i= 1.8 % 3.2

=

Mashelkar 38.54 Jg=0 (Vertical up) 20 data

Linsted et al. 3.2e x 180 Air - Water j 9 % 22 m/s no direct data on a=
g , ,,g,, g

jg = 0.1 % 15 cm/s (Vertical up) data on

Shah 0.84 x .150 02 - Water j 0.05 % 0.44 n:/s a - 0.5 + 5=

8 g
- Glycol bubbly, slug '30 data

Sharma 1.20 j 0.15 % 0.55 cm/s (Horizontal) Effect of p,c=
f

Gregory 1.99 x 720 CO2 - Water j,=1% 7 m/s bubbly, slug "i- 0.5 % 2.5
Scott j 22 - 80 c./s (Horizontal) 120 data=

g

Wales 2.54 x 75J Air - Water j 18 % 37 m/sg annular mist *1= 3.5 % 23.5=

12 % 62 cm/s (Horizontal) 35 dataj =
f

.

e
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are no mixed that no general trends can be observed from these data. The data
scattering cmong dif ferent enniments may indicate the sensitivity of the
i tr.erfacial area to various experimental conditions such as inlet conditions,

and the existence of surface contamination. Note also that the chemical method-

for interface area measurements is accompanied with a standard error of at
least 10%..

.

l.kita and YosMda21 used the phor.agraphy method to determine bubble-size
distribution and interfacial areas for bubbly flow in several square columns.
The test sections were made of transparent acrylic resin and had cross sections
o f 7.7 x 7.7, 15 x 15, and 30 x 30 cm with a height of 250 cm. The experiments
were performed at very low gas flux, jg < 0.042 m/s. The range of the void

fraction was 0.003 < a < 0.1, and the measured interfacial areas were within

0.021 < a; < 0.66 cm /cm3 Relatively small interfacial areas were due to the2

large size of bubblev, typically 0.6 cm, and low void fractions.

Sharma and Mashelkar18 used bubble columns of diameter from 6.6 to 38.5 cm
to measure interfacial areas, as shown in Fig. '.7, which indicates that the
surface area increased elmost linearly with the increasing gas volumetric flux.
Due to the existence of many small bubbles, the values cf the interfaciel area
can be considerably higher than that for slug flow.

.
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Fig.17. Interfacial Area in Bubbly Flow in Com-
parison with other Flow Regimes

Figure 18 shows the experimental ranges of the above-discussed experi-*

mental data for a vertical cocurrent flow.19-22 The' figure indicates that the*

ranges of available data are very limited. For exampl._, there are no data at

higher liquid flow rates beyond j f = 0.5 m/s. Data for the bubbly- to slug--

*

flow transition range are also completely missing. Most of the data cover the

slug-to-churn and churn-to-annular-flow transitions. Data at very low liquid
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flow and high gas flow are quite inadequate. Ia this range, the data of

Burgess and Calderbank30 for a sieve tray are important, although the test
section is very short and the flow is three-dimensional. Apparently there are -

no data on interfacial areas in countercurrent and coeurrent downflows, which -

a re important in terms of nuclear-reactor applications.
.
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For a horizontal fl ow, there are three widely dif ferent experimental data
of Shah and Sharma,25 Gregory and Scott ,24 and Wales,26 as seen in Table II. -

The experiment of Shah and .

Snarma was per formed at very e , , , , , , , , ,

low gas fluxes; however, the aoaire= Tat eiet re. I,tc rit etc.) cata

7 - I tto=catto susett <.i- . rr.e carcony -corresponding liquid fluxes
StuG Ftos (e) tRa458tiO4 o 44 3 tgog 6i, ,

were relattvely htgh. The ireou neven sovita outa a irs Scott
96 - FWe MGut map) e g4 7 -. .

observed interfactal areas were
, 33| ,, 3,,,,,

' 5* 5 *2/cm3between 0.5 and 4 cm d

f. 3
_ 3, a.. _.

These high values indicate that

the flow should have been E4 -4

either in the bubbly or bubbly- j
to-slug transition regime. j3 - -

The very steep rise of at I '
J

0 a f, ,o -

3
. 1 >

with respect to increases in t stus ,

*j is in interesting contrast /
*./ _J'g * " .g ,, ,

*with the data of Gregory and
'

t
toonGatto BuBet[Scott,24 as shown in Fig. 19. o i ' ' ' ' ' ' ' '

0 4 2 3 4 5 6 7 e s o
The latter data show that, at surtariciat cas vttxtv, .i.
low gas fluxe s , the value of *

ai is in the order of 0.5- Fig 19. Experimental Data of Interfacial Area *

1 cm2/cm3 The local maximum at Relatively low Gas Volumetric Flux
of the interfacial area concen- ~

tration occurred at ja = 1.5 m/s, which roughly corresponds to the transition
*

between the elongated-bubble regime and the slug- flow regime. In the s lug- flow

regime, the interfacial area concentration increases gradually with increases

in the gas flow rate up to 2 cm /em3,2

_ ,
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The data of Wales were taken at very high gas fluxes in a range of
18 m/s < jg < 37 a./s. The measured interfacial areas were very high. Values

2of up to 25 cm /cm3 have been observed. Although some researchers have sus-
*

pected these high values, the Wales data lie right on the extrapolated curves,

from Gregory and Scott's data as shown on Fig. 20. In view of the very high
gas fluxes, the flow should have been in churn or annular-mist-flow regimes."

Since the onset of entrainment velocity 67,68 is at about 14 m/s, a large.

portion of liquid should have been entrained as droplets in the gas stremo. At
the assumed droplet fraction of 0.1, the interfacial area of 10-25 cm /cm32

requires the droplet diameter to be 0.25-0.7 mm.

30 , , ,

i,(ce/s) 0 (est Data ),(cm/s) 0(ce) Data
e 644' t.905 GREG04T o 62 2' 2.54
e 33.2 8 o 37g eAtt$,

>
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5 (FRou R(VISED GOVIER-OutR
FL0s REGim; map) ,!

StuG

g10 -
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,

*

/ AhMULAR-ut$f

0 '
=

0 60 23 30 40

$UPERFCAL Ga$ VEL 00fY.m/s

Fig. 20. Experimental Data of Interfacial Area at
Relatively High Gas Volumetric Flux

The e:periment of Wicks and Dukler 69 showed that the droplet diameter in
annular flow of air and water was typically in a range of 01-0.7 mm. The data
of Cousins and Hewitt70 indicated that mest droplets were in a range of 0.05-
0. 25 nun. Th ere fore, the estimated droplet diameter for the 1Jales experiment is
in the same order of magnitude as those measured in other annular-flow experi-
ments. From this it may be said that Wales correctly measured these very high
interfacial areas for an annular mist flow.

More data are available for interfacial areas; however, most of them are
for special systems such as helical coils,31.32 packed columns,37,39 and
agitated tanks. 33,31 36 Although these data can give some insight for under- -

standing the effects of geometries and turbulences, they cannot be used as a,

data base for modeling a correlation for a straight tube..

.

4

9

mr
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V. INTERFACIAL-AREA CORRELATION DEVELOPMENT

A. Previous Work
.

.

There are some existing correlations for interfacial areas. Jepse n ,71
Banerjee,31 and Kasturi22 considered that the interfacial masn transfer or

.

interfacial area is dependent on the dissipation in the fluid. This led them .

to correlate interfacial areas in terms of a frictional pressure drop and
certain velocity scales. Thus ,

f(.
g

SE ,v |. (41)a.=
1 az

. .
fr }

Then a power relation between ai and [ap/az]fr or v[ar';'aj fr was assumed.
By plotting data against these parameters in log-log scale, power and propor-
tionality constants were obtained. However, the results were found to depend
strongly on system geometries and possibly on the void fraction.22 Both the
power cnd proportionality constants changed considerably with system geometries.
No models are available to calculate these constants without experimental data
for that particular system. In other words, these existing correlations may
be useful to rearrange data into a practical empirical correlation. Hosever,
the use of correlations cannot be extended to other systems.

,

. .

From a physical point of view, there is no doubt that some relation exists .

between the frictional pressure drop and the interfacial area. Furthermore, .
,

there is a practical advantage for a chemical engineer to use the above corre-
.

lation methods, because in most cases a simple prototypic experiment can be
carried out to establish a necessary data base. However, for general two-

phase-flow systems, the above-mentioned methods may not be suitable. Since
the interfacial area concentration is a parameter that characterizes the struc-
ture of a flow, its mechanistic modeling should have been based on geometricci
factors, void fraction, and flow. Note that the frictional pressure drop also
depends on similar parameters. However, this does not justify the use of a

direct relation between at and [ap/ az} fr, such as Eq. 41. This mechanietic|'
approach was first suggested by Ishiil and subsequently used by Saha72 in his

| estimate of interfacial areas. In what follows, a prelimina'ry correlation
| development based on the mechanistic approach is presented.
!

| B. Dispersed Two phase Flow
I
;

Basic parameters related to structures of two phase flows, particularly
! of a dispersed flow, have already been discussed in Sec. II.A. These are the

Sauter mean, drag, volume equivalent, and surface radii defined by Eqs. 9-12. .

! These radii represent various length scales for a dispersed two phase flow. -

Other macroscopic parameters are the void fraction, interfacial area concen-
tration, and number density. Some of the important relations among these -

parameters are given by Eqs. 13-15. Therefore, the interfacial area per unit *

volume at becomes
t

[

f

__ - - - - _ _ _ - - - _ -
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l -[2
3a

3"4,I# I 3"d I#d v l= 1 (42)a= =

# #v Ysm) Yv}#
. sm v

.

This equation shows that the interfacial area is a function of the void frac-

tion, particle size, and shape factor. The particle size 'can be replaced by a,

number density Nd in view of Eqs. 11 and 12. Thus,,

/3a TI/3
=| (43)'r .v

(4wN /d

Substituting Eq. 43 into Eq. 42, we obtain

2(r 3
a g = 4. 84l *- IN)/aj/. (44 )-

Yv)
~

For an adiabatic flow, Eq. 42 is useful, because the size of the particles may
be determined from initial and boundary conditions. For a two phase flow with

phase changes, Eq. 44 may be more convenient, because the sizes of particles
change due to phase changes.

.

*

From Eqs. 42, 44, and 16, important shape factors for the interfacial
terms are r /r r /r , and r ,/rD, which relate various length scales aty sm, g y s,

interfaces. It is evident from the definitions that, for spherical particles,,

r r r
v s sm

1. (45)=

# # #
sm v D

However, the deviations of these shape factors from unity become significant
as deformations of fluid particles increase in the distorted particle and cap-
bubble regimes.

For distorted particles, these shape factors may be correlated by Eotvos
number,6t' defined by

24gapr
N E (Eo o

Aspect ratio E, which is the ratio of the maximum vertical dimension to

maximum horizontal dimension, can be given by the correlation 'of Wellek et al.73-

as-

E= (47). .

1 + 0.163N .73O
Eo

_.
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Note here that ho is a function of only the particle size and properties.
Therefore, by knowing the sizes of the particles, we can determine the aspecc
ratio. .

.

By assuming an ellipsoidal shape, .we can calculate various shape factors
from simple geometric relations. For example, .

.

E 1+ 1-E
2+ in.

dl - E l- 1-E#
v

(48)- =
,

r
sm 4E

where E = b/rp (see Fig. 21). And

#
sm 4

(49)=
.

#
D E 1+ 1-E .2+ in

/1 - E2 1-M -E2

Under normal conditions, the aspect ratio E varies from 0 5 to 1. For these

cases, only the shape factor for drag force is significantly different from .

unity. Other shape factors such as rsm/r may be approximated as 1.y .

3 ' '

d .

. I
2b

- I

_

~ 2 rp-

5
y -1 'sm

h rsm 'o Fig. 21

$ . Shape Factors for Ellipsoidal Particles
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For the. cap bubble shown in Fig. 22, the aspect ratio can be expressed in
terms of the wake angle 0 as

.

e(1 - cos 0)/2 sin 0
. ,

0<-
2

E=4.

(50)
(1 - cos 0)/2 0>.-

L 2

|

I

h
~

'_v_

N{- 'sm

2 -

-=--- 2 r ----

E
'

p

h
~

h.

[ . \ 'o Fig. 22

-

Shape Factors for cap Bubbles

1 -

. . i~ r,
CAP BUBBLE i'-*

- REG |ME

-

.

I I0 ' ' ' ' ' ' ' ' '
O 0.5 1.0

ASPECT RATIO,

Then from geometric considerattans,

r 3 + cos 0y_ ,
-i (51)

[(1 - cos O'(2 + cos 0)2]1/3r sm

(
and

r

r ,, 4(1 + cos 0)/(3 + cos 0) O<1
#

rD (52)
4/(1 - cos 0)(3 + cos 0) 0>".'

2
.

The results of Eqs. 50-52 are shown in Fig. 22. For cap bubbles, the wake,

angle is in the range of 46* < 0 < 65* . 74,75 This gives 1.4 < r /r,, < 1.85y

and 1.65 < ram /rD < 1.85, which are considerably larger than unity..

.

-. . . _ - _ _ _ _ . -- - _ - _
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C. Slug and Churn-turbulent Flows
0

** * he slug-flow and churn-turbulent-flow regimesn

"T*, o , o
-o

-- ~~-

oo occur at an intermediate range of flow as transi-' o *

'o, tion regimes between a dispersed flow and a sep-*

*
arated flow. A schematic of a slug flow used in *

* g
the present analysis is shown in Fig. 23. We '

,
'

| average overall void fraction is denoted by a, and,

' q the average void fraction in the liquid slug and<

' ' film by a ,. A typical element of a slug flow, g
.' ,' has a pitch of L and contains one.larga slug bubble
Ib and a number of small bubbles in the liquid slug,

and film. He diameter and length of a large,

*
bubble and the tube diameter are denoted by Dbe'

Ls.

b'o 0 O ', O ' and D, respectively.o
O*000 o'

o
s c o0 0
,o, O o o oo %en from a simple geometric consideration.

a ,,6,o e o $ o o the void fraction of a large slug bubble alone,g

;f o 0 _0_ * ab, in a total mixture is given by
*0a

2 1
ao, D b Dg b bib

Fig 23. Slug-flow Panen' "b"1 a \D / L
"'

gs
.

*Ih is implies that, in general, a > a for a slug flow and a = a , correspondsgs g
,

to a bubbly flow. Now an interfacial area concentration can be calculated as
.

1 " "gs 4 + D /L3 b +1 a "gs
(54)a = .

i Db 1 o , 1 - D /6Lb 1o rg b gs am

However, the ratio of the diameter to the length of a large slug bubblo is
almost always much less than 4, and the ratio of Db to tube diameter D is
approximately 0.88, as shown in Sec. VI.C below. He above equation can be
given approximately by

4.5 " "gs 3a , j_". (55)
g

,i D 1 ags
,

I 1asm gs

In view of Sec. V.2 above, r may be replaced by the volume equivalentam
radius r in the above expression.y

For churn-turbulent flow, the interf aces around the large bubbles become
very irregular due to turbulent motione. To take account of this effect, a

,

roughncas parameter Cet is introduced to modify Eq. 55 as
,

4.5C ao gs , 3a , 1._ "et g
(56) ~

,i D 1-a r, 1a
,

,

*gs gs

_ - _ _ . _ ._.
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where C > 1. In general, however, the interfacial area concentration seemset

to decrease in churn-turbulent flow due to increased coalescence in the liquid-
film and slug sections. Ira other wurds, C acts to increase at, but a de-.

et
crease in a gs will reduce the everall vilue of at. These effects can be seen*

in Figs. 9-13. -

* D. Annular and Annular-mist Flows

An ' annular flow with droplet entrainment in the gas core is considered.
The interfacial area for this annular-mist flow consists of two parts: filn
and droplets. Hence, from a simple geometric consideration,

40 3aan a a fd, , (57)1 .

D 1 af4 1 - old r,,

Here a, ofd, an( C denote the mean void fraction, the liquid-drop fractionan
in the gas core alone, and the roughness parameter due to waves in the film,
respectively. Note that r , may be replaced by a shape factor and ntsaber^

g

density of droplets as shown in Sec. ti.B. For most cases, however, for
small droplets, rom = r , where r is the volume equivalent radius.y y

15, E. Relation to Experimental Data. i
|

*
r, = 0.1 cm

o = I cm The present model has not yet been
* compared directly to experimental data.
- g This is because the interfacial area depends

y strongly on the existence and size of small
3 10

- -

fluid particles in all flow regimes as given
[ by Eqs. 42, 55, 56, and 57. However, theJ

y 3 .3 sizes.of these fluid particles have not beeng

] } j sufficiently analyzed to recommend the final
p, | correlations. Furthermore, mast of the%

p 0.2g
- -

metric fluxes as the expermental parameters.
nxperimental data were taken with the volu-

g5
-

0.1 Relative velocity correlations should be
I

a 30 used to recast these data in terms of the
W !

gg void fraction.
46

0 In spite of this, some s ample calcula-,

0 0.5 1.0 tions with estimated fluid particle sizes
volo FRitTION,a

gave Correct experimental trends and Correct
orders of magnitude for interfacial areas

Fig. 24 Interfacial Area for Bubbly.

(see Figs. 9-13, 24, and 25)..

g

.
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VI. FLOW-REGIME CRITERIA FOR TWO-FLUID MODEL

A. Requirement of Two-fluid Model,

.

As discussed briefly in Sec. I, traditional flow-regime criteria based on
volumetric fluxes 44~49 may not be suitable for a two-fluid-model formulation..

This is because the geosetrical parameters such as the void fraction cannot be.

determinea uniquely by giving liquid and gas fluxes. In general, these param-
eters also depend on the slip or relative velocity between phases. The void
fraction and interfacial' area concentration characterize macroscopic geometric
configuracions of two-phase flows, namely, two-phase flow regimes. There fore,
the dependence of the void fraction not only on the volumetric fluxes, but
also on the ' elative velocity, implies that the flow geometry may not be similar,r

even if j8 and jf are the same.

This problem does not arise in steady-state and fully developed conditions,
since, in these cases, relative velocity correlations can be used. Further-
more, even for certain transient problems, in which mixture models such as the
drift-flux model are applicable, the use of the traditional flow-r egime cri-
teria is appropriate. This is consistent with the assunption that, for
mixture models, relative motions between phases can be described by a consti-
tutive relation rather than by a field equation.,

.

However, this does not apply to rapid transient or entrance flows, where
a two-fluid model becomes appropriate. Since the relative velacity is a vari-.

able to be solved from field equations in a two-fluid model, specifying the.

liquid and gas fluxes is insufficient for describing flow regimes. For a two-
fluid-model formulation, the use of more direct geometric variables such as
the void fraction and the interfacial area for flow-regime criteria appears to
be practical and appropriate. In view of these observations, some modifica-
tions of conventional flow-regime criteria, as well as new flow-regime criteria
using the void fraction as a parameter, have been studied.

B. Flow-regime Criteria for Unrestricted Systems

In an unrestricted two phase-flow system, transitions betheen flow regimes
occur when a drag law governing fluid particle systems changes. Therefore the
transition criteria can be obtained by matching the drag laws for the different
regimes listed in Table 1. From these drag correlations developed under the
present study, the following transition criteria have been obtained.

1. Undistorted- to Distorted particle '(or Cap-bubble) Regime Transition
.

gap >24(1+0.lNf;75) ' l + 17.67[ f(ad))6/7,2
'

4r
v

>' (58)3 o N 18.67 f(ad)
-

Re
,

.

, ,y . - - g - -
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where, for a bubbly flow, f(ad) = (1 ad)1.5 (see Table I). The above tran-
sition criterion can be approximated by

,

'

4r 24(1 + 0.1N .75)gap > (1 - a )0.6v R
(59).

3 o d N .

Re
.

This criterion indicates the transition from the undistorted- to the distorted-
particle regimes for NRe > 16. However, for NRe < 16, the same criterion
indicates the transition to the cap-bubble regime directly.

2. Distorted particle to Cap-bubble Regime Transition

4r
gap > 8 (1 - a ) ).87

'v

(60),

3 o 3 d

where an approximation similar to Eq. 59 has been used.

The above two results show that the effect of the void fraction on
the regime trensition is not very strong. The factors are (1 ad)0.6 and
(1 ad)0.87, which range from 0.66 to 1 and from 0.55 to 1, respectively,
for 0.5 < ad < 1. The present criterion in the case of ad = 0 is compared,

6to empirical results e for a single particle system in Fig. 26. Note that the
,

results shown by Clift et a l . 6 t' are more conservative than the present model.
,
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nis can be explained by the fact that, in the present drag-law modeling, only
undistorted- and distorted particle regimes have been considered. Slight de-
formations corresponding to moderately ellipsoidal particles were considered.

insignificant in terms of the changes in the drag law; therefore, this regime-

included in the undistorted regime. Except for this point, the agreementwas

between the present correlation and the empirical results of Clift et al. is.

' *
reasonably good at the zero void fraction.

C. Flow-regime Criteria for Restricted Systems

ne discussion here is limited to a, vertical system. Some results for a
horizontal system have been given by Mishima and Ishii.76

1. Bubbly-flew to Slug-flow Transition

As studied by Radovich and Moissis50 and Griffith and Snyder,52 the
transition from bubbly flow to slug flow occurs, mainly due to agglomerations
of smaller bubbles into cap bubbles. Once a cap bubble is formed, further
coalescences follow in the uke region of a cap bubble. % is transition happens
at the void fraction around 0.3. Radovich and Moississo showed qualitatively
that the probability of collisions becomes very large at n = 0.3, and they
postulated this as a cause of the flow-regime tranSitic , Based on these

'
.

observations, Dukler and Taite144 proposed a = 0.3 as the criterion and then.

used a relative velocity correlation to convert it into a conventional form
based on the volumetric fluxea of liquid and gas.4 -

He value of a = 0.3 can alao be ob-
tained from a very simple geometries 1 non-

eusett sideration only. Suppose bubbles distribute
,1 themselves in a tetrahedral lattice pattern,

/ J\ in which each bubble fluc t uat e s. It isk% asstaned that there is a sphere of influence
! "A around each bubble. Although these spheres

of influence can overlap in certain situe-
tions, the stunmation of the sphere volumes

[-] equals the total volume of the mixture.

t J Re ntsnber of not only the collisions but
\f 7$E also the coalescences is considered toeusett

tutnct
become very large if the maximtsn possible- -

gap between two bubbles becomes less than a
,

2^i - 2: i bubble diameter, as shown in Fig. 27. Underh h this condition, it is evident that the bub-
l - bles should deform considerably during eachtatt

b fluctuation. ne above condition requires
,

---- 4 'b ---* that,

'
.

*

Fig. 27. Bubble Packing and 3
a= = 0.296 = 0.3. (61)| Coalescence Pattern
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2. Slug-flow to Churn-flow Transition
J

We transition is postulated to occur when the void fraction in the -

liquid-slug section reaches the void fraction at the slug-bubble section. In *

order to calculate the mean void fraction in the slug-bubble section, a poten-
tial flow enalysis is applied to the film flow until the film flow along the *

bubble reaches the void fraction corresponding to the fully developed flow. *

Except very near the nose of the bubble, the appt ication of the Bernoulli
equation yields the local fraction to be

fa= (62),

E # #8+ 0.2 1 - /p /p + 0.35
pf V F f of

|

where h is the distance from the top of the bubble.

He slug-bubble length is obtained by equating the above a to the
void fraction corresponding to the terminal film velocity. Hence the buEble
length Lb becomes

I!I: 2gL 80 3b
= j + 0.75 _ApgD ApgD

(63) '
,

*f Of \p vgg) *

which is reasonably close to the experimental observation of Akagawa and -

Sakaguchi.77 3e mean void fraction at the slug-bubble section can be ob- -

tained from integrating Eq. 62 from 0 to Lb and dividing by L . hunb

. 0.2 (1 - '#f #f

1j
.

0.75p

J + 0.3 ADRD

a = 1 - 0.813 (64).

ApgD)1/183pgD,

i 3 + 0.75
f" )_ _

Since it is assumed that the transition from slug' flow to churn flow occurs
when the void fraction in the liquid-slug section reaches the mean void
fraction in the slug-bubble section, the transition criterion is a > a -m

3. Churn-flow to Annular-flow Transition

%e criterion for this transition has been developed previously.,10
Therefore, for a small tube,

.

. -

I 2g > a - 0.1 and a > a . (65)
ApgD m

,

However, for a large tube given by -

/1 - 0.1C 32
N-0.4 |

0D> 0 l, (66)
Apg uf ( CO /

__ . . ._- -__ _ - . _ . -- -
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where

* Nyf = pg/(pgo c/ Apg) 1/2 and C0=1.2-0.2/p/p (67)g,

the criterion should be
.

.

>[/cgap)1/4
-0.2,

| N (68)j .

pg j pfg

D. Comparison with Existing Criteria

ne newly developed ficw-regime criteria can be compared to some existing
criteria 5-48 under steady-state and fully developed flow conditions. To4

transform the present criteria into the conventional form based on the volu-

metric f1wtes, the relative velocity correlations of Ishii10 have been used.
In Fig. 28, the present criteria are compared to Govier and Aziz46 and Griffith
and Wallis, 47 and in Fig. 29 to Dukler and Taitel.45 %e agreement is reason-
ably good, excel.t for the bubbly to slug transition criterion of Covier and

Ar h .4 6 Overall agreement between the present -:riteria and those of Dukler
and Taitel 16 not surprising, because the basic principles involved in defin- ;

,

ing the transition criteria are rdmilar.

.
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.

VII. SUMMARY AND CONCLUSIONS .

.

The interfacial transfer terms for the two-fluid formulation have been
studied in detail. W e interfacial transfer of mass, momentum, and energy is
proportional to the interfacial area and the driving force, hese two effects
are considered separately.

Geometrical effects on the interfacial transfers are taken into account,

primarily by the interfacial-area concentration. An extensive literature sur-

vey on existing experimental data has been comple.ted, and a preliminary model-
ing effort for the interfacial stea has been carried out. brisically four flow

regimes--namely, dispersed (bubbly or droplet), slug, churn-turbulent, and
annular flows--have been modeled separately, and general characteristics of
the prediction have been discussed, ne models show the importance of the
existence and size of small fluid particles for all flow regimes.

Althor.gh a number of data exist, the ranges covered by these data are far

short of being sufficient for reactor applicationt.. We flows studied fell into
the alug, churn, and annular-flow regimes at moderate liquid i' luxes (3-50 cm/s). .

De range of the gas flux was 0.4-30 ra/s. Note tnat no data exist for high .

liquid fluxes beyond 50 cm/s. ne data for countercurrent or coeurrent down
flows are completely missing, n'e diameters of tubes were relatively small .

(0.6-2.5 cm). -

_
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Furthermore, the effect of the density ratio or pressure on the inter-
facial areas has not been studied experimentally. However, the most important
shortcoming of existieg data may be the lack of information for developing

*
flows. In view of fundamental difficulties encountered in medeling entrance,

and rapid transient flow under reactor accident conditions, considerable effort
thould be made to develop some data base for interfacial areas for such flows.

,

.

Tha modeling of the romentet interaction term is essentially completed.
It was aesumed that the general drag focce car be expressed by a linear com-
bination of three terms: the standard-drag, virtual mass, and Basset forces.
Each of tnese three forces is modeled separately. The standard-drag correla-
tioa wat obtained from tne postulated drag-similcrity law based on the mixture
viscosity. Tne results for dispersed, slug, and churn-turbulent flows were
compared to over 1000 data. Satisfactory agreements were obtained at wide
ranges of concentration and Reynolds number.

Traditional flow-regime criteria based on the vapor and liquid volumetric
fluxes are not suitable to the two-fluid-model formulation, because these two
parameters do not determine the void fraction uniquely. It has beet: concluded
that for a two-fluid modal, direct geometrical parameters such as the void
fraction and interfacial area should be used in flow-regime criteria. From
this point of view, new flow-regime criteria for both unrestricted and re-

'

stricted flows have been developed. These new criteria can be compared to
* existing criteria under steady-state and fully developed flows by using rela-

tive velocity correlation obtained previcosly. The results showed satit fac-,

tory agreements.
,

For rapid transient and entrance flow, even these new flow-regime cri-
teria may not be sufficient. In such flows, the flow regimes as well as the

interfacial-area concentration can be very sensitive to initial conditions and
relaxation processes. The mechanism of coalescences and disintegrations of

,

; fluid particles becomes essential in these situations. The most general wethod
to include these effects is to introduce a transport equation for the interface
area. However, basic experimental data needed to develop this model have been
found to be grossly inadequate. Th e re fore , it is recommended that such exper-
iments should be performed.
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