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ABSTRACT

The measurement uncertainty for the LOFT radiation-hardened gamma densitometer installed in the
Loss-of-Fluid Test (LOFT) system is analyzed. These densitometers measure the fluid density in the LOFT
primary coolant piping during the loss-of-coolant experiments. This measurement uncertainty analysis
concluded that the random noise associated with the radiation process randomness and the bias
uncertainty associated with the shim calibration procedure are the major sou.ces of uncertainty in
measurements made by the LOFT densitometers. The uncertainty ranges from 0.05 to 0.51 Mg/m3,
depending on experiment parameters.

NRC FIN No. A6043 - LOFT Experimental Instrumentation



FOREWORD

This document (NUREG/CR-0169, EGG-2037, Volume XVIII2) reports results of an uncertainty
analysis for the radiation-hardened gamma densitometers installed in the Loss-of-Fluid Test (LOFT)
system to mneasure fluid deusity in the primary coolant piping. Measurement uncertainty analyses are per-
formed to evaluate the anticipated performance uncertainty for each experimental measurement in the
LOFT system. Results of these analyse: aie reported in a series of volumes designated NUREG/CR-0169,
EGG-2037. Volume I of this series wiil describe the LOFT experimental measurement systems and the
technique used for calculating the uncertainties. The remaining volumes in the series will present detailed
results from the uncertainty analysis performed for each experimental measurement system.

The following volumes have preceded Volume XVIII:

1. P.A.Quinn, G. L. Biladeau, R. Y. Maughan, LOFT Experimental Measurements Uncer-
tainty Analyses, Volume V, LOFT External Accelerometer Uncertainty Analysis,

NUREG/CR-0169, TREE-1089, October 1978.

2. G. L. Bilageau, LOFT Experimental Measuremenis Uncertainty Analyses, Volume VI,
LOFT Linear Variable Differential Transformer Displacement Transducer Uncertainiy

Analvsis, TREE-NUREG-1089, February 1978.

3. G. D. Lassahn, LOFT Experimental Measurements Uncertainty Analyses, Volume VI,
LOFT Self-Powered Neutron Detector Uncertainty Analysis, NUREG/CR-0169,

TREE-1089, August 1978.

4. G. D. Lassahn and P. A. Quinn, LOFT Experimental Measurements Uncertainty
Analyses, Volume VIII, LOFT Traversing In-Core Probe Uncertainty Analysis,

NUREG/CR-0169, TREE-1089, August 1978.

S G. L. Biladeau, LOFT Experimental Measurements Uncertainty Analyses, Volume IX,
LOFT Strain Gage Uncertainty Analysis, TREE-NUREG-1089, June 1978.

6. S. Silverman, LOFT Exverimental Measurements Uncertainty Analyses, Volume X1V,
LOFT Drag Disc-Turbine Transducer Uncertainty Analysis, NUREG/CR-0169,

TREE-1089, November 1978.

7. L. D. Goodrich, LOFT Experimental Measurements Uncertainty Analyses, Volume XV,
LOFT Primary Coolant Pump Speed Measurement Jncertainty Analysis, TREE-

NUREG-1089, April 1978.

8 G.D. Lassahn, LOFT Experimental Measurements Uncertainties Analyses, Volume XV,
LOFT Three-Beam Gamma Densitometer System, TREE-NUREG-1089, Feoruary 1978.

a Volumes VI, IX. XV, and XVI were published prior 10 implementation of the NUREG/CR numbering system as TREE-
NUREG-1089. Volumes V., VII, VIII, and X1V were published as NUREG/CR-0169, TREE -1089 (1REE was the former designation
for formal reports prepared by EG&G Idaho, Inc.). The remaning volumes in this seites of uncertainty analyses will be published as

NUREG/CR-0169, EGG-2037
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NOMENCLATURE

Coincidence corrected A’

Live-time-corrected photon count rare for the indicated energy range
Calibration coefficient

Without o or B subscript, total background radiation count rate

With a or 8 subscript, background radiation count rate in o or 8 energy range
Calibration coefficient

Without o or £ subscript, total cobalt radiation count rate

With o or R subscript, cobalt radiation count rate in & or 8 energy range
Spectrum shape coefficients, used in coincidence correction

Label for gas phase or a substitute for the gas phase

Number of photons detected in one measurement period in the specified energy
range, not live time corrected

Label for Beam i, i = 1, 2, 3, and 4 (corresponding to Beams A, B, C, and D)

Number of live time pulses generated by the live time clock during one measure-
ment period

Label for the liquid phase

Number of live time pulses counted by the system (N) and the amplifier (N”) live
time counters during the measurement period

Total live-time-corrected photon count rate

Total photon counts detected in the measurement period
A time characteristic of the electronics, nominally 125 ns
Leng*h of the measurement period

Symbols used to represent unspecified variables

Labels for the & and B energy ranges
Average of X

Fluid density

Standard deviation of X

Live time fractions for the spectrum analvzer svstem (7) and the amplifier alone
(1)

vi



SUMMARY

The radiation-hardened gamma densitometers are designed to measure the density of the primary
coolant at several different pi- ‘ocations on the Loss-of-Fluid Test (LOFT) sysiem. The LOFT system
includes a small-scale nuclear . .. ;surized water reactor and support systems designed to provide data from

loss-of-coolant experiments.

The fluid density in the LOFT primary coolant piping is inferred from measurements of the intensities of
beams of gamma radiation that pass through the fluid. The radiation source is approximately 11 curies of
cobalt-60. Three gamma radiation detectors are arranged to detect beams of radiation that pass unscat-
tered from the source, through the pipe and fluid, and into the detectors. A fourth detector is provided that
cannot receive radiation directly from the cobalt source. All four detectors receive scattered cobnit rad.a-
tion and various types of reactor background radiation. However, the radiation-hardened densitometers
were designed to function in the presence of the radiation normally present around the nuclear reactor.

The dominant uncertainty component in the LOFT radiation-hardened densitometer is the randomness
inherent in the radiziion processes. This randomness causes a random noise uncertainty componem in the
calculated density values, of magnitude (2 0, or 95% confidence level) betweer 17 and 55 kg/m depend-
ing on which beam is used and on the fluid density, for a I-second data averaging time. In some
experiments, there may also be a significant bias uncertainty associated with the calibration of the system.

vit



LOFT EXPERIMENTAL MEASUREMENTS
UNCERTAINTY ANALYSES
VOLUME XVIII
RADIATION-HARDENED GAMMA DENSITOMETER

1. INTRODUCTION

The radiation-hardened gamma densitometers discussed herein are designed to measure the density of
the primary coolant at several different piping locations on the Loss-of-Fluid Test (LOFT) system. The
fluid density is inferred from measurements of the intensities of beams of gamma radiation that pass
through the fluid. The radiation-hardened densitometers were designed to function in the presence of the
radiation normally present around the nuclear reactor

The purpose of this report is to describe quantitatively the uncertainty, and its sources, in the fiuid
density measurements obtained from the LOFT radiation-hardened densitometers. The general procedure
is to describe each recognized, potentially significant source of uncertainty and to analyze its effect on the
final measurement result. (The measurement result, in the context of this report, is the density of the fluid
averaged ~long each of the primary gamma radiatic . beam paths.) When there is some question . hout how
large any uncertainty component is, the philosophy is to use the largesi of the reasonable choices. Thus, the
uncertainties quoted here should be regarded as upper bound estimates in questionable cases. As it turns
out, the major uncertainty contributions are quite well understood, and these estimates are expected to be

quite accurate.

The LOFT s_vsleml includes a small-scale nuclear pressurized water reactor and support systems
designed to provide data from loss-of-coolant experiments. The LOFT system is located at the Idaho
National Engineering Laboratory. The LOFT Experimental Program is conducted by EG&G Idaho, Inc.,
for the U.S. Nuclear Regulatory Commission and is administered by the U.S. Department of Energy. The
instrumentation installed on the LOFT system provide data for evaluating the response of a pressurized
water reactor system during loss-of-coolant transients. The radiation-hardened gamma densitometers cur-
rently installed on the LOFT system replace the simpler, nonradiation-hardened densitometers discussed in
Reference 2. The positions of ik.e three primary beams of gamma radiation are the only significant features

common to the two types of densitometers.

The radiation-hardened gamma densitometers are described in Section 2. The procedures for analyzing
the data from the densitometers are discussed in Secticn 3. The uncertainty estimates are presented in
Section 4. The concluding statements and list of references are provided in Sections 5 and 6, respectively.



2. DENSITOMETER DESCRIPTION

The radiation-hardened gamma densitometer consists of a radiation source, detectors, shielding, and the
electronics system used to process the detector signals. The arrangement of the source, detectors, and
shielding when mounted on the LOFT piping is shown in Figure 1. The radiation source is approximately
11 curies of cobalt-60. Three gamma radiation detectors are arranged to detect radiation that passes
unscattered irom the source, through the pipe and fluid, and into the detectors. These three direct paths
are called Beams A, B, and C. A fourth detector, referred to as Becam D, cannot receive radiation directly
from the cobalt source. All four detectors receive scattered cobalt radiation and various types of reactor
background radiation. Beams A, B, and C are in a plane perpendicular to the pipe axis. Beam D is tilted
11 degrees out of the perpendicular plane.

The cobalt radiation source can be moved, by remote control, into either the exposed position, w' ich is
the normal operating position, or the stored position, in wlich radiation cannot get from the source to the
detectors. This feature allows certain useful calibrations and prehminary measurements, which are
discussed in Section 3.

A thin teagsten plate, called a shim, can be inserted in front of the source to attenuate Beams A, B, and
C by known amounts. This is sometimes used as a calibration aid.

Each radiation detector puts out an electrical pulse for each gamma photon interacting with the detector.
(Sometimes pulses from several photons may overlap and appear as one pulse. This is referred to in this
report as a pile-up event.) The densitometer electronics system that processes the pulses from the detectors
is shown schematically in Figure 2. This system records four quantities for each densitometer beam for
each measurement period as follows:

1. A pulse amplitude spectrum

2. A total puise count P’

3. The amplifier live time count N’
4.  The system live time count N.

A pulse amplitude spec'rum is a record of the number of pulses accumulated in each of several con-
tiguous pulse amplitude ranges. For Beams A, B, and C, the spectrum comprises 64 amplitude ranges or
channels. A representative spectrum for Beam B is shown in Figure 3. A spectrum for Beam D comprises
S12 channels. The total pulse count, P’, is the total number of pulses entering the amplifier during the
measurement period.

The system live time count, N, is the number of clock pulses counted dvring the measurement period.
These clozk pulses are generated at the rate of 20 000 per second, but they are counted only when the
system is live (ready to accept and process another pulse). Thus, the value of N is an indicator of the
system’s live time during the measurement period. The value of N’ indicates the live time of the amplifier
in a similar manner.
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3. DATA ANALYSIS PROCEDURES

In the datz analysis, two photon energy ranges (@ and g ) are selected by the analyst. The & range is
chosen to include the two cobalt radiation peaks at 1.17 and 1.33 MeV. The B range is a higher energy
range which includes little or no ¢obalt radiation. The o and B energy ranges correspond to a and 8
ranges in pulse amplitude spactrum channel number, since there is a iinear relationship between channel
number and absorbed photon energy. The @ and 8 channel number ranges may be different for different
beams, bezause the relationship between energy and channel number may be different for different beams.
For the spectrum shown in Figure 3, for example, the a range might be channels 16 through 38 and the 8
range might be channels 40 through 60.

The recorded pulse amplitude spectrum for each beam is summed over each of the & and B ranges to
prov uce two numbers, 4 and lg . That is, I s the number of pulses detected in the o range during the
measurement period. This gives five primary measured quantities (I, e P’, N’, and N) for each beam
for each measurement period.

The live time fractions T and T° are estimated from N and N* using
T =(N+ 1)/(K + 2) (hH
with the same equation for T° and N’, where K is the rumber of live time clock pulses generated (but not
necessarily counted) during the measurement period. The dead-uime-corrected count rates for the o and 8
ranges are estimated using
A'Cl = Iu/ (tT) (2a)
and the 8 analog for the B range®, where T is the length of the measurement period.

The photon energy absorption event rate P is estimated using
P=P'/( T). (3)

The five primary measured quantities are thus replaced with three estimated ensemble average quantities
(A . A'g . and P) for each beam for each time interval.

For Beam D, denoted hereafter by the subscript 4, the quantities B a4 and B g4 are calculated using
Equation (4)b:

2
P, R = MR -, RY°
= Q ¢ - - Q > - “
B, " AT, {1 - ]Foaa [1 e ] € ont (4a)

where R is a time that is characteristic of the electronics (nominally 125 ns) and the F and G quantities are
determined from preliminary measurements.

The B, 4 and Bg 4 values obtained from Equation (4) are then smoothed over time to remove the high
frequency fluctuations due to the randomness inherent in the radiation process. This smoothing is justified
by the assumption that the shape of the background radiation spectrum should not change rapidly. The
B4 and B g 4 values are also corrected for the effects of radiation scattering from Beam A into Beam D.

a. Many equations in this discussion occur in pairs which are the same except for the 0t or 3 subscript. Usaally only the g equation
with the Ot subscript terms is written explicitly. The 8 analog can be obtained by simply replacing the O subscript with a 8 subscript

b. Insert £ subscript 1o calculate By g



Most of this scattering occurs in the steel pipe wall next to the detectors for Beams A and D. The correction
is based on the assumption that the magnitude of the scattered radiation intensity is directly proportional
to the intensity of the cobalt radiation detected in Beam A. The proportionality constant is determined
from preliminary measurements with the cobalt source in the stored position and with the cobalt source in

the exposed position (operating position).

Beam A, B, and C quantities are denoted by the subscripts 1, 2, and 3, which are represented in general
by the subscript i. For each of Beams A, B, and C separately, an iterativ. procedure is used to solve for C;
from the equations

B Ty S Sl W Sa)
and
B, Bgy * C; Cpy = Ag;» (58)

where C , ; and C ¢ ; are constants determined from preliminary measurements, B; is an unknown, and A 4 ;
and A g; are defined by Equation (6)2:

= P

P, R 1

L aa i _(l-e ) 2 2

Aai " 445 ® P [Bi Foai * 281 € Prai * % Faai
2. & 7
(1 ~ e ) 3 2
[ P RN 1 Rl A

2 3

* 3 B, C, Gz;i + C, G3ai] . (6a)

The C; values are the calculated cobalt radiation beam intensity vaiues used to calculate the chordal
average density values:
pP=a+blIncC (7)

where C is the C; value determined for Beam i, p is the chordal average density, and a and b are calibra-
tion coefficients

The calibration coefficients are different for different beams. They are calculated from

:g‘(,l
In (C /C,) ®
g 1

b =

and
o, lm(C ) -p_ 1n (C,)
1 4 4 1

. In (C_/C,) ; ®)
g 1

a. Insert R subscript to calculate Aa,.



where the subscripts | and g refer to liquid and gas, respectively. C) 1s the cobait radiation beam intensity
when the pipe is filled with liquid before the blowdown starts. 0} is the liquid density during that time,
demminedfmmmmcndtwwummumumduumubh.C,inherﬂmonW
smoothed curve of cobalt radiation beam intensity versus time. The pipe is assumed to be filled with gas at

that time, and D.. the density of that gas, is determined from temperature and pressure measurements for
that time.

If no all-gas calibratior: point is available, the second calibration point is the point with the pipe full of
liquid and with the shim inserted to attenuate the beams by some known amount. The effective density for
this condition is greater than the liquid density instead of being very small as it is for an all-gas calibration.

Another alternative to the measured all-gas calibration point is the use of a theoretically calculated value
of C,, in place of the missing measured value. The Cl value can be calculated from a measured Cy value
and Enown parameters such as densitometer geometry and mass attenuation coefficients. The use of the
calculated C! value, in place of the measured Cs value, in the calibration procedure [Equations (8) and (9)]
is equivalent to the more direct process of using a theoretically calculated value of b and using

p=p, +b la (C/C)) (10)

in place of Equation (7).

While the reactor is running in steady state conditions before the blowdown starts, two 512-channel
spectra are recorded for each beam: one spectrum with the cobalt source in the stored position, and the
other with the cobalt source in the exposed position. These spectra are averaged over a long data acquisi-
tion time, to reduce to a negligible magnitude the uncertainty due to the randomness in the radiation pro-
cess. These preliminary measurements are used to determine the spectrum shape coefficients (C a»Cgrand

the F and G coefficients) for each beam and, also, to determine the amount of scattering from Beam A into
Beam D.



4. UNCERTAINTY ESTIMATES

The general procedure for estimating the measurement uncertainty, that is, the uncertainty in the
calculated chordal average density values, is to estimate the uncertainty in the primary measured quantities
and in the various parameters used in the data processing, and to calcuiate the effects of these several
uncertainty sources on the final result, the calculated density values.

The following sections of this report contain a brief outline of the general mathematical technigues used
for estimating uncertainty propagation; a list of important variables in this analysis; discussions of the
several known, significant sources of uncertainty and their effects on the independent variables; a discus-
sion of the propagation of these individual uncertainty contributions; and a summary of the overall effect
of these uncertainties. In reading these sections, it may be helpful to refer occasionally to Table 1, which
summarizes the uicertainty contributions to the important intermediate variable C (beam intensity).

In the following discussions, some potential uncertainty contributions are described as being removed by
the calibration procedure. This is because the effects of certain types of errors in C disappear when C is
converted to p, even though the error: in C may be very large. This is a result of the calibration procedure
used in this measurement system, as is discussed in more detail in Section 4,17, ““Uncertainty Propagation

inte p."”
4.1 Uncertainty Propagation

The uncertainty in any quantity Z is characterized by 0Z, the standard deviation in the values of Z in a
hypothetical ensemble of replications of an experiment in which Z could be measured. Formally, 0 Z is

defined by
2 1/2
GZ = u (Z - .al:) 'Y ‘ll)

where LZ is the ensemble average or mean value of Z. In practice, if Z is a dependent variable, the value of
oZ is estimated by the common formula

1/2

2
d b
oz = E (__*d)z(' oxl) ) (12)

1 1

where the X; are independent variables and the sum is over all the independent variabies. This procedure
assumes that the dependence of Z on each X; is approximately linear for X; values within about + 20X; of
the nominal value of X being considered.

If Z can be expressed in terms of some intermediate variables Y;, such that no two of the Yj depend on
the same independent variable X; and no Y j depends on any X; thai appears explicitly in the expression for
Z, then a very helpful concept, analogous to the chain rule in evaluating derivatives, results:

2 2
2 _ 2: aZ al
(0z2)” = (a—x—l O'xi + E (Q_Y OYj) ’ (13)

1
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TABLE 1. CONTRIBUTIONS TO oC/C
ccC/C
Error X g X/X | X/C dC/dX | Contribution Remarks
1/2
Random T | ) PR . - =
errors [m] <0.063 e "(Dg A%y~ Dy A'g)/C , ey <0.063
' ' A% ' ~
T [TR‘T’:T)r'] <0.063  |RP(Dg A'y - Dy A'g)/C [z RP < 0.09  <0.0057
1o VT, -p,a' e™®c = A" /(c0), o 1%
o B a o’ "o
v la
<i.3, >1.0 » 1.0 Decreases as back-
ground decreases.
vV 1g
R
Ig 1y 1Ig I- DQA'BeP /C| ~ BahA.B/(BBA CqC) <0.11 Decreases to zero
as background
decreases.
p' 1/ /P’ <0.035 RP(D A’y - DgA',)/C = RP < 0.09 < 0.0032
B, 0.0018 | DgBB/C | ByB/(CoC) < 0.3 < 0.0006 Band-limited
noise.
By 0.0i8 - DyBgB/C = BB/ (C,C) < 0.3 <0.006 Band-limited
noise.
Bias R <0.2 Effect on C is not calculated.

errors
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TABLE 1. (continued)
oC/C
Ertor X | X/¢ dc/dx | Contribution Keinarks
Bias Co <0.1 IDB Cul zl <0.1 Mostly removed by
eirors calibration
procedure.

Ca <0.1 = CB <0.1 <0.01 Mostly removed by
calibration
procedure,

F,  <0.1 F. Dy RB%/C| <0.09 B/C < 0.009 Mostly removed by

Oa O0a B :
calibration
procedure.

FO <0.1 - FOB D, R32/C <0.09 B/C < 0.009 Mostly removed by

8 calibration
procedure.

Fio <0.1 Fi,Pg2RB| <0.2 <0.02 Mostly removed by

! - calibration
procedure.

F <0.1 ~F,aDyg 2 BB <0.2 <0.02 Mostly removed by

18 18 "a - v
calibration
procedure.

F <0.1 F., Dg RC| <0.1 <0.01 Mostly removed by

2a 2a B

calibration
procedure.
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TABLE 1. (continued)

oc/C
Error X o X/X |X/C dC/dX| Contribution Remarks

Bias FZB <0, - er Dy RC <0.1 <0.01 Mostly removed by
errors calibration
procedure,

G <0.1 G, D R2 83/C <0.01 B/C <0.001 Mostly removed by
Ca B ! :
calibration
procedure.

G <0.1 G, .Dy R2 83/C < 0.01 B/C <0.001 Mostly removed by

08 08 calibration
procedure.

"
ol Giq OB 3R B%| <0.024 <0.0024 Mostly removed by

calibration
procedure.

o
M
<

la

G <0.1 s GlB Dy 3R2 82 <0.024 <0.0024 Mostly removed by

18 calibration
procedure.

G. <0.! Cz Dg 3R2 BC| «<0.024 <0.0024 Mostly removed by
40 % calibration

procedure.

G, <0.! -G, ,D 382 BC <0.024 <0.0024 Mostly removed by
28 r y "
calibration
procedure.



TABLE 1. (continued)
oc/c

Error X oX/X |x/¢ dc/ax| Contribution Remarks

Bias 2 2‘

Sebab G3a <0.1 G3a DB R” C <0.01 <0.001 Hou?ly r?-oved by
calibration
procedure.

2.2
G <0.1 = G,q Dg R C <0.01 <0.001 Mostly removed by
38 38 : 4
calibration
procedure,
<0.02 Model uncertainty
(pulse shape).

ol <0.001 Polyenergetic
gamma source
radiation,

<0.019 Scattering.
<0.01 Thermal
expansion.

Other By <0.03, For Beams A, B,

errors 0.05, and C, respec~-

and tively. Beam A
0.02 to Beam D scatter-

ing when density
and background
radiation are
small.




wiere

dayY .
Z . o
g Zl: ax. ° X1 - (14)

These equations imply that, if the above-stated conditions are met, the uncertainties in intermediate
variables can be estimated from the uncertainties ir the independent variables from Equation (14), and
then the intermediace variables can be treated as independent variables in the next step of the uncertainty
propagation analysis, Equation (13) Proceeding thus in steps is often much simpler than doing the entire
analysis in one large, complicated step.

4.2 important Variables

In this uncertainty analysis, the final dependent variables (analogous to the Z just discussed) are
“i1 = 1,2, and 3, which are the calculated chordal average density values for densitometer Beams A, B,
and C, respectively. The quantities 1 i, 1z, P'j, N'j, Nj, B, 4. Bo g, Cij. Cgj, Py 0 g;s and R and the
14 F and G coefficients for each of the three beams, can be taken as independent variables [the X's in
Equations (11) througn (14)]. Some useful intermediate variables [the Y's in Equations (13) and (14)] are
B, G, P, 1,7 js A'gyj, and A” ;.

Instead of 14 and I, the individual spectrum elements that are summed to obtain Iy and Ig could b.
used as independent variables. However, such a choice would greatly increase the complexity of the

analysis without giving any different, useful information.

C,.C g, and the F and G coefficients are not actually raw measurements, but are derived from analyses

of data acquired before the blowdown experiment s ~ 1 strictly proper procedure would be to study
in detail the propagation of uncertainties from the arements into the values of C, C ., and the
F.and G coefficients, rather than treating C , Cg, . .1d G as indenendent variables. However, as shown

later, the contributions of the C, C ., F, and G uncertaiaties to the final overall measurement uncer-
tainty are relatively small, and the detailed study of these uncertainty contributions seems unwarranted.

4.3 Radiation Process Randomness

A major source of uncertainty in the LOFT radiation-hardened densitometer is the randomness inherent
in the radiation process. This randomness is manifest as two types of uncertainties in the LOFT den-
sitometer: an uncertainty in the estimate of the ensemble average of the number of detected photon pulses,
and an uncertainty in the estimate of each of the live time fractions.

4.3.1 Live Time Uncertainty. Since the detected photon pulses occur at random times, any one photon
pulse may or may not fall on a live time clock pulse and contribute to the measured dead time. Therefore, a
single observed value of N, the number of live time clock pulses counted while the system is live, may result
from different values of the live time fraction T, depending on whether more or fewer photon puilses
happen to fall on live time clock pulses.

If 7 is completely unknown before the experiment and N live time clock pulses are counted during the
experiment, the best estimate of 7 after the experiment is

T=(N+ 1)K+ 2), (15



4.3.2 Ensemble Average Pulse Count Uncertainty
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