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ABSTRACT

fhis second interim report on load combination methodology development
has focused on two objectives: methodology development for combining generic
dynamic responses, and the application of the load combination methodology to
nuclear power plant components. Different camponent designs have been
analyzed in terms of the methodology. Two examples are p.ovided. One is a
simple, highly idealized example that illustrates the essential aspects of
developing probabilistic design criteria for multiple loadings. The second,
more realistic example is a segnent of an essential service water line
subjected to internal pressure, dead weight, earthquake, an hvdraulic
trgnsient, and themmal expansion.
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FOREWORD

This is the second interim report on load combination methodology (LCM)
development. The first interim report, UCID-18149, was published while Load
Combination Methodology constituted Task 3 of the Load Combination Project
within the Seismic Safety Margins Research Program (SSMRP). On April 1, 1980,
the Load Combination Project at the Lawrence Livermore National Laboratory was
officially separated from the SSMRP and has become an independent program.
Under this new program, Load Combination Methodology Development is designated
Project Il (Event Decouplinc is Project 1) and consists of two tasks. Task 1
is Methodology Development, which seeks to develop a methodology for
appropriately combining generic dynamic responses. Both system and component
reliability methods are used. Probabilistic methods will be used to determine
proper load combinations for mechanical and structural component design to
achieve a target reliability. This aspect of the methodology can also be used
by the NRC to evaluate component reliability of existing designs. Comparisons
can then be made with reliability levels achieved using square root of the sum
of the squares (SRSS) and absolute sum (ABS) response combination methods.

The system reliability methodology takes into account plant safety and
functionability criteria to determine the appropriate target reliabilities for
components under various plant conditions. Task 2 deals with the application
of the load combination methodology to nuclear power plant components in order
to demonstrate its feasibility.

ix



Ex JTIVE SUMMARY

A unified approach is talen to address load combination issues with
regard to which loads need to be combined, how they are to be combined, and
what ASMC service level is applicable. The basis for this approach is
probabilistic in that it takes into account the stochastic nature of dynamic
loadings and t' > random variations of structural resistance. The methodology
described in this interim report seeks to provide the designer of nuclear
power plant components with criteria that will result in designs having a
specified level of reliability. Inherent in the methodology is an evaluation
procedure that could be used by the NRC in reaching licensing decisions.

This report expands upon the work described in Interim Repor. I by
illustrating in greater detail the steps involved in applying this
methodology. Two examples are provided. One is a simple, highly idealized
example that illustrates the essential aspects of developing probabilistic
design criteria for multiple loadings. We consider an array of pipes of
varying lengths and diameters that meet a target limit state probability
applicable to the entire ensemble, The loads assumed are dead weight,
internal pressure, and a velocity transient. They are considered to be static
but have random amplitudes. To simplify the computations, these load
magnitudes are assumed to be normally distributed.

The second, more realistic example is a segment of an essential service
warer (ESW) line subjected to internal pressure, dead weight, earthquake, an
hydraulic transient, and thermal expansion. This piping system is
characterized by a set of influence coefficients at each of its nodes. These
influence coefficients transform the loads at each node to structu. al
responses, and their frequency distributions are developed from existing
designs or from a "standard" design generated for this purpose. A set of
influence coefficients for a particular design is then obtained by random
samp'ing from these distributions. At each node, for each influence
coefficient of a dynamic load, a unit response time history is chosen at
random from a collection of time histories scored for a particular range of
load magnitudes. The unit response time histories are represented by an
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upcrossing rate v (y) and an arbitrary point in time (a.p.t.) probability
density function f (y). The random sampling of influence coefficients and
time histories is repeated as many times as there are nodes in the piping
segment .,

With the pipe segment defined by the 'niluence coefficients, only the
pipe thickness needs to be determined that satisfies the ASME service limits,
Ar initial thickness is obtained by the application of Eq. 3 of ASME 3600.
This is checked to see if it satisfies the load combination equations at all
the nodes in the pipe. The limit state probability at each node is then
obtained by convolving the probability distribution of the resistance with
that of the extreme response. The probability of the response is obtained by
convolving the probability of the static load effects with the extremes of the
combined dynamic load effecis using their respective mean upcrossing rite and
a.p.t. distributions. In generating the response levels associated with
combinations of intermittent loads, all possible load events must be
considered. The calculation of the rates of occurrence of different load
cases is facilitated by the construction of a load event tree the branches of
which represent spe-ific load combination events. Mean occurrence rates for
load combinations in which there are initiated loads can be obtained using the
1oag event tree with the branching probabilities that are conditional upon
initial lcading conditions. The limit state probability is obtained at each
node for the extreme value of the response cver the life of the component.
The limit state probability of the entire component is that associated with
the node having the largest limit state probability.

Limit state probabilities may be evaluated for variou: design criteria
involving specific load combinations and assigned service levels. Since this
probability would vary with pipe configurations, location within the plant,
and geographical location. a number of pipiny systems designed in accordance
with these criteria should be analyzed. A frequency distribution of the
implied 1imit state probability can be obtained and a decision rule for
accepting a particular design criterion established based upon a
non-exceedance level relative to the target limit state probability.

The Load Combination Methodology may also be used to derive the load and
resistance factor values for a set of load combinations having a particular






1. INTRODUCTION

The NRC reguires that structures, systems, and components important to
the safety of nuclear power plants be designed to withstand combinations of
effects due to natural phenomena, normal operating conditions, and ac.ident
conditions. Studies have been conducted to address portions of these load
combination issues, but a unified approach has, heretofore, never been
undertaken. While load combinations have been incorporated inio recent
American Concrete Institute (ACI) and American Institute of Steel Construction
(AISC) nuclear codes, they have not been completely accepted by the Nuclear
Regulatory Commission (NRC). Instead, load combinations have been specified
for structures in the Standard Review Plan, but not for mechanical
components. Consequently, there is no universally recognized criterion which
can serve as a guide to what and how loads should be combined. As a result,
the requirement to consider concurrent dynamic events has led to decisions
based on judgment, which in turn has led to a situation where safety margins
of systems and components may vary widely from plant to plant.

The American [ ,ciety of Machine Engineers (ASME) Boiler and Pressure
Vessel Code, which governs the design of vessels, pumps, piping, steel
containment . and component supports, does not specify which loads should be
combined. he philosophy of the ASME Code is to place limits on stress which
the unfactored load effects must not exceed. These stress limits vary in
accordance with the service level assigned to a particular load combination.
But the actual load combinations are formulated by the owner through the
design specification required by the Code.

The major objective of our Joad combination research program is to remove
the ambiguity that attends the arbitrary selection of load combinations by
providing load combination tables which can be associated with particular
levels of reliability. The universal application of these lcad combinations
will ensure that levels of reliability for componen’s and systems will be
consistent throughout the nuclear industry. It is important to emphasize that
the methodrlogy is intended to be in harmony with the philosophy of the ““ME
Code and that the designer or reviewer need only combine the peak resr.n ¢
from individual loads.



In Interim Report I of the Load Combination Project Task 3, the broad
outlines of a unified approach to load combination methodoiogy were
presented.1 The present report expands upon the previous work by describing
in greater detail the steps involved in applying this methodology. This is
done on two levels. One is a simple, highly idealized example which
illustrates the essential aspects of the procedure, unencumbere:d by the more
advanced aspects of stochastically combining dynamic responses in a real
component. On a higher level, the methodology is applied to an essential
service water line in a pressurized water reactor (PWR) plant, subjected to
the combine” effects of internal pressure, dead weight, seismic loads, thermal
loads due to startup/shutdown cycles, and a hydraulic transient.

i.1 BASIS FOR LOAD FACTOR APPROACH

The design format that appears in the ASME Code may be expressed as
¢Sm > vl + Y2 t¥3 %0 .0 (1.1)

where the Y's are the lvad effects (in this case stresses), Sm is the stress
intensity limit for the material, and ¢ is a factor whose value is governed by
the particular service level associated with the component and the nature of
the combined loads. MWhile the relationship expressed in Eg. 1.1 is
deterministic, we must be aware that the stresses due to t loads and the
strength of the material are, in fact, random variab™::. . mputed stresses
are based upon load magnitudes that have a Tow probability of exceedance,
while the stress intensity limit represents a material strength having a high
probability of exceedance. This is illustrated in Fig. 1.1, which shows the
probability density function for bcth the combined stress and the strength,
and the relative location of the vaiues used for design. Note, however, that
there is a finite provability that the combined stresses can exceed the
factored stress intensity limit. Tnis is repres»nted by the area under the
stress distribution curve to the right of ¢Sm. Likewise, there is a finite
probability that the strength of the material can be less than the combined
stresses, as represented by the area under the strength distribution curve to
the left of Y1 + Y2 + YJ +. . . . Given the actual probability density
functions of the stresses and the strength, it is possible to find the

wn
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FIG. L.1. Statistical distributions of stress and strength.

probability that the combined stress exceeds the strength, which is synonymous
with the failure probability. Since “failure" may also be associated with
loss of function, we prefer the term "limit state probability."

It is also apparent from Fig. 1.l that if the design stresses are varied,
there will be c shift in the stress density function such that the limit state
probability will change. This is precisely why arbitrarily selected loads in
combination produce a variation in reliability from component to component.

On the other hand, if we fix the limit state probability of each component at
some acceptably low value, we can, for a specified stress intensity limit,
establish a design configuration whose stress levels correspond to the
specified 1imit state probability. This is done with the aid of load factors,
each designated by a Y;. Each set of load factors associated with the load
effects corresponds to a specified (or target) limit state probability. Thus,
the design format equation takes the form

@Sm ?-Ylvl + YZYZ . YJYS * e e (1.2)
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[t is not the designer's task to determine the load factors. He simply
adjusts his design to satisfy Eq. 1.2, with the assurance that the final
product will closely approximate the target limit state probability assoc’ated
with the Joad factors. The task of generating the appropriate load factors is
carried out by a code-writing group.

1.2 DERIVATION OF LOAD FACTORS--AN EXAMPLE

The methed of deriving load factors will now be illustrated by a simple
example. What we would like to do is provide a factored load combination
equation that can be used to design a simply supported pipe, subjected
simultaneously to internal pressure, dead weight, and a velocity transient.
Th€ configuration of the pipe is shown in Fig. 1.2.

Since our approach is probabilistic, all the parameters are considered
random variables. For some parameters, such as pipe thickness and diameter,
the dispersion of their values is small, and we will not consider them as
random variables in this example. Only the pressure, dead weight, and in.cial

W (dead weight)

T T vvlrlTvYT T T
[ !

i)
, {1 [T |
{
Lk i Sl tdaddaniat LA LLLLL AL L) b L“ hiisl
- » o e # A ittt it

A

= P —= (internal pressure) D

~
| B

v, (initial velocity transient)

R R S U USSR

FIG. 1.2. Schematic representation of a simply supported pipe of length 2
ana diameter D.



velocity will be treated as random variables. In addition, we will assume
them to be independent and to be normally distributed.

I. We start with the selection of a design format

#Sp 2 v ¥y * vC F v (1.3
where
Vo = initial velocity transient (in./s),
L = pipe length (in.),
p = internal pressure (lb/in.z),
€ = influence coefficient which transforms the initial velocity
into a bending stress [(1b/in.8)/(in./s)),
Cy = influence coefficient which transforms the pipe length into a
bending stress [(1b/in.€)/in.l,
€y = influence coefficient which transforms the internal pressure

YIOszYJ

into an axial membrane stress [(1b/in.2)/(1b/in.%)],

stress intensity limit,

resistance factor which reflects the stress categories in the
load combinaticn,

= lpad factors which correspond to VO. R, and p, respectively.

- We now evaluate the influence coefficients, which take the form

4 [E
¢ ® ;‘[al“bs i)

AS

c2=L(ﬁ-
D

3 "4

where

1/2
] T (1.42)
.%) , (1.4b)
(L.4c)

£ = modulus of elasticity of pipe material,
g = acceleration due to gravity,

b e e el By D B R B Bl B Sl B S e g — P ——

R WSS — R e —— P ——— R — T R — o i

R



density of pipe material,

density of fluid,

pipe thickness,

pipe diameter,

a factor which reflects the influence of all vibration harmonics
on the magnitude of the bending moment in the pipe due to the
velocity transient.

" ]

f(e)

3. For an assumed set of load factors, we now solve the design format
equation for the pipe thickness t that results in a stress equal to the
factored code-allowable limit stress. For this calculation the following
values were used:

30,000,000 1b/in.%,

& 1n./sz,

0.3 1b/in.3,

0.026 1b/in.7,

15,600 1b/in.%,

1.5 for combined primary membrane and bending stress,
2200 1b/in.%,

12 in./s.

v 1=
v&atbv'«:m
"

-
#

4. We next assume initial values for load factors, say, YT Y *v3 =L,
and determine the thickness of pipe such that €q. 1.3 is satisfied.

9. Once the thickness of the pipe has been determined, we have a design
which can be analyzed probabilistically. The limit state probability is
expressed by

R-Y
P =1-9 s (1.5)
A l(J,{m’;’)”?l

where

® = Gaussian or nermal distribution function for the argument in
brackets,
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the mean resistance or strength of the materia., corresponding to its
assumed failure mode,

°§ = the variance of the resistance,
Y = the mean response,
°$ = the variance of the response.

The expressions for Y and a$ are as follows:

Y= c1v6 + czl + c3§ (1.6)
and
2
of = 3 (§) ‘w0 (1.7)
= o (V ) + cza “(n) €3 2(p) (1.8)

The values assumed for determining component limit state probability are
R = 30,000 1b/in.° (yield strength),

0.05R = 1500 1h/in.%,

O.IOV° = 1.2 in./s,

0.0lg,

285 lb/in.z

R
o(Vo)
o(k)
a(p)

6. Now we specify a target limit state probabilily PT for the pipe
component, and note the difference between this probability and the computed
limit state probability PF' Since we want the load factors to represent as
broad a class of pipe configurations as possible, we perform the calculation
for the combination of eight pipe diameters and five lengths displayed in
Table L.1. Associated with each unigue combination of length and diameter is
a pipe thickness that limits the stress to the code allowable for the applied
load. A limit state probability is also associated with each combination of
length and diameter. For this array we set up an objective function,

log P - log Py |*

8 5
. ...ﬁwlwwhw_
fiy) :E: .}E: log P, » (1.9)

i=l el

10
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which we minimize by adjusting the optimum load factors using a quasi-Newt.n
algorithm, The load factors which evolve from this process ensure that a pipe
design, using those factors, will have a limit state probability very close to
the target value. Consequently, for each specified target limit state
probability, there will be a corvesponding set of optimized design load
factors. These load factors are summarized in Table 1.2 for the entire array
of pipe lengths and diameters considered.

TABLE 1.1. Array of pipe diameters and lengths used in the sample
calculations of load factors.

LENGTH{ IN) PIPE DIAMETER(IN)
10, 12 L 19, 8. 20. 22. 4
120
. For a given target 1imit state probability,

an array of 40 pipe thicknesses t,; and an
array of 40 limit state probabili{{es Pe..
were generated. ke

3

To validate the accuracy of the load factors obtained in this example, we
display in Tables 1.3 through 1.9 the actual 1imit state probabilities and
pipe thicknesses that result from using the appropriate set of load factors.
We see that, for each combination of pipe length and diameter, the actual
limit state probability is close to the specified target. In addition, we see
how and to what extent the pipe thicknesses increase as the target limit state
decreases.

A measure of the proximity of the limit state probability of each pipe to
the target valu2 is revealed in the last four columns of Table 1.2. Column 5
gives the mean values of the limit state probabilities for all 40 pipe
components. Columns 6 and 7 give their standard deviations and coefficients
of variation, respectively. Column 8 gives the three-standard-deviation
non-exceedance probability for each limit state probability, which means that
(assuming a normal distribution) there is at least a 99 percent probability
that the value in column 8 will not be exceeded.

An important issue yet to be resolved i1s the choice and number of loads
to be combined. To determine the influence of the number of loads in the
design format, a case was analyzed which used only the combination of internal

1
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TABLE 1.2. Load factors for the case ¢S5 = Y Yy, t Y

PT Y, Y; Y3 PF ol PF) cov 3c NEP
10 0.875  0.873 1.034 1.003 x 1072 6.000 x 10°*  0.060  1.183 x 10°°
100 0.917  0.913 1.122 1.007 x 1073 1.07%6 x 100  0.107  1.330 x 107
100 0.97  0.951 1.197 1.014 x 10°% 1,632 x 107  0.161  1.508 x 1072
10°° 0.995  0.987 1.263 1.023 x 107>  2.282 x 10°°  0.223  1.708 x 10™°
10 1.033  1.023 1.324 1.037 x 10°® 3051 x 107  0.294  1.952 x 107®
1007 1.070  1.059 1.381 1.054 x 1077 3.970 x 108 0.317  2.285 x 1077
108 1108 1.7 1.434 1.076 x 1078 5.099 x 10  0.474  2.606 x 1078

AR e

B~ e e e
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TABLE 1.3. Computer-generated results for PT = 1072,

|
i LENGTHL IN)
I 10.
. 120. 1. 0179E-02
I 240 1.0276E-02
i 260 8. 9263809
. 480 9 A284K-01
! 800 . | 2618E-02
|
|
i
|
|
i
LENGTH( IN)
10
120, 3.4554E-01
| 240, 4 20008-0)
360 4 B4ROE-0Q1
480. B .PI0BE-0I
800. | 12028+00

e e e L e e e e e e

GAMMAT = O BT4T

GAMMAZ = O A73Y

GAMMAY = 1| 0941

LIMIT STATE PROBABILITIES CORRESPONDING TO 1.07. J2 TARGET LIMIT STATE

18.
| 0483E-02
1.0452¢-02
9. 9858E-03
LRLLLEL S
1.10138-02

MEAN =

FIPE THICKNESS CORRESPONDING TO | 0E-02 TARGET LIMIT STATE

iz
4. 2NE~01
5. 01376-01
5. 9118E-01
7. 4853E-01
1 OB49E+00

LB
1.02418-02
1.0059E--02
1.0114E-02
9. 2714601
9.7123E-03

i.0026E-02

4.
4 7552601
5.4783E-01
8 8253E-0!
T.ITAIE-O1
| . 0326K+00

PIPE DIAMETER( IN)

8.
| 0508E-02
| .CAT9E-02
9 4758E-03
9. 85E-03
9 8287E-03

STO.DEV. =

L]
1. 0505802
L. CI54E-02
§ 5889E-03
9. 7421E-03
# 5777643

6.0048E-04

PIPE DIAMETER( IN)

18
5.7077E-0)
6 4084E-0)
6.8951E-01
8 4527801
1.0770E+00

13

e
8 42681¥-01
8.8411E-01
7.5837E-01
9.2638E-01
L. 1279E+0C

20
i .02528-02
@ 7O63E-03
9.8197E-03
9 9853E-03
@ B174E-03

COV, =

20,
8 .2023E-01
6. BE30E-01
8.2188E-01
1 .00S3E+00
| Z20Z8E+00

a2,
1.02878-02
1.0235E-02
9.8671E-03
9 5402E-03
9. 4725800

4 B8AE-02

e
7.24228-0°
8 2208E-0,
9.0675E-01
1. 0383E+00
1. 2384E+00

24.
1.07038-02
1.04138-02
@ 98:1E-03
9.6740E-03
9.3105E-03

24
8.8479E-0!
9 0794E-G!
9.8175E-01
1. 1103E+00
1.2800E+00
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TABLE 1.4. Computer-generated results for PT = 10'3.

GAMMAL = 0 B171 GAMMAZ = 0 B134 GAMMAT = 1 1220

LIMIT STATE PROBABILITIES CORRESPONDING TO | OE-G3 TARGET LIMIT STATE

e T T 7 T Y P T

LENGTHI IN) PIPE DIASETER( IN)
10 12, 4 e LR 20. 2e
120. 1 0301E-03 | OB39E-0D | .O412E-0) 1.10448~03 | 0988E-03 | . 0488E-03 ! . 0487E-03
240 | O4A73E-03 | .O7A7E~07 | .0082E-03 | . GO3IE-03 1.0200E-03 9 61i5E-04 1.0392E-03
460 B.2011F-04 @ 9O68E-04 1 0197603 9.0885E-04 9 .2760KE-04 9.9270E-04 9 7513E-04
480 9 74B1E-04 9. BOTZE-04 8. 7980E-04 B . DB30E-04 0 563BE-04 0. 9452E-04  © 2083E-04
800 1. 47286803 1. 1B67E-00 G S621E-04 € 400TE-04 0.03140E-04 0 7I50E-04 9. 1212E-04
MEAN = | . 0000E-03 STOD.DEV. = | .0761E-04 CON. = 1. .0888E-01
PIPE THICKNESS CORRESPONDING TO | OE-03 TARGET LIMIT STATE
LENGTH( IN) PIPE DIAMETER( IN)
10 12 i 18 LB 20 22.
120, 3 THM0E-0O! 4.7574E-01 5 2108E-01 8 .3483E-01 7.0702E-CI 8 .7834E-01 7. 402E-01
240 4 TIBBE-OL 5 5480E-01 0. 044301 7.0785E-0! 7 .8403E-0! 7 @730E-01 9 OS59E-0!
360 5 IVI4E-01 8 SBT2E-01 7 3603E-01 7 6316K-01 8. .3870E-01 9.0777E-01 | 0023E+00
480, T AS08E-01 8 4489E-01 B TO7BE-O1 9§ 4208E-01 1.0341E+00 | 1212E+00 1. 1518E+00
600 1 3434400 1 2360E+00 1 17B3E400 | . 2210E«00 1 2727E«00 1 3543E+00 | 3848E+00
4

4.
1. 1242E-09
1.07126-03
9 0489k 04
9 4325604
8. B8439E-04

4
9.51976-01
1 . 0DOE+00
1 .0850E+00
1.2331E+00
1. 4307E+00



TABLE 1.5. Computer-generated results for PT = 1074,

CAMMAL = O D689  GAMMAZ = C 508  GAMMAY = | |088

LIMIT STATE PROBABILITIES CORRESPONDING TO | 0E-04 TANGEY LIMIT STATE

LENGTHI 1N) PIPE DIAMETER( IN)
10, 12, 4. LR 18, 20 22,
120, | DA24K-04 | 12R7E-04 | .0594E-04 | I500E-04 1. 1436E-04 1.0710E-04  )1.0884E-04
240 T O8RIE-04 1. 11561E-04 | OOGEE-O4 | (Z218E-04 |.0342E-04 © 4487E-05 1. 065404
B60. 7 ABOLE-O6  § UVEIE-D5 | 0ZBSE-u4 B BBOIE-05 B 9422E-0% 9 .01038-0%5  B.6176KE-0%
480, 9 ERIBE-05 U 7810E-06 B J0D4E-O8 B S650E-05 9.3801E-05 9. 92626-05 8 B819K-08
600. 1 7604E-04  1.2080K-04 9.4351E-05  ©.2060E-06 O OBOBE-OS  ©.B209K-08 B 7700K-06

MEAN = | O136B-04 STD.DEV. = | .8316E-05 COV. = 168097801

PIPE THICKNESS CORRESPONDING TO | OE-04 TARGET L(MIT STATE

LENGTHL IN) PIPE DIAMETER( (M)
10. 12. 4 1€. a8 20. 22.
120, 4.0071E-01 5. 1486E-01 5 6817K-01 8. 88A7E-01 7 B488E-01 7 2023K-01 8.5670E-01
240, 5.1388E-01 6 0301E-01 & SSTIE-O1 7 E901E-01  B.17120-01 A 2830E-0) B BOTRE-O!
5.8O82E-01 7 2210E-01  B.0B9ZE-01 B .J0TBE-O! 9.1222E-01 9.8830K-01 1.0864E+00
8.7885E-01 & JMBIE-O1 9. 60028-0) 1. DA57E+00 | 1350E+00  1.2303E«00  |.2680E+00
L SBBZES00 1 4182E400 | JRABES00 | . 26I6ES00 1. 4142E400 1. S0I3E400 1. S28ZE+00

g8

15
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.
1. 1843E-04
1. 1033K 04
9.90076-0a
9. 1754808
6. 3756E-08

2.
1. G301E+00
1. 0848E+00
L 1701E+00
1.3471E+00
L 8738800



TABLE 1.6. Computer-generated results for P = 10°°.

GAMMA | = D G850 GAMMAL » 0 SETO  GAMMAL « | 2630

LIMIT STATE PROBANILITIES CORRESPONDING TO 1 OE-05 TARGET LIMIT STATE

LENGTHE IN) PIPE DIAMETER( IN)
10, 2. 14, 0 18, 20 o2 24
120, 1.0%48K-08 | I8A3E-0% 1. G784F-06 1. 2079808  1.1963E-05 | 1000R-05  1.0917E-05 . 2507E-08
240 [ OBUBE-OB  §.°GOE-05 - 1.0I00E-0o 1. 16D0E-05  1.04%0K-08  9.24528-08  1.O717E-006  1.1373F-0%
00 6. 79RIE-08 O 9OTAE-O8 | OA7BE-05 M 2808E-06 6 SO2HE-08 B.677THE-00 0. 4A6B8E-06  §. B467E-06
AR 0 85685-08 9 7I0SE-O8  7_AN20E-08 A )1525K-08  ©.10408-08 9 9OHZE-06 f S0B8E-06 B DOBIE-06
600. ©.0862E-05 1 AD8ZE-05 D.0IIGE-08 9 GIRIE-0R  B.BISUE-08 O B416E-08 B 4246E-08 7. DI4ER-00

MEAN = L. O234KE-0%  NTD DEV. = 2.2019FE-08 C.ONV. = 2.22078-01

PIPE THICKNESS CORRESPONDING TO | 0E-05 TARGET LIMIT STATE

LENGTHIN) PIPE DIAMETER( IN)
10 2. " 8. N 20. we. 4.
120, 4 ATPIE-01  B.5121K-0L 8. 0156E-01 7.5576K-01 8 IBTAE-01  7.7804B-01 9.12018-01  1.1035K400
240 5.54208-01  # BOBZL-01  7.044DE-01 8 27I0E-01 B 7EB0E-01 8 ASZOE-O1  1.0618E+00  1.1641Re00
6.99378-01  7.8438E-01 8. T408£-01 B 9SBIE-01 9. BRTIE-01 1. 0813E00 | 172BE00  1.2601K400
9 THI8E-01 1. 034BE+00 1 D4ROEMD0 1 1ZBBEHO0 | ¢ISSES00 1. 3378E«00  1.3630E«00 1. 4579K+00
| BBOAESG0 |, tI56Ee00 | ABDSE0D 1 B113Ee00  1.5888E00 1 .8504E+00 1. 6YI8R<00 1 7180E#00

16
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TABLE 1.7. Computer-generated results for P = 106,

LENGTH{ IN)
10,
120 1. 087HE-O8
240 1. 1122E-08
0. #.14828-07
4B0. 9 B429K-07
600 26263806
LENGTH{ IN)
i0
120, 4 8486E-0)
240, 5 SiBME-01
380, 8. B9IIE-O1
480, | O8DTEMO0
800, 2 24528400

GAMMAT = 1 0330 GAMMAZ = | 0220 GAMMAD = | 3240

LIMIT STATE PROBAB!L!TIEE CORRESPONDING TO | OE-08 TARGET LIMIT STATE

1. 2088k

L 1964E-08
9 B9BOE-07
9. 7T1468-07
i B434k-08

PIPE THICKNESS CORRESPONDING TO | OE-08 TARGET LIMIT STATE

12,
5.B8A9E-0 1
6 STRIE-01
& 4718801
1 1354E+00
L EA34E+00

ie.
1.0981E-08
10084808
1.0472¢-08
79779607
9. 2518E-07

1037806

4.
8. IBILE-OL
7 .5190£-01
& A201E-01t
1. 1409E+00
1. 8492E+00

PIPE DIAMETER( IN)

18
1. 2684E-08
| 2087E-08
T.Bune-07
7. 47 E-07
B B496E-07

18,
1.2511E-08
1.06136-08
8.2341E-07
@ .0087E-07
B.5875E-07

1. 0508E~07

PIPE DIAMETER( IN)

16
7. 8297801
B Ba39E-01
. 8005%E-01
1.2232E+00
1 S68RF+00

8.
8. 7T088E-01
9 AT8E-01
1.0521E+00
1. 33876400
1. T1078+00

20.
1.131:E~08
9.03038-07
8. 3337E-07
9.89076-07
9 47128-07

Cov. =

8, 2029E8-0)
9.3999E-01
1. 1349£ 00
1. 44885 +00
1 8081E+0C

2.
1. 1164E-08
1. OBBOE-06
¥ 3069E-07
B 1492E-07
B.0878E-07

2 B426E-0)

9.6743E-01
1. 1208E+00
1 .2847E+00
1. 4883E+00
L. B197E+00

I
I
i
1
1

24
1.3204E-08
1. 1730E-08
9. 7783E-07
B8.83078-07
7 .4887E-07

24,
CI744E+00
241 1E+G0
(357IE+00
- S8BBE+00
(B810E 00

L S ——_



TABLE 1.8. Computer-gencrated results for P = 1077,

GAMMAL = | 0700  OAMMAZ = | 0486  GAMMAS = | 8808

LIMIT STATE PROBANILITIES CORRESPOND ING TO [ 0K-07 TAHGET L/MIT STATE

LESGTHL I¥) PIPE O AMETER( (N)
19, 2. “. 18 18 20, a
1O, 1.0798E-07 5. 2561K-07 1 1182807 1 3RO5E-07 | . NICIE-GY | 1648E-0T 1 14228-07
240, T AMZE-OT 1 2062K-07 1 0079KE-07 | 26026-07 1. .0BM0E-07 | H.BOI0E-08 1. 1043E-07
WO, . 5IE08 1 000IE-O7  L.OSTOK-07 7 A1MK-08 7. BAUSE-OR T DOZIE-08 0. 1IME-08
B0 9 BAGBE-OR 9 7131808 6 BAI4E-0R 7 AS20F-08 B BIOAE-08 D ATANE-OH T 7918K-08
606, B GOIZE-GT | 70ROE-07  § iDOOE-08 O 69B4E-08 8. 17,018 9. 41IBE-08 7. TE10H-08

MEAN = 1 O543E07 & ) 97048-08 COv, = 3 T6ABE-O1

FIPE THICRNESS CORRESPONDING TO | 0E-07 TARGET LIMIT UTATE

LENGTH] 18) PIPE DIAMETER( IN)
10 2. irs 8. 8. 20. 22,
120, 4913801 6. 2104E<08 8 YAIMES01 6. 2008801 B Q204E-01 8 8200£-01 | 02035400
40 8. B320F-01 7 A3GBE-01 7. 9005E-01 0 4128F-01 B 921ZE-01 9 9MSE-01 1. 1BBAE+D0
380 7 4004E-01  # (16BE-01 1 O0114Ee00 | . 0247Ks00 1 121TES00 1 208568400 | 3385E+00
480, 1 IPBZEA00 | PABSEN00 | 2370K400 1 J214E400 1. A443E400 1 S587E00 | BYSIE+00
BOO . 2 724400 2 111900 | BISSE.00 | 84026400 | B7I6ES00 | GTI8EC00 | 9T4UE+00

18

24
1.400908-07
1 . 2105E-07
96995k -08
83548808
7. 00328 -08

.
1 244 1R+00
1. 21 7IE+00
| AAB5E+00
1. 8811E«00
2.0118E400

e el




TABLE 1.9. Computer-generated resiits for P, = 1078,

GAMMAL = |.1071 GAMMAZ = | 0049 CAMMA3 = | 4352

T v R R, RV WS-

LIMIT STATE PROBARILITIES CORMESPONDING TO | .OE-08 TARGET LIMIT STATE

LENGTHY IN) PIPE D/ AMETER( IN)
10, 12, 1. 8. 18 20,
120, 1 .O9QTE-0B | O067E-08 1. 1372E 0% | J9A4E-08 | .3741E-08 1. 1954E-08
240 1, 1806E-08 | 2077E-08 | 0057E i.3043K-08 | OBB4E-08 A .5305E-00
380. 4 GSTTE-08 | 0OISE-O8 | .08H4L 8 9B9SE-09 7 SO0IE-OD 7 8228E-09
4RO 9.0851E-09 9. 7281E-00 6 .5202K-Cu 4 9674E-00 8.8382E-09 0.B89TE-09
e 600 B TLIBE-08 | BBS0K-O8 0. 14ME-OF 5 SH510E-09 8. 182RE-00 9. 3684uK-09

MEAN = | . OTO7E-O8 STD.DEV. = 8. 07878-00 CovV =

PIPE THICKNESS CORRESPONDING TO |.0E-08 TARCET LIMIT STATE

LENCTH{ IN) PIPE DIAMETER{ IN)
0 12 14, 18 8 20
120, §.1752E-01 8 SHB2E-01 7 .0848E-0) 8 7540E-01 9. 7288E-01 v 04528-0}
240, 8 .7511E01 T GO7SE-G1 B 4BATE-01 9 98ATE-01 1. DARBE+CO | 0484E+00
A80. 7 SI8HE-O1 0. TABAE-01 1.0831E+00 L. 0908E+00 1.1024E+00 1 2820E+00
80 LOEESCD | 38128400 1 J390E+00 L AZ4TE00 1. 65518400 | S7S9E+CO
800, 0. 2024E400 2 4ITBE+00 2 .0801E470  2.0008£+00 2 0812Ke00 2. IS05E+00

19

22
1. 1867E-08
1. 1268E-08
8 _9518E-09
7.43748-09
7.4432E-090

4. 7142801

22,
1.0724E+00
1. 2583800
L 41048400
1 6B54E«00
. 1403E+00

L
1. 49126-08

9.8153E-06
8.0750E-09
8 6135E-09

2
1. 3134E+00
1 3038E+00
1. S34TESD0
1, 7970E+00
2 17108+00



pressure and dead weight to design the pipe for all the loads. This design
format can be represented as

‘SM - Yz.cz" * Y3.C3p ’ (1‘10)

where y,' and 73' differ from their counterparts in Eq. 1.3. The combined
response is still computed using Eq. 1.7. The results of this analysis cre
summarized in Table 1.10. Note that use of only twc loads in the combination
results in a wider discrepancy between the mean and target limit state
probabilities than does the use of all three loads. In addition, the
dispersion about the mean is greater for the two-load case.

Another variation is to use all three loads, as in Eg. 1.3, but to
constrain Y and Y to unity. Thus, we have for a design format

s, - C1¥o * €k +Y3"cqp (1.11)
Table 1.1l summarizes the results for this case. Note that here again the

mean ceviates to a larger degree from the target than for the case where all
three load factors are allowed to vary. It appears that load factors yielding

TABLE 1.10. Load factors for the case oSm = yZ'Y2 + 73'Y3.

P1 " Y2 Y3 F o(Pp) e
107 . 1.348 1,482 1.376 x 107°  8.792 x 10> 0.639
1073 " 1.438 1.583  1.628 x 107> 1.404 x 10°°  0.862
1074 2 1.523 1,709 1.958 x 1070 2.120 x 1070 1.082
10°? -- 1.603 1.826  2.420 x 107> 3.144 x 10™>  1.299
107° i 1.694 1,936  2.920 x 10°°  a.518x10°  1.547
1077 oy 1.761 2.050  3.700 x 1077 6.398 x 10”7 1.729
1078 ~ 1.869 2.147 4.838 x 100 9.833x 100 2,032

20
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TABLE 1.11. Load factors for the case ¢S, = Y+ Y 4.

-

PT Y Y, Y3 PF of PF) cov
107 1 1 0.901  1.652 x 10™°  1.475 x 107 0.893
1073 1 1 1.032  1.319x 10°°  1.087 x 107 0.824
1074 1 1 1.148  1.070 x 10°%  6.373 x 10”°  0.59%
w3 1 1 1.255  9.976 x 10°°  2.355 x 10°%  0.236
1070 1 1 1.359 1301 x 10°%  1.106 x 10®  0.848
10”7 1 1 1.461  2.866 x 107 6.417 x 107 2.239
10°8 1 1 1.564  1.012 x 10”7 3.589 x 107 3.547
1072 1 1 1.668  4.685 x 1070 2,073 x 1077 4.126
107 g 1 1.75 2.470 x 107  1.230 x 107 4,979

limit state probabilities closest to the target may be achieved if all the
combined loads are factored.

Some further insights into the role of load factors can be attained if we
examine the influence of the statistical parameters upon the values of the
load factors. We duplicate the analysis using design format Eq. 1.3, changing
only the standard deviation of the initial velocity. These results are
summarized in Figs. 1.3 and 1.4, which show the load factors as functions of
the target limit state probability for three values of initial velocity
standard deviation. It is apparent in Fig. 1.3 that the factor associated
with initial velocity increases as the standard devi .ion increases. For the
load factor associated with the pressure, there is a small decrease, while for
the load factor associated with dead weight, there is virtually no change as
o(vo) changes (Fig. 1.4). This is precisely the behavior we should
expect, since increasing the dispersion results in lower reliability and
requires, in turn, a higher value of the corresponding load factor to achieve
the target reliability.

Presented with sets of load factors, the designer is now in a position to
determine the thickness of a simply supported pipe of arbitrary length,
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diameter, pressure, initial velocity, and material strength for the loading
case illustrated that will conform to a specified level of reliability. For a
target limit state probability of 10'6. for example, the design equation

I would be

1.55m = 1.03c1V0 + I.OZCZL + 1.32c39 . (1.12)

The values of load and resistance are assumed as follows:

-
"

T O =0
"

13 in./s,
300 in.,

15 in.,

= 2500 psi,
16,500 psi.

v
3
u

The required pipe thickness is 0.776 in. For this thickness, the limit
state probability of this design is 4.77 x 1076,

L.3 EXTENSION OF THE METHODOLOGY TO MORE COMPLEX CASES

Tne load and resistance factor design (LRFD) procedure, outlined and
illustrated above for a simple, highly idealized component, will now be
extrapolated to vevelop design criteria for real power plant components. The
tollowing remarks relate to some of the issues which will e dealt with in the
following chapters in connection with these = . complex cases of loading and
geometry. ;

In the simple exampie, the influence coefficients relating load to stress
were easily derived. They would not be so for more complex piping
configurations. In addition to their more complicated geometry, the responses
of compiicated piping systems are controlled by numerous restraints (anchors,
pipe supports, etc.) and concentrated masses (valves, etc.). The influence
coefficients for complex systems are not amenable to closed-form solutions.
System and component design and analysis require invelved iterative
processes. Consequently, analogous to the procedure of selecting influence
coefficients over the data space of pipe length and diameter as illustrated in
tie simple example, a simulation procedure is developed to obtain influence

23
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coefficients for the complex piping configuration over the data space of a
number of real piping systems.

In our simple example, we considered only three loads, two of which were
static. While the velocity transient is an intermittent loading condition,
prudence dictates that its maximum response be directly combined with the
other two. [n more complex ca es, there may well be more than one transient
loading condition to consider, each naving a different time history, duration,
and arrival time. Clearly, the assumption that the peak response from each of
these loads will occur simultaneously is ton conservative. Therefore, in the
further development of this study, the realistic random behavior of the loads
will be considered in evaluating the component limit state probabilities.

The results presented so far have demonstrated that the averages of the
limit state probabilities for the entire array of pipes were close to the
target limit state probabilities over a wide range. This means, however, that
there is a significant probability that the limit state probability of some
designs will exceed the target value. Nonetheless, we can specify load
factors in such a way that only an acceptably small fraction of the designs
which result from their use have limit state probabilities that exceed the
target values. This is an important consideration, especially for the more
complex piping systems where the sample space of influence coefficients will
exhibit larger dispersions of the random variables than those assumed in our
simple example.

Yet to be considered is the task of allocating target limit state
probabilities which can be used for deriving and selecting appropriate sets of
load factors. Section 4 outlines a systems approach to the problem of
assigning target limit state probabilities to nuclear power plant components
in a combined loading environment. The assignment procedure considers the
dependent nature of failure between compunents, as well as system-level
logical interactions and redundancies. The key to the assignment of target
limit state probabilities lies in the assumption of some level of acceptable
plant risk. It is gratifying to learn that a new division within the NRC
Office of Research has been organized to decide the question of acceptable
plant risk,

24
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2. COMPONENT DESIGNS

For practical reasons, the load combinations and load factor values
developed for a specified component limit state probability should be
applicable for a wide range of Jesign situations. Design situations are
characterized by the type of component, the location within the plant, the
number and magnitudes of loads acting on the component, the geographic
location of the plant, and the type of reactor. Hence, the load factors to be
used in these load combinations should be derived by making the component
limit state probability approximately equal to the target value over all the
design situations. This is achieved by the optimization procedure. However,
the procedure requires that for each set of load factor values selected, the
components under all the design situations be analyzed and designed.

[f we consider the piping subsystem as an example of a component, current
design practice is as follows. A piping thickness is first selected from
pressure considerations. The support types and locations are chosen such that
there is no single point in the piping where the ASME stress limits are
exceedea. A satisfactory design of a piping subsystem is achieved after a
number of iterations of stress analysis for different arrangements of pipe
restraints. This subsystem is then analyzed for the limit state probabilities
when subjected to random, time-varying loads. Since several components are to
be studied as part of the load combination methodology, this direct procedure
of analysis and design requires a large number of costly structural system
analyses and pipinq subsystem analyses. Also, load and resistance factor
values in selected load combinations that meet the target limit state
probabilities are obtained only after a sufficiently large number of trials,
each trial involving the study of component designs as described above. This
prohibitively large set of analyses can be avoided by simulating the component
designs using the concept of influence coefficients.



2.k INFLUENCE COEFFICIENT DISTRIBUTION

An influence coefficient gives the effect of a unit load applied at some
point in the system on some specific node in the piping subsystem (again, the
piping subsystem is an example of a "component™). For instance, if the peak
moment response at a node due to a 0,20-g earthquake applied at the foundation
level is 500 ft-1b, the moment influence coefficient of the earthquake at the
node is (200/0.2) ft-1b/g. It has been found that a more convenient unitless
measure for the influence coefficient may be obtained by expressing the
coefficient as the ratio of the moment at the node to the average moment over
the entire piping subsystem. This is called the influence ceefficient ratio.

Let x, be the design level of load x. For a properly designed piping
subsystem, the moments at various nodes i1 (i = 4, 4, . « « 4 N due to X
are known and are equal to M . The spatial average moment along the

piping 15 denoted M_ ; ‘
a

n
ani . (2.1)
ol

The moment influence coefficient ratio at node i 1s denoted y, .

= -

M 2
x
a4

If the values of WX are grouped together in a histogram, a frequency
distribution of ¥, 18 obtained. Figure 2.1 shows the distribution of moment
"E in a segment of essential service water (ESW) piping nodes due to the
operating basis earthquake (OBE) of Xy 0.009 g. Figure 2.2 is a plot of
the histogram and frequency distribution of the moment influence coefficient
ratio Vg due to the OBE.

In a similar way, the influence coefficies ratio distributions (for
momen’ , acceleration, displacement, etc.) fo different loads may be generated,
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FIG. Z.1. Moment in ESW piping caused by OBE load.
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FIG. 2.¢. Moment influence coefficient ratio in ESW piping for OBE load. I

27




T —— M— g — e s e

2.¢ GENERATION OF DESIGNS

Different design situations (“"components") are handled by simulation in

the following way.

component .

The frequency distributions of the response (e.g., moment)

influence coefficient ratios for these loads are first developed from an
existing design or from a “standard" design generated for this purpose.
Obtain a set of influence coefficient ratios *x (x =1, 2, « « « , L) from

these distributions by random sampling.

Assume that there are L different loads acting on the
|
i

A set of such influence coefficient

ratios is associated with each "node" in a fictitious piping subsystem that is

properly designed.

By the term “properly designed," we mean that the supports

are arranged in such a way that the stresses and deformations at all rodes

along the piping are within allowable limits.

If the piping subsystem

consists of about 100 nodes, 100 sets of influence coefficient ratios are to

be generated.
fictitious piping subsystem.

These sets of influence coefficient ratios characterize our
Different piping subsystems within a class of

components (e.g., tSW line and safety relief valve (SRV) line) may be so
characterized using this procedure.

The procedure of generating a design (i.e., layout of the pipe with
unknown supports) using the influence coefficient ratios is based on the
precept that the frequency distribution of response for a load is the same for
ditferent proper designs; although the support locations may differ with
designs, the responses at different nodes are only "rearranged" and are

represented by the same frequency distribution.

This assumption appears to be

true for similar components that are subject to the same set of loads.

Figures ¢.3, 2.4, and ¢.5 show the frequency distributions of OBE moments in

three SRV lines in a Mark 11 boiling water reactor (BWR).

It can be seen that

these frequency distributions are reasonably similar.
With the piping subsystem effectively defined by the influence
coefficient ratios, thickness of the piping is the only parameter that is to

be decided. A minimum thickness as per Eq. 3 of ASME 3600 is selected.
design is checked to see if it satisfies the load combination equations at all
nodes in the piping.

The

If not, an adequate thickness is chosen by iteration.

Using this process, a single thickness of the pipe is selected for the entire I

length.
piping.

The thickness may also be varied over different segments of the
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FIG. ¢.3 (top left). Moment influence

coefficient ratio in SRV line 1 for
OBE load.

FIG. ¢.4 (top right). Moment
influence coefficient ratio in SRV
line 2 for OBE load.

FIG. 2.5 (bottom left). Moment

influence coefficient ratio in SRV
line 3 for ORE load.
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The above procedure of generating a design (called “data point") is based |
on past design experience. As mentioned earlier, a3 piping thickness is
selected from pressure considerations in current design practice. The support
type and locations are then chosen such that there is no single point in the
piping where the ASME stress limits are exceeded. In contrast, the selection
of a data point represented by the influence coefficient ratios as described
herein implies the existence of a well-designed piping subsystem with all the
supports specified in the population of such components. This “fictitious"
subsystem has yielded the set of influence coefficients. The thickness of
pipe needed for this subsystem has to be determined to satisfy the design load
combination equations.

In using this procedure for simulating piping subsystem analyses, the
following points must be noted:

1. Nodes in a piping subsystem are specified at support locations, at
discontinuities (gewdetric and material), and at locations of in-line
equipment (valves, pumps, etc.). In straight runs of piping, nodes are
specified at selected intervals such that the critical peak responses are
encountered. Although this is a standard industry practice, some differences
may exist between designers. A preponderance of noncritical nodes has the
effect of lowering the average response (e.g., an). However , this
problem is circumvented herein by employing the frequency distributions of
influence coefficient ratios derived from either an existing design or a
"standard" design. The corresponding average responses are therefore
consistent ly used.

2. The influence coefficient ratio for a response (e.g., moment) has, in
aoner « ., @ bimodal freauency distribution because of the mix of critical and
noncritical nodes in the population. The simulation procedure recognizes this
bimodality, and the influence coefficient ratios are sampled consistently from
such distributions.

3. In a given piping subsystem, the spatial distribution of response (at
different nodes) is known. If the responce at a node is specified for a
particular load, the responses at all other nodes are also obtained. However,
the assumption in the proposed gjmulation procedure is that the response at
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any node 1s a random sample from the respunse frequency distribution. This
frequency distribution is the same for all the nodes for a particular response.
Also, the influence coefficient ratios are randomly (independently) sampled.
This may raise questions of correlation between nodes. Independent sampling
is still admissible, because we do not know the subsystem (i.e., support
locations and types); the spatial ordering of nodes is not specified in the
simulation procedure. If such spotting of nodes is done, the resulting spatial
distribution of response is preduced by a fictitious set of pipe supporcs.
While it is true that the nodal responses are deterministic for a given sub-
system, it is tne lack of knowledge of the support lacations (this knowledge
may be gained by exorbitant analyses) that makes the nodal responses random;
Lhe generation of a multitude of component designs is thereby made feasible.

-
4. The influence coefficient ratios for a particular response characterizing
different nodes in a piping subsystem are sampled independently. As discussed
earlier, some correlation between the nodal responses for a specific load
exists. This correlation is taken into account approximately in the load
combination methodology by considering the limit state probability of a piping
subsystem as the maximum over all the nodes (see Eq. 3.30).

5. The frequency distribut on of the response influence coefficient ratio is
dwvveloped using a large number of nodal responses in a pipirg subsystem
(between 100 and 200). For practical reasons, however, we may sample only for
20 nodes. In order to ensure that the entire frequency distribution is
represented, a stratified sampiing is performed.

¢.3 CORRELATION BETWEEN INFLUENCE COEFFICIENTS

The moments at some ncdes for different loads may be correlated. For
example, if an OBE moment at node I is larger than the OBE moment at node ¢,
it 15 quite likely that the moment at node 1 due to the safe shutdown
e2/ thquake (SSE) is also larger than the SSE moment at node 2. (The effect of
structural damping may, however, reverse the situation.) Also, the nodal
moments may be negatively correlated; i.e., if the moment at node 1 is less
than the moment at node Z due to thermal loading, the moment at node 1 may be,
on the average, greater

3
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than the moment at node 2 for OBE loading. Correlation arises from the fact
that the geometry and the structural properties (restraints, natural
frequencies, damping, etc.) are fixed for the subsystem. This correlation has
to be considered in sampling from the frequency distributions of influence
coefficient ratios.

Table Z.1 shows an example of the correlavion coefficient (p) matrix of
moment influence coefficient ratios due to different loads. (The correlation
coefficient is nut 2 good index of degpendence between random variables with
skewed probability distributions. Sampling from such variables will be
studied ir later phases of this project.' The correlation between responses
due to some loads is negligible (|p| < 0.2), whereas between other responses
it is very high (|p| > 0.8). These veriables will be considered as
statistically independent and dependent, respectively.

Whe=e the absolute value of the correlation coefficient is between 0.2
and 0.8, sampiing from such correlated variables is done using the conditional
decomposition algorithm proposed by Andevson.z It is assumed that the
influence coefiicient ratios for diffe. ent loaus can be modeled by a
multivariate lognormal density function. An equivalent multivariate normal
density function is generated by transformation. The algorithm proceeds by
decomposing the multivariate normal density into the product of the marginal
density of the first variate and the joint density of ‘he remaining variates,
conditional upon the value sampied for the first. The joint density is
calculated once the first variate has been sampled from ity marginal density.
The procedure is then applied to the second variate and (terated until values
have been assigned to all components of the sample vector,

2.4 RESPONSE TIME HISTORIES
The influence coefficient ratio for a node completely describes the

linear response to a static load. Consider a particular kind of load, e.q.,
thermal. if w‘i is the influence coefficient ratio, the moment response at

node i due to load level x’ (where j refers to the intensity of the load) is
calculated as

xJ
"Aij . "x‘i"xa o) (2.3)
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TABLE 2.1. Coefficient of correl:iion between influence coefficients. A, B, and C are the three local axes for
the piping.
Thermal 0BE SSE
£ A B c A 8 ¢ A 8 ¢
~ -0.563 -0.200 0.150 0.175 0.168 0.108 0.095 0.164
Ht{ [} -0.1s4  0.13/ -0.235 -0.343 0.035 -0.260 -0.360 0.041
c -0.017  0.279 -0.424 -0.135 0.121 -0.414 -0.167 0.179
0.044 -0.354 0.320 0.13¢ -0.400 0.331 0.241 -0.412
Th { 1.00 0.0l8 0.040 0.137 -0.298 0.086 0.200 -0.289
1.00 -0.320 0.020 9.7?7 .0.’lu  -0.016  0.534
A 1.00 0.351 0 0.996  0.4l16 -0.037
OBE{ ] i.00 0.519 0.369 0.992 0.511
c 1.00 -0.035 0.443 0.998
A 1.00 0.397 -0.071
SSE{ ] 1.00 0.433
C

1.00

R - S—
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where M,  is the average moment due to the design load x4 (Eq. 2.1). If
the response is nonlinear,

XJ 4
"xiJ = wli”xak.j I-d-) N (2. )

where kj is a multiplier to reflect the nonlinearity in response. For a
dynamic load, the peak amplitude does not completely describe the response at
a node. A set of response time histories will, in general, be needed to
represent the random dynamic response at a node.

As an example, assume that the response time histories have been
developed at n nodes (a representative piping subsystem has between 100 and
200 nodes) for six different real earthquake time histories scaled to a single
value of peak ground acceleration. Each response time history is normalized
by dividing the amplitude at any instant by the peak absolute amplitude (e.g.,
"Kij) in that response time history. These unit (normalized) response
time histories are stored in the form of the mean upcrossing rate function
vu(r), and the arbitrary-point-in-time (a.p.t.) probability density function
fu(r;. The mean upcrossing rate is the expected number of crossings per unit
time of the response process from a stress level less than r to a stress level
greater than r. The a.p.t. probability density function describes the
distribution of response levels viewed at an arbitrary point in the response
process. Figures 2.6, ¢.7, and 2.8 show a typical response time history, the
mean upcrossing rate function, and the a.p.t. probability density function,
respectively. For any selected node with influence coefficient ratio wx.‘
the upcrossing rate of moment response VM(m) is given by :

vy(m) = vu(ﬂ'—"——) , ) (2.5)

where m is the response level and Mxij is given by Eq. 2.3 or 2.4. The
a.p.t. probability density function of moment response is obtained as

1 m
fM(m) = ﬂxi. fu ("x ) (2.6)

J ij
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FIG. ¢.8. Arbitrary-point-in-time probability density function for the time
history in Tig. 2.6.

¢.5 SAMPLING

As described earlier, a set of influence coefficient ratios corresponding

to different types of loads acting on the component characterizes a node. A
set of n such nodes represents a fictitious component. Sampling for a node
involves a random selection of a set of influence coefficient ratios from
their frequency distributions. The uncorrelated (|p| < 0.2) influence
coefficient ratios are sampled using the appropriate frequency distributions
fitted to “he data. For correlated influence coefficient ratios, their
frequency distribution is assumed to be jointly normal or lognormal, and the
sampling is done using the conditional decomposition algorithm described
earlier.

At each node, for each influence coefficient ratio of a dynamic load, a
unit response time history is chosen at random from the collection of time
histories stored for that particular range of load intensities. As an
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example, for an earthquake load with a peak ground acceleration of 0.10 g, the
unit response time history, reoresented by vu(u) and fu(u) corresponding

to one out of a set of six different real earthquake base motions and low
damping, is selected at random. The values of v and f are obtained for the
particular node in the component using Eqs. 2.5 and 2.6

Such random sampling of influence coefficient ratios and time histories
is repeated n times (in a typical case n is about 110; for illustration, n is
taken as 20) to generate a single sample design of a subsystem (“component").
For each component type, a sample of r different design will be studied.
(Initially, we have a set of 20.)

The frequency distributions of influence coefficient ratios and the
collection of unit response time histories used may be influenced by the type
and class of component., For example, if the derived load factor values are to
be applicable for a component type at different locations within the plant,
the frequency distributions of influence coefficient ratios should be
developed to reflect the effect of the various locations. For practical
reasons, 1t may become necessary to have a single set of load combinations
applicable to different components (e.g., all Class I piping). 1In deriving
such a set of load factor values, it is important to assign "weights” to
different components according to their relative frequency of occurrence
within the plant, and perhaps based on their importance.
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3. METHODOLOGY
The load combination methodology development nas two objectives:

e To provide a procedure to evaluate the reliability implied by a set of
design criteria. This will be useful tc the NRC in its licensing
review.

e To derive appropriate load and resistance factor values in load
combinations for the design of nuclear components to meet a target
limit state probability.

Evaluation of design criteria is achieved by designing several components
and assessing their limit state probabilities. A criterion is needed to Judge
whether these limit state probabilities are acceptable. Development of design
load combinations requires, in addition, the selection of a design format and
optimization.

3.1 RELIABILITY EVALUATION

The procedure for evaluating the limit state probability implied by a
design is described by the following illustration.

lhe criteria used for the design of a typical ESW Tine (Class Il piping)
between the auxiliary building and the containment in a PWR are shown in Table
3.1. This segment of the ESW line is 16 inches in diameter and is anchored at
the auxiliary building floor and at the containment. It has 20 nodes and 6
rigid restraints (Fig. 3.1). There is a butterfly valve attached to the
pipe. The limit states to be considered are rupture of the pipe and rupture
or buckling of a restraint. The butterfly valve has limitations on the
accelerations in the A, B, and C local directions. Exceedance of these
limits, listed in Table 3.2, constitutes an additional limit state.
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TABLE 3.1. Design criteria for a typical ESW line
between auxiliary building and containment in a PWR.

Load combinationd Service levelP
Pt W sustained loads (design)
P + W + OBE B
P+ W+ SSE C
P+ W + HYDIR B
TRNG A/B
P+ W+ OBE + HYDIR C

dAbbreviations: P, design pressure; W, weight; OBE,
operating basis eacthquake load; SSE = safe shutdown
earthquake load; Sp, basic material allowable stress;
HYDTR, hydraulic transient load; TRNG, therma) range.

PAllowable stresses: sustained loads, Sp = 15,000 psi;
service level B, 1.25, = 18,000 psi; service level C,
1.85, = 27,000 psi; thermal expansion range, Sp

= 22,500 psi.
ANK

554 A
a5\ RY

a1

40
40A
Y
o, 1inch = 104 §
incn = A t
5 al 358

35A

FIG. 3.1. Model of ESW piping line.
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TABLE 3.7. Acceleration limitations on the ESW butterfly

valve,
Limiting Acceleration, g
Direction Service level B Service level C
» 2.25 3.00
B .25 Z.50
C 2.50 3.00

3.1.1 Influence Coefficient Ratios and Response Time Histories

As a first step towards generating different designs ir order to evaluate
the design criteria, the frequency distributions of influence coefficient
ratios of responses for different loads will have to be developed. This can
be done by performing a "standard" design or by extracting:’'he required
information from an existing design. The latter approach 35 pursued herein.
The moment influence coefficient ratio distributions for weight (moments in
local axes A, B, and C), OBE (Ma, Mg, and HC). SSE (MA. Mg, and Mc)s and HYDIR
MA, "B' and "C)' and the influence coefficient ratio distributions for forces
at rigid supports and for the accelerations at a valve in the three directions
are developed as described earlier.

This segment of the ESW piping is supported at three floor levels in the
auxiliary building and at one level in the containment building. From the
analysis of the structural system, the support motions corresponding to 0BE
and SSE are obtained. The response time histories at nodes in the piping
produced by the multiple support excitations are recorded. The response time
histories are normalized, reduced to v and f functions, and stored for later
sampling. Similarly, the response time histories due to hydraulic transients
are generated, normalized, reduced, and stored.
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3.1.2 Simulation of Component Designs

A node in the piping is represented by a set of influence coefficient
ratios. The influence coefficient ratios are randomly sampled from the five
frequency distributions for responses, one each for weight, thermal, hydraulic
transient, OBE, and SSE loads. The correlations between the influence
coefficient ratios of the different loads are included in this simulation.

The design thickness of the piping is determined in the following way. A
sample set of 20 nodes is selected to form a sample of the "fictitious" ESW

line. A minimum thickness t, of the piping is selected using ASME Section
NC-3651.1:

tm=m7+ﬁ 5 {(3.1)

P = internal design nressure (psi),
0o = outside diameter of pipe (in.},
S = maximum allowable stress for material at design temperature (psi),
y = 0.4, for Dolt'a > 6,
Do - Ztm
= 2Tﬁ;—:—f;7’ for Doltm <6,

A = an additional thickness to allow for material removed in threading
or counterboring, for corrosion or erosion, for material
manufacturing tolerances, and for bending (in.). The values of A
are tabulated in ASME Code Table NC-3641.1(a)-1.

At each node the following equations are checked:

PD O.751MA
+ < 1.0 ’ (3.2)
A S
P D M, + M.\
max 0 (A B .
——If;“ + 0.754 (———z-——) < 1.2§,  (for service level B) (3.3)

41



Pmaxoo "A ’ "
| SRl a4l Bute Eae )3 1.85,  (for service level C) (3.4)
n

| M

s £ SA (for thermal expansion range) (3.5)
where

| i = stress intensification factor,
P = internal design pressure,
P = peak pressure,
M. = resultant moment loading on cross section due to weight,
"B = resultant moment on cross section due to loads specified for
service level B in load combinations 2 and 4, exclusive of
weight (Sec. 3.1),
HB' = resultant moment on cross section due to loads specified for
service level C, i.e., load combination 3, exclusive of weight

(Sec. 3.1),
M. = range of resultant moments due to thermal expansion,

tn = nominal wall thickness,
7 = section modulus.

Note that the responses due to dynamic loads are combined using the square

! root of the sum of the squares (SRSS) procedure.

| For the first trial, the value of t s equal to t . If the above
equations are satisfied for all nodes, the design of the piping subsystem is
deemed complete. If not, a larger thickness is selected to satisfy Egqs. 3.2
through 3.5. This piping subsystem with known wall thickness and distribution
of responses will be analyzed later to determine the implied limit state
probability values.

Using a similar procedure, six rigid supports are simulated--i.e., the
reactions at these supports due to different loads are samgled from the
influence coefficient ratio frequency distributions. The supports are
selected from Table 3.3 corresponding to the maximum total load for load
combinations of each service level. Anchors are treated as two nodes in the
piping with different stress intensification factors.
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TABLE 3.3. Maximum load capacities (in pounds) for struts and rigid
restraints.

Support Levels A and B Level C Level D

size no. (upset) (emergency) (faulted)
A 650 870 1,200
B 1,500 2,250 3,000
¢ 4,500 6,000 6,000
1 8,000 9,600 10,320
Fa 11,630 13,960 15,000
3 15,700 18,840 20,250
4 2G,70C 24,840 26,700
5 27,200 3¢,040 35,081
6 33,500 40,200 43,220
7 58,734 78,312 86,500
8 110,000 132,000 165,000

3.1.3 Limit State Probability Calculation

The piping subsystem that is designed for a given set of load combinations
is subjected to stochastic load processes and has uncertainties inherent in the
piping material, analysis, and fabrication. Any evaluation of the probability PF
of the component reaching a limit state (e.g., rupture) should explicitly consider
these aspects of uncertain. s,

The method of evaluating PF is based on the probability distribution of
resistance R of the component and of extreme (combined) load effect (response) on
the component. The probability distribution of the load effect is developed from
convolving probability distributions of static load effects and the extreme of the
combined time-varying "static" and/or dynamic load effects. The latter
distribution is approximated by a method which makes use of the mean upcrossing
rate vy(y) as a function of the response y, and the a.p.t. distribution of
response, as described by the probability density function fY(y).

For the purposes of calculating the probability distribution of the combined
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response, three types of loads are identified: static, continuous, and
intermittent. An example of a static load is the dead load due to self-weight.
Loads due to normal operating pressure and temperature are examples of continuous
loads. Earthquake and operating incidents are some examples of intermittent
loads. Figure 3.2 shows the response time histories of these load types.

Static Loads. Static loads can be treated as random variables characterized
by probability density functions. [f two static load effects clx1 and czx2
are experienced by a component (where <y and ¢, are the influence coefficients
and xl and X2 are the imposed loads), the combined response YS = (¢ + czx
is expressed by its probability density function fY (y):

S

1 Y - u u'
fy (y) ® [ f (‘-——) f (—-—) du . (3.6)
YS clcz . x1 c1 X2 c2

l 1 Earthquake (intermittent)

11 2

bt

%

N\ Wind {continuous)
T -
g |
= :
& |
= ; ﬂ Operating incidents (intermittent)
H oy B
|
|
|
|

Normal operating (continuous)

-

e
R

Time

FIG. 3.2. Schematic time histories of typical initial loads.
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Continuous Loads/Stationary Response. The procedure for calculating the
upcrossing rate vyc(y) and the a.p.t. probability density function f*c(y) of
the combined reponse YC is described below. Since the continuous load
processes are "always on," they will certainly coincide Therefore, the
combined response Y(t) is the sum of the individuai responses Cixi(t)’

Y (t) = Z e X (t) . (3.7)

all i

Let Yc be the combination of two responses clx1 and czxz; vl(x) and
uz(x) are the mean upcrossing rate functions of the two load processes xl(t) and
xz(t). fl(x) and fz(x) are the a.p.t. probability density functions of the
load processes.

At the specific node k in the component, < and c2 are the influence
coefficients of loads 1 and 2. The mean upcrossing rate VYl(yl) of load effect

Y, * clxl(t) is
vvl(.YI) i Vl(yl/cl) - (3'8)

The a.p.t. probability density function fy (Yl) of the load effect Y1 = clxl(t)
1
is

1
le = E;~f1(y1/cl) . (3.9)

Similar results hold for the load effect Y2 = szz(t)'
The mean upcrossing rate of the combined load effect Yc(t)
- clxl(t) + czxz(t) is

v.,c(y) = / vyl(U) sz(y - u)du + [ sz(U) ‘Yl(y - u)du

e tV, *f ’ (3.10)

=y
2 N

where the asterisk denotes convolution. The probability density function of
Yc(t) is expressed as
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fy (y) = fy *f (3.14,
vc v1 YZ

Generalizing for the case of n responses, we obtain

Yc(t) -i Yi(t) (3.12)
i=1

and

A Ml ORI e, Tl ST

SRR Yn'fyl+v bty o ® (3.13)

where

fyl*vz*"'+yn-l Yl fvz fY3 X £ 4 "fyn.1 (3.14)
The probability density function of Y (t) is then

fvc = fvl*fvz*fvj* v *fYn . {3:15)

Intermittent Loads/Quasi-Stationary Responses. In analyzing the response
levels associated with combinations of intermittent loads, all possible load
events must be considered, e.g., load 1 alone, load ¢ alone, and loads 1 and 2

coinciding. The procedure for calculating the rate of occurrence of a load
case q (9 = 1, 2, . . . , Q), the mean upcrossing rate vq(x), and the
probability distribution fq(x) of the response given below is described in
detail by Hinterstein.3

Since we are interested in the combined response due to intermittent
loads, two additional parameters are required to describe the individual load
process: xi is the mean rate of occurrence of load events of type i, and Ti
is the ouration of load events of type i. In this study, Ti is taken to be
the mean duration (ui) of the event,

The calculation of the rates of occurrence of different load cases is
facilitated by the construction of a load event tree. For this purpose, two
classes of loads are identified:
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e Initial loads: loads which have a potential of initiating additional
loads on the component due to failures of other parts of a system,
This class of lcads includes loads due to earthgquake, wind, hurricane,
normal operation and operating incidents, SRV discharge, etc. Some
examples of the time histories of responses to initial loads were
given in Fig. 3.<.

e Initiated loads: loads on a2 component due to the response and/or
failure of another part of a system as a consequence of some initial
load. Loads in this class arise from pipe breaks, valves failing to
close, turbine trips, etc. An example of the relationship between the
time history of the response to the initial load--e.g., due to an
earthquake--and the response to an initiated load--e.g., a pipe
break--1s given in Fig. 3.3.

The branches of a load tree give the specific load combination events. A
load tree is constructed as follows. Each initial load is divided into a set
of discrete levels. At each level of initial load, e.g., earthquake peak
acceieration of 0.20 g, any level of a second, simultaneous initial
(noninitiated, random; load could act on the component--e.g., a hydraulic
transient load. The combined effect of these two initial loads may trigger a

Earthquake (initial)

Pipe break load (initiated)

—_

~—=1 T, = Time lag

FIG. 3.3. Schematic representation of the relationship between the time
histories of typical initial and initiated loads.
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pipe break; the size of the break and the magnitude of the resulting
{initiated) load depends on the combined effect of initial loads.

Mean occurrence rates for load combinations in which there are initiated
loads can be obtained using the load evert tree with the branching
probabilities that are conditional on the present loading conditions--e.q.,
hydraulic transient and earthquake; or pipe break, earthquake, and 5RV. The
complete question of dependent load processes will be addressed in a later
report. In the illustration here, we ignore hydraulic transients and pipe
breaks caused by an earthquake.

Inv the case of two initial loads, the mean rate of occurrence of the
coincident events is given by

e B L Tl PO o
Also

Ay alone * Al[l R Az(ul . “2)] i
and

X2 alone A2[1 : A1‘“1 X uZ)] ¥ (3.18)

For the general case of n stationary and independent processes,

n n

B : 1
Al o2el, e = 011 I—] Ak uy
1=1 i=1

.19)

—
o

For the example of ESW piping, the load event tree for independent
(initial) load is depicted in Fig. 3.4. The mean occurrence rates of
different ievels AE of earthquake are calculated from the results of a
seismic hazard analysis of the site. (These are mean occurrence rates of
events with peak ground accelerations within a narrow range, e.g., 0.05 to
0.15 g, represented by a single value, e.g., 0.10 g; they are not the usual
mean occurrence rates of values equal to or greater than the given level.)
Significant motion in an earthquake is assumed to last 10 seconds on the
average, i.e., ug * 10 s.
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| E1 HTR1 Load
| level  Magnitude Ayr
|
| _ €2 _— HTR2 E1 0.10g &00X10:
| HTR3 E2 0.20g 1.10X10
€3 E3 0309 055x 107
~———— HTR4 E4 040g 0.30x 104
ES 050g 0.05X 104
E4 HTRS
HTR1  025s 9.15
HTR2  050s 19.90
€5 Hnhe HTR3  100s 925
Nothing else HTR4 1505 4.55
v HTR5  2.00s 255
Nothing happens HTR6  250s 4.60

Hydraulic _l
'-»——Earthquake "*‘_ transient

FIG. 3.4. Load tree for intermittent loads in ESW piping example.

. It is assumed that there will be 50 occurrences of hydraulic transients

' per year. The magnitude of the transient is a function of the valve opening

P (closing) time. The mean duration MUTR of the transient is 0.5 s. The mean

ﬁ accurrence rates AH[R of different levels of hydraulic transient are

[ calculated as shown in Fig. 3.4.

f The mean rate of occurrence for any branch of the tree--e.q., load case q
of intermittent loads--is calculated using the mean occurrence rates and
durations of individual loads. As an example, the load case corresponding to
EZ + HTRZ has the mean occurrence rate

(1.1 x 107%)(19.90)(10 + 0.5)

hiiak
(3.1536 x 107)

q E

AutrzME * MyrR2)

= 7.3 % 10730 yp

The denominator in the above expression is the number of seconds in a year.
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The mean rates of occurrence of EZ alone and HTRZ alone are

-10

Ay = (1.1 % 1074 - (7.3 x 10719 = 1.1 x 107%yr

M2 atone = Mgz -

-
-

19,90 - (7.3 x 10720) = 19.90/yr

AuTRZ atone = MuTR2 ~

For load cases that include two or more intermittent loads, the
upcrossing rate Vq (y) and the a.p.t. probability density function f (y)
of combined response are derived from the probability density functwcns and
mean upcrossing rates of the individual load responses by utilizing the point-
crossing method (Eq. 3.10). Since the point-crossing method requires that the
processes to be combined should be stationary and independent, the true finite-
duration processes are modified as described by Hinterstein,3 For the _ase
of two loads, the resulting upcrossing formula is

v (y) =pp lv s, +v, * L +p (1 -p)v, 4l -p )V » (3.20)
q "2 Y1 Y2 Y2 Yll 1 2 Yl l 1 Y2
and the probability density function is

fq(Y) = plpzlfv‘*fyz' * pl(l - pz)fvl ¥ pz(l i pl)fYZ

+ (1 -p)l - py) 6(y) » (3.21)

where p; = ”i/(“l + uz); &(y) is the Dirac delta function; and ¥, is the mean
duration of response 1 or 2. The duration of a single cycle of 1 is u

ol IR P8 This method of calculating vq(y) and fq(y) can be generalized for
cases involving sums of more than two loads.

If we denote the net structural response due to all intermittent loads by
(t), its mean upcrossing rate and probability density function are given

VYint(y) =zq: Xqvq(y)uq (3.22)

g=1

Yint
by
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and

Q
= . 3.23
fyint(y) E fq(Y) Aadq + 5(y) {1 Agiq ( )
q= q=
where
Mg * E My (summation over all loads i in load case q). (3.24)

Total Response. The total response Y(t) of the structural component to
continuous and intermittent loads is given by

Y(t) = Yc(t) + Yint(t) (3.25)
i and

; vly) = v, *f,  +v, {3.26)

int Yint Yc

The distribution of the extreme value Y of the response in the life of the
component (1.e., T years) is estimated from

s T E——

FY(Y) = exp [—vy(y}T] (3.27)

The probability of the component reaching a limit state at a specific node k is

]
M

¢ = P(Y > R%) (3.28)

X3

f [l - FY{y)} fR*(r) dr (3.29)
0

"

r

l

|

f

‘ where fR*(r) is the probability density function of the resistance R of the
component at node k, minus the static load effects YS; i.e., R*¥ = R - YS.

! the probability of the component reaching a limit state at any one of K nodes

} is

i

F

I

1
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Pe = :lgalx Pfk ‘ (3.30)
Equation 3.30 is a valid approximation because the responses at different
nodes arising out of the same load are highly correlated and the variability
of loads dominates over that of the component resistance (see Sec. 2.2).

In our specific illustration, the component could reach the limit states
of rupture of a cross section, buckling of a restraint, or excessive
acceleration.

“In calculating the upcrossing rates vq(y) and vyc(y}. the responses in the
three local directions A, B, and ( have to be considered. Let xl and xz be the
loads to be combined. Let the moment infiuence coefficients be {c,,, C1g ClC}
and {c,p, <20 céC} for loads X; and X,, respectively. A normal ized moment
time history for each direction is selected at random for each load. The mean
upcrossing rate VY0 and the a.p.t. probability density function leA for
the moment in direction A due to load xl, for example, are obtained uSing
Eqs. 3.8 and 3.9. The values of v and fq in the A direction are derived as

. Yia Yen o Yen Via A A

v = plp2 V) *f + v *f | - pl(l - pz)vle + pz(l e pl)\)le (3.31)

and

f. =pps|fy *f +pip - po)f
q 1¥2 vlﬂ vcﬁ] 1 2" Y14

The resultant moment process at node k is the vector sum of the moment
processes in the three local directions:

Q= (af +af+ )/ (3.33)

The mean upcrossing rate of this process is approximated by finding the mean
upcrossing rate of the process, 0.7(|qA| + |q8| + |qC|).
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3.1.4 Component Fragilities

The component (in the present case, the piping subsystem) designed using
the design criteria of Sec. 3.1 has a resistance which is a random quantity;
the randomness is a result of the inherent variability in the material
property, random errors introduced by the fabrication practices, and the
uncertainties in the prediction of limit state resistances.

ihe piping subsystem could fail because of rupture at a pipe cross
section or buckling of a restraint. For this illustration, the cross section
s conservatively assumed to rupture when the stress in the piping exceeds the
ultimate strength of the material. The ultimate strength of steel is modeled
as a lognormally distributed random variabie with the median equal to 1.1
times the specified ultimate strength of 60,000 psi (see Ref. 4). The
coefficient of variation of the ultimate strength is taken as 0.15.

The component could also fail if a restraint buckles or if the tensile
load exceeds the ultimate strength of a restraint. The resistance of a
restraint is assumed to be lognormally distributed, with a medin value equal
to 1.1 times the maximum load capacity for service level D and a coefficient
of variation of 0.20.

The Timiting acceleration on a butterfly valve is assumed to be
distributed as a lognormal random variable with a median equal to 1.25 times
the design value for service level C and a coefficient of variation of 0.29.

3.1.5 Implied Probability

The component (or the piping subsystem) designed using the criteria of
Sec. 3.1 reaches the ultimate 1imit state of pipe rupture with a probability
PF (Eq. 3.30). This is the limit state probability implied by the design
criteria. Since this probability would vary depending on the geometry and
location of the component in the plant, and on the geographic lecation, a
number (m) of components designed according to the design criteria should be
analyzed. The components are to be generated by simulation, as described in
93.1.2. The implied 1imit state probabilities PFi are calculated for
these components. A frequency distribution of the implied limit state
probability PF can be obtained (Fig. 3.5). A decision rule for accepting a
design criterion could be that the average limit state probability Mpp be

R R R R R R R R R TR
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The load and resistance factors are treated as variables in the format.

I1lustration

Their values would be sei:cted such that an acceptable frequency distribution
on the component limit state probability is achieved.

An example of a design format for the design of ESW piping (¥3.1.1) is

given below.

Loads

Weigi.t, W

Seismic, E

Hydraulic transient, HTR
Thermal, TH

Pressure, P

Load Combinations

1Ry 2 YpCpPy e

¢12R1 » ypcPPd + Yuc“u + yElOCEO(OBE)

O1oRy 2 YpCpPy * Y e

. + +
2Ry 2 Py v

O13Ry 2 vplpPy e *

v

¢14R;
1R,
%50k,

(0OBE)
(SSE)

|v

Yo C
E21 EoA

v

Ve, “Eca

YppPy * Mo

+ yHcH(HTRN)

YTHcTH{}RNG)
Y. ¢. (OBE)
E11 Eo

Y. C. (SSE)
E12 €

$,3R;, > Yo ¢ (OBE) + Y, ¢, (HTR,)

¢24R2 3_YH3CHA(HTRN)
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Nominal Loads

Weight, W

Seismic, OBE and SSE
Hydraulic transient, HTRN

Design pressure, Pd
Thermal lcad, TRNG

(3.34)
(3.35)
(3.36)
(3.37)
+ YHICH(HTRN) Ea.sa;
3.39
(3.40)
(3.41)
(3.42)
(3.43)

The ¢'s are the resistance factors, y's are the load factors, and c's are the
influence coefficients. R1 is the resistance of the component under failure
modes corresponding to the ultimate limit state of rupture. The resistance
factors on Rl are different for different load combinations (Egqs. 3.34



through 3.39). The load factor value on a load effect--e.g., 0BE and
HTR--could vary depending on the load combination. The product of the
influence coefficient and nominal load, called the load effect, refers to the
imposed stress, response, moment, etc. The resistance of a component
correspondingly signifies strength, moment cupacity, etc. In the formulas
above, the load effect and resistance are measured in the same units.

An examination of these load combination equations would reveal
similarities between current practice and the load factor format. Equation
3.34 would correspond to the sustained load (design) condition. Equations
3.35, 3.36, and 3.37 are equivalent to service level B. Equations 3.38 and
3.39 may be considered equivalent to service level C. The product ¢R can be
correlated with the allowahle stress for the particular service level.

Current ASME-based practice implicitly specifies the values of all the load
factors y as unity. The values of ¢ and y in Egs. 3.34 through 3.39 are to be
derived for a target limit state probability PT' Equation 3.34 could also
be included as a load combination to check a functional limit state condition.

R2 is the nominal acceleration (measured at a valve or in-line
equipment) that the component can withstand. In terms of current design
rules, the gquantity (yEZlccoAOBE/¢21) is the limiting acceleration due to an
OBE. A similar remark holds for the limiting accelerations for other loads
and load combinations (Egs. 3.41 through 3.43). Such limiting acceleration
values are specified in the local axes A, B, and C. The values of ¢ and y are
derived for a specified probability of reaching the functional Timit state of

excessive acceleration.

Analysis. The method of analysis is to be linear elastic; the response to
earthquake loads is obtained using response spectrum analysis. The hydraulic
transients are analyzed using time-history integration.

Response Combinations. Dynamic responses in Eq. 3.25 should be combined
according to the SRSS rule.

Methods of Proportioning. The minimum thickness tm is selected as per
Eq. 3.1. At each node in the piping, the load combinations given in Eqs. 3.34
through 3.39 have to be satisfied. For example, Eqs. 3.34 and 3.38 would be

expanded as
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The load combinations given by Eqs. 3.40 through 3.43 are used to ensure
that the design acceleration of the valve or in-line equipment 15 not exceeded.
CEga» CEgp» aNd CH, are the influence coefficients that amplify the response
(acceleration) at the equipment location for input motions of OBE, SSE, HIR,
and MTR. If the accelerations for these combinations are less than ¢ times
the capacity of the equipment, the piping subsystem 1s acceptable. If this 1s
not so, a modification to the system, such as altering the fundamental
frequency of the equipment and providing additional restraints, 1s necessary.

Load and Resistance Factors. As noted above, all the features of the selected
gesign format have been specified. Load and resistance factors are the only
variables in this format. They are to be selected such that the components
gesigned using this design format have acceptable limit state probabilities.
How closely the component limit state probability matches the target limit
state probability is measured in this illustration by a function of these two
probabilities. Since this measure varies over all future component design,

called "data space" D, an expected value of the squared difference is defined
as

108 Pe(w) - log P ,

a(ey) =Y Fla)|—L : (3.46)

‘ . T
wep
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where o 15 a peint in the data space, i.e., a class of component designs.
flw) i; a weight and/or frequency measure associated with the data point w.
Pelu) 15 the probability of reaching the limit state for the class of ]
components. P, is the target limit state probability.

The optimal values of ¢ and y are derived by minimizing the objective
function @. This minimization, called "code optimization,*>
programming problem and can be solved using well-known hill-climbing
algorithms,

If different 'imit states are to be considered, the objective function
should be modified as

is a nonlinear

log P (“,) - Tog Py ¢

- L
alesy) = 3 ) 2 AT . (3.47)

wel : |

where g refers to a limit state (e.g., ultimate, functional, and damage), kg
is the weighting factor given to limit state g, and PT is the target
probability for limit state R. L

The above procedure results in load combinations that provide components
which have, on the average, limit state probabilities approximately equal to
the target values. In some instances, one may want a criterion with absolute
upper limits on the component limit state probabilities. Such an additional
restriction can be accommodated in the code optimization procedure by
minimizing & subject to the limit state probability constraints.

In the context of the example of the ESW line, 8 resistance factors and
13 load factors must be derived for target limit state probabilities of
10'8/yr (ultimate) and 10'5/yr (excessive acceleration). The weighting

”

factors k_ are taken to be 2 and 1, respectively, for ultimate and

L
functional limit states.
The objective function § is evaluated for 20 sampled component designs.

The frequencies of occurrence f(w) of eich of these designs are assumed to be
equal (= 1/20).
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J.¢.¢ Alternate Formats

The above procedure of deriving optimal load and resistance factors
requires the specification of a design format. As noted earlier, the design
format censists of the specification of nominal loads, design load
combinations, method of analysis, method of combining dynamic responses, and
procedures for calculating the component resistances.

Selection of a design format--more specifically, the design load
combinations--is an area of continued debate within code committees and
between the regulatory agency and the industry. The primary advantage of the
load combination methodology described herein is that the load and resistance
factor values are adjusted for any selected set of load combinations to
aghieve the component target limit state probabilities. The methodology does
not require any new load combinations or any documented justification for the
load combinations. However, a judicious choice of load combinations tu cover
different design situations would help to approach the target component
reliabilities more closely. In other words, the higher degrees of freedom--
i.e., the number of load and resistance factors--would generally lead to lower
minimum values ef Q. For any given design format, the load and resistance
factor .alues are derived by minimizing Q. It is generally possible to obtain
a lower value of Q by selecting a different, "better" design format. The
optimal load and resistance factor values are obtained within a design format
by the optimization process. Of the several design formats, the "best" format
can be judged by comparison of their respective (minimum) Q values. Practical
issues are also important, however. The load combinations should be selected
such that the number of resulting design rules is kept to a practical minimum
to facilitate routine design. The following are some alternate design formats
that need to be studied.

ASME Design Format. The ASME Boiler and Pressure Vesse® Code, Section III,
Division 1, Nuclear Power Plant Components (ASME Code) governs the design of
vessels, pumps, valves, piping, steel containment, and component supports.
The ASME Code defines six conditions for load combinations: design, service
levels A, B, C, and D, and testing. The philosophy in the ASME Code is to
place limits on stress for these conditions for which various unfactored load
effects are combined. The four service levels allow combinations of loads of
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practicality will be measured in part by the larger value of { that can be
anticipated.

Different Response Combination Procedures. Current practice has been io
combine dynamic responses from different transient 1oads using the SRSS
procedure.6'7 This approach has been defended on tne grounds that the SRSS
value would not be exceeded in about 75 to 85 percent of the transient
response combinations. It has al:> been argued that the dynamic reserve

margins not explicitly accounted for in the current ASME Code would compensate
for excursions above the SRSS value.

Since consistency in the design criteria is achieved by making the limit
state probabilities of different components equal, a basis for judging between
the SRSS procedure or the ABS procedure is the minimum 5 value for each
procedure. [f the two Qmin values do not differ significantly, then it does
not matter which procedure is used. Whichever procedure is used, the load and
resistance factor values are adjusted accordingiy.

Event Decoupling. In Project I of the Load Combination Program, mechanistic
arguments are being used Lo demonstrate that seismic events may not cause
large instantaneous pipe breaks leading to loss of coolant accident (LOCAs).
Also, the probability of rupture of a seismically designed pipe under seismic
loads is shown to be very small.

A~ alternative approach is to compare two design formats, one that
includes the combination of earthquake and LOCA loads, and the other with no
such combination. For these two design formats, the optimal load and
resistance factors are evaluated for a target component limit state probability
of PT‘ Note that the probability analysis will in both cases properly
include the probabilities that LOCA and earthquake occur simultaneously. The
design format that has a lower value of the minimum objective function Qmi
(EQ. 4.47) is judged to be the "better" alternative. It may be concluded from
such a study that the difference between Qmin values for the two formats is
iot significant, i.e., not large enough to warrant the use in design of
v+ theuake and LOCA load combination.

Use of Multiple Load Levels. The industry practice has been to use two levels
of earthquake, OBE and SSE. By this, it is presumed that the salient features
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of the entire spectrum of earthquake levels are included in the design.
However , questions such as "Should the OBE govern the design of nuclear
components?" and “What should be the mean recurrence interval of the OBE?" are
raised. Answers to the first question can be sought by evaluating two design
formats--one with two nominal levels of earthquake and the other with just one
nominal level of earthquake. If the difference between nmin values for

the two formats is not significant, the use of multiple load levels may rot be
warranted. Foir a given number of seismic design levels, say two, one can tr/
different mean return period definitions of the OBE and the SSE and compare
Bnin values to determine the best choices.

3.3 CALIBRATION

The load combination methodology described herein requires as input the
target limit state probability P,. This could be derived by performing a
system reliability analysis. It is possible to assign the reliabilities of
different components in the safety systems to achieve a specified acceptable
plant risk. This aspect will be studied in depth in Phase II of the LCM
Project.

However, it is of immediate interest to know the reliabilities implied by
current design criteria. For this purpose, different types of components
shculd be designed for the ASME Code requirements and the limit state
probabilities should be evaluated. [f these limit state probabilities of
components that are at different locations but that perform essentially
identical functions show much variation, it would mean that the current design
criteria are not consistent. By studying these component limit state
probabilities, target values of PT can be established for each component. It
may be necessary to classify components into groups for practical reasons. A
set of load combinations for the design of each group (e.g., Class I, II, and
I11 piping) may be obtained using the procedure described in Sec. 3.2. This
technique of assessing the implied reliabilities in components designed
according to current codes and adjusting the parameters in a probabilistic
design methodology to achieve comparable reliabilities is called "code
calibration."8 It has been used in developing the modern probabilistic
codes for building design.4 However, the procedure should be used
Jjudiciously for developing design criteria for nuclear components, since
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experience with nuclear design codes is limited. Yet, the ralibration studies
are a useful starting point in developing load combination values and in
achieving any desired uniformity of component reliabilities.
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4. SYSTEMS ANALYSIS METHODOLOGY

The choice of a probabilistic approach to load combirations requires that
a tarcet limit state probability be established for each camponent and
structural element before the design can proceed. The purpose of the systems
analysis is to provide a methodology whereby the required target probabilities
can be determined.

The assignment of target limit state probabilities would be greatly
simplified if

e The operations of nuclear power plant safety systems were not
interactive following an event that could lead to radioactive release.

e Redundancy of components were not provided for within safety systems.
Components and structures could be assumed to fail independently in a
combined loading enviromment.

Since none of these conditions is operative, the methodology must consider the
dependent nature of failure between components, as well as the system-level
interactions and component-level redundancies. The approach that i< proposed
creates  requirement for same degree of safety analysis during the
preliminary design stege.

The requirement to establish target limit state probabilities at the
preliminary design stage requires an approach that is the reverse of the
generally accepted approach to systems safety analyses. Given that the final
design has been established, the component limit state probabilities can be
evaluated first, then the subsystem and finally the system, in order to
quantify the probability of failure for the completed plant design. This can
be ralled the bottom-up approach. In contrast, the need for target limit
state probabilities prior to final desiagn reguires that a failure probability
for the plant first be established and then be apportioned to the systems, the
subsystems, and finally the components. This allocation at the component
level, which can be called the top-down approach, must be such that the
required plant limit state probab‘lity is not exceeded.
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The problem with the top-down approach is that there are an infinite
number of combinations of component probabilities that will satisfy the
required plant limit state probability. Consequently, a rationa) methodology
must be developed which produces component target limit state probabilities
that meet additional criteria, such as risk, minimum cost, etc. The inclusion
of these additional criteria is necessary in order to constrain the allocation
problem samewhat to a specified region for solution.

Three approaches to allocation were considered, and each is examined in
subsequent sections. Before proceeding, however, it is worthwhile to note
same of the special problems or considerations involved in developing the
methodology. First, it must be ucknowledged that, in systems failing because
of seismic or other regional enviromments, there will be a great deal of
correlation in the load intensities between neighboring components. This
leads to a problem of statistical correlation in the limit state probabilities
between components. Correlation in load intensities may, for example,
increase the probability of system limit states and thus, if ignored, will
produce misleading conclusions about the true capability of the systeam. (The
comparison is made with the assumption of noncorrelated load intensities in
the same loading enviromment.) Furthemmore, the correlation in load
intensities between camponents will not be uniform throughout the plant and
will be difficult to predict unless a comprehensive analysis, such as that to
be performed by the SEISIM program for the Seismic Safety Margins Research
Program (SSMRP), is conducted. (SEISIM allows the computation of system limit
state probabilities in a seismic enviromment, taking into consideration the
correlated intensities of local loads.)

Another difficulty is that increased reliability is not achieved with
equal ease for all camponents. Some are expensive to improve from a
reliability standpoint, and this must be considered in the allocation
process. Other considerations include the sensitivity of system limit state
probabilities to the failure of individu.. components. Given that the €ailure
of a system is dominated by the failure of 2 few components, it makes sense to
limit changes in the initial allocation to cnly these dominant components.
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4.1

AN IDEAL APPROACH TO ALLOCATION

In pursuing an allocation methodology, we first evaluated a so-called
ideal approach, which would handle all of the considerations listed above.
This ideal approach is outlined in the flow diagram of Fig. 4.1; it consists
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of nine steps. The procedure starts with a knowledge of the preliminary
facility design which meets presently required design basis accident (DBA)
requirements. Based on this preliminary design, it would be possible to
develop statistical descriptions of local responses throughout the facility
and to define component capacities (fragilities). Event and fault trees are
then drawn up (step 2) and used to perform a system failure analysis (step 5),
using a bottom-up procedure which starts with the computation of the component
limit state probabilities. The system failure analysis would also compute
probabilities of radioactive release in each of several release categories.

At this point in the allocation precedure, there is a requirement for a
definition of acceptable risk. Assuming that acceptable risk can be defined
by limiting probabilities on each of the release categories, it is possible to
determine from this initial analysis whether the range of initiated events is
adequately covered, from a risk standpoint, by the proposed design. If the
risk criteria are met, then calculated component limit state probabilities
become the assigned target values for final design (step 6).

If the risk criteria are not met, the procedure requires identification
of those safety systems and components which contribute most tc the exceedance
of release category probabilities. The focus of the allocation procedure is
now on those components which require reliability iaprovement. The approach
to allocation of target probabilities to this final group of components is
accomplished by means of a sensitivity analysis of the system limit state
probability to changes in component capacities. The results of this
sensitivity analysis are incorporated into procedures (steps 7 and 8) which
use the acceptable release category prob~5ilities as constraints and which
optimize component allocations, considering minimization of cost, risk of high-
consequence releases, or some other attribute. The result of this
optimization is an allocation of target probabilities (step 3) for those
components that had been identified as requiring reliability improvement.
These target probabiiities are now used in the final detailed design, using
the structural reliability methodology described in the previous chapters.

The results of this approach is a design that is based initially on current
practice that has been improved in those areas necessary to meet risk
objectives for the power plant.

The problem with this approach is that a great deal of design work must
take place before load combinations and detailed design can even become a
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The first three steps in this simplified procedure are identical to those
outlined for the idealized procedure. A fundamental differen-e in approach
has been established, however, wherein the simple procedure does .7t require
the specification of expected component loads and capacities from a
preliminary design analysis.

Instead, based upon the allocated limit state probabilities for systems
contributing to the release category probabilities, a limit state probability
is allocated to each safety system component. This simple allocation
procedure could be completed rather rapidly in one of the two following ways:

¢ Assign equal probabilities to each basic event as called nut by the
fault trees for each safety system. Assuming independence between
basic events, a simple iteration is all that is required in order to
arrive at the desired solution.

® A variation of the above would be to assign equal probabilities to
each gate of the fault tree and then assign equal probabilities to
each basic event contributing to each gate, such that the top event
allocated value is satisfied. This procedure is likely to result in a
more realistic allocation than the first one.

Neither of the above simple approaches considers (a) the cost of
obtaining the desired reliability for each component, (b) the relative
component contributions to system failure, (c) the effects of statistical
correlations between component loads in a combined loading environment, or (d)
the effects of statistical correlations between component capacities. While
the effect of (d) can perhaps be expected to be relatively irsignificant, the
effects on the respective allocations associated with (a), (b), and (c) are
likely to be quite significant.

4.3 A PRAGMATIC APPROACH TO ALLOCATION

Due to the impracticalities of the idealized approach and because the
simplified procedure is likely to result in an unrealistic allocation, a third
approach is suggested. This pragmatic approach is outlined in the flow
diagram of Fig. 4.3. Essentially, this approach is similar to that outlined
in Fig. 4.1, except that step 4 does not require the definition of component
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FIG. 4.3. Flowchart for pragmatic allocation methodology.

loads and capacities. This approach has the appealing advantage of not
requiring a two-step design procedure. Furthermore, as will become clear, it
will in some degree handle the inherent weaknesses of the simplified approach.
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Instead of defining component loads and capacities, step 4 now requires
the specification of what is calied a safety index B for components identif;ed
by the safaty-system fault trees. The component safety index B will now be
defined in terms of its relationship with the component's failure probability.
If the capacity of a component is designated by R and the peak measured
component response (in a combined loading environment) is designated by Y, then
failure occurs when Y > R. If the probability distributions of both Y and R
are normal and statistically independent, then failure occurs when Y - R
=72>0. Y - R is normally distributed with mean Mz = Wy - Mg and variance

o% = o$ + og. The probability of failure is then

o P, = P(Z > 0) z _,_1___ [. exp |- 1 (Z - uz)z dZ
J ﬁivg;. 0 Z o

- 1 = 0(‘“2/02) - 1 - .(‘B) ’ (4'1)

where () is the standard normal cumulative probability distribution.

By specifying B8 in step 4, based on current design practice with similar
component designs, the limit state probability of each component in the fault
tree can be calculated. The limit state probability computed by the above
equation is referred to as a "notional" probability. It should be interpreted
in a sense relative to the probabilities computed for other components.
However, by calculating the system limit state probabilities using the
notional component probabilities, provision has been made for the relative
component contributions to system failure. Furthermore, by using this
approach, provision can be made for the relative difficulty (cost or whatever)
in achieving a subsequent reduction in component probabilities in order to
satisfy the allocated system-level value.

If the system-level probability allocation is satisfied by the notional
component probabilities (i.e., without resort to step 8 of Fig. 4.3), then
these notional values become the target values for fina design. If step 8
must be undertaken, then the 8 values of the components whir* dominate the
system limit state probabilities must be increased. By increasing the B
values of the dominant components, according to some rationale, their limit
state probabilities will be reduced. The final set of B values which result
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in satisfaction of the system-level allocated probability value will be
translated into target probabilities for design.

4.4 EXTENDING THE PRAGMATIC APPROACH

The above procedure is a significant improvement on the simplified
approach of Fig. 4.2; however, an extension of the approach is required to
handle the correlations between component responses in a combined loading
enviromment. The effect of correlated component responses (and to a lesser
extent correlated component capacities) will be, in general, to increase the
limit state probability of safety systems. The allocation procedure must,
therefore, include these effects if realistic assignments are to be made. (It
must be made clear, however, that the effects of correlation are not fully
understood. Part of the requirement of the systems analysis will be to
measure 1ts impact on the assignment of target probabilities.)

It is suggested that the approach embodied in Fig. 4.3 can be improved by
drawing on the experience gained in the SSMRP and other programs. The SSMRP,
for example, will provide information on the effect of correlated local
responses on structural and component failures. This work on the SSMRP is
associated entirely with the responses of nuclear plant struc.ures and systems
to a seismic environment. Different combined loading environments may produce
quite different relationships in the behavior of components, structures, and
systems. At the very least, however, the SSMRP will provide insights into how
different levels of correlation will affect system failure probabilities.

Depending on the nature of the combined loading environment, it may be
practical to use what are called regional correlations. For example, the
effect of a LOCA will be to increase the loading on certain safety-related
equipment within the reactor containment. The responses of this equipment ,
subjected to the additional LOCA loadings, will be interrelated; thus, a large
degree of regional correlation will be evident in this area. A further
possibility would be to use ranges of correlation, in a sensitivity sense, in
order to measure its effects on system failure probabilities.

The introduction of these approaches to correctly handling the effects of
correlation in a combined loading environment will provide target
probabilities for the structural reliability analysis in which confidence can
be placed. Further details of the approach to computing target probabilities,
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including the effects of correlation, are included in the appendixes. The
approach draws on the experience gained with the SEISIM program for ihe SSMRP
and makes use of an analysis based on the multivariate normal (or lognormal)

distribution.
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APPENDIX A: COMPUTATION OF TARGET PROBABILITIES
INCLUDING THE EFFECTS OF CORRELATION

The overview of the major steps of the methodology, presented in
Chapter 4, introduced the need for some form of acceptable risk criteria on
which to base the allocation methodology. The allocation methodology
described here assumes a plant and site risk profile related to the curies of
lnl released.

The ultimate goal of the grocedure is to establish component limit state
probability allocations as a basis for subsequent detailed design. These
component-level allocated values must result in a plant design which meets or
exceeds an acceptable plant risk level over the complete sample space of
initiated events.

’ Section A.l1.1 outlines the allocation methodology at the system level,
introducing the use of event trees. Section A.1.? further develops the
methodology, with the use of fault trees to aid in the allocation at the
component level.

A.l.1  SYSTEM-LEVEL ALLOCATION METHODOLOGY

A.1.1.1 Power Plant Risk Profile

The system-level allocation procedure, developed 1n subsequent sections,
makes use of a risk profile for the power plant that can be defined in the
form of a cumulative distribution function F(C). One such function 1s shown
in Fig. A.1, where the risk measure 1s considered to be curies of 1311
released outside the plant boundary. The discretized risk profile of Fig. A.?
is obtained from Fig. A.l in the followina way. With reference to the values
of C at peints a and b in Fig. A.l, let

P(C

i v

b) = F(b)

and

P(C

v

a) = F(a)

A-1
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FI1G. A.1. Plant and site risk profile. The significance
of points a and b 15 discussed in the text.
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Discretized plant and site risk profile.

A-3




Then
Pla <C <b) = F(a) - F(b) (A.1)

The risk profile can therefore be discretized into any number of divisions,
depending on the choices of absci1ssa values a and b.

A.1.1.7 The Use of Event Trees

The system-level allocation will make use of the discretized risk
profiie, but first, some further concepts must be introducec. The discussion
that follows centers on an allocation scheme which considers the interactions
among safety systems in response to a potentially dangerous initiated event.

In order to introduce the methodology as simply :35 possible, only two
(hypothetical) ini*iated events are considered from the complete sample space
of all potential imit-ated events. These two initiated crents ace shown
intersecting 1n Fig. A.3, which allows for the fact that initiated events X
and Y could occur simultaneouslv as a result of a common i1nitiator such as an
earthquake. Event X could, for example, oe a large loss of coolant accident
(LOCA) and event » a smaller LOCA. The event X Y 1s the simultaneous
occurrence of ¥ and Y, which may not be equivalent to event X occurring alone
in terms of the behavior of the reactor core.

In order to mitigate the effects of events such as loss of primary
coolant, safety systems are installed in nuclear power plants. For this
discussion, up to seven such systems are required to operate in order to
ensure safe reactor shutdown after an event occurs. (See Figs. A.4 and A.5.)
Safety systems which do not operate after an event occurs will result in an
accident with the potential for reiease of fission products to the
environment. Depending upon which combinations of safety system failures and
successes occur, different accident paths are possible. Figures A.4 and A.5
outline 1n event tree (decision tree) format the accident sequence paths
possible as a result of the two assumed initiated events (1E) | and 2, for "X*
and "Y." A total of 26 accident paths are possible: 12 as a result of "X*
and 14 as a result of "Y." Discussed below are 11 for "X" and 13 for "Y."

Each accident path probability can be described in terms of safety system
involvement as required to mitigate the effects of the imitiated event. For

A-4



XAY

FIG. A.3. Imitiated events X and Y as subsets of all possible events U.
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FIG. A.4. Hypothetical inmitiated event 1 ("X").
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example, the probability of accident sequence B8 of event "X can be written as
P(AACADAE) (A.2)

where the marginal probabilities of £q. A.? are

P(X), the probability of initiated event “X,*

P(C), the success probability of safety system C,
P(D), the failure probability of safety system D,
P(E), the failure probability of safety system E.

For this discussion, safety system success prodabilities are excluded
from consideration. This is done in order to simplify the presentation, but
has no wmpact on the generality of the approach. With this in mind, the
probability of accident sequence 8 of event "X* 15 written as

PIXADAE) . (A.3)

Event trees are drawn such that dependent events are handled properly.
The trees consider the relationship between the functions to be performed,
given an initiated event (an example of a function 1s postaccident
radicactivity removal from the containment), and the respective physical
systems provided to perform them. Inherent in Eq. A.3 15 a further
relationship implied by the event trees: the sharing of components between
systems.

The general equation for computation of the unconditional probability of
an accident sequence can be defined in the following way

P(S) = P(Syal al %)

o,

= PISy/LAL )BT /1 #)eR(1%) (A.4)

J

where

Sl/l‘AIJ* = accident sequence &, given 1nitiated event 1 and initiating
eveat j,

Lﬂ A-7 |




1. = the initiated event upon which sequence Sl 15 conditioned
(e.g., a LOCA initrated by an earthquake),

P(lj*) = probability of initiating event j (e.g., an earthquake).

1

Depending upon how the trees are drawn, the effects of logical
intersections at the system level can be minimized. (Because of the nature of
the potential loading environments, the responses at which components fail
will be correlated across system boundaries. Also, correlations in strengths
to failure will exist across system boundaries. These effects car be properly
accounted for at the level of the component failure computations.) For the
purposes of allocation at the system level, the effect of the logiral
intersections between systems on the event trees will be neglected. With this
further refinement, the probability of accident sequence 8 of event "X" 1s
written as

P(X)+P(D)+P(E) . (A.5)

In relation to Eq. A.4, "X" in Eq. A-5 15 comparable with P(I‘Alj*)
and P(D)*P(E) 1s comparable with P(S‘/I‘Alj*). Thus Egq. A.5 can be
rewritten as

P(X')eP(D)*P(E) , (A.6)
where

PIX') = PLI/E#)P(I5%)

A.1.1.3 Containment Failure Modes

The potential for containment failure must be factored into the
analysis. The containment of a nuclear power plant is of such construction
(e.g., prestressed concrete) that 1t will lTikely withstand most conceivable
initiating events. However, given an accident sequence that results 1n a
large release of energy to the containment, containment farlure could occur.
The approach taken in this allocation procedure 15 to consider containment
failure given specified accident sequences:

A-8
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® A reactor vessel steam explosion 1s possible if molten fuel becomes
well mixed with water in the reactor vessel. The results of such an
explosion will be minimal 1f the vessel does not rupture. If the
vessel ruptures and causes the containment to rupture also, large
quantities of fission products wil! immediately be released to the
atmosphere,

e Containment leakage can prevent the burning of hydrogen by limiting
1ts accumulation and can prevent containment rupture by
overpressurization should postaccident heat removal (PAHR) fail.

® The containment can rupture under the pressure generated by hydrogen
burning. The possibility of a hydrogen explosion in the containment
15 considered to be very low, because the steam generated alorqj with
the hyarogen will keep the hydrogen concentration below the critical
level.

® Loss of PAHR can cause containment rupture because of overpressur-
ization. For large LOCAs, rupture 1s considered to be a certainty.

In the event that the above containment failure modes, denoted by ~, B8,

Y, and &8, respectively, have not occurred, core melt through the containment
will eventually occur (g).

Each accident sequence must be paired with each possible containment
failure mode, with the resulting conjunction termed a terminal event. The

associated terminal event probability 1s calculated as

P(TE) = P(CFMk/S‘) = P(CFMklsw)-P(S') " (A7)
where

P(CFMk/Sl) = probability of the kth containment failure mode condit.onal

on the ith accident sequence 5‘ and k = a, B, v, §, and g,
P(S,) = unconditional probability as defined in Eq. A.4.

A-9
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A.1.1.4 System Level Allocation Using Hypothetical Example

The remainder of the allocation procedure at the system level is most
easily shown through the continuation of the hypothetical example introduced
in 9A.1.1.2.

For the 724 accident sequences of Fias. A.4 and A.5, Table A.l i1ndicates
(with an *"X") each sequence's possible containment failure modes. For
example, all five containment failure modes are considered possible for
sequences 5, 20, 23, and 24. Table A.?, in turn, assigns each terminal event
to one of seven release categories Cm. Accident sequence 72, XF, coupled

with containment failure mode a results in the terminal event designated XFa,*

(The reason for seven release categories will become apparent later.) As a
result of up to five possible containment failure modes for each accirdent
sequence, a total of 69 terminal events result. The 69 terminal events are
allocated to the seven release categories as outlined in Table A.3. The
parameters @y, Gy, « « + 5 Oyp; 83. 85. « *E 3 874; Yoo Ypge ¢ v 00 Ypgh
6?, 63. ¥ ¥ 3 624; and Eps €30 + + o 4 Epq Are the containment failure modes
associated with the 24 sequences. Each release category probability is likely
to be dominated by a relatively few terminal events. If the assumption 1S
made that terminal event probabilities decrezse rapidly with increasing
numbers of systems involved, then the dominant terminal events can be isolated
without resort to quantification. (This assumption can be tested by
subsequent evert tree computations.) For this hypothetical problem, the
terminal events marked with asterisks in Table A.3 are considered to dominate
the release category probabilities.

Using Eg. A.7, the terminal event XFa of category C1 car be written

P(X‘)'P(F)'P(o?) ’
where P(X') 1s defined as 11 Eq. A.6.

The probability of releasing C1 curies of I can be approximated by
summing the dominant terminal event probabilities in category 1, 1.e.,

131

*This terminal event 1s written as XFapy 1n Table A.3. The subscript 1s
used to indicate that containment failure probabilities are dependent upon the
accident seuence involved.
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Table A.l.

Containment failure modes.

Accident
sequence
number

Containment failure mode

a

T

€
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> >
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Table A.2. Release category assignments
c. (' - 1’ - s s 3 7).

Accident

sequence Release category assignment
number a 3 Y F €

1 3 - - - 7
2 1 - - 3 -
3 3 5 - 7 7
N 1 - - 3 -
5 1 2 2 2 6
6 3 - - - 7
7 3 - - 7 7
8 3 - - - 6
9 3 - - - 7
10 3 - - 7 7
il 3 - - . 6
12 - - - » 3
a3 3 - - “ 7
14 1 - - 3 v
15 3 - - 7 7
16 1 - - 3 -
17 1 - 2 2 6
18 1 - - - 7
19 1 - - 7 7
20 1 2 2 2 6
21 1 - - - 7
22 i 4 - 7 7
23 i ? 2 6 6
24 1 2 2 2 6




Table A-3. Allocation of terminal events to release categories,
ine amount of 1311 released decreases from left to right,

¢y ‘2 | Ca Cs ‘s ¢
KFa,* XGEBS XGay * YBCFBg*  XGFB,,* XGEeg KGe, *
XEau* XGEY5 SFG?' XDECB XGF63’
KGEag XGES* XGFay XCEeyy XGFeq
YBFay YBGEY ;  XES,* YBey,* KDeg*
YBEa, o Y362617 KDay * YBGEe ,  XDF§,
YBGEG&; YBOER,, XDFa, YBDEe, XDF e,
YBDay 4 YBDEy,, XDEag YBCES,y XCeg*
YBDFahg YBDES,; XCag* YBCEe, 4 XCF8y,*
YBOEG?O YBCEB?J xCFﬂho YAc?‘* XCFCIO
YBLu?l VBCEY?3 XCEall YBG£13
YB(Fa,, YAB,, 786013 YBGFGls
YBC£0?3 YAY 4" YBF614 YBGFelS
YA, * YRS, * YBFGay YBDe, o
YBEGIG YBDFGIQ
YBDFelg
YBCch
YBCFS,,
YBCFczz

*Termina)l events marked with asterisks are considered to dominate the

release category probabilities.
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P(Cy) = PIX)P(F)P(a,) + P(X')P(E Plag) + P(Y')P(A)P(ayy) - (A.8)

There are seven safet; systems that must be a'located a limit state
probabtlity. The approach taken here 15 to generate seven simultaneous
equations for solution, where the only unknowns are the safety-system
allocated probabilities. The expected value of release from all category 1
events can be calculated from the risk profile of Fig., A.l. Assuming
category | events have the potential for releasing between 107 and 108
curies, then
7

£cy) = P(10" <y < 10%) x cyg (A.9)

where C-—g 15 the average of 10 to 108 curies of 1311

Each sequence of Eq. A.8 assigned to category | has the potential for
releasing between 107 and 108 curies of 311.' The right-hand side of
Eq. A.B can therefore be written in terms of expected value of release

P(X')P(F)P(a,) x c"? + p(X")P(E)P(ay) = cm4

+ P(Y')P(A)P(a,y,) x C ' (A.10)

%24

where the C are the fractions of core inventory released for each accudent
sequence and for category 1 releases will take on a value between 10 and
10 curies of 131!. Setting Eq. A.10 less than or equal to Eq. A.9

results in the following constraints:

*The Reactor Safety Study, WASH-1400 (Ref. 1). calculated the cumulative
fractions of core inventory released to the atmosphere as a function of time
for approximately 38 sequences for the Surrey PWR. This sample of 38
sequences, mostly from the large LOCA tree, was used as the basis for
categorizing the remaining sequences from the other trees. An approach such
as this could be used here, or the results obtainable from the WASH-1400 study
could be used as typical for all light water reactors. This latter approach
15 probably justifiable, since the awm 1s not to compute actual risk but to
allocate limit state probabilities to components which will result in a plant
design capable of meeting some form of risk criterion.
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P’ < ¢y < 10%) x Cy » P IREIR(ay) < €

. P(X')P(E)P(%) * Cm4 + P(Y')P(A)P(an) * Cm,4 (A.11)

and

Cm : z Can/n > (A.12)

Equation A.17 should approach C7TB as n increases, 1.e,., as the number of |

dominant tequences in category | increases.
Since 1t 1s likely to be mmpractical to calculate the values of Ca. 1 i
further refinement can be made to Eq. A.1l wh'~h results in the following i
1

constraint:
p(10” < ¢, < 10%) > P(x")P(FIP(a,) + POX'IP(EIP(ay)
+ P(Y)P(AIP(ay,) (A.13)

The assumption in simplifying Eqs. A.1l to Egs. A.13 1s that Cy g ¢ Cu"
for n =2, 4, and 24, In general, this assumption is probably not completely
valid, but the results of the ailocation are unlikely to be influenced to any
great degree if £q. A.13 1s used in place of Eq. A.1l.

Referencing Eq. A.13, six further constraints, associated with the
remaining six release categories, can be constructed. This results in the
following set of constraints

p(107 < ¢, < 10%) 2 PIX)R(FIP(ay) + POX*IP(E)PLay)
bR P(AP(ay,) (A.14a)
p(10° < ¢, < 107) > DX IP(GIP(EIP(85) + PLY'IP(AIP(B,,)

¢ POYIP(A)PLy,q) * POY'IP(AIP(8,,) »  (A.14D)
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p(10° < ¢y « 10°) > P(x)P(6)P(ay) + PIX*)PE)P(E,)

+ PXIP(CIP(a) (A.14c)
P10 < ¢, < 10°) > (v )P(B)P(CIPCFIPCES) (A.14d)
p(10° < ¢ < 10%) > pix)p(GIP(FIP(B,,) (A.1de)
P(10° < cg < 10%) 5 P(Y)P(BIP(e ;) + POY)P(AIPeyy) (A.14f)

p(10" < c; < 107) > P(X)P(6)P(ey) + PX')P(B)P(E)P(Sy)
* P(X')P(D)P(eg) + P(X')P(CIP(eg) + P(X*)P(CIP(FIP(8)5) .  (A.l4g)

These constraints can be written as follows:

Ap 2 ag X+ aK, +oagaky (A.15a)
Ry > ay XoXy + ay5Ky (A.15b)
Ay > ag X, + agk, + a3k, (A.15¢)
Ay 2 ag1 X Xekg o (A.15d)
As > agi XXy (A.15e)
A5 > ‘61*6 + 052x3 ¥ (A, 15¢F)
Ay 2 pyXy & 3p%aka * 3Ky + kg ¥ BygkyXg (A-15¢)

where the unknowns for solution are the X, (v=1,2, . .., 7) and the
Am and 3., are constants (m=1, 2, . .. ,7andn=1,2, ..., 17).
Two approaches are possible for solution of the system-level allocation

L One approach would involve dropping the constraints of Egs. A.15 and
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solving the resulting set of simultaneous nonlinear equatious in the L

The solution of sets of simultaneous nonlinear equations of the above type can
be accomplished either by successive approximations or by the method of
iteration. A well-known method of successive approximations 1s that of
Newton--Raphson, which has a fairly simple computational form suitable for
computer programming. The method of iteration may be applied in cases where
it is possible to solve explicitly for each of the variables (e.g., the
unknowns of Eqs. A.15 in terms of functions of the variables). This 1s n
fact possible with the set of Egs. A.15, but the method of 1teration may
converge very <lowly or not at all. It is necessary, therefore, to have a
criterion for convergence.

The second approach involves solving Egs. A.15 as a nonlinear optimization
problem. With this approach, a suitable objective function 1s required. One
such objective function, for example, 1S to minimze the cost of the experted
consequences associated with each release category of the risk profile of
Fig. A.2. A solution to the nonlinear ootimization problem of Egs. A.15, with
a suitable objective function, can be obtained without all seven constraints.
This 1s an advantage over the first approach, where all seven equations are
required for a solution. Also, with the second approach a better result 1§
likely, since the problem 1s constrained to a definite region for solution.
Given that a solution to a set of equations such as Eqs. A.15 is fairly easy
to obtain, the safety-system Timit state probabilities can be allocated. What
remains now 1S to allocate limit state probavilities to the components of each
safety system, such that the system 1imit state probability does not exceed
the allocated value. The approach to component allocation is described in the
next section.

A.1.2 COMPONENT-LEVEL ALLOCATION METHODOLOGY

A.1.2.1 Fault Trees as a Tool for Component Allocation

The allocation of limit state probabilities to components requires the
construction of fault trees which define the possible failure modes of each
safety system identified by the event trees. The system failure modes are
defined in terms of cut-sets which consist of intersections of the basic
events of the fault trees. The basic events of the fault trees include such
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events as component failure to which limit state probabilities must be
allocated.

To 1llustrate the use of fault trees for the component-level allocation
procedure, Fig. A.6 1s assumed to represent the fault tree for system A, which
was called out in the event tree (Fig. A.5). Load-related failures are
denoted xf and failures due to other causes are denoted x?. These
fatlure causes will subsequently be referred to as fragility related and

random related, respectively. The Boolean expression describing the set of
system failure modes 1s

R R IxRaxF CxRaR xR o F F ixF xF aeF R o o F
A= XIAX? Xlnxz ;,X1A13 ¥.XlAX3 1 1 ? \JA1AX3 \JXIAX3 . (A.16)

The corresponding probability expression for system A is obtained from the
expansion of Eq. A.1G in the mcnner outlined by the following

1 ;-1
P(A)=ZP(A)-i ZP(A"A)*i ’ZZP(AAAAA)
=2 j=1 1=3  j=2 k=]

- (-0 P(aR,) (A.17)
t=]

where n = 8 and A; = XFaxF, etc. Therefore,
P(im5) ¢ p(EnE) + p(G08) + p(Rad) + ()

N P(XFAXF) . P(xFAx“) R P( Faly) - p(xl»x‘;nxg

P(A)

- P(kaX nxg) - P(XR F R - P(ﬁRAXP 3 P(XEAngxg)

. p(xF xR F) ('; gﬁx’;) . P(XFAXFAXE (A.18)
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F1G. A.6. Illustrative fault tree for safety system A,
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The occurrence of a fragility-related failure for a specific component
precludes the possibility that 1t subsequently could fail randomly, and vice
versa; 1.e., fragility-related failures and random fatlures are mutually
exclusive for the same basic event, and this is reflected in the derivation of
Eq. A.18.

Equation A.18 can be swmplified by assuming that (a) fragility-related
failures occur independently of random-related failures and that (b) all
marginal random-related failure probabilities are small on a plant-year

basis. Therefore, P(A) can be written

R R O
() (55) + P(4) P(S)[: - #(5)]
()ee)[1 - #(5)] + 20 S - »(5)]
P(7)p(5) + p( K5, - °(5)]
()P0 5) - o] 5 1E) (A.19)
o () + () - )« o)
() o) - o) - o)

. p(R) (x,»x (x «x’;ax‘;) . (A.20)

Equation A.720 differs from Eq. A.16 only in its last two terms, which are
subtractive. The effect of the last two higher-order terms of £q. A.20 15
dependent on the magnitude of the marginal probabilities of the basic events.
IT the marginal probabilities of X?, Xi, xg. and x§ are quite small (of the
order < 0.1), then their effect on the value of P(A) will be small. In
fact, an upper oound on the system limit state probability can be obtained
through the use of Eq. A.l6.

>

+

+

A-19



L e e

The use of equations such as Eq. A.16 to obtain an upper bound on the
system limit state probability has one very appealing advantage--the expansion
to probability form 1s avoided. The general expansion of Eq. A.17 results 1in
2""l terms in the probability expression. For large systems with many basic
events, this approach becomes prohibitive, even 1f 1independence between all
basic events 1s assumed and all logical redundancies have been removed from
the fault tree structure. (If 1ugical redundancies are not present and
independence between the basic events can be assumed, the system failure
probability can be calculated directly from the Boolean model through
numerical substitution. This can be done with relative ease on a computer.)

For the type of problem considered here, independence between fragility-
related events cannot be assumed. Component local responses (in a specified
loading environment) are likely to be correlated, as are component strengths.
For the purposes of allocation at the component level, therefore, the use of
equations such as Eq. A.16 is recommended. This will result in slightly
conservative estimates for the allocated values (i.e., 1t will slightly
overestmate the required allocated values). The degree of conservatism in
the calculated upper bound for the system limit state probability can be
estimated through the calculation of what 1s called Hunter's bound.3

Hunter's bound maximizes the second term of the following:

PUA) < D PR = D P(AMAY) (A.21)
T

where 1 15 some spanning tree of the nodes Ai in the set T of such trees and
the intersection AiAAj are the branches joining two of the nodes. The
computation of Hunter's bound requires finding the tree 1 € T that maximizes
the second term of Eq. A.2l, yielding the lowest upper bound of the form

P(UA,) < zP(A‘.) - 0 PAMAS) (A.22)
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A.1.7.2 Component-Level Allocation Procedural Steps

The discussion of the allocation at the component level will be related
to F1g. A.7, which outlines the procedural steps in flow diagram form.

Various 1ssues and assumptions related to the procedure will be probed as the
discussion proceeds. It is important to note that the allocation procedure
merely sets constraints on the component limit state probabilities for future
detailed design.

With reference to Fig. A.7, the 1dentification of the fault tree basic
events in step 3 determines the amount of input data required to perform steps
4, 5, and 6. It 1s suggested that means and standard deviations of response
data be sought from that available, based on current designs. For example,
Current component designs will specify the maximum expected loadings over the
lﬁves of comporents. It will likely be possible to categorize components and
to obtain the required data for each category only, rather than for every
basic event iden'ified by the fault trees. Fragility data may be harder to
obtain, but a stait can be made with that available from the SSMRP. Some
discussion was provided in Sec. 4.4 in regard to obtaining correlation data
and will not be elaborated on here.

It would be possible to allocate a limit state probability to a component
for each of its possible failure modes as related to each different combined
loading case. ilowever, this is not a practical approach to allocation 1in
terms of the amount of quantification and would necessitate a two-stage design
procedure. A limiting-case approach is proposed here in order to reduce the
amount of computation required for the allocation. By definition, given that
the limiting cases are satisfied, all other cases will be satisfied. This
limiting-case approach will lead to a single limit state probability
allocation for each component for input into the detailed probabilistic design
process. If, subsequently, several poteatial failure modes are identified for
a given component, then each of their occurrence probabilities (as calculable
n the detailed design phase) must not exceed the limiting-case al!located
value.

Because of the nature of potential loading environments, local responses,
as measured at components, could be correlated. Also, because many components
are fabricated in the same way or come from the same manufacturer, their
strengths to failure could also be correla*ed. The allocation procedure, as
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previously pointed out in Sec. 4.4, must therefore take iccount of the
correlated nature of failure. ODetails of the approach to computation of Timit
state probability at the component level, n a correlated environment, are
contained in Appendix B. The procedure essentially regquires the use of normal
or lognormal distributions to characterize the uncertainties in component
responses and in component fragilities. Given this assumption of normality,
the approach correctly handles the correlated nature of failure in a combined
loading environment.

The need for the computation of steps 4, 5, 6, and 7 1s explained 1n
detarl in Appendix B. For the purposes of explaining the allocation approach,
it is sufficient to say that these steps are required in order to compute the
fault tree cut-set probabilities.

The covariance mat~ices of component response (local response to combined
loadings) and of compo ent fragilities are calculated in steps 5 and 6. The
suggested approach 1s to calculate a response and fragility covariance matrix
for each safety system, as called out by the event trees. Strictly speaking,
separate covariance matrices should not be calculated for each set of safety
system responses and fragilities, since the underlying assumption of this
approach 1s that in a common loading environment responses and fragiiities
across systems are uncorrelated. This loss of sensitivity in terms of
correlated failure at the system level 15 not complete, since the event trees
will include both functional and operational dependencies between systems. In
any event the assumption of zero correlation among responses and fragilities
across systems 1s likely to have little effect on the allocated marginal Timit
state probabilities of components. Furthermore, the structuring of the
allocation procedure in the manner set forth here sinplifies the computations
and provides a suitable approach towards mechanization of the computations.

The calculation of safety-system lwmit state probabilities 1s
accomplished in steps 8 and 9. In order to compute the 1imit state
probability of each safety system, the relevant minimal cut-set expressions
must be defined. These cut-set expressions can be described collectively as
the set of system "failure modes.” Equation A.16 defines the set of failure
modes of system A, which will be referenced in order to explain subsequent
steps of the allocation procedure.

The computational algorithm described in Appendix B will enable the
computation of cut-set probabilities, with proper accounting of dependencies
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between component responses and between component fragilities (accepting the
assumptions of normality or lognormality describing the distributiorns of
uncertainties). Step 8 indicates the calculation of cut-set m of safety
system n, given that initiated event 1 and initiating event j have occurred.
{This notation may appear somewhat cumbersome, but it is important to point
out that the set of possible failure modes for a system is dependent upon the
ini1tiated event, which in turn is dependent upon the initiating event.)

An upper bound on each system limit state probability 1s obtained in
step 9. This 1s equivalent to the use of Eg. A.16 to obtain the upper bound
for system A,

Step 10 requires the computation of release category probabilities by
summing the dominant terminal events a signed to each release category.
(Refer to WA.1.1.4 for a discussion of release categories and dominant
tgrm\nal events.) If the calculated release category probabilities satisfy
the plant risk profile, then the component marginal limit state probabilities
are calculated in step 11. These calculated values are the "allocated" values
for detailed design. (It will be noted that up to and including step 11 no
actual allocation has taken place. The calculated values satisfy the risk
criterion.)

If the release category probabilities are not satisfied in step 10, then
the system-level allocation as outlined in Sec. A.l.l1 must proceed. This 1s
indicated by step 12.

Marginal Timit state probabilities are calculated in step 13 for
components of systems whose calculated upper-bound values satisfy the system-
level allocated value. The computed component marginal failure probabilities
are the required allocations for detailed design.

Since the upper bound calculated in step 9 1s a conservative estimate of
the safety-system 1imit state probability, step 14 is included. The
computation of Hunter's bound can be done for those systems where the upper
bound calculated in step 9 exceeds the system-level allocated value. The
computation of Hunter's bound, as indicated by Eq. A.22, requires the
inclusion of some subtractive cross-product terms in the expanded Boolean form
for the safety-system limit state probability. Equation A.20 is the exact
result (given the acceptability of the relevant assumptions) for the limit
state probability of sysiem A. (For system A the exact result will likely
correspond to Hunter's bound.) If the better estimates calculable through the
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use of Hunter's bound satisfy the system-level allocated values, then the
procedure 15 completed in step 15. It snould be noted that the intent is to
compute Hunter's bound only for thcse systems which do not satisfy the system-
level allocation, as indicated by the conservative estimates made in step 9.

The allocation procedure will be incomplete after step 14 1f the
calculated 1imit state probability for one or more systems still does not
satisfy i1ts allocated value. However, the calculated safety system
probabilities may 1n total satisfy the set of release category constraints.
Using Eq. A.14 as an analogy, 1t can be seen that, if these constraints are
satisfied with the system failure probabilities computed so far (some
conservative estimates and some Hunter's bound estimates), then the allocation
need proceed no further than step 7.

Those systems which still do not allow compliance with the release
category constraints are i1solated in step 18. It will be possible to relax
somewhat the original system-level allocated values for those systems which up
to step 18 sti1l do not allow complete satisfaction of the release category
constraints. This 1s done in step 19, where the only unknowns in the solutic:.
of £Eq. A.14, for example, are the new probability values to be allocated to
those systems which do not satisfy their original allocated values.

Armed with these new system-level allocated values of the noncompliant
systems, the allocation proceeds to step 20. It 1s likely that only a subset
of the set of all basic events (components) identified by the fault tree for a
system will dominate the system's limit state probability. Step 20 seeks to
identify these dominant components of the isolated systems and thus
effectively reduce the computations required in step 21.

Stap 21 will be explained in terms analogous to Eq. A.16 for hypothetical
system A, Assume that this system has been i1solated as the only noncompliant
one of the seven systems of the hypothetical example described in Sec. A.l.l.
An upper bound on the limit state p.-ubability for system A i1s obtained by the
following:

P = p(xf)ep(x5) + P ()P (15) + P()-p(x5) + ()P (x5)

+ p(xiAx;) N P(xf)-P(xg) + P(XEAX? ; (A.23)
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Since the allocation at the component level is concerned only with load-
related fatlures the probabilities associated with the random-related basic
events (x ) can be considered as given constant values. Equation A.23
can now be written

P(A) =€, + C,P ( ?) . C P(}F) ¢ P(XIAXI + p(foxg . (A.24)

Furthermore, 1if x; and xg are alone considered to dominate the
analysis, then the computed marginal limit state probability for Xi can
be considered as invariant in suuseguent computations aimed at satisfying the
new allocated value for system A obtained in step 19. Equation A.24 can now
be written

P(A) = Gy + C,P(xh ) N P(}Faxf) + p(}lnx3 . (A.25)

The procedure now requires calculation of the marginal limit state
probabilities of the basic events x2 and X3 such that the system-level
a'located value 15 not exceeded. The only way the designer can reduce the
marginal limit state probabilities of the basic events x? and x3 1S by
increasing their respective strengths (fragilities). If £q. A.?25 1s rewritten
as

P(A) > Cy + czp(k?xg) . P(}iAx,xg) + P(xjakgxy) (A.26)

then the K factors represent the amount by which the strengths of components
x? and x3 must be increased in orier to satisfy the system-level allocated
value. No unique solution exists for K, and K3, but assumptions such as

K? = K3 can be made in order to find an acceptabie solution. The choice

of relationship between the K values could be .ualitatively based on such
parameters as wmportance, cost, complexity, etc.
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APPENDIX B: COMPUTATION OF COMPONENT LIMIT STATE PROBABILITIES

The analytical component probability computations, described
mathematically in this appendix, are described with consideration of the
statistical correlations between component strengths and the correlations
between component local responses to the effect of a combined loading
environment. This 1s accomplished by using the multivariate normal (or
lognormal) distribution.

Let the peak measured response at the pu.nt of interest ir the structure
Or compon~nt be designated by R, and the capacity of the structure or
component be designated by F.* Then failure occurs when eitter (Fig. A.8)

Y >R

The choice of Y > R or Y/R > 1 depends upon the assumption for the

probability distribution of Y and R. If both ¥ and R are normaily

distributed, Y > R is appropriate. [f both are lognormally distributed, then

In ¥ > 1InR (YR > 1) is appropriate. The lognormal distribution 1s more
appropriate tn use because of its properties (0 < ¥ < =, ) < ] < ™)
used for the remainder of this development .,

For a single variate, let Z = Y/R. If Y > R, then Z > 1 and 0 < In 7 < o,

Assuming independence between In Y and 1In R, Minz S ¥py = ¥y, g a0d
“mz°%y* %, R.

and 1s

For the multivariate Case, covariance matrices must be developed for In Y
and In R, where {In Y} and {In R} are vectors of values representing
corresponding peak response and capacit.es at various points within the

*Resrstance Or cCapacity 1s sometimes referred to as fragility. The
presentation of fragility is usually in the form of a cumulative robability
distribution of failure as a function of measured local response. If a
probabirlity density function 1s used to describe variability in capacity, then
its integration 1s equivalent to the fragility curve.
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and

[zln 2] ‘[s':ln v]’ [Zm R] ' (B.4)

At this point we have the complete description of a multivariate
lognormal distribution, capable of being used to compute the marginal or joint
probability of failure of any one or of a group of components within the
system. Thus, this description can be used to compute properly the joint
probabilities of failure defined by the minimal cut-sets resulting from the
fault tree definitions of the system. The first step in this procedure 1s to
form marginal distributions represented by the elements of the cut-sets. For
esample, consider the computation of P(lIn 21 >0) (InZ,>0) . The

J
covariance matrix for the marginal distribution 1s
- column 1 column j F
U? - - - - .
In 2
1
- . - - - -
. . 02 . g ¢ 4= row it
in z, In zi mE.
- - - - . -
. . a . 0? . rOWj
Inz. In 2. In z. X
1 J J
. . . . n - J
8 .
02 a

Inz, In z

1 1 3
d ? . [Z ] . (8.5)
- 1
tn 2 4

o
3 in zj In zj
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The joint probability 1s obtained from the integration

P (In Z‘,)O) (In ZJ.>O) = ](;L f{in 2.y in zj) d(In 11) d(in zj)

Inz, -y ¥

® 0 1 in 2
S Rl
|z 11200 Jodo 2
1)

Inz. -y
J In zj

-II‘H z‘ - U]n 21 ]
. [:E ] d(1n z,) d(in zj) : (B.6)
y |

l]" Z; = Mn z,

The most significant aspect of the above discussion is that joint, as
well as univariate, limit state probabilities can be computed. This correctly
handles the probiems of correlated failure.
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