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ABSTRACT

This second interim report on load conbination methodology development
has focused on two objectives: methodology developnedt for canbining generic
dynamic responses, and the application of the load canbination methodology to
nuclear power plant canponents. Different component designs have been

analyzed in tenns of the methodology. Two examples are p, ovided. One is a
simple, highly idealized exanple that illustrates the essential aspects of
developing probabilistic design criteria for multiple loadings. The second,
more realistic exanple is a segnent of an essential service water line
subjected to internal pressure, dead weight, earthquake, an hydraulic
transient, and thennal expansion.
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FOREWORD

This is the second interim report on load combination methodology (LCM)
development. The first interim report, UCID-18149, was published while Load
Combination Methodology constituted Task 3 of the Load Canbination Project
within the Seismic Safety Margins Research Program (SSMRP). On April 1, 1980,
the Load Combination Project at the Lawrence Livermore National Laboratory was
officially separated from the SSMRP and has become an independent program.

Under this new program, Load Combination Methodology Development is designated
Project II (Event Decoupline is Project I) and consists of two tasks. Task 1
is Methodology Development, which seeks to develcp a methodology for
appropriately combining generic dynamic responses. Both system and component
reliability methods are used. Probabilistic methods will be used to determine
proper load combinations for mechanical and structural component design to
achieve a target reliability. This aspect of the methodology can also be used
by the NRC to evaluate component reliability of existing designs. Comparisons

can then be made with reliability levels achieved using square root of the sum
of the squares (SRSS) and absolute sum (ABS) response combination methods.

The system reliability methodology takes into account plant safety and
functionability criteria to determine the appropriate target reliabilities for
components under various plant conditions. Task 2 deals with the application
of the load combination methodology to nuclear power plant components in order
to demonstrate its feasibility.

I
|

,
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| EL JTIVE SUMMARY

A unified approach is tat.en to address load combination issues with

regard to which loads need to be combined, how they are to be combined, and
what ASME service level is applicable. The basis for this approach is
probabilistic in that it takes into account the stochastic nature of dynamic
loadings and tM random variations of structural resistance. The methodology

described in this interim report seeks to provide the designer of nuclear
power plant components with criteria that will result in designs having a.

specified level of reliability. Inherent in the methodology is an evaluation
procedure that could be used by the NRC in reaching licensing decisions.

This report expands upon the work described in Interim Repori I by
illustrating in greater detail the steps involved in applying this
methodology. Two examples are provided. One is a simple, highly idealized
example that illustrates the essential aspects of developing probabilistic
design criteria for multiple loadings. We consider an array of pipes of
varying lengths and diameters that meet a target limit state probability
applicable to the entire ensemble. The loads assumed are dead weight,

1 internal pressure, and a velocity transient. They are considered to be static
but have random amplitudes. To simplify the computations, these load
magnitudes are assumed to be normally distributed.

The second, more realistic example is a segment of an essential service
water (ESW) line subjected to internal pressure, dead weight, earthquake, an
hydraulic transient, and thermal expansion. This piping system is
characterized by a set of influence coefficients at each of its nodes. These

influence coefficients transform the loads at each node to structu.al
responses, and their frequency distributions are developed from existing
designs or from a " standard" design generated for this purpose. A set of
influence coefficients for a particular design is then obtained by random
sampling from these distributions. At each node, for each influence
coefficient of a dynamic load, a unit response time history is chosen at
random from a collection of time histories scored for a particular range of
load magnitudes. The unit response time histories are represented by an

1
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,

upcrossing rate v (u) and an arbitrary point in time (a.p.t.) probabilityu

density function f (u). The random sampling of influence coefficients andu
time histories is repeated as many times as there are nodes in the piping

segment.

With the pipe segment defined by the influence coefficients, only the
pipe thickness needs to be determined that satisfies the ASME service limits.;

Ar initial thickness is obtained by the application of Eq. 3 of ASME 3600.
This is checked to see if it satisfies the load combination equations at all

' the nodes in the pipe. The limit state probability at each node is then
obtained by convolving the probability distribution of the resistance with
that of the extreme response. The probability of the response is obtained by
convolving the probability of the static load effects with the extremes of the
combined dynamic load effects using their respective mean upcrossing rate and

a.p.t. distributions. In generating the response levels associated with
combinations of intermittent loads, all possible load events must bea

considered. The calculation of the rates of occurrence of different load
cases is facilitated by the construction of a load event tree the branches of

J which represent spe:ific load combination events. Mean occurrence rates for
load combinations in which there are initiated loads can be obtained using the

;

load event tree with the branching probabilities that are conditional upon
initial loading conditions. The limit state probability is obtained at each

;

node for the extreme value of the response cver the life of the component.
The limit state probability of the entire component is that associated with
the node having the largest limit state probability.

! Limit state probabilities may be evaluated for various design criteria
involving specific load combinations and assigned service levels. Since this

probability would vary with pipe conf'igurations, location within the plant,
and geographical location. a number of pipir.y systems designed in accordance
with these criteria should be analyzed. A frequency distribution of the

a

implied limit state probability can be obtained and a decision rule for
accepting a particular design criterion established based upon a
non-exceedance level relative to the target limit state probability.

The Load Combination Methodology may also be used to derive the load and
resistance factor values for a set of load combinations having a particular

2
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design format. The design format would consist of specified nominal loads,
method of analysis (linear, non-linear, etc.), procedures for combining
dynamic responses (SRSS. ABS, etc.), and procedures for safety checking the
component. The load and resistance factors are treated as variables in the
format. These values would be such that an acceptable frequency distribution
of the component limit state probability is achieved relative to a target
limit' state probability.

The choice of a probabilistic approach to load combinations requires that
a target limit state probability be established for each component and
structural element. This requires an approach that is the reverse of the
generally accepted methods of system safety analysis. The limit state
probability for tne plant must first be established and then be apportioned to
th,e systems, the subsystems and, finally, the components. This allocation at
the component level, which can be called the top-down approach, must be such
that the required plant limit state probability is not exceeded. The problem
with the top-down approach is that there are infinite numbers of combinations
of component limit state probabilities that will satisfy the required plant
limit state probability. Three approaches to target limit state probability
allocation were considered. First is an ideal approach that woM d take into
account the degree of correlation in load intensities between neig, boring
components, the inclusion of redundant components, and the assumption that
component failures are not independent. The problem with this appror.ch is
that a great deal of design work must take place before load combinations and
detailed design can be considered, since there are two design cycles and one
intervening optimization that must be performed before target limit state
probabilities can be allocated. Simpler approaches are suggested wherein the

specification of expected component loads and resistances from a preliminary
design analysis is not required. A procedure is outlined for allocation of
limit state probabilities at the system level based upon a plant risk profile '

related to levels of radioactive release.

3
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1. INTRODUCTION

The NRC requires that structures, systems, and components important to
the safety of nuclear power plants be designed to withstand combinatinns of
effects due to natural phenomena, normal operating conditions, and accident |

conditions. Studies have been conducted to address portions of these load
combination issues, but a unified approach has, heretofore, never been
undertaken. While load combinations have been incorporated into recent

American Concrete Institute (ACI) and Anerican Institute of Steel Construction
(AISC) nuclear codes, they have not been completely accepted by the Nuclear
Regulatory Commission (NRC). Instead, load combinations have been specified
for structures in the Standard Review Plan, but not for mechanical

components. Consequently, there is no universally recognized criterion which
can serve as a guide to what and how loads should be combined. As a result,
the requirement to consider concurrent dynamic events has led to decisions
based on judgment, which in turn has led to a situation where safety margins
of systems and components may vary widely from plant to plant.

The American f >ciety of Machine Engineers ( ASME) Boiler and Pressure

Vessel Code, which governs the design of vessels, pumps, piping, steel
containment, and component supports, does not specify which loads should be
combined. The philosophy of the ASME Code is to place limits on stress which
the unf actored load effects must not exceed. These stress limits vary in

accordance with the service level assigned to a particular load combination.
But the actual load combinations are formulated by the owner through the
design specification required by the Code.

The major objective of our load combination research program is to remove
the ambiguity that attends the arbitrary selection of load combinations by
providing load combination tables which can be associated with particular
levels of reliability. The universal application of these load combinations
will ensure that levels of reliability for componen'.3 and systems will be

consistent throughout the nuclear industry. It is important to emphasize that
the methodology is intended to be in harmony with the philosophy of the ANE
Code and that the designer or reviewer need only combine the peak resca e
from individual loads.

4
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In Interim Report I of the Load Combination Project Task 3, the broad
outlines of a unified approach to load combination methodology were
presented.1 The present report expands upon the previous work by describing
in greater detail the steps involved in applying this methodology. This is
done on two levels. One is a simple, highly idealized example which
illustrates the essential aspects of the procedure, unencumbered by the more

,

advanced aspects of stochastically combining dynamic responses in a real
component. On a higher level, the methodology is applied to an essential
service water line in a pressurized water reactor (PWR) plant, subjected to
the combine 1 effects of internal pressure, dead weight, seismic loads, thermal
loads due to startup/ shutdown cycles, and a hydraulic transient.i

1.1 BASIS FOR LOAD FACTOR APPROACH

The design format that appears in the ASME Code may be expressed as

4S *Y1+Y2+Y3+***' (1*l)m

where the Y's are the load effects (in this case stresses), S is the stress
m

intensity limit for the material, and 4 is a f actor whose value is governed by
the particular service level associated with the component and the nature of
the combined loads. While the relationship expressed in Eq.1.1 is
deterministic, we must be aware that the stresses due to t loads and the
strength of the material are, in f act, random variabR.h. mputed stressest.

'

are based upon load magnitudes that have a low probabil-ity of exceedance,

while the stress intensity limit represents a material strength having a high
probability of exceedance. This is illustrated in Fig. 1.1, which shows the
probability density function for bcth the combined stress and the strength,
and the relative location of the va4ues used for design. Note, however, that
there is a finite pro' ability that the combined stresses can exceed theo

f actored stress intensity 1imit. Tnis is repres?nted by the area under the
stress distribution curve to the right of 45 . Likewise, there is a finite

m
probability that the strength of the material can he less than the combined
stresses, as represented by the area under the strength distribution curve to

the left of Yy+Y2+Y3+.... Given the actual probability density

functions of the stresses and the strength, it is possible to find the

5
'
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- Stress
distribution Strength

distribution

i

i

i Safety
rnargin

%Y cSm

:

FIG. 1.1. Statistical distributions of stress and strength.

probability that the combined stress exceeds the strength, which is synonymous4

with the failure probability. Since "f ailure" may also be associated with
loss of function, we prefer the term " limit state probability."

It is also apparent from Fig. 1.1 that if the design stresses are varied,
there will be c shif t in the stress density function such that the limit state

probability will change. This is precisely why arbitrarily selected loads in
combination produce a variation in reliability from component to component.

| On the other hand, if we fix the limit state probability of each component at
some acceptably low value, we can, for a specified stress intensity limit,
establish a design configuration whose stress levels correspond to the
specified limit state probability. This is done with the aid of load factors,
each designated by a y . Each set of load f actors associated with the loadj
effects corresponds to a specified (or target) limit state probability. Thus,

the design format equation takes the form
,

33+**** II'2)| $Sm>Y Y YY 22+Y1i+Y
i

6
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| It is not the designer's task to determine the load f actors. He simply
adjusts his design to satisfy Eq.1.2, with the assurance that the final
product will closely approximate the target limit state probability assoc'ated
with the load factors. The task of generating the appropriate load factors is
carried out by a code-writing group.

1.2 DERIVATION OF LOAD FACTORS--AN EXAMPLE

The method of deriving load factors will now be illustrated by a simple
example. What we would like to du is provide a factored load combination
equation that can be used to design a simply supported pipe, subjected
simultaneously to internal pressure, dead weight, and a velocity transient.
Th6 configuration of the pipe is shown in Fig. 1.2.

Since our approach is probabilistic, all the parameters are considered
random variables. For some parameters, such as pipe thickness and diameter,
the dispersion of their values is small, and we will not consider them as
random variables in this example. Only the pressure, dead weight, and in.cial

W (dead weight)

J

.

I

\/
- P - (internal pressure) D

/|\
a

b b"

t

V, (initial velocity transient)
C.

.

FIG. 1.2. Schematic representation of a simply supported pipe of length R,
and di ameter D.

7
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i

velocity will be treated as random variables. In addition, we will assume |

them to be independent and to be normally distributed.

'

1. We start with the selection of a design format
:

!

V (1.3)&Sm 2. Y1cy g + y2c E + Y c p2 33 ,.

where

V = initial velocity transient (in./s),g

L = pipe length (in.),
,

p = internal pressure (lb/in.2),
! c1 = influence coefficient which transforms the initial velocity

into a bending stress [(lb/in.2)/(in./s)),

c2 = influence coefficient which transforms the pipe length into a
bending stress ((lb/in.2)/in.),

3 = influence coefficient which transforms the internal pressurec

| into an axial membrane stress [(lb/in.2)/(1b/in.2)),
1

S, = stress intensity limit,
4 = resistance f actor which reflects the stress categories in the

load combinatica,,

= load f actors which correspond to V , t, and p, respectivaly.y ,y2'Y3 gy

2. We now evaluate the influence coefficients, which take the form

1/2

c1 = f . (46 +fA) f(t)mu (1*4 )*
3 g

c =t + (1.4b),

2

=h, (1.4c)c
3

where

<

*

E = modulus of elasticity of pipe material,

g = acceleration due to gravity,

8
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i

4 = density of pipe material,
3

A = density of fluid,g

t = pipe thickness,
D = pipe diameter,

f(f.) = a f actor which reflects the influence of all vibration harmonics
on the magnitude of the bending moment in the pipe due to the
velocity transient.

3. For an assumed set of load factors, we now solve the design format
equation for the pipe thickness t that results in a stress equal to the
f actored code-allowable limit stress. For this calculation the following
values were used:

E = 30,000,000 lb/in.2
,

2
g = 380 in./s ,

a = 0.3 lb/in.3 ,
s

A = 0.026 lb/in.3 ,g

S, = 15,600 lb/in.2 ,

$ = 1.5 for combined primary membrane and bending stress,
p = 2200 lb/in. ,

V = 12 in./s., g

4. We next assume initial values for load factors, say, yy = y2 * y3 * I'
and determine the thickness of pipe such that Eq. 1.3 is satisfied.

5. Once the thickness of the pipe has been determined, we have a design
which can be analyzed probabilistically. The limit state probability is

expressed by

li - V
P =1-0 (1.5)p

)1/2
,

(c +o

where

4 = Gaussian or normal distribution function for the argument in
brack ets ,

9
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.t -R * the mean resistance or strength of the materia;, corresponding to its''

assumed failure mode,

of = the variance of the resistance,
V = the mean response,

,

of = the variance of the response.

The expressions for i and of are as follows:

Y=cV+c1+cF (1.6)
; yg 2 3

and

2(X) (1.7)of = [ 0

= cfo (V ) + c (t) + c 0 (p) (1.8)2
g 2 3

The values assumed for determining component limit state probability aret

1

E = 30,000 lb/in.2 (yleid strength),
=0.055=1500lb/in.2 ,

R
1.2 in./s,a(V ) = 0.10V =

g g

a(t) = 0.011,
a(p) = 285 lb/in.

i

6. Now we specify a target limit state probability P for the pipe
T

component, and note the difference between this probability and the computed
limit state probability P . Since we want the load factors to represent as

p

broad a class of pipe configurations as possible, we perform the calculation
for the combination of eight pipe diameters and five lengths displayed in

Table 1.1. Associated with each unique combination of length and diameter is

a pipe thickness that limits the stress to the code allowable for the applied
load. A limit state probability is also associated with each combination of
length and diameter, for this array we set up an objective function,

i

| 8 5 log P -1gP |

F T
id

f(y) = (1.9),

log P
Tirl j'l-

i

|

-

10
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which we minimize by adjusting the optimum load factors using a quasi-Newten
algorithm. The load factors which evolve from this process ensure that a pipe
design, using those f actors, will have a limit state probability very close to
the target value. Consequently, for each specified target limit state'

probability, there will be a corresponding set of optimized design load
factors. These load f actors are summarized in Table 1.2 for the entire array
of pipe lengths and diameters considered.

i

TABLE 1.1. Array of pipe diameters and lengths used in the sample
calculations of load factors. -

i

LENGTH (IN) PIPE DIAWLTEk(IN)

10. 12. 14. 16. 18. 20. 22. 24.

| 120.

For a given target limit state probability,24o,

an array of 40 pipe thicknesses tii and anwo .
array of 40 limit state probabilities PFjj,,,,

were generated.
,,

,

To validate the accuracy of the load f actors obtained in this example, we

[ display in Tables 1.3 through 1.9 the actual limit state probabilities and
pipe thicknesses that result from using the appropriate set of load f actors.
We see that, for each combination of pipe length and diameter, the actual
limit state probability is close to the specified target. In addition, we see

how and to what extent the pipe thicknesses increase as the target limit state
'

decreases.

A measure of the proximity of the limit state probability of each pipe to
the target value is revealed in the last four columns of Table 1.2. Column 5

| gives the .nean values' of the limit state probabilities for all 40 pipe
,

components. Columns 6 and 7 give their standard deviations and coefficients
of variation, respectively. Column 8 gives the three-standard-deviation
non-exceedance probability for each limit state probability, which means that
(assuning a normal distribution) there is at least a 99 percent probability

1 that the value in column 8 will not be exceeded.
An important issue yet to be resolved is the choice and number of loads

to be combined. To determine the influence of the number of loads in the
design format, a case was analyzed which used only the combination of internal

'
11
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:

TABLE 1.2. Load f actors for the case 4S *Y Y Y Y1 1 + y2 2 + Y3 3* ;m

(P ) COV 3c NEPP
Y1 Y2 T3 F F jT

t

i

10-2 0.875 0.873 1.034 1.003 x 10-2 6.000 x 10-4 0.060 1.183 x 10-2 |

10-3 0.917 0.913 1.122 1.007 x 10-3 1.076 x 10-# 0.107 1.330 x 10'3
10-4 0.957 0.951 1.197 1.014 x 10-4 1.632 x 10-5 0.161 1.504 x 10-4
10-5 0. 995 0.987 1.263 1.023 x 10-5 2.282 x 10-6 0.223 1.708 x 10-5
10-6 1.033 1.023 1.324 1.037 x 10-6 3.051 x 10-7 0.294 1.952 x 10-6
10-7 1.070 1.059 1.381 1.054 x 10-7 3.970 x 10-8 0.377 2.245 x 10-7
10-8 1.108 1.376 1.434 1.076 x 10-8 5.099 x 10-9 0.474 2.606 x 10-8 .

;

l*

;
>

.

N

,

t

.

&

L



TABLE 1.3. Computer-generated results for PT = 10-2,

GAWAt = 0.9747 CAWA2 = 0.8733 CanatA3 = 1.0141

LfWIT STATE PROBABILITIES CORRESPOND!NO TO 1.0". J2 TARGET LlWIT STATE

LENGTH (IN) PIPE DIAWETER(IN)

10. 12. 14. 18. 18. 20. 22. 24.
e

120. l.0179E-02 1.0483E-02 1.024tE-02 3.0596E-02 1.056SE-02 1.02$2E-02 1.0267E-02 1.0703E-02

240. l.0276E-02 1.04$2E-02 1.0059E-02 1.0479E-02 1.0tS4E-02 9.7963E 01 1.023SE-02 1.0413E-02

360. 6.92S3E-03 9.995eE-03 1.0tt4E-02 9.4758E-03 9.5689E-03 9.8197E-03 9.8671E-03 9.98ttE-03

460. 9.8?64E-03 9.8684E-03 9.2714E-03 9.39$$E-03 9.742tE-03 9.9653E-03 9. 6402 E-03 9.6740E-03

600. 1. 2S t BE-02 1.1013E-02 9.7123E-03 9.6267E-03 9 . 6777E-0 3 9.6174E-01 9.472SE-03 9. 3 t OSE -03

WEAN = 1.0026E-02 STD.DEV. = 6.0046E-04 C.O.V. = S.9888E-02

PIPE THICENESS CORRESPON' DING 70 t .0E-02 TARGET LIWIT STATE

LENGTH (lN) PIPE DIAWETER(lN)

10. 12. 14. 16. 18. 20. 22. 24.

120. 3. 4 5S4E-4) t 4.323tE-01 4.7552E-01 S.7677E-01 6.4281E-01 6.2023E-01 7.2422E-0* 8.6479E-01

240, 4.2609E-01 S.0137E-OL S.4763E-Ot 6.4064E-01 6.64tlE-01 6.9fSCE-Ot 8.2206E-os 9.0794E-01

360. 4.6490E-01 S.9118E-01 6.62$3E-01 0.89$1E-01 7.5837E-01 8.2166E-01 9.0675E-01 9.6175E-01

480. 6.9108E-Ot 7.4853E-01 7.7743E-01 8.4327E-01 9.2638E-Ot 1.0053E+00 1.0363E+00 8.It03E+00

000. 1.1262E+00 1.0649E+00 1.0326E+00 1.0770E+00 1.1279E+0C 1.2028E+00 1.2354E+00 1.2800E+00

13



TABLE 1.4. Computer-generated results for PT = 10-3,

GAWWAt = 0.9871 cam &At = 0.9134 Canada 3 = 1.1221

LIWit STATE PROBA8tLITIES CORRESPONDING TO 1.0E-03 TARGET LIMIT STATE

LENGT11( I N ) PIPE DIAW TER(|N)

10. 12. 14. 18. 18. 20. 22. 24.

120. 1.030tE-03 t.0839E-03 1.0412E-03 1.1044E-03 1.0989E-03 1.0488E-03 1.0487E-03 1.1242E-03

240. 4.0473E-03 1.0787E43 1.0082E-03 1.0833E-03 1.0250E-03 9.8315E-04 1.0392E-03 1.0712E-03

380. 8.20llE-04 9.995tE-04 1.0197E-03 9.0885E-04 9.2709E-04 9.3270E-04 9.7513E-04 9. 94 89E-04

480. 9.7481E-04 9.8072E-04 8.7880E-04 8.9830E-04 9.S838E-04 9.9452E-04 9.2083E-04 9.4325E-04

800. 1.4728E-03 1.1887E-03 9.5821E-04 S.4097E-04 9.3140E-04 9.7150E-04 9.1212E-04 8.8439E-04

MFAN = 1.0089E-03 STD.DEV. = 1.0781E-04 C.O.Y. = 1.0888E-Ot

PIPE THICKNESS CORRESPONDING TO 1.0E-03 TARGET LIMIT STATE

1ENGTli( IN ) PIPE DI AhETER(IN)

10. 12. 14. 18. 18. 20. 22. 24.

120, 3.7949E-01 4.7574E-01 S.2195E-01 8.3483E-08 7.0702E-01 8.7834E-01 7. 9402E-01 9.Sl07E-01

240. 4.7188E-01 S . 5490E41 0.0443E41 7.0785E-01 7.5403E-01 7.8730E-01 9.0559E-01 1.0009E+00

380. S.3914E41 8.5872E-01 7.3893E-ci 7.8318E-01 0.3870E-01 0.0777E-01 1.0023E+00 1.0850E+00

480. '.8508E-01 8.4489E-Ot 8.7078E-01 9.4208E-01 1.0341E+00 1.1212E+00 t.tS18E+00 1.233tE+00

000. 1.3434E+00 1.2380E+00 1.1783E+00 1.2210E+00 8.2727E+00 1.3543E+00 1.3849E+00 1.4307E+00

14
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TABLE 1.5. Computer-generated results for PT = 10~4
I

CAWA t = 0,9509 CA18dA2 = C.8508 GAWWA3 = 1.1968

LIMIT STATE PRORASILITIES CORRESPONDING TO 3.0E-04 TANGET LIWlf STATE

4

(ENGTH(14) P!PE DIAMETEN(IN)
j 10. 12. 14 86. 18, 20. 22. 24.

120. 1.0424E-04 1.1227E-04 t.0594E-04 1.1539E-04 1.1456E-04 1.0719E-04 1.0684E-04 8.tB43E-04
240. l.068|E-04 1.115 t E44 1. 00r 8E44 1.1218E-04 t .03 4 2F.-0 4 9.4487E-05 1.0S$4E-04 1.1033E-04
380. 7.4862E-05 9.9961E-OS 1.028SE w4 6,880 t E45 8.9422E-OS 9.0103E-05 9.6t?6E-05 0.9037E-3a
480. 9. 6916 E -05 9.7613E-05 6.3034E-05 6.56S9E-05 9.3801E-OS 9.9262E-05 8.66t3E-OS 9.1754E-05
600, 1.7504E-04 1.2880E-04 9.435tE-05 9.2060E-05 9.0595E-OS 9.6229E-OS 6.7700E-05 8.3756E-05

WEAN = 1.0136E44 STD.DEY. = 1.6118E-05 C.O.V. = 1.8097E-OL

i

I
PIPE THICKNES$ CORRESPONDING TO I.0E-04 TARGET LaWIT STATE

LINGTH(th) PIPE DIAWFTER{lN)

10. 12. 14. If. 16, 20. 22. 24.
120. 4.097|E-01 S.1486E-01 S.6317E-04 6.8687E-01 7.6486E-01 7.2923E-01 6.SS70E-01 1.030tE+00
240. S.1388E-01 6.039tE-01 6.SS71E-01 7.6901E41 6.1712E-01 8.2830E-01 0.8079E-01 1.0848E+00
360. S.6982E-01 7.2210E-01 8.0632E-01 6.3078E-01 9.1222E-01 9.8830E-01 1.0804E+00 1.t?9tE+00
480. 6.786SE-01 9.3463E-01 9.6002E-01 1.0357E+00 1.1359E+00 1.2303E+00 1.2589E+00 1.347tE+00
000, l.S882E+00 f.4te2E+00 t.32S3E+co 1.3638E+00 1.4142E+00 3.5013E+00 1.6282E+00 a.5738E+00

s

i
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TABLE 1.6. Computer-generated results for PT = 10-5,
'

,

t

!

CAWWat = 0.9953 CAMWA2 e 0.9870 GAMWA3 = 1.2633

<

LiWif STATE PROHABILITIES CORRESPONDING TO 1.0E-05 TARCET LIMIT STATE

l
.

LF.NGTH( t h ) PIPE DIAWETER(IN)

i 10, 12. 14. 16. 18. 20. 22. 24.

I 120. l.0549E-OS 4.1643E-OS l.0764F-OS 1.2079E-OS t.1963E-OS l.1000E-OS 1.0917F.-OS 1.2507E-OS

240. 1.089aE-OS 1.*s40E-OS 1.0100E-co 1.1630E-05 1.0410E-OS 9.24S2E-Oe 1.0717E-OS 1.t373E-OS
,

360. 6.794tE-06 9.9976E-06 1.0378E-05 8.2608E-06 6.592sE-06 6.677SE-06 9. 460eE -06 9.6467E-06

480. 9.eS66E-06 9.730SE-06 7.832SE-06 8.lS2SE-06 9,1940E-06 9,9682E-04 8. 606AE46 6.908tE-06

600. 2.0962E-05 1.4062E-OS 9.3316E-06 9 . 0191 K--06 8.8169E-06 9.5416E-06 6.4246E-06 7.9149E-06

! !
WEAN = 1.0234E-OS STD.DEV. * 2.2819E-04 C.O.V. = 2. 2297F.-01

!

PIPE T111CkNESS CORRESPONDING TO 1.0E-OS TARGET LlWIT STATE

1FNGTH(lb) PlPE DIAWETEN(IN)

10. 12. 14. 16. 18. 20. 22. 24.

I
120. 4.3791E-01 6.012tE-08 6.0856E-01 7. ',57e E-01 8.tS74E-01 7.7604E-01 9.129|E-01 1.103SE+00

240. S . 5429E4 8 6 $092E-Ot 7.0440E-Og 8.2730E-01 8.7680E-08 8.8529E-01 t.05tSE+00 1.864tE+00
s

360. 6.3937E-On 7.6436E 08 8.7408E-01 8.938tE-01 9.827 t E -01 1.0613E+00 1.1728E+00 1.2691E+00

480. 9.7610E-01 t.0346E+00 1.0493E+00 1.1286Et00 1.g36SE+00 1.3378E+00 1.3636E+00 1.4579E+00

600. l.0803E+00 1.'ISSE*00 8.480SE+00 l. Sit 3E+00 n.SS68E+00 1.6504E+00 8.6718E+00 1.7159Et00*

i
!

l

I

i
J

i

e
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TABLE 1.7. Computer-generated results for P 10-6= i

T
,

GAWWAt = 1.0330 CAWWA2 = 1.0226 GAWWA3 = 1.3240

LIWif STATE PROHA8tLITIES CORRESPONDING TO 1.0E-06 TARGET LIMIT STATE

IJ.NGTH( I N ) PIPE DIAMETER (IN)

10. 12. 14. 16. 16. 20. 22, 24

120. 4.06?SE-06 1.2006E. 1.096tE-06 1.2664E-06 1.2511E-06 1.131:E-06 1. l l 64E46 1.3234E-06
240. 1.!!22E-06 1.1954E-06 1.0094E-06 1.2067E-06 1.0513E-06 9.0303E-07 1.0660E-06 1.1730E-06
360. 6.1462E-07 9.9969E-07 1.0472E-06 7.e., r a r;-O r 6.2341E-07 6.3337E-07 9.3069E-07 9.7783E-07
460. 9.6429E-07 9.7145E-07 7.3779E-07 7.747tE-07 9.0067E-07 9.6907E-07 6.1492E-07 6.6137E-07
600. 2.5263E-06 1.5434E-06 9.2516E-07 8.6496E-07 6.5675E-07 9.4712E-07 6.0678E-07 7.466?E-07

WE A?: = 1. 0367E46 STD.DEV. 3.0506E-07 C.O.V. = 2.9426E-01=

P!PE Till0FNESS CORRtFPONDING TO 1.0E-06 TARGET LIMIT STATE

LENGT11( I N ) PIPE DIAMETFR(IN)

10. 12. 14. 16. 16, 20, 22. 24.
620. 4.64960-01 S.6649E-01 6. 3631 E41 7.6297E-01 6.7066E-01 6.2029E-01 9.6743E-01 1.1744E+00
240. S.9416E-01 6.9722E-01 7.5190E-01 6.6439E-01 9.3476E-Oi 9.3999E-OL 1.1205E+00 1.24tlE+00
360. 6. P913E41 6.4716E-01 G.420tE-01 9.600SE-01 1.0521E+00 1.1349E+00 1.2547E+00 1.3573E+00
460. 1.06070+00 1.1354E+00 1.1409E+00 1.2232E+00 1.3367E+00 1.4466E+00 1.4663E+00 1.6666E+00
600. 2. 2 4 52E +00 1.L434E+00 1.6492E+00 t.e666E+00 1.7107E+00 1.6061E+00 1.6197E+00 1.6610E+00

1

17
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TABLE 1.8. Computer-generated results for PT = 10-7 .

1

I

CANS 4Al e I.0703 CAWA2 e 1.0586 CAWA3 m t.3809
'

1

1 |

|

|

|

j LIWif STAtt PkOHAlflLITIES CONRESPONDthG TO 8.0E-07 TARGET 1.f Wit STATE

<

a

I

1 LENGTH (IN) PIPE DI AE1ER(IN)

! 10. 12. 14. 16. 16. 20. 22. 24

1

! 120. l .0799F.-07 1.2 Sele-c? t . n l82E47 t.3295E-07 t.310lE-07 1.1646E-07 1.1422E-07 1.4030E-07
I
I 240. l .1352E-07 5.2392F-07 1.0079F-07 1 2532E -07 1.0590E-07 - 8.8010E-08 8.t041E-07 1.210$F-07

'16 0 . S $341E-08 1.000 t r--07 8.0570E-07 7.4131)*~08 7.5895E-08 7. 98J I E- 08 9.1314E-06 9.6995E-06'

j 480. 9.6496E-03 9.71310-08 6,9414E48 7.3520E48 6.St98E-08 9.0746E-08 7,7918E-08 8.3548V-08

!
#00. 3.06t2E-07 1.7020F-07 9.19.56E-C8 8 6964E-08 8 . 37. Os.-4 8 9. 4 t lBE-08 7.7610E48 7.0332E-08j

i
f

i
4
' WEAN = 1. 05 4 3E-47 97D 1,9704E-08 C.O.V. = 3 76*,8E-Ot

4

1

.I

PIPF TillChNESS CORRESPONDtNC 70 l .0E-07 TANCET l.lWIT JTATE F

1

1.ENGTil( I N ) PIPE DI AMETEft(IN)
I

10, 12. 14, 16. 18. 20, 22. 24.
i

120. 4.9135E-Ol 6.2114E-01 6.74tlE-01 8.2935E-01 9.2204E 41 8.6290E 41 8.0203E+00 1.244tE+00
1

240 8. 3 429E41 7 4363E-01 7.990$E-01 9. 4128F -01 9.9212E-Of 9.9345E-On l,te84E+00 1.3173E+00

# 360. 7.4004E-01 9.ll68E-01 t.Oll4E+00 1.024?E+00 1.1217E+00 1.2085E+00 1.33e,E+00 i.44sst.00

440. l.19S2E+00 1.243SE+00 1.2370E+00 1.3214t+00 1.4443E*00 1.SS87E+00 1.6751E+00 1.88tlE+00

000. 2.7244E+00 2.ll19E+00 1,8386E+00 1.6402E+00 1.8706E+00 1.9716E+00 1.9749E*00 2.0tleE+00
i
9

,

1

'
i

5

3

.

P
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TABLE 1.9. Computer-generated rescits for P 10-8= ,

T

CAWWAt = 1.1071 CA&6dA2 = 1,c049 CAWWA3 e 1.4352
,

|
r

LIWIT STATE PHOBABit.lTIES CORMESPONDING TO 1.0E-06 TARGET LIMIT STATE

1

lANGTil( IN ) PIPE DeAMETER(IN)

10. 12. 14. 16. 16. 20. 22. 24.

120. 1.0907E-06 1.3067E-06 1.13725 M t.3964E-C6 1.3741E-06 1.1954E-06 1.1667E-06 1.4912E-06

240. 4.160eE-06 1. 26 77E -06 1.0057E ' t.3043E-06 1.0664E-06 6.5395E-09 1.12G6E-06 1.2507E-06

360. 4.9577E-09 1.00 5E-06 1.0684E - 6.9695E-09 7.500lE-09 7.6226E-09 6.9518E-09 9.6153E-09

460. 9.669|E-09 9.726tE-09 6.5202E-0w 6.9674E-09 6.6362E-09 9.6697E-09 7.4374E-09 0.0759E-09
# 600. 3.7218E-06 1.6630E-06 0.1434E 09 6.5513E-09 6.162pE-09 9.3642E-09 7. 4 432E -09 6.613"sE-09

WEAN = 1.0767E-06 STD.DEY. = 5.0757E-09 C.O.V. = 4.7142E-01
1

J

Pf PE TillCKNF39 CORRESPONDING TO t.0E-06 TARCET LlWif STATE

LthCTH(th) PAPE DIAWETER(IN)

10. 12. 14. 16. 16. 20. 22, 24.

120 5.t?SEE-01 0.5562E-01 7.0946E-01 6.7549E-01 9.7286E-on J.0452E-01 1.0724E+00 1.3134E+00
l 240, 6.75ttE-01 7.9075E-01 6.4647E-01 9.9667E-01 1.0496E+00 1.0464E+00 1.2563E+00 1.3936E+00

, 360. 7.926SE-Ol 9.766SE-01 1.063|E+00 1.090$E+00 1.1924E+00 1.2629E+00 1.4l04E+00 1.5347E+00

460, t.323|E+00 1.3612E+00 3.3390E+00 1.4247E+00 1.5551E+00 1.6759E+00 1.6654E+00 1,7970E+00

, 600. 1.3924E+00 2.4376E+00 2.0501E 00 2.0302(+09 2.0512E+00 2.150$E+00 2.1403E+00 2.1710E+00
1
1

.

4

5

I

!

t
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pressure and dead weight to design the pipe for all the loads. This design

format can be represented as
,

(1.10)! 45, = Y 'c E * Y 'c p ,2 2 3 3
;

where y2' and y3' differ from their counterparts in Eq.1.3. The combined

response is still computed using Eq.1.7. The results of this analysis are

summarized in Table 1.10. Note that use of only two loads in the combination
results in a wider discrepancy between the mean and target limit state
probabilities than does the use of all three loads. In addition, the

dispersion about the mean is greater for the two-load case.
Another variation is to use all three loads, as in Eq.1.3, but to

constrain y1 and y2 to unity. Thus, we have for a design format

1 g + c E + Y "c p (1.11)&S =cV 2 3 3m

Table 1.11 summarizes the results for this case. Note that here again the
mean deviates to a larger degree from the target than for the case where all
three load f actors are allowed to vary. It appears that load factors yielding

1

TABLE 1.10. Load factors for the case 4S = Yp'Y2 3 3'+Ym

P
T1 Y2 Y3 F FT

-2 -2
10 1.348 1.442 1.376 x 10 8.792 x 10" 0.639--

10-3 -- 1.438 1.583 1.628 x 10-3 1.404 x 10- 0.862
-4

10- 1.523 1.709 1.958 x 10- 2.120 x 10 1.082--

-5 -5
10 -- 1.603 1.826 2.420 x 10~ 3.144 x 10 1.299

-6
10 -- 1.69; 1.936 2.920 x 10' 4.518 x 10~ 1.547

10-7 -- 1.761 2.050 3.700 x 10~ 6.398 x 10~ 1.729
-8 -8

10 1.869 2.147 4.838 x 10 9.833 x 10' 2.032--

|

|

r '
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TABLE 1.11. Load f actors for the case 45, = yy+y2 + Y "Y .3 3
:

P
Y1 Y

3 F F}T 2 Y

_

10-2 1 1 0.901 1.652 x 10- 1.475 x 10- 0.893
10-3 1 1 1.032 1.319 x 10- 1.087 x 10- 0.824
10-4 1 1 1.148 1.070 x 10-4 6.373 x 10-5 0.596
10-5 1 1 1.255 9.976 x 10-0 2.355 x 10 0.236

-6

10-6 1 1 1.359 1.301 x 10-6 1.104 x 10-6 0.848
10-7 1 1 1.461 2.866 x 10' 6.417 x 10- 2.2394

10-8 1 1 1.564 1.012 x 10- 3.589 x 10 3.547
-

10-9 1 1 1.668 4.685 x 10 2.073 x 10- 4.126
-8

10-10 -8 -

4.9791 1 1.75 2.470 x 10 1.230 x 10

--

'

limit state probabilities closest to the target may be achieved if all the
combined loads are factored.

Some further insights into the role of load factors can be attained if we
examine the influence of the statistical parameters upon the values of the
load factors. We duplicate the analysis using design format Eq.1.3, changing
only the standard deviation of the initial velocity. These results are
sumarized in Figs.1.3 and 1.4, which show the load f actors as functions of
the target limit state probability for three values of initial velocity
standard deviation. It is apparent in Fig. 1.3 that the factor associated
with initial velocity increases as the standard devi ion increases. For the
load f actor associated with the pressure, there is a small decrease, while for
the load f actor associated with dead weight, there is virtually no change as
o(V ) changes (Fig.1.4). This is precisely the behavior we shouldg

expect, since increasing the dispersion results in lower reliability and
requires, in turn, a higher value of the corresponding load factor to achieve
the target reliability.

Presented with sets of load factors, the designer is now in a position to
determine the thickness of a simply supported pipe of arbitrary length,

.

21

__ _



--
-- .- ___ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

s

|
2

| 6 i i 1 [ l | I I
; i i i i i i i i2

l

1 o(V ) = 0.6 'o

o(V ) = 1.2 y3 _

- o(V ) = 2.4 - -

go(V ) = 2.4o o
7

m

-
- 1 C

- 1
-

_

o(
-~

o(V ) = 0.6o o
a(V ) = 1.272 oo(V ) = 0.6o

_
-

, o(V ) = 2.4 -

o

R$

~

i i I I 1 1 I t i o
t t # # r i i i i o

-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 -10 -9 -8 -7 -6 -5 4 -3 -2 -1 0

Log PTLog PT

.

FIG. 1.3. Variation of load f actor associated FIG. 1. 4. Variation of load factors associated
with velocity transient (yl) with target li;ait with dead weight (yp) and pressure (Y3))with
state probability (P ) for a range of velocity with target limit si. ate probability (PT for a

T
transient standard deviations. range of velocity transient standard deviations.



=. . -. . _ - . . .- _. - - -_. --.

diameter, pressure, initial velocity, and material strength for the loading
case illustrated that will conform to a specified level of reliability. For a
target limit state probability of 10-6, for example, the design equation
would be

1.5S = 1.03c V + 1.02c R + 1.32c p (1.12)m 1 2 3
.

i

The values of load and resistance are assumed as follows:

V = 13 in./s,g

t = 300 in.,

D = 15 in.,

p = 2500 psi,,

S = 16,500 psi.4

m

The required pipe thickness.is 0.776 in. For this thickness, the limit,

state probability of this design is 4.77 x 10-6 ,

1.3 EXTENSION OF THE METHODOLOGY TO MORE COMPLEX CASES

Tne load and resistance factor design (LRFD) procedure, outlined and
illustrated above for a simple, highly idealized component, will now be
extrapolated to develop design criteria for real power plant components. The

following remarks relate to some of the issues which will oe dealt with in the
following chapters in connection with these r complex cases of loading andc

geometry.
,

in the simple example, the influence coefficients relating load to stress
were easily derived. They would not be so for more complex piping
configurations. In addition to their more complicated geometry, the responsess

of complicated piping systems are controlled by numerous restraints (anchors,
pipe supports, etc.) and concentrated masses (valves, etc.). The influence
coefficients for complex systems are not amenable to closed-form solutions.
System and component design and analysis require involved iterative

processes. Consequently, analogous to the procedure of selecting influence
coefficients over the data space of pipe length and diameter as illustrated in
t.ie simple example, a simulation procedure is developed to obtain influence

23
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i
i

coefficients for the complex piping configuration over the data space of a;

number of real piping systems.
j In our simple example, we considered only three loads, two of which were

static. While the velocity transient is an intermittent loading condition, !

4 prudence dictates that its maximum response be directly combined with the
t

other two. In more complex cases, there may well be more than one transient'

j. loading condition to consider, each having a different time history, duration,

i and arrival time. Clearly, the assumption that the peak response from each of

f these loads will occur simultaneously is too conservative. Therefore, in the

I further development of this study, the realistic random behavior of the loads

! will be considered in evaluating the component limit state probabilities.

) The results presented so f ar have demonstrated that the averages of the
I limit state probabilities for the entire array of pipes were close to the

| target limit state probabilities over a wiue range. This means, however, that

there is a significant probability that the limit state probability of some
designs will exceed the target value. Nonetheless, we can specify load

f actors in such a way that only an acceptably small fraction of the designs t
,

I

| which result from their use have limit state probabilities that exceed the
.

1- target values. This is an important consideration, especially for the more
I

| complex piping systems where the sample space of influence coefficients will
exhibit larger dispersions of the random variables than those assumed in our

simple example.
'

Yet to be considered is the task of allocating target limit state
,

i probabilities which can be used for deriving and selecting appropriate sets of
load factors. Section 4 outlines a systems approach to the problem of

assigning target limit state probabilities to nuclear power plant components
;

! in a combined loading environment. The assignment procedure considers the

| dependent nature of failure between compunents, as well as system-level

| logical interactions and redundancies. The key to the assignment of target
limit state probabilities lies in the assumption of some level of acceptable ,

j plant risk. It is gratifying to learn that a new division within the NRC

|
Office of Research has been organized to decide the question of acceptable

| plant risk.

!
i

P

!

| 24
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,

!

2. COMPONENT DESIGNS !

;

For practical reasons, the load combinations and load factor values
developed for a specified component limit state probability should be
applicable for a wide range of design situations. Design situations are

'

characterized by the type of component, the location within the plant, the
number and magnitudes of loads acting on the component, the geographic

! location of the plant, and the type of reactor. Hence, the load factors to be
used in these load combinations should be derived by making the component
limit state probability approximately equal to the target value over all the
design situations. This is achieved by the optimization procedure. However,
the procedure requires that for each set of load factor values selected, the
components under all the design situations be analyzed and designed.

If we consider the piping subsystem as an example of a component, current,
~

design practice is as follows. A piping thickness is first selected from
pressure considerations. The support types and locations are chosen such that
there is no single point in the piping where the ASME stress limits are i

exceedeo. A satisf actory design of a piping subsystem is achieved af ter a
number of iterations of stress analysis for different arrangements of pipe
restraints. This subsystem is then analyzed for the limit state probabilities
when subjected to random, time-varying loads. Since several components are to
be studied as part of the load combination methodology, this direct procedure
of analysis and design requires a large number of costly structural system;

analyses and piping subsystem analyses. Also, load and resistance factor
values in selected load combinations that meet the target limit state
probabilities are obtained only after a sufficiently large number of trials,;

! each trial involving the study of component designs as described above. This
prohibitively large set of analyses can be avoided by simulating the component
designs using the concept of influence coefficients.

!
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2.1 INFLUEriCE COEFFICIENT DISTRIBUTI0fl

An influence coefficient gives the effect of a unit load applied at some
point in the system on sune specific node in the piping subsystem (again, the
piping subsystem is an example of a " component"). For instance, if the peak

manent response at a node due to a 0.20-9 earthquake applied at the foundation
level is 500 ft-lb, the moment influence coefficient of the earthquake at the

node is (300/0.2) f t-lb/9 It has been found that a more convenient uniLless
measure for the influence coef ficient may be obtained by expressing the
coefficient as the ratio of the munent at the node to the average moment over

the entire piping subsystem. This is called the influence ccefficient ratio.
Let x be the design level of load x. For a properly designed piping

d
subsystem, the moments at various nodes i (i = 1, 2, . . . , n) due to x

d

are known and are equal to M The spatial average manent along the
x '. .

piping is denoted M, ;
a

n

=f M (2.1)M .

x
d i=1

The moment influence coefficient ratio at node i is denoted gxj:

M

=[x, (2.2)y .

x.
1 x

3

If the values of 9x3 are grouped together in a histogram, a frequency
distribution of O is obtained. Figure 2.1 shows the distribution of moment

; x

M in a segment of essential service water (ESW) piping nodes due to the
E

j operating basis earthquake (OBE) of x = 0.009 g . Figure 2.2 is a plot of
d

the histogram and f requency distribution of the moment influence coef ficient

ratio Q due to the OBE.E

In a similar way, the influence coefficicq ratio distributions (for
moment , acceleration, displacement, etc. ) f o' different loads may be generated.

26
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i

;

i

! '

| 2.2 GENERATION OF DESIGNS
,

I I

! Different design situations (" components") are handled by simulation in
'

1

; the following way. Assume that there are L different loads acting on the 1

component. The frequency distributions of the response (e.g., moment)
influence coefficient ratios for these loads are first developed from an

j existing design or from a " standard" design generated for this purpose. j

; Obtain a set of influence coefficient ratios $ (x = 1, 2, . . . , L) f rom
! these distributions by random sampling. A set of such influence coefficient

ratios is associated with each " node" in a fictitious piping subsystem that is
i properly designed. By the term " properly designed," we mean that the supports
i are arranged in such a way that the stresses and deformations at all nodes

along the piping are within allowable limits. If the piping subsystem
consists of about 100 nodes, 100 sets of influence coefficient ratios are to

: be generated. These sets of influence coefficient ratios characterize our
fictitious piping subsystem. Different piping subsystems within a class of

; components (e.g., ESW line and safety relief valve (SRV) line) may be so
characterized using this procedure.i

The procedure of generating a design (i.e., layout of the pipe with
j unknown supports) using the influence coefficient ratios is based on the
I precept that the frequency distribution of response for a load is the same for

| different proper designs; although the support locations may differ with
' designs, the responses at different nodes are only " rearranged" and are

represented by the same f requency distribution. This assumption appears to be
true for similar components that are subject to the same set of loads.

Figures' 2.3, 2.4, and E.5 show the frequency distributions of OBE moments in
three SRV lines in a Mark 11 boiling water reactor (BWR). It can be seen that
these frequency distributions are reasonably similar.

'

With the piping subsystem effectively defined by the influence
coefficient ratios, thickness of the piping is the only parameter that is to

be decided. A minimun thickness as per Eq. 3 of ASME 3600 is selected. The

design is checked to see if it satisfies the load combination equations at all
,

nodes in the piping. If not, an adequate thickness is chosen by iteration.

j ~ Using this process, a single thickness of the pipe is selected for the entire '

length. The thickness may also be varied over different segments of thei

piping.

28
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d

| The above procedure of generating a design (called " data point") is based

i, on past design experience. As mentioned earlier, a piping thickness is
selected f rom pressure consideratiois in current design practice. The support

; type and locations are then chosen such that there is no single point in the
piping where the ASME stress limits are exceeded. In contrast, the selection

of a data point represented by the influence coefficient ratios as described1

herein implies the existence of a well-designed piping subsystem with all the
supports specified in the population of such components. This " fictitious"
subsystem has yleided the set of influence coefficients. The thickness of

pipe needed for this subsystem has to be determined to satisfy the design load
I combination equations.

In using this procedure for simulating piping subsystem analyses, the
following points must be noted:

: 1. Nodes in a piping subsystem are specified at support locations, at
discontinuities (geunetric and material), and at locations of in-line I

! equipment (valves, pumps, etc.). In straight runs of piping, nodes are
specified at selected intervals such that the critical peak responses are

i encountered. Although this is a standard industry practice, some differences
j may exist between designers. A preponderance of noncritical nodes has the

eff ect of lowering the average response (e.g., M " #'Xa"
problem is circumvented herein by employing the frequency distributions of

! influence coefficient ratios derived from either an existing design or a

| " standard" design. The corresponding average responses are therefore

consistently used.
!

2. The influence coefficiciit ratio for a response (e.g., moment) has, in,

gener'i, a bimodal frequency distribution because of the mix of critical and
noncritical nodes in the population. The simulation procedure recognizes this

j bimodality, and the influence coefficient ratios are sampled consistently from
such distributions.

3. In a given piping subsystem, the spatial distribution of response (at
different nodes) is known. If the response at a node is specified for a

( particular load, the responses at all other nodes are also obtained. However,

| the assumption in the proposed s,imulation procedure is that the response at
i

30
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!

| any node is a random sample from the respc.nse frequency distribution. This

| f requency distriDution is the same for all the nodes for a particular response,
i

Also, the influence coefficient ratios are randomly (independently) sampled.

|I This may raise questions of correlation between nodes. Independent sampling
i

is still admissible, because we do not know the subsystem (i.e., support >

'
locations and types); the spatial ordering of nodes is not specified in the
simulation procedure. If such spotting of nodes is done, the resulting spatial,

distribution of response is produced by a fictitious set of pipe supports.
'

While it is true that the nodal responses are deterministic for a given sub-
system, it is tne lack of knowledge of the support locations (this knowledge

j may be gained by exorbitant analyses) that makes the nodal responses random;
the generation of a multitude of component designs is thereby made feasible. !

4. The influence coefficient ratios for a particular response characterizing,

! different nodes in a piping subsystem are sampled independently. As discussed

| earlier,-some correlation between the nodal responses for a specific load
i

exists. This correlation is taken into account approximately in the load |
combination methodology by considering the limit state probability of a piping
subsystem as the maximum over all the nodes (see Eq. 3.30).;

1

5. The frequency distribution of the response influence coefficient ratio is
! developed using a large number of nodal responses in a piping subsystem
4

| (between 100 and 200). For practical reasons, however, we may sample only for
20 nodes. In order to ensure that the entire frequency distribution is

i represented, a stratified sampling is performed.

1
'

2.3 CORRELATION BETWEEN INFLUENCE COEFFICIENTS

The moments at some nodes for different loads may be correlated. For
'

example, if an OBE moment at node 1 is larger than the OBE moment at node 2,
; it is quite likely that the moment at node 1 due to the safe shutdown

ec< thquake (SSE) is also larger than the SSE moment at node 2. (The effect of
structural damping may, however, reverse the situation.) Also, the nodal
moments may be negatively correlated; i.e., if the moment at node 1 is less
than the moment at node 2 due to thermal loading, the moment at node 1 may be,'

i on the average, greater

i 31
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! than the moment at node 2 for OBE loading. Correlation arises from the fact
that the geometry and the structural properties (restraints, natural
frequencies, damping, etc.) are fixed for the subsystem. This correlation has

to be considered in sampling f rom the f requency distributions of influenr.c
i

coefficient ratios.-

Table 2.1 shows an example of the correlation coefficient (p) matrix of.

: moment influence coefficient ratios due to different loads. (The correlation
coefficient is nut a good index of dependence between random variables with
skewed probabilitj distributions. Sampling from such variables will be {
studied in later phases of this project.} The correlation between responses

.i
due to some loads is negligible (|p| < 0.2), whereas between other responses

{ it is very high (jp| > 0.8). These voriables will be considered as .

I statistically independent and dependent, respectively.
Whcre the absolute value of the correlation coef ficient is between 0.2

f

! and 0.8, sampling from such correlated variables is done using the conditional

i decomposittor, algorithm proposed by Ander son. It is assumed that the
'

! influence coefficient ratios for diffe;ent locus can be modeled by a

multivariate lognormal density function. An equivalent multivariate normal
density function is generated by transformation. The algorithm proceeds by

| decomposing the multivariate normal density into the product of the marginal
,

j density of the first variate and the joint density of the remaining variates,
,

conditional upon the value sampled for the first. The joint density is

calculated once the first variate has been sampled from its marginal density.
The procedure is then applied to the second variate and iterated until values
have been assigned to all components of the sample vector.

:

1

2.4 RESPONSE TIME illSTORIES
i

The influence coefficient ratio for a node completely describes the |

linear response to a static load. Consider a particular kind of load, e.g.,

thermal . If $x. is the influence coefficient ratio, the moment response at
node i due to load level x3 (where j refers to the intensity of the load) is !

calculated as

;

iJ\
h I, (2.3)! M,ij t M |=

x xi al d/
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TABLE 2.1. Coefficient of correlation between influence coefficients. A, y, and C are the three local axes for
the piping.

i -

Weight Thermal OBE SSE

S E E S E E S E E A E E
4

" A, 1.00 -0.05 0.001 -0.500 -0.563 -0.200 0.150 0.175 0.168 0.103 0.095 0.164
Wt< B 1.00 0.225 -0.003 -0.194 0.13/ -0.235 -0.343 0.035 -0.260 -0.360 0.041

< C_ 1.00 -0.277 -0.017 0.270 -0.424 -0.135 0.121 -0.414 -0.167 0.179
1

?

-A 1.00 0.044 -0.354 0.320 0.134 -0.400 0.331 0.241 -0.412 r

Th 4 8 1.00 0.018 0.040 0.137 -0.298 0.086 0.200 -0.289 !

i<C 1.00 -0.320 0.020 0.5?7 -0.310 -0.016 0.534 j

*
" i

; "A 1.00 0.391 0 0.996 0.416 -0.037 i
c

OBE4 8 1.00 0.519 0.369 0.992 0.511 '

I <C 1.00 -0.035 0.443 0.998
,

1 A 1.00 0.397 -0.071 i
I

~

! SSE< B 1.00 0.433 !

>

.

.C 1.00 !

I

,

._
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where M , is the average moment due to the design load xd (Eq. 2.1). Ifx

the response is nonlinear,

lji
M k1 *x i, (2.4)M

*ij = $*1 *a d(d/

where k is a multiplier to reflect the nonlinearity in response. For a
g

dynamic load, the peak amplitude does not completely describe the response at
a node. A set of response time histories will, in general, be needed to
represent the random dynamic response at a node.

As an example, assume that the response time histories have been
developed at n nodes (a representative piping subsystem has between 100 and
200 nodes) for six different real earthquake time histories scaled to a single
value of peak ground acceleration. Each response time history is normalized
by dividing the amplitude at any instant by the peak absolute amplitude (e.g.,

x4)) in that response time history. These unit (normalized) responseM

time histories are stored in the form of the mean upcrossing rate function
v (r), and the arbitrary-point-in-time (a.p.t.) probability density function

i f (r). The mean upcrossing rate is the expected number of crossings per unit
time of the response process from a stress level less than r to a strcss level
greater than r. The a.p.t. probability density function describes the
distribution of response levels viewed at an arbitrary point in the response

process. Figures 2.6, 2.7, and 2.8 show a typical response time history, the
mean upcrossing rate function, and the a.p.t. probability density function,

respectively. For any selected node with influence coefficient ratio $x,,
Ithe upcrossing rate of moment response v (m) is given byg

( \
I l '' (2.5)M *) * "u

(M
V

.

jj)x

where m is the response level and M is given by Eq. 2.3 or 2.4. Thexjj
a.p.t. probability density function of moment response is obtained as

f (m) = g*1 f (2.6)g u M
ij k *ij l

34
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2.5 SAMPLING

As described earlier, a set of influence coefficient ratios corresponding

to different types of loads acting on the component characterizes a node. A
set of n such nodes represents a fictitious component. Sampling for a node

involves a random selection of a set of influence coefficient ratios from
their frequency distributions. Theuncorrelated(|p|<0.2) influence
ccafficient ratios are sampled using the appropriate frequency distributions
fitted to the data. For correlated influence coefficient ratios, their

frequency distribution is assumed to be jointly normal or lognormal, and the
sampling is done using the conditional decomposition algorithm described

earlier.

At each node, for each influence coefficient ratio of a dynamic load, a
unit response time history is chosen at random from the collection of time
histories stored for that particular range of load intensities. As an

|

| 36
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example, for an earthquake load with a peak ground acceleration of 0.10 g, the
; unit response time history, represented by v (u) and f (u) correspondingg u

to one out of a set of six different real earthquake base motions and low
damping, is selected at random. The values of v and f- are obtained for the
particular node in the component using Eqs. 2.5 and 2.6

Such random sampling of influence coefficient ratios and time histories
is repeated n times (in a typical case n is about 110; for illustration, n is
taken as 20) to generate a single sample design of a subsystem (" component").
For each component type, a sample of r different design will be studied.
(Initially, we have a set of 20.)

The frequency distributions of influence coefficient ratios and the

; collection of unit response time histories used may be influenced by the type
; and class of component. For example, if the derived load f actor values are to

| be applicable for a component type at different locations within the plant,
,

the frequency distributions of influence coefficient ratios should be
developed to reflect the effect of the various locations. For practical

reasons, it may become necessary to have a single set of load combinations
applicable to different components (e.g., all Class I piping). In deriving
such a set of load factor values, it is important to assign " weights" to

;

different components according to their relative frequency of occurrence
within the plant, and perhaps based on their importance.

:

i

!

;

,

I

|

;

i

J

|

'
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3. METHODOLOGY

The load combination methodology development has two objectives:

To provide a procedure to evaluate the reliability implied by a set ofe

design criteria. This will be useful to the NRC in its licensing

review,

To derive appropriate load and resistance factor values in loade

combinations for the design of nuclcar components to meet a target
limit state probability.

Evaluation of design criteria is achieved by designing several components
and assessing their limit state probabilities. A criterion is needed to judge
whether these limit state probabilities are acceptable. Development of design

load combinations requires, in addition, the selection of a design format and
optimization.

3.1 RELIABILITY EVALUATION

The procedure for evaluating the limit state probability implied by a
design is described by the following illustration.

The criteria used for the design of a typical ESW line (Class II piping)
between the auxiliary building and the containment in a PWR are shown in Table

3.1. This segment of the ESW line is 16 inches in diameter and is anchored at
the auxiliary building floor and at the containment. It has 20 nodes and 6

rigid restraints (Fig. 3.1). There is a butterfly valve attached to the
pipe. The limit states to be considered are rupture of the pipe and rupture
or buckling of a restraint. The butterfly valve has limitations on the
accelerations in the A, B, and C local directions. Exceedance of these

limits, listed in Table 3,2, constitutes an additional limit state.

38

| I
_ _ _ _ _ _ _ - - - - .

I



I

TABLE 3.1. Design criteria for a typical ESW line
between auxiliary building and containment in a PWR.

Load combinationa Sepygce jeyejb

P+W sustained loads (design)
P + W + OBE B

P + W + SSE C

P + W + HYDTR B

TRNG A/B
P + W + OBE + HYDTR C

aAbbreviations: P, design pressure; W, weight; OBE,
operating basis ea;'thquake load; SSE = safe shutdown
earthquake load; S , basic material allowable stress;h
HYDTR, hydraulic transient load; TRNG, thermal range.
bAllowable stresses: sustained loads, Sb = 15,000 ps i;

service level 8, 1.2Sh = 18,000 psi; service level C,
1.8Sh = 27,000 psi; thermal expansion range, S

A= 22,500 psi.

ANK

55 A

50 nygg

41
40B
40A''

Y

l

ANK
,5 1 inch = 10.4 feet,

35B

z 33 35Ax

10A RY RX"

10B
25

RX
13

14 20

RZ 15A 15B

FIG. 3.1. Model of ESW piping line.
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TABLE 3.2. Acceleration limitations on the ESW butterfly

valve.'

Limiting Acceleration, 9

Direction Service level B Service level C

A 2.25 3.00

8_ 2.25 2.50

C_ 2.50 3.00

3.1.1 Influence Coefficient Ratios and Response Time Histories

As a first step towards generating different designs in order to evaluate
the design criteria, the frequency distributions of influence coefficient
ratios of responses for different loads will have to be developed. This can

be done by performing a " standard" design or by extractingd.he required
information from an existing design. The latter approach is pursued herein.
The moment influence coefficient ratio distributions for weight (moments in
local axes A, B, and C), OBE (M , M , and M ), SSE (M * M , and M ), and HYDTRA B C A B C

M , M , and M ); and the influence coefficient ratio distributions for forces
A B C

at rigid supports and for the accelerations at a valve in the three directions I

are developed as described earlier.
This segment of the ESW piping is supported at three floor levels in the

auxiliary building and at one level in the containment building. From the

analysis of the structural system, the support motions corresponding to OBE
and SSE are obtained. The response time histories at nodes in the piping
produced by the multiple support excitations are recorded. The response time

histories are normalized, reduced to v and f functions, and stored for later
sampling. Similarly, the response time histories due to hydraulic transients
are generated, normalized, reduced, and stored.
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3.1.2 Simulation of Component Designs

A node in the piping is represented by a set of influence coefficient
rati os. The influence coefficient ratios are randomly sampled from the five
frequency distributions for responses, one each for weight, thermal, hydraulic
transient, OBE, and SSE loads. The correlations between the influence

| coefficient ratios of the different loads are included in this simulation.
| The design thickness of the piping is determined in the following way. A

sample set of 20 nodes is selected to form a sample of the " fictitious" ESW
li ne . A minimum thickness t of the piping is selected using ASME Section

m
! NC-36S1.1:

PD

tm " 2(S + Py) + A (3.1): ,

where

P = internal design oressure (psi),
O = outside diameter of pipe (in.),g

S = maximum allowable stress for material at design temperature (psi),

y = 0.4, f or O / t, > 6,g

D - 2t

"ONm I 0'
*

2(D - t )' og

A = an additional thickness to allow for material removed in threading
or counterboring, for corrosion or erosion, for material
manuf acturing tolerances, and for bending (in.). The values of A

are tabulated in ASME Code Table NC-3641.1(a)-1.

At each node the following equations are checked:

PD 0.75iM^* < 1.0S (3.2)4t Z - h
,

n

P*[t
D (MA+M1+ 0.75i| , < 1. 2 S (for service level B) (3.3)Z h ,

n ( /
,

|
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P*3*0 / M^ + M ')
+ 0.751 !< 1.8S (for service level C) (3.4),

4 Z - h
n ( )

iM
C<S (for thermal expansion range) (3.5),

7 A

where

i = stress intensification factor,

P = internal design pressure,

P = peak pressure,
max
M = resultant moment loading on cross section due to weight,

4
M = resultant moment on cross section due to loads specified for

g
service level B in load combinations 2 and 4, exclusive of

I weight (Sec. 3.1),
i

M = resultant moment on cross section due to loads specified for
B

i service level C, i.e., load combination 3, exclusive of weight

(Sec. 3.1),
M = range f resultant moments due to thermal expansion,
C
t = nominal wall thickness,

Z = section modulus.

Note that the responses due to dynamic loads are combined using the square
root of the sum of the squares (SRSS) procedure.

For the first trial, the value of t IS 69"# m'
#

n

equations are satisfied for all nodes, the design of the piping subsystem is
deemed complete. If not, a larger thickness is selected to satisfy Eqs. 3.2

i through 3.5. This piping subsystem with known wall thickness and distribution
of responses will be analyzed later to determine the implied limit state
probability values.

Using a similar procedure, six rigid supports are simulated--i.e., the
reactions at these supports due to different loads are sampled from the
influence coefficient ratio frequency distributions. The supports are

selected from Table 3.3 corresponding to the maximum total load for load
|

combinations of each service level. Anchors are treated as two nodes in the'

I

piping with different stress intensification factors.
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TABLE 3.3. Maximum load capacities (in pounds) for struts and rigid
; restraints.
|

.

Support Levels A and B Level C Level D
size no. (upset) (emergency) (faulted)

A 650 870 1,200

B 1,500 2,250 3,000

C 4,500 6,000 6,000

1 8,000 9,600 10,320
,

2 11,630 13,960 15,000

3 15,700 18,840 20,250

4 20,700 24,840 26,700

5 27,200 32,640 35,081

6 33,500 40,200 43,220

7 58,734 78,312 86,500

8 110,000 132,000 165,000

1

3.1.3 Limit State Probability Calculation

The piping subsystem that is designed for a given set of load combinations
is subjected to stochastic load processes and has uncertainties inherent in the
piping material, analysis, and f abrication. Any evaluation of the probability Pp

of the component reaching a limit state (e.g., rupture) should explicitly consider
these aspects of uncertain /.

The method of evaluating P is based on the probability distribution ofp

resistance R of the component and of extreme (combined) load effect (response) on
the component. The probability distribution of the load effect is developed from

convolving probability distributions of static load effects and the extreme of the

combined time-varying " static" and/or dynamic load effects. The latter
distribution is approximated by a method which makes use of the mean upcrossing
rate v (y) as a function of the response y, and the a.p.t. distribution ofy

response, as described by the probability density function f (y).y

For the purposes of calculating the probability distribution of the combined
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response, three types of loads are identified: static, continuous, and

intermittent. An example of a static load is the dead load due to self-weight.

Loads due to normal operating pressure and temperature are examples of continuous
,

loads. Earthquake and operating incidents are some examples of intermittent j

loads. Figure 3.2 shows the response time histories of these load types.

Static Loads. Static loads can be treated as random variables characterized
by probability density functions. If two static load effects c X and c7g 22
are experienced by a component (where ci and c2 are the influence coefficients
and X and X are the imposed loads), the combined response Y = (c X +cX)y 2 22
is expressed by its probability density function fy (y):

1 l I I uI}' - u
f !

- i du (3.6)fY (y) = c c
f*1(

| .

c X
s y2 1j 2 (c /2,

Earthquake (intermittent)

]y h ( (Y
^ "

1

I

I

I p n Wind (continuous)
!/

_

l
~

$ I

.5 I

5 ! J
2 I fy Operating incidents (intermittent)

I
'

i,

| /' r
~_

l
i

1

[ Normal operating (continuous)
'

! =

1

Time

FIG. 3.2. Schematic time histories of typical initial loads.

44

.___ _ __



Continuous Loads / Stationary Response. The procedure for calculating the ;

upcrossing rate vy (y) and the a.p.t. probability density function fy (y) of
the combined reponse Y is described below. Since the continuous loadc
processes are "always on," they will certainly coincide Therefore, the

combined response Y(t) is the sum of the individual responses c X (t):jj

Y (t) = c X (t) (3.7)c j$ .

all i

Let Y be the combination of two responses c X
and c X 3 "l(x) andc y7 22

v (x) are the mean upcrossing rate functions of the two load processes X (t) and2

X (t). f (x) and f (x) are the a.p.t. probability density functions of the
2 2

load processes.

At the specific node k in the component, c and c are the influence
1 2

coefficients of loads 1 and 2. The mean upcrossing rate vy (y ) of load effectyI
1 = c X (t) isY yy

y (y ) = v (y /c )y y y y (3.8)v .

The a.p.t. probability density function fy (Y ) f the load effect Y = c X (t)1 1 1y
is

=hf(y/c) (3.9)f
y y yy .

1 1

Similar results hold for the load effect Y = c X (t).2 22
The mean upcrossing rate of the combined load effect Y (t)

c
= c X (t) + c X (t) is1y 22

= .

y (y) = y (u) fy (y - u)du + y (u) 'y (y - u)duv v v
c 1 2 2 1,, ,,

=v *f +v *f (3.10)y y y y ,

where the asterisk denotes convolution. The probability d.ensity function of
Y (t) is expressed as

!
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fy (y) =fy *fy (3.11;
c 1 2

|
lGeneralizing for the case of n responses, we obtain

n

Y (t) = Y (t) (3.12)
i=1

and

"Y Y +Y +...+Y 1+Y +.. 4Yc 1 2 3 n 2 3 n

+...+v *f (3.13),y y y ,,, y

where

f f *I *
Y +Y +...+Y Y Y Y Y _1

*'* *

l 2 n-1 y 2 3 g

The probability density function of Y (t) is thenc

f =f *f *f * *f (a.15)y y y y y... .

Intermittent Loads / Quasi-Stationary Responses. In analyzing the response
levels associated with combinations of intermittent loads, all possible load
events must be considered, e.g., load 1 alone, load 2 alone, and loads 1 and 2

coinciding. The procedure for calculating the rate of occurrence of a load
case q (q = 1, 2, . . . , Q), the mean upcrossing rate v (x), and the
probability distribution f (x) of the response given below is described in

9
detail by Winterstein.3

Since we are interested in the combined response due to intermittent

loads, two additional parameters are required to describe the individual load

process: A; is the mean rate of occurrence of load events of type i, and T;
is the curation of load events of type i. In this study, T is taken to bej

i the mean duration (p ) of the event.j
The calculation of the rates of occurrence of different load cases is

facilitated by the construction of a load event tree. For this purpose, two
classes of loads are identified:
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e Initial loads: loads which have a potential of initiating additional
loads on the component due to f ailures of other parts of a system.
This class of loads includes loads due to earthquake, wind, hurricane,
normal operation and operating incidents, SRV discharge, etc. Some

examples of the time histories of responses to initial loads were
given in Fig. 3.2.

e Initiated loads: loads on a component due to the response and/or
failure of another part of a system as a consequence of some initial
load. Loads in this class arise from pipe breaks, valves failing to
close, turbine trips, etc. An example of the relationship between the
time history of the response to the initial load--e.g., due to an
earthquake--and the response to an initiated load--e.g., a pipe
break--is given in Fig. 3.3.

s

The branches of a load tree give the specific load combination events. A

load tree is constructed as follows. Each initial load is divided into a set
of discrete levels. At each level of initial load, e.g., earthquake peak
acceleration of 0.20 g, any level of a second, simultaneous initial
(noninitiated, random) load could act on the component--e.g., a hydraulic
transient load. The combined effect of these two initial loads may trigger a

Earthquake (initial)

I' Ln

Pipe break load (initiated)

A

T; ---- Time lag

FIG. 3.3. Schematic representation of the relationship between the time
histories of typical initial and initiated loads.
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i

pipe break; the size of the break and the magnitude of the resulting
(initiated) load depends on the combined effect of initial loads.

Mean occurrence rates for load combinations in which there are initiated
loads can be obtained using the load event tree with the branching
probabilities that are conditional on the present loading conditions--e.g.,
hydraulic transient and carthquake; or pipe break, earthquake, and SRV. The

complete question of dependent load processes will be addressed in a later
report. In the illustration here, we ignore hydraulic transients and pipe
breaks caused by an earthquake.

Iie the case of two initial loads, tiie mean rate of occurrence of the

coincident events is given by

(3.16)Ab2 * A A (U1*D) .

12 2

Also

E +D ( 'I }A *A
- 2 l 2l alone 1

i

and

1 - A (p1 * U \ . (3.18)A2 alone " A2 1 2

For the general case of n stationary and independent processes,

{" )
"

(3.19)A +2+...+n * ("~I)! ADi .i1

( i =1 / i=1

For the example of ESW piping, the load event tree for independent
(initial) load is depicted in Fig. 3.4. The mean occurrence rates of

different levels A f earthquake are calculated from the results of a
E

seismic hazard analysis of the site. (These are mean occurrence rates of
events with peak ground accelerations within a narrow range, e.g., 0.05 to
0.15 g, represented by a single value, e.g., 0.10 g; they are not the usual
mean occurrence rates of values equal to or greater than the given level.)
Significant motion in an earthquake is assumed to last 10 seconds on the
average, i .e., pE *

:
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El HTR1 Load
level Magnitude A/yr

- E2 / E1 0.10 g 8.00 X 10
" '

E3 O.30 g X 10 4.

%
HTR4 E4 0.40 g 0.30 X 10-4

ES 0.50 g 0.05 X 10'4
E4 HTR5

HTR1 0.25 s 9.15
HTR2 0.50s 19.90HTR6E5 HTR3 1.00 s 9.25

| Nothing else HTR4 1.50 s 4.55
HTR5 2.00 s 2.55Nothing happens
HTR6 2.50 s 4.60

= -
HydraulicEarthquake
transient

FIG. 3.4. Load tree for intermittent loads in ESW piping example.

It is assumed that there will be 50 occurrences of hydraulic transients
per year. The magnitude of the transient is a function of the valve opening
(closing) time. The mean duration p TR an en s03s. He mean

H
accurrence rates A f different levels of hydraulic transient are

HIR
calculated as shown in Fig. 3.4.

The mean rate of occurrence for any branch of the tree--e.g., load case q
of intermittent loads--is calculated using the mean occurrence rates and
durations of individual loads. As an example, the load case corresponding to
E2 + HTR2 has the mean occurrence rate

E2 HTR2 "E * DHTR2) " (1.1 x 10'4)(19.90)(10 + 0.5)A 5Aq"A 7
( 3.1536 x 10 )

= 7.3 x 10-10/yr .

The denominator in the above expression is the number of seconds in a year.
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The mean rates of occurrence of E2 alone and HTR2 alone are

= (1.1 x 10-4) - (7.3 x 10-10) = 1.1 x 10-4/yrAE2 clone * AE2 ~ q
,

= 19.90 - (7.3 x 10-10) = 19.90/yr
AHTR2 alone * AHTR2 ~ q

.

For load cases that include two or more intermittent loads, the
upcrossing rate v (y) and the a.p.t. probability density function f (y)

q
of combined response are derived f rom the probability density f unctions and
mean upcrossing rates of the individual load responses by utilizing the point-
crossing method (Eq. 3.10). Since the point-crossing method requires that the

processes to be combined should be stationary and independent. the true finite-
duration processes are modified as described by Winterstein.3 For th( .ase
of two loads, the resulting upcrossing formula is

. P (1 ~ P )"Y (3.20)
Y Y Y 1(I ~ 2)"Yq(y) = pip 2 "Y *I +v *f *V ,

2 1
i 2 2 1 1 2

and the probability density f unction is

* P (1 - P )I
Y 1(1 - 2)#Yf (y) = p p2 IY; I

* +
2 1 Yq y

2 1 2

+ (1 - p )(1 - p ) 6(y) , (3.21)y 2

where p = p /(py + p2); 6(y) is the Dirac delta function; and pj is the mean
4 j

duration of response 1 or 2. The duration of a single cycle of 1 is p
q

=py+p. This method of calculating v (y) and f (y) can be generalized for
2

cases involving sums of more than two loads.
If we denote the net structural response due to all intermittent loads by

int (t), its mean upcrossing rate and probability density function are givenY

by

Q

vy (y) = A v (y)p (3.22)qq q
q=1

;

'

i
!
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andj

0 f 0 \
f (y) = f (y) A u + 6(y) 1- Au (3.23)y q qq

qq)q=1 k q=1

where

(surrmation over all loads i in load case q). (3.24)=p p
q g

Total Response. The total response Y(t) of the structural component to

continuous and intermittent loads is given by

Y(t) = Y (t) + Yint(t) (3.25)c

and

v (y) = v *f +v *f (3.26)y y y y y

The distribution of the extreme value Y of the response in the life of the
component (i.e., T years) is estimated from

F (y) = exp -v (y)T (3.27)y y

The probability of the component reaching a limit state at a specific node k is

P = P(Y > R*) (3.28)7

m

1 - F (y) f *(r) dr (3.29)=
y R

,

'0

where f *(r) is the probability density function of the resistance R of the
R

component at node k, minus the static load effects Y , i.e., R* = R - Y *
s s

The probability of the component reaching a limit state at any one of K nodes
is
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K

(3.30)PF = max PI
.

k =1 k

!

i Equation 3.30 is a valid approximation because the responses at different |

nodes arising out of the same load are highly correlated and the variability
of loads dominates over that of the component resistance (see Sec. 2.2).

In our specific illustration, the component could reach the limit states
of rupture of a cross section, buckling of a restraint, or excessive
acceleration.

"In calculating the upcrossing rates vg(y) and vyc(y), the responses in the
three local directions A, B, and C have to be considered. Let X and X be they 2

loads to be combined. Letthemomentinfluencecoefficientsbe{c1 A, c1B, c1C}
for loads X and X , respectively. A normalized momentand{c2A' C28, c2C y 2

~time history for each direction is selected at random for each load. The mean

upcrossing rate vylA, and the a.p.t. probability density function fyg for

the moment in direction A_ due to load X , for example, are obtained usingy

Eq s . 3. 8 and 3. 9. The values of v and f in the A direction are derived as
q

P (I - P )"Y * P (1 - p )v (3.31)
"q f, = pip 2 "Y Y Y Y 1 2 2 y y

1A 2A 2A 1A g

and

P f *f + P (P - P )ff = p1 2 Y 1 2 YyA 1A Y <. A 1A

+ p2(l - P )fY 2
~

1
2 A_

The resultant moment process at node k is the vector sum of the moment

processes in the three local directions:

4 = (qf. + gh + qf.) (3.33).

- .- -

The mean upcrossing rate of this process is approximated by finding the mean
'

upcrossingrateoftheprocess,0.7(|q!+I4I*I9!)*
A B C
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3.1.4 Component Fragilities

The component (in the present case, the piping subsystem) designed using

the design criteria of Sec. 3.1 has a resistance which is a random quantity;
the randomness is a result of the inherent variability in the material
property, random errors introduced by the fabrication practices, and the
uncertainties in the prediction of limit state resistances.

The piping subsystem could f ail because of rupture at a pipe cross
section or buckling of a restraint. For this illustration, the cross section

is conservatively assumed to rupture when the stress in the piping exceeds the
ultimate strength of the material. The ultimate strength of steel is modeled
as a lognormally distributed random variable with the median equal to 1.1
times the specified ultimate strength of 60,000 psi (see Ref. 4). The

coef ficient of variation of the ultimate strength is taken as 0.15.
The component could also fail if a restraint buckles or if the tensile

load exceeds the ultimate strength of a restraint. The resistance of a
restraint is assumed to be lognormally distributed, with a medi3n value equal
to 1.1 times the maximum load capacity for service level D and a coefficient

,

of variation of 0.20.

The limiting acceleration on a butterfly valve is assumed to be
distributed as a lognormal random variable with a median equal to 1.25 times
the design value for service level C and a coefficient of variation of 0.?0

3.1.5 Implied Probability

The component (or the piping subsystem) designed using the criteria of
Sec a.1 reaches the ultimate limit state of pipe rupture with a probability
Pp (Eq. 3.30). This is the limit state probability implied by the design
criteria. Since this probability sould vary depending on the geometry and
location of the component in the plant, and on the geographic location, a
number (m) of components designed according to the design criteria should be

<

analyzed. The components are to be generated by simulation, as described in
13.1.2. The implied limit state probabilities Pp$ are calculated for
these components. A frequency distribution of the implied limit state
probability P can be obtained (Fig. 3.5). A decision rule for accepting ap

design criterion could be that the average limit state probability mpF be
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5
a

$
u.

0.05

*P P
p p

Limit state probability, Pp

FIG. 3.5. Frequency distribution of the implied limit state probability
associated with a given design criterion.

less than the target limit state probability PT and that a 95 percentile value
= 10 x P*of PF should not be more than a specified value Pp , e.g., Pp T

If the das']n criteria do not meet these acceptance rules, alternative
criteria in the form of load combinations or service levels can be developed

as described in the next section.

3.2 DEVELOPMENT OF LOAD COMBINATICNS
-

The load combination methodology will be used to derive the load and
resistance factor values in a set of specified design load combinations of a

particular design format. By a design format, we mean the following:

Enumeration of loads; specification of nominal loads (e.g., postulatede

or based on some annual non-exceedance probability or mean return

period in years).
e Set of design load combinations.

Method of analysis (linear, nonlinear, equivalent-static, etc.).e

Procedure for combining dynamic responses from different loads (i.e.,e

SRSS, absolute sum of peaks, etc.).
Procedures for safety checking / proportioning the component.e

54
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The load and resistance factors are treated as variables in the format.
Their values would be sel2cted such that an acceptable frequency distribution
on the component limit state probability is achieved.

3.2.1 Illustration

|

An example of a design format for the design of ESW piping (13.1.1) is
given below.

Loads Nominal Loads
Weight, W Weight, W
Seismic, E Seismic, OBE and SSE
Hydraulic transient, HTR Hydraulic transient, HTR

N
Thermal, TH Design pressure, P

d
Pressure, P Thermal load, TRNG

Load Combinations

11y3ycPppd W
R +TcW (3.34)&;

l2 y 3 y c Pppd+YcW+yE E (0BE) (3.35)R c& yg yg g

l2y>ycP +ycW+ycHH" NR (*& pp g

$ R 3ycP YcW+yTHkH12 1 ppd yW ' *

13y>ycPppdR + Y c W + yE E (080 + y$
H H" N

(*cgg
gi g 1

141EYcPPpd+YcW+YE E (SSE) (3.39)R$ gg
12 s

R # Y&21 2 E E21 oA
R*22 2 1 YE E22 SA

*23 2 1YE E
+YR g H N) MD23 gg 2 A

R c&24 2 > YH H N3 A

The $'s are the resistance f actors, y's are the load factors, and c's are the
influence coefficients. R is the resistance of the component under f ailurey

modes corresponding to the ultimate limit state of rupture. The resistance
f actors on R are diff erent for different load combinations (Eqs. 3.34y
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through 3.39). The load factor value on a load effect--e.g., OBE and

HTR--could vary depending on the load corabination. The product of the

influence coefficient and nominal load, called the load effect, refers to the
imposed stress, response, moment, etc. The resistance of a component

correspondingly signifies strength, moment cupacity, etc. In the formulas

above, the load effect and resistance are measured in the same units. ;

An examination of these load combination equations would reveal

similarities between current practice and the load f actor format. Equation

3.34 would correspond to the sustained load (design) condition. Equations

i 3.35, 3.36, and 3.37 are equivalent to service level B. Equations 3.38 and

3.39 may be considered equivalent to service level C. The product 4R can be

correlated with the allowable stress for the particular service level.
Current ASME-based practice implicitly specifies the values of all the load
factors y as unity. The values of 4 and y in Eqs. 3.34 through 3.39 are to be

.

derived for a target limit state probability P . Equation 3.34 could also
T

be included as a load combination to check a functional limit state condition.
R is the nominal acceleration (measured at a valve or in-line

2
equipment) that the component can withstand. In terms of current design

21cEoA E/421) is the limiting acceleration due to an]
rules, the quantity (YE
OBE. A similar remark holds for the limiting accelerations for other loadsI

and load combinations (Eqs. 3.41 through 3.43). Such limiting acceleration

values are specified in the local axes A, B, and C. The values of $ and y are

derived for a specified probability of reaching the functional limit state of
excessive acceleration.

Analysis. The method of analysis is to be linear elastic; the response to
earthquake loads is obtained using response spectrum analysis. The hydraulic

transients are analyzed using time-history integration.
:

Response Combinations. Dynamic responses in Eq. 3.25 should be combined

according to the SRSS rule.

Methods of Proportioning. The minimum thickness t is selected as per
m;

Eq . 3.1. At each node in the piping, the load combinations given in Eqs. 3.34

through 3.39 have to be satisfied. For example, Eqs. 3.34 and 3.38 would be

expanded as
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The load combinations given by Eqs. 3.40 through 3.43 are used to ensure
that the design acceleration of the valve or in-1ine equipment is not exceeded,
cEoA, cESA, and cHA re the influence coefficients that amplify the response
(acceleration) at the equipment location for input motions of OBE, SSE, HTR,
and MTR. If the accelerations for these combinations are less than 4 times
the capacity of the equipment, the piping subsystem is acceptable. If this is

not so, a modification to the system, such as altering the fundamental
frequency of the equipment and providing additional restraints, is necessary.

Load and Resistance Factors. As noted above, all the features of the selected
cesign format have been specified. Load and resistance factors are the only
variables in this format. They are to be selected such that the components
designed using this design format have acceptable limit state probabilities.
How closely the component limit state probability matches the target limit
state probability is measured in this illustration by a function of these two
probabilities. Since this measure varies over all future component design,
called " data space" D, an expected value of the squared difference is defined
as

log P (w) - log PF~ TQ(4,Y) = f(w) (3.46)jog P ,- ~

TweD
~
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where e is a peint in the data space, i.e., a class of component designs.

f(w) is a weight and/or f requency measure associated with the data point w.
-

P (g) is the probability of reaching the limit state for the class ofF
components. P is the target limit state probability. |T

The optimal values of 4 and y are derived by minimizing the objective |

function G. This minimization, called " code optimization,"5 is a nonlinear

programming problem and can be solved using well-known hill-climbing
algorithms.

If different 'imit states are to be considered, the objective function
should be modified as

L 2'e

log Pp (w) - log PT
E Eg(4,y) = $ f(w) k >, (3.47)9p

T--

oc0 E =1 1
- aw

where t refers to a limit state (e.g., ultimate, functional, and damage), k
is the weighting f actor given to limit state E, and P is the target

T
A

probability for limit state 1

The above procedure results in load combinations that provide components
which have, on the average, limit state probabilities approximately equal to
the target values. In some instances, one may want a criterion with absolute

upper limits on the component limit state probabilities. Such an additional
restriction can be accommodated in the code optimization procedure by

minimizing a subject to the limit state probability constraints.
In the context of the example of the ESW line, 8 resistance f actors and

13 load factors must be derived for target limit state probabilities of
10-8/yr (ultimate) and 10-5/yr (excessive acceleration). The weighting

f actors k are taken to be 2 and 1, respectively, for ultimate and
g

functional limit states.

The objective function n is evaluated for 20 sampled component designs.
The frequencies of occurrence f(w) of each of these designs are assumed to be

equal (= 1/20).
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3.2.2 Alternate Formats

The above procedure of deriving optimal load and resistance f actors

requires the specification of a design format. As noted earlier, the design
format consists of the specification of nominal loads, design load

| combinations, method of analysis, method of combining dynamic responses, and
procedures for calculating the component resistances.

Selection of a design format--more specifically, the design load
combinations--is an area of continued debate within code connittees and

i between the regulatory agency and the industry. The primary advantage of the
load combination methodology described herein is that the load and resistance
factor values are adjusted for any selected set of load combinations to

i achieve the component target limit state probabilities. The methodology does

not require any new load combinations or any documented justification for the
load combinations. However, a judicious choice of load combinations to cover
different design situations would help to approach the target component
reliabilities more closely. In other words, the higher degrees of freedom--
i.e., the number of load and resistance f actors--would generally lead to lower
minimum values cf n. For any given design format, the load and resistance

|

f actor values are derived by minimizing D. It is generally possible to obtain
'

a lower value of Q by selecting a different, "better" design format. The

optimal load and resistance f actor values are obtained within a design format
by the optimization process. Of the several design formats, the "best" format
can be judged by comparison of their respective (minimum) 0 values. Practical
issues are also important, however. The load combinations should be selected
such that the number of resulting design rules is kept to a practical minimum
to facilitate routine design. The following are some alternate design formats
that need to be studied.

ASME Design Format. The ASME Boiler and Pressure Vessel Code, Section III,

Division 1, Nuclear Power Plant Components ( ASME Code) governs the design of

vessels, pumps, valves, piping, steel containment, and component supports.
The ASME Code defines six conditions for load combinations: design, service
levels A, B, C, and D, and testing. The philosophy in the ASME Code is to
place limits on stress for these conditions for which various unf actored load

eff ects are combined. The four service levels allow combinations of loads of
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increasing severity and decreasing frequency of occurrence to be placed in
separate categories with different stress limits. Load combinations are not
included in the code, and they may vary from component to componen;. and from

plant to plant. However, the service levels and the stress limits are chosen
arbitrarily; the resulting reliabilities may vary from component to component
and from plant to plant.

The ASME format can be preserved by keeping all the load f actors equal to
unity and evaluating the allowable stresses (4R) for target limit state
probabilities. The load combinations, for the example of ESW piping, would

then be as follows:

11 h t cp d + cyW (3.48)5 P4 ,

+12 h t cp d + c W + cE (OBE) (3.49)b P y ,

g

12 h 1 cp d + cyW + cg (HTR ) (3.50)S P$ N ,

9

S (3.51)12 h > c Ppd +cW+cTH(TRNG)4 ,y

S (3.52)+13 h tcPpd+cW+cE (0BE) & CH (HTR ) ,y Ng g

S 1cP +cW4 c (SSE) (3.53)414 h
, ,pd p

R$21 2 1c EoA

R22 2 > "E$ *

33

R ( 6)+23 2 1cE H (" N
,

oA A

R$24 2 1C '
H N

A

where R is the nominal acceleration that the component can withstand.
2

This alternative may be a very practical one, involving the fewest
changes from current practice; however, the flexibility in matching the target
limit state probabilities is rather limited because of the relatively small

number of degrees of freedom in this format. The price paid for this
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practicality will be measured in part by the larger value of G that can be
anticipated.

.

Different Response Combination Procedures. Current practice has been to

combine dynamic responses from different transient loads using the SRSS
procedure.6,7 This approach has been defended on the grounds that the SRSS

value would not be exceeded in about 75 to 85 percent of the transient
response combinations. It has alti been argued that the dynamic reserve ,

margins not explicitly accounted for in the current ASME Code would compensate
for excursions above the SRSS value.

Since consistency in the design criteria is achieved by making the limit
state probabilities of different components equal, a basis for judging between
the SRSS procedure or the ABS procedure is the minimum a value for each
procedure. If the two a values do not differ significantly, then it doesmin
not matter which procedure is used. Whichever procedure is used, the load and
resistance f actor values are adjusted accordingly.

Event Decoupling. In Project I of the Load Combination Program, mechanistic
arguments are being used to demonstrate that seismic events may not cause
large instantaneous pipe breaks leading to loss of coolant accident (LOCAs).
Also, the probability of rupture of a seismically designed pipe under seismic
loads is shown to be very small.

A alternative approach is to compare two design formats, one that
includes the combination of earthquake and LOCA loads, and the other with no

such combination. For these two design formats, the optimal load and
resistance f actors are evaluated for a target component limit state probability
of P . Note that the probability analysis will in both cases properly

T

include the probabilities that LOCA and earthquake occur simultaneously. The

design format that has a lower value of the minimum objective function O
(Eq. J.47) is judged to be the "better" alternative. It may be concluded from
such a study that the difference between O values for the two formats ismin
not significant, i.e., not large enough to warrant the use in design of
etttheiake and LOCA load combination.

Use: t.f Multiple Load Levels. The industry practice has been to use two levels
of earthquake, OBE and SSE. By this, it is presumed that the salient features

61



of the entire spectrum of earthquake levels are included in the design.
However, questions such as "Should the OBE govern the design of nuclear
components?" and "What should be the mean recurrence interval of the OBE7" are J
raised. Answers to the first question can be sought by evaluating two design

,

formats--one with two nominal levels of earthquake and the other with just one
nominal level of earthquake. If the difference between bin values for
the two formats is not significant, the use of multiple load levels may not be
warranted. For a given number of seismic design levels, say two, one can try
different mean return period definitions of the OBE and the SSE and compare

bin values to determine the best choices.

3.3 CALIBRATION

The load combination methodology described herein requires as input the
target limit state probability P . This could be derived by performing a

T

system reliability analysis. It is possible to assign the reliabilities of

different components in the safety systems to achieve a specified acceptable
plant risk. This aspect will be studied in depth in Phase II of the LCM

Project.

However, it is of immediate interest to know the reliabilities implied by

current design criteria. For this purpose, different types of components
shculd be designed for the ASME Code requirements and the limit state
probabilities should be evaluated. If these limit state probabilities of

components that are at different locations but that perform essentially
identical functions show much variation, it would mean that the current design
criteria are not consistent. By studying these component limit state
probabilities, target values of P can be established for each component. It

T
may be necessary to classify components into groups for practical reasons. A
set of load combinations for the design of each group (e.g., Class I, II, and
III p1 ping) may be obtained using the procedure described in Sec. 3.2. This

technique of assessing the implied reliabilities in components designed
according to current codes and adjusting the parameters in a probabilistic
design methodology to achieve comparable reliabilities is called " code
calibration." It has been used in developing the modern probabilistic
codes for building design.4 However, the procedure should be used

judiciously for developing design criteria for nuclear components, since

t 62
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! experience with nuclear design codes is limited. Yet, the calibration studies
f
I are a useful starting point in' developing load combination values and in

achieving any desired unif ormity of component reliabilities.
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4. SYSTEMS ANALYSIS METHODOLOGY

|

The choice of a probabilistic approach to load combinations requires that
a target limit state probability be established for each component and
structural elenent before the design can proceed. The purpose of the systens
analysis is to provide a methodology whereby the required target probabilities

can be detennined.
The assignment of target limit state probabilities would be greatly

simplified if

e The operations of nuclear power plant safety systems were not
interactive following an event that could lead to radioactive release.
Redundancy of cmponents were not provided for within safety systems.e

Canponents and structures could be assmed to fail independently in ae

combined loading environment.

Since none of these conditions is operative, the methodology must consider the
dependent nature of failure between components, as well as the syste-level
interactions and cm ponent-level redundancies. The approach that is proposed

creates ' requirenent for see degree of safety analysis during the
preliminary design sti.ge.

The requirenent to establish target limit state probabilities at the
preliminary design stage requires an approach that is the reverse of the
generally accepted approach to' systems safety analyses. Given that the final

| design has been established, the canponent limit state probabilities can be

| evaluated first, then the subsystem and finally the system, in order to
quantify the probability of f ailure for the coupleted plant design. This can

be called the bottan-up approac h. In contrast, the need for target limit

state probabilities prior to final design requires that a f ailure probability
for the plant first be established and then be apportioned to the systems, the
subsystens, and finally the canponents. This allocation at the cunponent
level, which can be called the top-down approach, must be such that the
required plant limit state probability is not exceeded.
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The problem with the top-down approach is that there are an infinite

ntsnber of combinations of cmp.onent probabilities that will satisfy the
| required plant limit state probability. Consequently, a rational methodology
| must be developed which produces component target limit state probabilities
! that meet additional criteria, such as risk, minimun cost, etc. The inclusion
i of these additional criteria is necessary in order to constrain the allocation

probim smewhat to a specified region for solution.
Three approaches to allocation were considered, and each is examined in

subsequent sections. Before proceeding, however, it is worthwhile to note
see of the special problems or considerations involved in developing the
methodology. First, it must be acknowledged that, in systems failing because
of seismic or other regional environments, there will be a great deal of
correlation in the load intensities between neighboring components. This
leads to a proble of statistical correlation in the limit state probabilities
between cmponents. Correlation in load intensities may, for example,
increase the probability of systa limit states and thus, if ignored, will
produce misleading conclusions about the true capability of the system. (The
comparison is made with the assunption of noncorrelated load intensities in
the same loading environment.) Furthemore, the correlation in load

intensities between cmponents will not be unifom throughout the plant and '

will be difficult to predict unless a cmprehensive analysis, such as that to
be perfomed by the SEISIM progran for the Seismic Safety Margins Research
Program (SSMRP), is conducted. (SEISIM allows the cmputation of system limit
state probabilities in a seismic environment, taking into consideration the
correlated intensities of local loads.)

Another difficulty is that increased reliability is not achieved with
equal ease for all cmponents. Sme are expensive to improve from a
reliability standpoint, and this must be considered in the allocation
process. Other considerations include the sensitivity of system limit state
probabilities to the failure of individt;,' components. Given that the failure
of a system is dminated by the failure of a few components, it makes sense to
limit changes in the initial allocation to enly these dominant cmponents.

.
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4.1 AN IDEAL APPROACH TO ALLOCATION'

In pursuing an allocation methodology, we first evaluated a so-called

j ideal approach, which would handle all of the considerations listed above.
i

| This ideal approach is outlined in the flow diagram of Fig. 4.1; it consists !
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FIG. 4.1. Flowchart- for ideal allocation methodology.
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of nine steps. The procedure starts with a knowledge of the preliminary
facility design which meets presently required design basis accident (08A)
requirements. Based on this preliminary design, it would be possible to
develop statistical descriptions of local responses throughout the facility
and to define component capacities (fragilities). Event and fault trees are
then drawn up (step 2) and used to perform a system failure analysis (step 5),
using a bottom-up procedure which starts with the computation of the component
limit state probabilities. The system failure analysis would also compute
probabilities of radioactive release in each of several release categories.

At this point in the allocation procedure, there is a requirement for a
definition of acceptable risk. Assuming that acceptable risk can be defined
by limiting probabilities on each of the release categories, it is possible to
determine from this initial analysis whether the range of initiated events is
adequately covered, from a risk standpoint, by the proposed design. If the

risk criteria are met, then calculated component limit state probabilities
become the assigned target values for final design (step 6).

If the risk criteria are not met, the procedure requires identification
of those safety systems and components which contribute most to the exceedance
of release category probabilities. The focus of the allocation procedure is
now on those components which require reliability 1.aprovement. The approach

to allocation of target probabilities to this final group of components is
accomplished by means of a sensitivity analysis of the system limit state
probability to changes in component capacities. The results of this
sensitivity analysis are incorporated into procedures (steps 7 and 8) which
use the acceptable release category probiilities as constraints and which
optimize component allocations, considering minimization of cost, risk of high-
consequence releases, or some other attribute. The result of this
optimization is an allocation of target probabilities (step 9) for those
components that had been identified as requiring reliability improvement.
These target probabilities are now used in the final detailed design, using
the structural reliability methodology described in the previous chapters.
The results of this approach is a design that is based initially on current
practice that has been improved in those areas necessary to meet risk
objectives for the power plant.

The problem with this approach is that a great deal of design work must
take place before load combinations and detailed design can even become a
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consideration. In fact, there are basically two design cycles with an
intervening optimization. This may be more drawn out, complicated, and

expensive than would be acceptable within the industry. Thus, a reasonable
improvement or simplification would be to modify the methodology such that
only one structural design phase is necessary. To do this, however, means
that target probabilities would have to be assigned before any knowledge
exists on the probabilistic interaction of the failure of the components in
the system (i.e., before any knowledge has been developed about statistical
correlations between loads and, perhaps, between capacities).

4.2 A SIMPLE ALLOCATION METHODOLOGY

In contrast to the ideal allocation procedure that has been suggested in
the preceding paragraphs, a simple allocation procedure will now be described
(Fig. 4.2).

1
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FIG. 4.2. Flowchart for simplified allocation methodology.
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The first three steps in this simplified procedure 3re identical to those
outlined for the idealized procedure. A fundamental differer.re in approach
has been established, however, wherein the simple procedure does i.qt require
the specification of expected component loads and capacities from a
preliminary design analysis.

Instead, based upon the allocated limit state probabilities for systeme
contributing to the release category probabilities, a limit state probability
is allocated to each safety system component. This simple allocation

procedure could be completed rather rapidly in one of the two following ways:

Assign equal probabilities to each basic event as called out by thee

fault trees for each safety system. Assuming independence between
basic events, a simple iteration is all that is required in order to
arrive at the desired solution.
A variation of the above would be to assign equal probabilities toe

each gate of the f ault tree and then assign equal probabilities to
each basic event contributing to each gate, such that the top event
allocated value is satisfied. This procedure is likely tn result in a
more realistic allocation than the first one.

Neither of the above simple approaches considers (a) the cost of
obtaining the desired reliability for each component, (b) the relative
component contributions to system f ailure, (c) the effects of statistical
correlations between component loads in a combined loading environment, or (d)
the effects of statistical correlations between component capacities. While
the effect of (d) can perhaps be expected to be relatively insignificant, the
effects on the respective allocations associated with (a), (b), and (c) are
likely to be quite significant.

i 4.3 A PRAGMATIC APPR0ACH TO ALLOCATION
'

l

Due to the impracticalities of the idealized approach and because the
! simplified procedure is likely to result in an unrealistic allocation, a third

approach is suggested. This pragmatic approach is outlined in the flow
diagram of Fig. 4.3. Essentially, this approach is similar to that outlined
in Fig. 4.1, except that step 4 does not require the definition of component

|
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FIG. 4.3. Flowchart for pragmatic allocation methodology.

loads and capacities. This approach has the appealing advantage of not

requiring a two-step design procedure. Furthermore, as will become clear, it

will in some degree handle the inherent weaknesses of the simplified approach.i

i

!

!
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Instead of defining component loads and capacities, step 4 now requires
the specification of what is called a safety index S for components identified

j by the safety-system fault trees. The component safety index S will now be
| defined in terms of its relationship with the component's failure probability.

If the capacity of a component is designated by R and the peak measured
component response (in a combined loading environment) is designated by Y, then
failure occurs when Y > R. If the probability distributions of both Y and R

4

are normal and statistically independent, then failure occurs when Y - R
=Z>0. Y - R is normally distributed with mean pZ " MY-UR and variance

of = c2+o. The probability of failure is then

(" 3 (Z - u )2-1 7
Pf = P(Z > 0) = f exp - I ! dZ,-

I /"Z 0

= 1 - 0( Z "Z) * I - '(-0) I4*I)I '

where 0() is the standard normal cumulative probability distribution.
By specifying S in step 4, based on current design practice with similar

component designs, the limit state probability of each component in the fault
tree can be calculated. The limit state probability computed by the above
equation is referred to as a " notional" probability. It should be interpreted
in a sense relative to the probabilities computed for other components.
However, by calculating the system limit state probabilities using the
notional component probabilities, provision has been made for the relative
component contributions to system failure. Furthermore, by using this
approach, provision can be made for the relative difficulty (cost or whatever)
in achieving a subsequent reduction in component probabilities in order to
satisfy the allocated system-level value.

If the system-level probability allocation is satisfied by the notional
component probabilities (i.e., without resort to step 8 of Fig. 4.3), then
these notional values become the target values for fina' design. If step 8

must be undertaken, then the 8 values of the components which dominate the
system limit state probabilities must be increased. By increasing the 8
values of the dominant componcnts, according to some rationale, their limit
state probabilities will be reduced. The final set of B values which result
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in satisfaction of the system-level allocated probability value will be
translated into target probabilities for design.

4.4 EXTENDING THE PRAGMATIC APPROACH
;

The above procedure is a significant improvement on the simplified i

)
approach of Fig. 4.2; however, an extension of the approach is required to i

! handle the correlations between component responses in a combined loading
j environnent. The effect of correlated component responses (and to a lesser

extent correlated component capacities) will be, in general, to increase the
'

limit state probability of safety systems. The allocation procedure must,

therefore, include these effects if realistic assignments are to be made. (It
must be made clear, however, that the effects of correlation are not fully
understood. Part of the requirement of the systems analysis will be to
measure its impact on the assignment of target probabilities.)

It is suggested that the approach embodied in Fig. 4.3 can be improved by;

] drawing on the experience gained in the SSMRP and other programs. The SSMRP,

for example, will provide information on the effect of correlated local
,

: responses on structural and component f ailures. This work on the SSMRP is

associated entirely with the responses of nuclear plant structures and systems
to a seismic environment. Different combined loading environments may produce

quite different relationships in the behavior of components, structures, and
systems. At the very least, however, the SSMRP will provide insights into how

: different levels of correlation will affect system failure probabilities.
I

Depending on the nature of the combined loading environment, it may be
,

practical to use what are called regional correlations. For example, the
effect of a LOCA will be to increase the loading on certain safety-related
equipment within the reactor containment. The responses of this equipment,

! subjected to the additional LOCA loadings, will be interrelated; thus, a large
I degree of regional correlation will be evident in this area. A further

possibility would be to use ranges of correlation, in a sensitivity sense, in
order to measure its effects on system f ailure probabilities.

The introduction of these approaches to correctly handling the effects of
correlation in a combined loading environment will provide target
probabilities for the structural reliability analysis in which confidence can
be placed. Further details of the approach to computing target probabilities,

72
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including the effects of correlation, are included in the appendixes. The

approach draws on the experience gained with the SEISIM program for the SSMRP
and makes use of an analysis based on the multivariate normal (or lognormal),

l distribution.
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APPENDIX A: COMPUTATION OF TARGET PROBABILITIES

INCLUDING THE EFFECTS OF CORRELATION

The overview of the major steps of the methodology, presented in
Chapter 4, introduced the need for some form of acceptable risk criteria on

which to base the allocation methodology. The allocation methodology
described here assumes a plant and site risk profile related to the curies of
131 1 released.

The ultimate goal of the procedure is to establish component limit state
probability allocations as a basis for subsequent detailed design. These

component-level allocated values must result in a plant design which meets or
exceeds an acceptable plant risk level over the complete sample space of
initiated events.
s

Section A.l.1 outlines the allocation methodology at the system level,
introducing the use of event trees. Section A.l.2 further develops the

methodology, with the use of fault trees to aid in the allocation at the

i component level.

A.l.1 SYSTEM-LEVEL ALLOCATION METHODOLOGY

A.l.l.1 Power Plant Risk Profile

The system-level allocation procedure, developed in subsequent sections,
makes use of a risk profile for the power plant that can be defined in the

form of a cumulative distribution function F(C). One such function is shown
llin Fig. A.1, where the risk measure is considered to be curies of l

released outside the plant boundary. The discretized risk profile of Fig. A.2
is obtained from Fig. A.1 in the following way. With reference to the values
of C at points a and b in Fig. A.1, let

P(C > b) = F(b)

and

P(C > a.) = F(a)

A-1
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| Then

P(a $ C < b) = F(a) - F(b) (A.1)
4

The risk profile can therefore be discretized into any number of divisions,
depending on the choices of abscissa values a and b.

A.l.l.2 The Use of Event Trees

,

The system-level allocation will make use of the discretized risk

profile, but first, sone further concepts must be introduced. The discussion

that follows centers on an allocation scheme which considers the interactions
among safety systems in response to a potentially dangerous initiated event.

In order to introduce the methodology as simply as possible, only two
(hypothetical) initiated events are considered from the complete sample space
of all potential inttfated events. These two initiated cvents a.e shown
intersecting in Fig. A.3, which allows for the f act that initinted events X

and Y could occur simultaneously as a result of a common initiator such as an
earthquake. Event X could, for example, ce a large loss of coolant accident
(LOCA) and event f a smaller LOCA. The event X Y is the simultaneous.

occurrence of X and Y, which may not be equivalent to event X occurring alone
in terms of the behavior of the reactor core.

In order to mitigate the effects of events such as loss of primary
coolant, safety systems are installed in nuclear power plants. For this
discussion, up to seven such systems are required to operate in order to
ensure safe reactor shutdown after an event occurs. (See Figs. A.4 and A.S.)
Safety systems which do not operate after an event occurs will result in an
accident with the potential for release of fission products to the

environment. Depending upon which combtnations of safety systen f ailures and
successes occur, different accident paths are possible. Figures A.4 and A.S
outline in event tree (decision tree) format the accident sequence paths
possible as a result of the two assumed initiated events (IE) 1 and 2, for "X"

and "Y." A total of 26 accident paths are possible: 12 as a result of "X"

and 14 as a result of "Y." Discussed below are 11 for "X" and 13 for "Y."

Each accident path probability can be described in terms of safety system
involvement as required to mitigate the effects of the initiated event. For

.

! A.4
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FIG. A.3. Initiated events X and Y as subsets of all possible events U.
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FIG. A.4. Hypothetical initiated event 1 ("X").
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example, the probability of accident sequence 8 of event "X" can be written as

HAACADAE) (A.2),

where the marginal probabilities of Eq. A.2 are

P(X), the probability of initiated event "X,"

P(C), the success probability of safety system C,
P(D), the failure probability of safety system D.
P(E), the failure probability of safety system E.

J

For this discussion, safety system success probabilities are excluded
from consideration. This is done in order to simplify the presentation, but

'

has no impact on the generality of the approach. With this in mind, the
probability of accident sequence 8 of event "X" is written as

P(XADAE) (A3).

Event trees are drawn such that dependent events are handled properly.
The trees constder the relationship between the functions to be performed,
given an initiated event (an example of a function is postaccident
radioactivity removal from the containment), and the respective physical
systems provided to perform them. Inherent in Eq. A.3 is a further4

relationship implied by the event trees: the sharing of components between
systems.

The general equation for computation of the unconditional probability of
an accident sequence can be defined in the following way

P(S) = P(S AI AI *)g 3 j

= P(S /I 41 *).P(I /I)*) P(I)*) ( A.4)g g 3 g ,

where

1

S /I AI)* = accident sequence 1, given initiated event i and initiatingg g
event j,

A-7

_ _ _ _ _ ._ _ . . - - _, _. _ _
__ _ _ _ _ _



- - - _- . . . . . .

4

1 = the initiated event upon which sequence S 15 conditioned
4

g

(e.g., a LOCA initiated by an earthquake),
P(I *) = probability of initiating event j (e.g., an earthquake).j

Depending upon how the trees are drawn, the effects of logical
intersections at the system level can be minimized. (Because of the nature of

,

the potential loading environments, the responses at which components fail
.

will be correlated across system boundaries. Also, correlations in strengths
to failure will exist across system boundaries. These effects can be properlyi

accounted for at the level of the component f ailure computations.) For the

! purposes of allocation at the system level, the effect of the logical
intersections between systems on the event trees will be neglected. With this

! further refinement, the probability of accident sequence 8 of event "X" is

written asj

i
,

P(X).P(D).P(E) (A.5).

i

In relation to Eq. A.4, "X" in Eq. A-5 is comparable with P(I AI *)g j

and P(D) P(E) is comparable with P(5 /I, Al *). Thus Eq. A.5 can be
3 j

rewritten as<

!

P(X').P(D) P(E) (A.6),

|

where

: P(X') = P(I /I *) P(I *) .g j j

A.l.1.3 Containment Failure Modes

I

The potential for containment failure must be factored into the
analysis. The containment of a nuclear power plant is of such construction

(e.g., prestressed concrete) that it will likely withstand most conceivable
initiating events. However, given an accident sequence that results in a

large release of energy to the containment, containment failure could occur.
The approach taken in this allocation procedure is to consider containment

I f ailure given specified accident sequences:

:

A-8
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e A reactor vessel steam explosion is possible if molten fuel becomes

| well mixed with water in the reactor vessel. The results of such an
explosion will be minimal if the vessel does not rupture. If the

vessel ruptures and causes the containment to rupture also, large
quantities of fission products will trmiediately be released to the
atmosphere.

Containment leakage can prevent the burning of hydrogen by limitinge

its accumulation and can prevent containment rupture by
overpressurization should postaccident heat removal (PAHR) fall.
The containment can rupture under the pressure generated by hydrogene

burning. The possibility of a hydrogen explosion in the containment
is considered to be very low, because the steam generated alorg with
the hydrogen will keep the hydrogen concentration below the critical
level.
loss of PAHR can cause containment rupture because of overpressur-e

ization. For large LOCAs, rupture is considered to be a certainty,

in the event that the above containment failure modes, denoted Dy c., 8,

y, and 6, respectively, have not occurred, core melt through the containment
will eventually occur (c).

Each accident sequence must be paired with each possible containment
failure mode, with the resulting conjunction termed a terminal event. The

associated terminal event probability is calculated as

P(TE) = P(CFM /S ) = P(CFM /S ) P(5 ) (A.7)k 3 k 1 3
,

where

P(CFM /S ) = pr bability of the kth containment failure mode condit;onalk i

on the ith accident sequence 5, and k = a, B, y, 6, and c,
P(S,) = unconditional probability as defined in Eq. A.4.

A-9
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;

A.1.1.4 _ System level Allocation Using Hypothetical Example
;

The remainder of the allocation procedure at the system level is most
easily shown through the corit1nuation of the hypothetical example introduced
in SA.l.l.2.

For the 24 accident sequences of Figs. A.4 and A.S. Table A.1 Indicates
(with an'"X") each sequence's possible containment failure modes. For

example, all five containment f ailure modes are considered possible for
sequences 5, 20, 23, and 24. Table A.2, in turn, assigns each tern 1nal event i

to one of seven release categories C,. Accident sequence 2, XF, coupled
with containment failure mode a results in the terminal event designated XFa.*

(The reason for seven release categories will become apparent later.) As a
result of up to five possible containment failure modes for each accident
sequence, a total of 69 terminal events result. The 69 terminal events are
allocated to the seven release categories as outlined in Table A.3. The

"24' 0 ' 0 ' * * ' 024; Y , Y17, , Yp4;j parameters a , a ' 3 5 S
* * * *i 2

are the containment f ailure modes74; and c , c ' * * * ' C246,6,...,6 i 37 3
associated with the 24 sequences. Each release category probability is likely
to be dominated by a relatively few terminal events. if the assumption is

made that terminal event probabilities decrease rapidly with increasing
numbers of systems involved, then the dominant terminal events can be isolated
without resort to quantification. (This assumption can be tested by

subsequent evert tree computations.) For this hypothetical problem, the
terminal events marked with asterisks In Table A.3 are considered to dominate
the release category probabilities.

Using Eq. A.7, the terminal event XFa of category C1 can be written

P(X')*P(F) P(ap) ,

where P(X') is defined as in Eq. A.6.
I

The probability of releasing C1 curies of I can be approximated by

summing the dominant terminal event probabilities in category 1, i.e.,

*This terminal event is written as XFa2 in Table A.3. The subscript is

used to indicate that containment failure probabilities are dependent upon the
accident sequence involved.

A-10
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Table A.1. Containment failure modes. Table A.2. Release category assignments
Cm ( m = 1, . . . , 7 ) .

|
.

Accident Accident [
sequence Containment failure mode sequence Release category assignment
number a S y 6 e number a S y 6 e

1

1 X X 1 3
-

- - - 7
4 2 X X 2 1 - - 3

'
-

3 X X X X 3 3 5 - 7 7
t 4 X X 4 1 - - 3 -

5 X X X X X 5 1 2 2 2 6
6 X X 6 3 - - - 7 i

| 7 X X X 7 3 - - 7 7
y 8 X X 8 3 - - - 6 |
C 9 X X 9 3 - - - 7 ;

. 10 X X X 10 3 - - 7 7 ;'

11 X X 11 3 6- - -
;

12 X 12 - - - - 6 |
13 X X 13 3

'
- - - 7 ;

14 X X 14 1 - - 3 -
i

~

15 X X X 15 3 7 7 !
- -

16 X X 16 1
'

- - 3 - ;

17 X X X X 17 1 - 2 2 6
'

18 X X 18 1 - - - 7 !
19 X X X 19 1 - - 7 7 i

| 20 X X X X X 20 1 2 2 2 6
21 X X 21 1 - - - 7

'

22 X X X X 22 1 4 - 7 7 ;

23 X X X X X 23 1 2 2 6 6 i
24 X X X X X 24 1 2 2 2 6;

i |
.

i

. _ _ _ .. _.. -
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i

Table A-3. Allocation of terminal events to release categories.

131ine amount of 1 released decreases from left to right.

C; C C C C C C
2 3 4 S 6 7

XFap* XGE6 XGay* YBCFB * XGF6 XGEc5 XGc1
* *

5 5 22

XEa4 XGEy5 SF6 * XDEc8 XGF6 **
2 3

XGEag XGE6 * XGFa3 XCEcgi XGFe35

YBFo14 YBGEy17 XE6 * YBc12* XDc6
*

4

17 XDa6 YBGEc17
XDF6

YBEal6 YBGE6 *
7

20 XDFay YBDEc20 XDFc7YBGEai7 YBDE8

YBDayg YBDEy20 XDEa YBCE6 XCc *
8 23 g

YBDFa YBDE6 XCa * YBCEc23
XCF6 *

19 20 g 10

20 23 24 XCFcl0YBDEa YBCES XCFa10
YAC *

YBCa21 YBCEy23 XCEay; YBGcy3

YBCFa YAB * YBGa YBGF6
22 24 l3 15

YBCEa YAYp4 YBF6;4 YBGFc15
*

23

YAap4 Yt6 * YBFGa YBDc18
*

24 15
YBE6 YBDF6

16 19

YBDFcig

YBCc21
YBCF622
YBCFc 22

* Terminal events marked with asterisks are considered to dominate the
release category probabilities.

!

.
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P(C ) = P(X')P(F)P(n2) + P(X')P(E)P(u4) + P(Y')P(A)P(op4) (A.8)g .

|
,

There are seven safet/ systems that must be allocated a limit state
probability. The approach taken here is to generate seven simultaneous

' equations for solution, where the only unknowns are the safety-system
allocated probabilities. The expected value of release from all category 1 '

events can be calculated from the risk profile of Fig. A.l. Assuming
8category 1 events have the potential for releasing between 10 and 10

curies, then

E(C)=P(10 1 < 10 ) x C g , (A.9)
0<C

3

7 8 I31
where C g 1s the average of 10 to 10 curies of 1.

Each sequence of Eq. A.8 assigned to category 1 has the potential for
7 8 Ireleasing between 10 and 10 curies of 1.* The right-hand side of

Eq. A.8 can therefore be written in terms of expected value of release

P(X')P(F)P(a ) x C + p(X')P(E)P(a ) x C,42 4

; + P(Y')P(A)P(a 4) x C (A.10)p ,

'

where the C , are the fractions of core Inventory released for each accident
sequence and for category 1 releases will take on a value between 10 and

8 131
10 curies of 1. Setting Eq. A.10 less than or equal to Eq. A.9
results in the following constraints:

*The Reactor Safety Study, WASH-1400 (Ref. 1). calculated the cumulative
fractions of core inventory released to the atmosphere as a function of time
for approximately 38 sequences for the Surrey PWR. This sanple of 38
sequences, mostly from the large LOCA tree, was used as the basis for
categorizing the remaining sequences from the other trees. An approach such
as this could be used here, or the results obtainable from the WASH-1400 study
could be used as typical for all light water reactors. This latter approach
is probably justifiable, since the aim is not to compute actual risk but to
allocate limit state probabilities to components which will result in a plant
design capable of meeting some form of risk criterion.

A-13,
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P(107<Cg<10)xCg1P(X')P(F)P(a)xC0
p ap

+ P(X')P(E)P(u4) x C + P(Y')P(A)P(a 4) x C (A*II)2 a,4

and

Cg t Ca /n (A.12).

n
n

Equation A.12 should approach Cg as n increases, i.e., as the number of

dominant sequences in category 1 increases.
Since it is likely to be impractical to calculate the values of C , a9

further refinement can be made to Eq. A.11 wh!.h results in the following

constraint: |

|

P(10I<C1<10)1P(X')P(F)P(ap)+P(X')P(E)P(a)8
4

(A.13)+ P(Y')P(A)P(a24) .

The assumption in simplifying Eqs. A.ll to Eqs. A.13 is that Cg i Can
for n = 2, 4, and 24. In general, this assumption is probably not completely
valid, but the results of the allocation are unlikely to be influenced to any
great degree if Eq. A.13 is used in place of Eq. A.11.

Referencing Eq. A.13, six further constraints, associated with the
remaining six release categories, can be constructed. This results in the
following set of constraints

0P(10 $Cg<10)1P(X')P(F)P(a)+P(X')P(E)P(a)p 4;

(A.14a)+ P(Y')P(A)P(ap4) ,

P(10 1Cp<10)1P(X')P(G)P(E)P(6)+P(Y')P(A)P(674)6 7
,

5

+ P(Y')P(A)P(y 4) + P(Y')P(A)P(674) (A.14b)| p ,

A-14
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,

P(10 $C3 < 10 )P(X')P(G)P(ai) + P(X')P(E)P(6 )
5 6

4

+ P(X')P(C)P(a ) (A.14c),
g

P(10 $C4 < 10 )P(Y')P(B)P(C)P(F)P(S ) ( A.14d)
4 5

S
,

P(10 $C5 < 101 P(X')P(G)P(F)P(822)
3

'

(A.14e),

P(10 iC6 < 10 ) 1 P(Y')P(B)P(cip) + P(Y')P( A)P(c24) (A.14f)
2 3

,

P(10 1C7<10)>P(X')P(G)P(ci)+P(X')P(G)P(E)P(6)
I 2

3

IA*14 )+ P(X')P(D)P(c6) + P(X')P(C)P(c ) + P(X')P(C)P(F)P(610) 9*

g
i

These constraints can be written as follows:

X X (A.15a)XA 1agi+a l22+al3 31 g ,

XX X (A.15b)A 1agg24+a22 32 ,

A 1 a ;X4+a X (A.15c)32 p + a33*53 3
,

i

(A.15d)1 a ;X XyS6Aj 4 4
,

XX (A.15e)A 1351 I 45
,

X X ( A.15f)A 1a61 6 + a62 36
,

X XX (A.159)A 1a X 72 2*4 + a# X714+a 73 7 + a74S+a75 1 5
<

7
,

where the unknowns for solution are the X3 (1 = 1, 2, . . . , 7) and the
A,and a are c astants (m = 1, 2, . . . , 7 and n = 1, 2, . . . , 7).

mn
Two approaches are possible for solution of the system-level allocation

X. One approach would involve dropping the constraints of Eqs. A.15 and
3

A-15
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I solving the resulting. set of simultaneous nonlinear equations in the X .
3

The solution of sets of simultaneous nonlinear equations of the above type can
,

: be accomplished either by successive approximations or by the method of

| iteration. A well-known. method of successive approximations is that of
Newton-Raphson, which has a fairly simple computational form suitable for

t

computer programming. The method of iteration may be applied in cases where-
it is possible to solve explicitly for each of the variables (e.g., the4

unknowns ~of Eqs. A.15 in terms of functions of the variables). This is in

f act.possible with the set of Eqs. A.15, but the method of iteration may

| converge very slowly or not at all. It is necessary, therefore, to have a
'

criterion for convergence.

| The second approach involves solving Eqs. A.15 as a nonlinear optimization
,

! problem. With this approach, a suitable objective function is required. One
such objective function, for example, is to minimize the cost of the exper.ted

j consequences assoc'iated with each release category of the risk profile of
'

Fig. A.2. A solution to the nonlinear ootimization problem of Eqs. A.15, with
a suitable objective function, can be obtained without all seven constraints.

' This is an advantage over the first approach, where all seven equations are
required for a solution. Also, with the second approach a better result is<

likely, since the problem is constrained to a definite region for solution.
.

| Given that a solution to a set of equations such as Eqs. A.15 is fairly easy
to obtain, the safety-system limit state probabilities can be allocated. What

; remains now is to allocate limit state probaeilities to the components of each -

; safety system, such that the system limit state probability does not exceed
the allocated value. The approach to component allocation is described in the

i

next section.
i

f A.l.2 COMPONENT-LEVEL ALLOCATION METHODOLOGY
:

| A.1.2.1 Fault Trees as a Tool for Component Allocation
!

j The allocation of limit state probabilities to components requires the

construction of fault trees which define the possible failure modes of each

; safety system identified by the event trees. The system failure modes are
i defined in terms of cut-sets which consist of Intersections of the basic

events'of the fault trees. The basic events of the fault trees include such
,
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j events as component f ailure to which limit state probabilities must be
allocated.

| To illustrate the use of fault trees for the component-level allocation
procedure, Fig. A.6 is assumed to represent the fault tree for system A, which

i was called out in the event tree (Fig. A.5). Load-related failures are
denoted X and failures due to other causes are denoted X . These

failure causes will subsequently be referred to as fragility related and
random related, respectively. The Boolean expression describing the set of
system failure modes is

A = XfAX'UXfaXh VXfeX UXfaX UXfAX
E

'

UXfaX3 . (A.16)2 VX AX UX AX

'

The corresponding probability expression for system A is obtained from the
expansion of Eq. A.16 in the mcnner outlined by the following

n n 1-1 n 1-1 j-1

P(A) = P(A ) - [ { P(A ^A ) + P(A aA aA )g $ 3 j j k
i=1 i=2 j =1 i=3 j=2 k=1

n

. . + (-1)"'I [l P(AA ) (A.17).
,

3i=1

F Fwhere n = 8 and A3 = X AX , etc. Therefore,

P(A)=P(XfaX+P(XfaX +P(XfaX +P(Xfax)+P(XfaXh3

+P(XfaX +P(XfeX +P(XfAX -P(XfaXfaX

-P(XfrXAX -P(XAXAX -P(XfaX
f F F F

-P(XfaXfaXhX3 2 7 3

-P(XfaX^Xh-P(XfrXheX-P(XfaXhaX IA*IO)
F

3
*
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FIG. A.6. Illustrative fault tree for safety system A.
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The occurrence of a fragility-related failure for a specific component

| precludes the possibility that it subsequently could fail randomly, and vice
! versa; i.e., fragility-related failures and random failures are mutually
j exclusive for the same basic event, and this is reflected in the derivation of
| Eq. A.18.

| Equation A.18 can be simplified by assuming that (a) fragility-related
failures occur tndependently of random-related failures and that (b) all
marginal random-related failure probabilities are small on a plant-year
basis. Therefore, P(A) can be written

P(A)=P(X P(Xh1-P(X _ +P(X P(X1 - P(X

+ P(X P(X+P(X P(X 1-P(X

+P(XhP(X1-P(X +P(X(Xh1-P(X
R

3

+P(XhP(X +P(X -P(XX
3

-P(XhP(X -P(XfX
F f

X Xg 3 (A*19)p 3 *

The above two assumptions then result in the following:

P(A)iP(X P(Xh+P(XhP(Xh+P(X P(X)+PX P(X
R F
3 3

+P(X P(X +P(XfaX
f

+P(X P(X + F(X e X2

-P(XhP(Xh^Xh-P(XfaXfaX (A.20).

Equation A.20 differs from Eq. A.16 only in its last two terms, which are
subtractive. The effect of the last two higher-order terms of Eq. A.20 is
dependent on the magnitude of the marginal probabilities of the basic events,

if the marginal probabilities of Xf, Xf, X , and X are quite small (of the
ceder < 0.1), then their effect on the value of P(A) will be small. In

fact, an upper bound on the system limit state probability can be obtained
through the use of Eq. A.16.

A-19
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The use of equations such as Eq. A.16 to obtain an upper bound on the
system limit state probability has one very appealing advantage--the expansion
to probability form is avoided. The general expansion of Eq. A.17 results in

2" terms in the probability expression. For large systems with many basic

events, this approach becomes prohibitive, even if independence between all
basic events is assumed and all logical redundancies have been removed from j

the fault tree structure. (If sug1 cal redundancies are not present and
independence between the basic events can be assumed, the system failure
probability can be calculated directly from the Boolean model through
numerical substitution. This can be done with relative ease on a computer.)

For the type of problem considered here, independence between fragility-

related events cannot be assumed. Component local responses (1n a specified

loading environment) are likely to be correlated, as are component strengths.
For the purposes of allocation at the component level, therefore, the use of
equations such as Eq. A.16 is recommended. This will result in slightly

conservative estimates for the allocated values (i.e., it will slightly
overestimate the required allocated values). The degree of conservatism in
the calculated upper bound for the system limit state probability can be
estimated through the calculation of what is called Hunter's bound.3

Hunter's bound maximizes the second term of the following:

P(u A ) $ P(A ) - P(A AA ) (A.21)
3 g 3 j ,

T

where T is some spanning tree of the nodes A in the set T of such trees andg

Thethe intersection A AA) are the branches joining two of the nodes.g

computation of Hunter's bound requires finding the tree T c T that maximizes
the second term of Eq. A.21, yielding the lowest upper bound of the form

P(uA ) $ P(A ) - P(A AA ) (A.22).

g g T g j
T
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A.l.2.2 Component-Level Allocation Procedural Steps

The discussion of the allocation at the component level will be related
to F19. A.7, which outlines the procedural steps in flow diagram form.
Various issues and assumptions related to the procedure will be probed as the
discussion proceeds. It is important to note that the allocation procedure
merely sets constraints on the component limit state probabilities for future
detailed design.

With reference to Fig. A.7, the identification of the fault tree basic
events in step 3 determines the amount of input data required to perform steps
4, 5, and 6. It is suggested that means and standard deviations of response
data be sought from that available, based on current designs. For example,

current component designs will specify the maximum expected loadings over the
lives of components. It will likely be possible to categorize components and
to obtain the required data for each category only, rather than for every
basic event iden'ified by the fault trees. Fragility data may be harder to
obtain, but a stait can be made with that available from the SSMRP. Some

discussion was provided in Sec. 4.4 in regard to obtaining correlation data
and will not be elaborated on here,

it would be possible to allocate a limit state probability to a component
for each of its possible failure modes as related to each different combined
loading case. ilowever, this is not a practical approach to allocation in
terms of the amount of quantification and would necessitate a two-stage design
procedure. A limiting-case approach is proposed here in order to reduce the
amount of computation required for the allocation. By definition, given that

the limiting cases are satisfied, all other cases will be satisfied. This
limiting-case approach will lead to a single limit state probability
allocation for each component for input into the detailed probabilistic design
process. If, subsequently, several potential failure modes are identified for
a given component, then each of their occurrence probabilities (as calculable
in the detailed design phase) must not exceed the limiting-case allocated
value.

Because of the nature of potential loading environments, local responses,
as measured at conponents, could be correlated. Also, because many components

are fabricated in the same way or come from the same manufacturer, their
strengths to failure could also be correla+ed. The allocation procedure, as

r
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previously pointed out in Sec. 4.4, must therefore take account of the
correlated nature of failure. Details of the approach to computation of limit
state probability at the component level, In a correlated environment, are
contained in Appendix B. The procedure essentially requires the use of normal

or lognormal distributions to characterize the uncertainties in component
responses and in component frag 111ttes. Given this assumption of normality,

the approach correctly handles the correlated nature of failure in a combined
loading environment.

The need for the computation of steps 4, 5, 6, and 7 is explained in>

detail in Appendix B. For the purposes of explaining the allocation approach,
it is sufficient to say that these steps are required in order to compute the
fault tree cut-set probabilities.

The covariance matrices of component response (local response to combined

loadings) and of component fragilities are calculated in steps 5 and 6. The

suggested approach is to calculate a response and fragility covariance matrix
for each safety system, as called out by the event trees. Strictly speaking,

separate covariance matrices should not be calculated for each set of safety
i system responses and fragilities, since the underlying assumption of this

approach is that in a common loading environment responses and fragilities
across systems are uncorrelated. This loss of sensitivity in terms of

' correlated failure at the system level is not complete, since the event trees
will include both functional and operational dependencies between systems. In

any event the assumption of zero correlation among responses and fragilities
across systems 1s likely to have little effect on the allocated marginal limit
state probabilities of components. Furthermore, the structuring of the

allocation procedure in the manner set forth here simplifies the computations
and provides a suitable approach towards mechanization of the computations.

The calculation of safety-system limit state probabilities is
|

accomplished in steps 8 and 9. In order to compute the limit state'

probability of each safety system, the relevant minimal cut-set expressions
must be defined. These cut-set expressions can be described collectively as

the set of system " failure modes." Equation A.16 defines the set of failure !

modes of system A, which will be referenced in order to explain subsequent |

steps of the allocation procedure. ;

The computational algorithm described in Appendix B will enable the i

computation of cut-set probabilities, with proper accounting of dependencies |

!
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|

between conponent responses and between component fragilities (accepting the |

assumptions of normality or lognormality describing the distributior;s of !

uncertainties). Step 8 indicates the calculation of cut-set m of safety
system n, given that initiated event i and initiating event j have occurred.
(This notation may appear somewhat cumbersome, but it is important to point
out that the set of possible failure modes for a system is dependent upon the
initiated event, which in turn is dependent upon the initiating event.)

An upper bound on each system limit state probability is obtained in
step 9. This is equivalent to the use of Eq. A.16 to obtain the upper bound
for system A.

Step 10 requires the computation of release category probabilities by
summing the dominant terminal events assigned to each release category.
(Refer to TA.1.1.4 for a discussion of release categories and dominant
v

terminal events.) If the calculated release category probabilities satisfy
the plant risk profile, then the component marginal limit state probabilities
are calculated in step 11. These calculated values are the " allocated" values
for detailed design. (It will be noted that up to and including step 11 no
actual allocation has taken place. The calculated values satisfy the risk
criterion.)

If the release category probabilities are not satisfied in step 10, then
the system-level allocation as outlined in Sec. A.1.1 must proceed. This is

indicated by step 12.
Marginal limit state probabilities are calculated in step 13 for

components of systems whose calculated upper-bound values satisfy the systea-
level allocated value. The computed component marginal failure probabilities

'

are the required allocations for detailed design.
Since the upper bound calculated in step 9 is a conservative estimate of

the safety-system limit state probability, step 14 is included. The

computation of Hunter's bound can be done for those systems where the upper
bound calculated in step 9 exceeds the system-level allocated value. The

'

computation of Hunter's bound, as indicated by Eq. A.22, requires the
inclusion of sone subtractive cross-product terms in the expanded Boolean form
for the safety-system limit state probability. Equation A.20 is the exact

i
'

result (given the acceptability of the relevant assumptions) for the limit
( state probability of system A. (For system A the exact result will likely

correspond to Hunter's bound.) If the better estimates calculable through the

A-25
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I
use of Hunter's bound satisfy the system-level allocated values, then the

procedure is completed in step 15. It snould be noted that the intent is to

compute Hunter's bound only for these systems which do not satisfy the system- .

; level allocation, as indicated by the conservative estimates made in step 9.
The allocation procedure will be incomplete af ter step 14 if the

calculated limit state probability for one or more systems still does not

satisfy its allocated value. However, the calculated safety system
probabilities may in total satisfy the set of release category constraints.
Using Eq. A.14 as an analogy, it can be seen that, if these constraints are
satisfied with the system failure probabilities computed so far (some
conservative estimates and some Hunter's bound estimates), then the allocation
need proceed no further than step 7.

Those systems which still do not allow compliance with the release
category constraints are isolated in step 18. It will be possible to relax

somewhat the original system-level allocated values for those systems which up
to step 18 still do not allow complete satisfaction of the release category
constraints. This is done in step 19, where the only unknowns in the soluticr.
of Eq. A.14, for example, are the new probability values to be allocated to

those systems which do not satisfy their original allocated values.

Armed with these new system-level allocated values of the noncompliant
systems, the allocation proceeds to step 20. It is likely that only a subset

of the set of all basic events (components) identified by the fault tree for a
system will dominate the system's limit state probability. Step 20 seeks to
identify these dominant components of the isolated systems and thus
effectively reduce the computations required in step 21.

Step 21 will be explained in terms analogous to Eq. A.16 for hypothetical
system A. Assume that this system has been isolated as the only noncompliant
one of the seven systems of the hypothetical example described in Sec. A.l.l.

j An upper bound on the limit state prvbability for system A is obtained by the

j following:
i
|

P(A)=P(XhP(Xh+P(X P(Xh+P(X P(X +P(X P(X

+P(XfaX +P(X P(X +P(XfAX (A.23).

|
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Since the allocation at the component level is concerned only with load-
related failures, the probabilities associated with the random-related basic
events (X ) can be considered as given constant values. Equation A.23
can now be written

j P(A) = C1+CP(X+CP(X +P(X(AXh+P(X(4X (A.24)
F

2 3 3
.

,

Furthermore, if X and X are alone considered to dominate the
3

analysis,thenthecomputedmarginallimitstateprobabilityforXfcan;

be considered as invariant in suusequent computations aimed at satisfying the
new allocated value for system A obtained in step 19. Equation A.24 can now
be written

4+CP(Xh+P(XfaX+P(XfaXh. (A.25)P(A) = C p 2

The procedure now requires calculation of the marginal limit state
probabilities of the basic events X and X such that the system-level

2 3
a? located value is not exceeded. The only way the designer can reduce the
marginal limit state probabilities of the basic events X and X is byp 3
increasing their respective strengths (fragilities). If Eq. A.25 is rewritten

as

4+CP(KX +P(XfAKX +P(XfAKXh, (A.26)P(A) > C-

2 2 2 3_

1

then the K factors represent the amount by which the strengths of components.

X and X must be increased in orJer to satisfy the system-level allocated2 3
value. No unique solution exists for K and K , but assumptions such as

2 3

K2*K3 can be made in order to find an acceptable solution. The choice,

of relationship between the K values could be ";ualitatively based on sur.h
parameters as importance, cost, complexity, etc.

4
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APPENDIX B: COMPUTATION OF COMPONENT LIMIT STATE PROBABILITIES

The analytical component probability computations, described
mathematically in this appendix, are described with consideration of the
statistical correlations between component strengths and the correlations
between component local responses to the effect of a combined loading
environment. This is accomplished by using the multivariate normal (or
1ognormal) distribution.

Let the peak measured response at the po',nt of interest ir. the structure
or component be designated by R, and the capacity of the structure or
component be designated by F.* Then failure occurs when either (Fig. A.8)

Y>R

or

f>1 (B.1)

The choice of Y > R or Y/R > 1 depends upon the assumption for the
probability distribution of Y and R. If both Y and R are normally
distributed, Y > R is appropriate. If both are lognormally distributed, then
in Y > in R (Y/R > 1) is appropriate. The lognormal distribution is more
appropriate to use because of its properties (0 < Y < =, O < R < =) and is

| used for the remainder of this development.
For a single variate, let Z = Y/R. If Y > R, then Z > 1 and 0 < In Z < =.

i

Assuming independence between in Y and in R, pln Z * UlnY~ Yin R and

nZ*"nY+ n R.

For the multivariate case, covariance matrices must be developed for_ln Y
and In R, where {ln Y} and {ln R} are vectors of values representing
corresponding peak response and capacities at various points within the

* Resistance or capacity is sometimes referred to as fragility. The
presentation of fragility is usually in the form of a cumulative orobability
distribution of failure as a function of measured local response. If a

,

probability density function is used to describe variability in capacity, theni

its integration is equivalent to the fragility curve.

B-1,
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system. The covariance matrices are arrays containing all of the variances
and covariances of the vectors. Using the lognormal representation for

responses we have

.
.

"In y1 In y2 I" Y I" Yin yy 1 3

n y2 I" Y I" Y (B.2)
*

= ,

2 3
_ in Y_.

2 *symmetric o*

ln y3

. .

.
.

where

2=

"Y -U f(l" Y ) d(In y )
n y, "

,
i g

i 1n y3

m

I" Y f(I" Y ) d(I" Y )*

"In y3 'i i i

m

m .

I" Yi-U1n y, I" Yj - pin y*

In y, in yj

f(In y , in y ) d(in y3) d(In y )g j j
.

The functions f(in y ) and f(in y , In y ) are univariate and
3 3 j

b1 variate normal distributions of the logarithms of y3 and y .
The values in Eq. B.2 can be developed by a . joint statistical analysis of

the peak responses at each location. A similar covariance matrix exists for
the capacity of the component or structure at the response points. Covariance

elements (off-diagonal terms) in this matrix frequently will be zero, except
in the cases where, for example, they represent correlation between identical

components from the same manufacturer.
Following the development for a single variate, the vector in Z can be

developed, such that

IV l " IYln h - I"In R} (B.3)
1n Z
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and

= + (B.4).

_ In Z_ _' i n Y,
_ in R_

| At this point we have the complete description of a multivariate
lognormal distribution, capable of being used to compute the marginal or joint
probability of failure of any one or of a group of components within the
system. Thus, this description can be used to compute properly the joint
probabilities of failure defined by the minimal cut-sets resulting from the
fault tree definitions of the system. The first step in this procedure is to

form marginal distributions represented by the elements of the cut-sets. For

example, consider the computation of P(In Zg > 0) (In Zj > 0) . The

covariance matrix for the marginal distribution is

- column i column j .

2 ! !e , ,, . . .

. . . . . .

2* * * U
In z. ln z in z -- row 1

i i j
. . . . . .

2* * '

In z in z. in z. - row a.-

i J J

. . . . . .
-

_

- 2 -

In z, "In z In z _ _

3 j
+

(B.5)=
.

2

j In z)
-

ij-
in z, in z
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The joint probability is obtained from the integration

r r-
P (In Z >0) (in Z >0) = f(In z , in z ) d(In z ) d(in z )

g 3
g j g j

1

l

' T- I

"In z, - pln zr, r, 1

1 1exp 4 >,

|{ij |l/2-(2n )
JJ O O In zj - pin z.

' 3'
.

1" "I" #i. . -1

,,

> d(In z,) d(in z ) (B.6)1+ .j
- ' J. In z) - pin z p,

The most significant aspect of the above discussion is that joint, as
I

well as univariate, limit state probabilities can be computed. This correctly

handles the problems of correlated failure.

|

|

I
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