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HANDBOOK OF HUMAN RELIABILITY ANALYSIS
WITH EMPHASIS ON NUCLEAR POWER PLANT APPLICATIONS
ABSTRACT

The purpose of this handbook is to ald gualified persons in evalu-
ating the effects of human error on the availability of engineered safety
features and systems in nuclear power plants. The handbook expands the
human error arnalysis presented in WASH-1400 and includes principles of
human behavior and ergonomics, analytical procedures, mathematical models,
and human error probabilities derived from related performance measures
and experience. The derived probabilities should be adequate to determine
the relative merits of different configurations of equipment, procedures,
and operating practices within a plant, and for gross comparisons among
plants, Limitations of the handbook and cautfons to be observed in its

use are explicitly stated,
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FOREWORD

The idea for this handbook came from Dr. W. E, Vesely, Division of
Systems and Reliability Research,* Office of Nuclear Regulatory Research,
U. S. Nuclear Regulatory Commiscion. Dr. Vesely, the current project
monitor, and Dr. M., C. Cullingford, the previous project monitor, also
of the Division of Systems and Reliability Research, provided guidance
and encouragement for this work. Dr. Vesely's technical contributions
aided us materially. Much of Chapter 6, “"Unavailability,” was written by
Der. Vesely.

Special thanks are due Mr. Jens Pasmussen, Electronics Branch, Risgé
National Laboratory, Denmark, for his critical reviews, and to Mme. Annick
Carnino, Atomic Energy Commission, France, and Mssrs. A. E. Green and A. J.
Bourne, National Centre of Systems Reliability, United Kingdom Atomic
Energy Authority, England, for their comments and encouragement. Mr.

J. M. Wiesen, Manager, Reliability Analysis Department, and Drs. Richard R.
Prairie and Robert G. Easterling, Statistics, Computing, and Human Factors
Division, all of Sand.a National Laboratories, made substantial contribu-
tions to the quantitative aspects of the handbook. A special paper by Dr.
Easterling 1s included as an appendix to Chapter 7, "Dependence.” We
express our thanks to Barba;a J. Bell, of Sandia's human factors group

for her technical review of the entire draft.

Thanks are also due to several participants of the 1979 IEEE
Standards Workshop on Human Factors and Nuclear Safety (Schmall, 1980)
who reviewed early drafts of some chapters and an advance copy of the

handbook. The present draft has benfitted materially from their techni-

cal reviews.

*Formerly Probabilistic Analysis Staff,
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As noted on the title page, this is a draft for public review.
Please send your comments to A, D. Swain, Division 1223, Sandia National
Laboratories, Albuquerque, NM 87185. Your comments will be considered
for the final version of this handbook to be prepared in 1981. Please
forward your comments by March 1, 1981,

Cne comment we anticipate is the need for a workboo!. to present a
step-by-step procedure for conducting a human reliability analysis of
operations in nuclear power plants. We are preparing such a workbook for
use by teams of reliability analysts without human factors training who
are conducting risk assessments of nuclear power plants (NPPs) under the
NRC's Interim Reliability Evaluation Program (IREP). The IREP will
include an evaluation of a selected sample of operating NPPs in the U.S.

The most significant differences between this copy and the advance
copy of March 1980 are as follows:

1. The handbook has undergone a detailed review to improve the
comprehensibility of the technical material and to correct errors. How-
ever, we can almost guarantee that some errors remain,

2. There were several changes in uncertalnty bounds, but only
relatively minor changes in the estimates of nominal human error prob-
abilities (HEPs).

3. The number of references has been increased, including refer-
ences to basic tasks with experimental data on vhich some of our state-
ments about human performance are based.

4. Chapter 6, "Unavailability,” has been revised, including new
examples, and its presentation has been simplified.

S. An appendix has been added to Chapter 11, "Unannunciated Displays,”
to {liustrate calculation of mean and median numbers of trials to detection

of a deviant d splay.
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6. Chapter 13, "Valving Operations,” has been completely reorganized,
but very few of the HEPs have been changed, and these only slightly.,

7. A section on arithmetic calculations has been added to Chapter
14, "Task Procedures,”

8. The section on valves in Chapter 20, “"Derived Human Error Prob-
abilities and Related Performance Shaping Factors,” has been changed to
reflect changes in Chapter 13, and values in the last section (Graphic
Representation of HEPs) have been changed to reflect the changes in
nominal HEPs and thelr uncertainty bounds.

9. In Chapter 21, "Examples and Case Studies,” the calculations
in the section 2n Bounding Analysis have been changed to reflect the

changes in HEPs and uncertainty bounds made throughout the handbook,
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PART I. BASIC CONCEPTS

CHAPTER |. INTRODUCTION

Purpose of Handbook

The primary purpose of this handbook is to present methods, models,

and estimated human error probabilities (HEPs)* to enable competent

analysts to make quantitative or qualitative assessments of occurrences

of human errors in nuclear power plants (NPPs) that affect the avail-

ability or operational reliability of engineered safety systems and
components. A second purpose of the handbook is to show the user how

to recognize error-likely equipment design, operating policies and
practices, written procedures, and other human factors problems so that
improvements can be considered. Many studies have indicated that in com-

plex man-machine systems human error has often been the overriding contri-

bution to actual or potential system failures (e.g., Shapero et al, 1960;
Meister, 1962; and Meister and Rabideau, 1965). Analyses of NPP operations
indicate that NPPs are not exceptione to this general finding (WASH-1400;
Rasmussen, 1976; and Rasmussen and Taylor, 1976). Finally, accidents
such as those at Brown's Ferry and Three Mile Island (TMI) clearly show
that humans have acted not onlv 25 accident initiators and accident prop-
agators, but also as accident mitigators in NPPs.

It is our intent that this handbook assist utilities to evaluate the

role of operating personnel in existing power plants, enable designers of

*Certain terms are defined in the glossary. These terms are .nderlined
the first time they appear in the text. The meanings of all abbre-
viations are listed in the abbreviations section at the end of the
handbook.
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future plants to avuid major human factors problems, and provide a quanti-
tative base for the assessment of human errors in NPP safety, effective-

ness, and efficiency.

Although the handbook is oriented towards engineered safety features
(ESFs), the models, procedures, and estimated HEPs are relevant to all
aspects of NPP design and operation where there is an interaction of
people with plant systems and equipment. Most of the material in this
har. ivook is also applicable to human factors aspects of other large
proce:s plants; e.g., chemical plants, oil refineries, and other power-

generating plants.

Relationship of Handbook to WASK _400

Sandia National Laboratories personnel were involved in the reli-
ability analyses performed in WASH-1400. (The authors of this handbook
were the human reliability analysts for that study.) The human reli-
ability assessments appear in various volumes of WASH-1400. Section 6.1,

“Human Reliability Analysis,” in Appendix III, Failure Data, describes

in general terms how the estimates of HEPs for various system safety
tasks were derived and incorporated into the system fault trees.

Since WASH-1400 presents only summaries of the human error analyses,
it {s sometimes difficult for readers to understand how the various
HEPs were developed. To utilize human reliability principles more fully
in plant design and operations, more information is needed than that
given in WASH-1400, Particularly, information is needed thit can be
applied to specific problems in NPPs. In this handbook we define the
concepts involved, the data employed, and the calculations used in

applying human error analyses to system evaluations (of reliability or
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availability) in NPPs. It ', intended that the methodology and estimated
HEPs presented should apply to NPPs in general, not only to light water

reactors (LWRs), the subject matter of WASH-1400.

Limitations of the Handbook

The state-of ‘the-art in human reliability analysis is barely beyond
‘s fufancy. Until recently, many system reliability or system safety

analysts did not attempt to qua.. ¢ effects of human performance.
Even today, numerous system reliability and system safety analyses omit
human error analyses, or they make unrealistic simplifying assumptions
concerning the probabilistic nature of human error. Neither of these
approach:s is satisfactory as either can lead to erroneous and possibly
dangerous; conclusions in risk assessment studies. Experience in mili:ary,
space, and commercial man-machine systems indicates that the human has a
major role in both accident propagation and mitigation. Despite limita-
tions in the coverage and accuracy of human performance estimates, use
of the models and estimated HEPs in this handbook can lead to realistic
risk assessments and reliability analysis in general.

Human performance {s difficult to predict because of its variability,
Any given operator in an NPP differs from all other operators, and will
frequently show remarkable variability i{n behavior from day to day and
from moment to moment, The human performs more different functions, in
more different ways, under more different conditions than ary other
single element in a system. He has more interfaces, he . -5 a greater
variety of inputs, he provides a greater variety of outputs, and the
possible relationships between his inputs and outputs are even more

varied.
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Despite this variability, it is possible to predict, within error

bounds, the reliability of a human involved in a task for which he is
adequately trained. It is even possible to estimate grossly the vari-
ability among differently trained and experienced humans performing that
task. The reader must bear in mind that the error bounds may be broad.
Therefore, the user of this handbook should not expect his estimates of
error probabilities to be precise.

The reader must also understand that, {f inexperienced in analyzing
human performance, his estimates could have broader error bounds than
those stated. The most frequent mistake made by those who are not experi-
e ced {n human performance analysis is8 to ignore the various types of
ini errelationships that exist among operators (including supervisors),
between operators and equipment, and between operators and operating con-
ditions, including the various formal and informal feedback pa.hs that
modify human behavior. Another mistake is to assume that people will
always do what they are told to do (either by oral directions, by written
instructions, or by plant policy). Tf either of these mistakes is made,
the analyst's estimates of HEPs are likely to be *oo optimistic, and he
will ignore certain behaviors that could hav. serious impact on the system.
[f the user (s aware of the difficulty of estimating failure pcobabilities
of equipment but believes that human behavior is easier to understand and
predict, he, too, will be subject to unjustified optimism.

The more the user of this handbook knows about human behavior in
svstems, especially in nuclear power systems, the more accurate his identi-
fication of human events and estimation of HEPs are likely to be. There

ts no substitute for experience in any systematic endeavor, especially in
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one with as large an element of subjectivity as human reliability analysis.
In our opinicn, the best human reliability analyses will be those per-
formed by teams of experts in v.: ious areas, specifically includiag highly
qualified human factors personnel.

Jens Rasmussen, a Danish authority in the human reliability field,
describes a handbook like this as analogous to a handbook for surgery to
be used by a ship's captain: quite a bit can be done with such a handbook,
but some things require an expert -- a surgeon in one case, a human reli-
ability analyst {n the other. This handbook will often be misused by the
naive analyst sc that human errors will be assessed as insignificant when
they actually are ~ignificant. This view i{s pessimistic, but there are
no easy waye to estimate the effects of human errors on NPP safety, and
the best estimates will be only approximate.

On the more optimistic side, approximations are adequate for most
human reliability estimates. If the user realizes that estimates of HEPs
are made with a sizeable range of uncertainty and that his final estimate
of human influence {s based on such uncertainty, he will be less likely
to err in his evaluations.

Another limitation of the handbook is that we were unable to develop
models and estimate HEPs for all NPP tasks. Our emphasis is on the kinds
of tasks that we addressed in the WASH-1400 study -- calibration, main-
tenance, and selected control room tasks related to the avallability of
ESFs. We have not studied certaln other tasks such as the use of com=
puter systems and video readouts, or those involved in refueling, plant
security, plant evacuation, emergency communications, and plant chemistry,
Finally, the HEPs and models are based on studies and observations in

existing, conventfonal LWR plants, such as Surrey, Peachbottom, Dresden,
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Zion, Calvert Cliffs, and San Onofre, which provide commercial power.
Some newer plants may incorporate human factors improvements which could
make some of oir estimates too pessimistic., Despite these limitations,
the user will be able to apply much of the material to tasks not speci-
fically considered in this handbook, since there can be considerable
similarity (n human factors aspects of different plants despite differ-
erences in equipment and other engineering aspects.

The scarcity of objective and quantitative data on human performance
in NPPs {s a serious limitation. Most of the HEPs in this handbook are

what we call derived data., In some cases, they are extrapolations from

related (sometimes only marginally related) performance measures. In
other cases the HEPs represent our best judgment based on our experience
{n complex systems (including NPPs) and on our background in experi-
mental and engineering psychology. This necessity of relying on judgment
is a regrettabhle state of affairs, but a start needs to be made, and this
handbook is a first step towards what i{s really needed -- a large data
bank of human performance information directly related to NPP tasks.

A final point, which some may consider a limitation, is that the

handbook does not deal with malevolent behaviecr. This 1s a handbook

about human errors made by people who intend to do the correct thing but
sometimes fail in this intent, Malevolent behavior is not due to error:

{t i{s deliberate behavior calculated to produce a harmful effect,

Organization of the Handbook

Tn addition to five major parts divided into chapters, this hand-

hook consists of prefatory sections, references, equations, a glossary,
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and abbreviations, The detaliled table of contents serves as 1n index.
Part I, "Basic Concepts,” consists of this chapter (1) and two others,
Chapter 2 presents the basic definitions of terms, including a cate-
gorization of types of errors that one can expect in NPPs, fossil fuel
power plants, or any man-machine system., Chapter 3 presents some philo-
sophy and guidelines for viewing th. human fn a system context, i{acluding
a discussion of factors that influence human performance in a system,
Chapter 3 also lists principles of good human factors design, along with
NPP examples of conformance with and deviation from these principles.
Part 1I, "Method for Analysis and Quantification of Human Perfor-
mance,” consists of three chapters. Chapter 4 presents the analytical
methods used to {dentify the tasks and task elements to be used i(n the
human reliability model. Chapter 5 presents the human reliability model,
the related probability tree diagramming, and a general procedure for per-
forming a human reliability analysis. The relationship of human reli-
ability analysis to system reliabilfity studies and to other types of
event and fault trees is discussed. Chapter 6 briefly describes the use
of the HEPs to estimate the unavailability of systems and components due
to humen error.
Part III, "auman Performance Models,” consists of Chapters 7 through
18, which present models developed from available experimental literature,
interviews with and observations of NPP personnel 1in the U.S. and in

Europe, and the experience of the authors. The human performance models

address those time relatfonships in operator behavior that are important
in estimating recovery factors either for human-initiated failures or

for the detection of nonnormal plant situations. The models are prearted



1-8 Organization of the
Handbook

as mathematical statements, with uncertainty bounds when appropriate.
These models involve considerable extrhpolatlon from available data and
experience, and should be regarded as hypotheses. It is ho sed that
these models will be subjected to rigorous testing in laboratory and
plant settings so that appropriate modifications can be made.

Part IV, "An Interim Human Performance Data Bank,” consists of two
chapters, Chapter 19 discusses the sources of the HEPs and the models in
the handbook, Chapter 20 consolidates the HEPs from the preceding chap-
ter: for convenient reference.

Part V, "Application of the Handbook and Concluding Comments,” con-
sists of two chapters. Chapter 21 presents some case studles to illus-
trate task analysis and the application of the human performance models,
HEPs, and the human reliabflity technique to NPPs, Chapter 22 presents
concluding comments, including an assessment of current human reliiability
analysis techniques and apparent trends.

It i{s intended that there will! be a companion volume to this hand-

book entitled Human Performance Data Related to Nuclear Power Plant

Operations that will include a compendlium of human performance data from
the flles of the Sandia National Laboratories' Human Factors Group.

These data will be catalogued according to a taxonomy of human actions
related to NPP tasks. Also to be included are three data banks of derived
human performance data. These are the AIR Data Store (Munger et al, 1962;
Payne and Altman, 1962; Payne et al, 1962; and Smith and Payne, 1962),

the Bunker-Ramo Data Bank (Meister, 1967), and the Aerojet-General Data
Bank (Irwin et al, 1964a and b; and Melster, 1964). These data banks,

though developed in the 1960s, are still useful, They are out of print;



1-9 How to Use This Hand-
book
hence the decision to include them in the companion volume. The companion
volume will also describe the kinds of human performance data that would be
most useful for human reliability analyses of NPP operations. A number

of suggestions for collecting and collating such data will be included.

How to Use this Handbook

In writing this handbook, it was not possible to follow a step=by-
step sequence from the first to the last page. The subject matter is com-
plex and the procedure highly {terative, We suggest that the user read
through the entire volume, paying particular atteantion to the mechanics
of human reliability snalysis described in Part II and illustrated in
examples throughout the handbook, especially in Chapter 21, The user
should work out some of these examples for himself because unless he
develops skill in probability tree diagramming, especially in its repre-
sentation of the conditional probabilities of events, the likelihood of
his performing a satisfactory human reliability analysis will not be
very high.

The many examples of how human behavior and performance are esti-
mated under various situations in NPPs constitute a "scenario-or'ented"
approach, We hope that the user can develop a "feel” for how humans
behave, since precise approaches do not as yet oxist for modeling human
behavior i{n all its complexities and with all {its {nteractions. The
handbook presents basic principles, guidelines, a reasonable amount of
modeling, a set of human performance data, and numerous examples to
assist the user in performing a human reliability analysis. 1In this
sense, this document {s not like the usual handbook in which one can

look up some set of data and apply it directly to a problem. Because of
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the diverse backgrounds of those interested in human reliability in NPPs,
much of the handbook is tutorial. Some of the human factors information
will seem elementary to those with a background in human factors tech=-
nology, and some of the information on reliability technology will seem
elementary to those with a background in that area. We have tried to
integrate the Information so that practitioners of both technologies
will have sufficient guidance to function as part of a team of human
reliability analy ts.

Once the user has developed a facility for probability tree diagram-
ming and understands the limitations and rationale for the estimated HEPs
in the handbook, he should find that the summary tables and information
in Chapter 20 will be all that he need consult for solving most human

reliability analysis problems for NPP operations.



2-1 Ch. 2. Explanation of
Some Basic Terms
Human Engineering -
Human Factors Engineering -
Human Factors - Ergonomics

CHAPTER 2. EXPLANATION OF SOME BASIC TERMS

Although the glossary defines all speclalized terms used in the hand-
book, this chapter elaborates on some that require additional discussion.
The order of presentation of the terms in this chapter was chosen to

facilitate their development:

Human Engineering - Human Factors Engineering - Human Factors -
Ergonomlcs.................................................... 2-1
Han-ﬂachine Sys:em and Intetfaces................................ 2 2
Human REl1abLilItYsccsorcscssssnsserssvascsssassscsssosnesasessnins 2-2
Human Reliabillty Anﬂlyais D T R R R I N S 2-3
Human Reliabllity Hodel...........-.......o.........-............ 2 4
Human Errot...................................................... 2-4
Categories of Human EXTOr sesesossscossnssssssvosssassssensasscns 2-8
Human Error Ptobablllty....-...............................-...-. 2-9
Basic, Conditional, and Joint Probabilities.sccsevscisovssosnsnves 2=11
Uncertalnty Boundsao;ocooooo.ooooo.ocono.nacooooo.ooocooocon-oc-o 2-11
Unavailability because of Ruman ErColisssssssessssssorssssossasses 2-12
Yaciability of Human Parforsmnt@iscisevevissssssnrasnenrvossnsnsssn 2-13
Humanr roleranCe leit‘-..oc000.00.0.0iloouoooo.oo.col-o'.o..otco. 2-16
Performance Shaping FRCEOEB v ssoss o0 s s s o ssnespissasessstssenssntnse 2-18
Dependence, Independence, and Couplingeecesesesscssscssevescssssss 2-19
Human Error Consequences and Recovery FacltOrS.cessscsscccscssssss 2-20
Etror-leely Situatlons and People......-........--.............. 2-21
Accident-Prone Situations and Peoplescccsccssnsssssncsssssasseses 2=-21
Populational Stereotypes and EXpectanCeS..scevsecsssessvsoscssssce 2-23
Stressors and Stress (Physiological and Psychological).eeeeesccse 2-23
Types of Nuclaar Power Plant TaskSesssssessssnssovessssssnnsssnss 2-24
Task Taxonomy....................-............................... 2-24
Ta.k and Llnk Analysla..............--........................... 2-25

Translents......l.l.........‘..'..‘.........0............'....... 2..26
LOCA.‘.........'....I...l...............O0'...........0.......... 2-27
nlsplays'..lll."..'....’.........................1'............. 2-27

Manual Controls.....ocooo.u'00.0.ooo.oooc.o..oo.o..c.oo.o-...oono 2-28
Continuous and Dtscontinuous Ta!ksococoocoovcoooct-...oouoo.o-ooo 2-28

Human quineering - Human Factors Eggineerlng -
Human Factors - Eggpnomics

All of the above terms describe a discipline concerned with designing

machines, operations, and work environments so that they match human
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capacities and limitations (Chapanis, 1965, p 8). The first three terms
are used most widely in the United States. The last term is used primarily
in other countries, but is being used more frequently in the United States.

People working in the human factors area are often called human

factors specialists or engineering psychologists. In Europe, the term

ergonomists is used. In this handbook, these terms are interchangeable.

Man-Machine System and Interfaces

The term man-machine system denotes a system in which people have a

monitoring and/or contrel function. The term man is used in the generic

sense, The term man-machine interface refers to points of interaction

between people and components in a system. Thus, a display, o control,

or any other item a person observes or operates {8 a man-machine interface.

Human Reliability

Evans (1976) notes that the popular definitions of reliability and

availabtility are as follows:

Reliability is the probability of successful performance of

a mission.

Availability is the probability that the system or component

is available for use when needed.
Meister (1966) defines human reliability as "the probability that a job
or task will successfully be completed by personnel at any required
stage i{n system operation within a required minimum time ({f the time
requirement exists).” We borrow from Evans and Meister to define human

reliability as the probability of successful performance of the human
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activities necessary fo. :'iller a reliable or an available system.* We
include in this definition the probability tha: a system-required human
act, task, or job will be completed successfully within a required time
period, as well as the probability that no extraneous human actions detri-
mental to syscem reliability or availability will be perform>d. This
definition is in keeping with Green and Bourne (1972, p 1) who note that
“"+es the quality of a man's performance and also the time at hich or

in which he performs may be a measure of his reliability in association

with any particular task.”

Human Reliability Analysis

Human reliability analysis is a method by which human reliability is

estimated. The method commonly used in solving practical human reli-
ability problems is the one described in this handbook in Chapter 5.

In carrying out a human reliability enalysis it {s necessary to identify
those human actions that can have an impact on system reliability or
availability. The most common application of human reliability analysis
s the evaluation of human acts required in a system context. The con-
sideration of extraneous human actions is also important. The human in
a system may not only fail to do what he is supposed to do, or fail to do
it correctly, but he may also do something extra that could degrade the
system. The latter is the weak link in human reliability analysis. It
i{s not possible to anticipate all undesirable extraneous human actions.

The best anyone can do is identify those actions with the greatest potential

*In other applicatons, other measures of human performance (e.g., interval
or ordinal numbers) can be used to define human reliability, but in this
handbook we use probabilities oaly.
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for degrading system reliability and availability. The assignment of
probability estimates to extraneous actions is very difficult and uncer-
tain. Often the best we can do is estimate very broad ranges of HEPs that

we believe include the trne probability in question.

Human Reliability Model

A model of a system is an abstraction that reproduces symbolically
(s*mulates) the way in which the system functions cperationally (Chapanis,

1961). 1In this handbook the term human reliability model denotes a sche-

matic representation or abstraction of human events and related systew
events and their interactions in a man-machine system. When probability
values are assigned to the elements in the model, the resulting mathe-
matical expressions provide estimates of the probabilities of achieving

(or not achieving) certain combinations of events in the system.

Human Error

The 1975 issue of Webster's New Collegiate Dictionary defines an

error as "an act involving an unintentional deviation from truth or
accuracy.” This definition is close to the one employed in this hand-
book. Several of the other definitions in the dictionary connote blame
or fault on the part of the person who makes the error. 1In this hand-
book we define human error as any member of a set of human actions that
exceeds some limit of acceptability (Rigby, 1970). Thus, an error is
merely an out-of-tolerance action, where the limits of tolerable per-
formance are defined by the system. There is no connotation of blame

or fault. 1If human errors are analyzed with the same objectivity as are

other out-of-tolerance system components, successful corrective or



2-5 Human Error

preventive action can be taken. If errors are judged to be due to char-
acteristics of the person who makes them, the resultant emotional atmo-
sphere will mitigate against a rational determination of appropriate cor-
rective action,

It is convenient to distinguish between errors whose primary causal
factors are related to the design of the work situation and errors whose
primary causal factors are related to some human characteristic. The term

situation-caused error (SCE) is used for the former; human-caused error

(MCE) 1is used for the latter. Ergonomists have long recognized that most
errors in a well-defined work situation such as an NPP are due to SCEs
and that relatively few are due to HCEs. This is hardly surprising.
People who make an inordinately large number of HCEs don't last very

long on a job,

The thrust of this handbook, therefore, is toward presenting methods
and techniques to identify and quantify the effects of SCEs. An approach
that emphasized HCEs would not be cost-effective. Although people do
sometimes dellberately fail to do the right thing, the most effective
approach to error analysis {s to look for the SCEs involved., If main-
tenance personnel failed to follow a written procedure step by step, the
HCE approach would result in blaming the individuals for the failure,
citing them for such vague characteristics as "poor motivation" or
“"carelessness.,” In an approach that emphasized SCEs one would want to
know why the written procedures were not used. In actual applications,
it 18 nearly always found that the procedures are inconvenient to use
because they are not written in accordance with ergonomics principles.

On the other hand, if it were found that one individual persistently

refused to follow procedures that were well-written while other



2-6 Human Error

maintenance personnel did use the procedures in the intended manner,
errors made by that individual would be classified as HCEs. The offending
person could be told, with justification, that correct use of the pro-
cedures was a necessary condition for continued employment.

In the human factors field, the SCE approach to error analysis
i{s commonly used. The primary causal factors behind most human errors
in a well-structured work situation such as an NPP are more closely
related to such system elements as operating procedures, equipment
design, and management practices than to the individual characteristics
of trained personnel. Recognizing this fact, we have named this tech-

nique the Work Situation Approach (WSA) (Swain, 1969c, 1980a).

By coavention, the definition of human error normally excludes male-

volent behavior but does include intentional errors. These latter occur

when the operator intends to perform some act that is incorrect but that
he believes to be correct or to represent a superior method of performance.
An erroneous belief in the correctness of a procedure often results from
some misinterpretation or tailure to understand an order. The operator's
belief that his way is better than the prescribed way can result in a
deliberate violation of standard operating rules. Examples of such errors
include (1) not using written procedures in the intended manner because
they are poorly designed (an SCE) or because the operator is truly lazy
(an HCE), (2) deliberately loosening some equipment tolerances (setpoints)
because management has harshly penalized operating personnel for shutting
the reactor down wnen it turned ouiL to have been unnecessary (an SCE for
the operator, an HCE for management), and (3) venting low-radioactive cou-
tainment pressure to the atmosphere because the operator is not willing

to wait for the automatic safety features to respond to the increasing
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containment pressure (an SCE 1f training (s lnadequate, an HCE {f the
operator is merely impatient), [Intentional errors also include out-of=-
tolerance behavior arising from a disorganized emotional state; e.g., an
operator who blindly operates swit:ches on a panel when a major accident
oceurs, Such behavior is rare, but can occur.

Most errors are unintentional -~ the error just happens; (it was not

’
intended. Examples {nclude (1) spilling coffee over the control board

(which might be classified as a combination HCE, violation of rules, and
SCE, if there i{s no convenient, safe place for _Lhe operator to place his
coffee cup, (2) inadvertent tripping of the reactor when an operator sits
on the edge of the control panel (an SCE because this behavior should
have been anticipated and guarded agailnst, but also an HCE because this
behavior is clearly inapprepriate and operators know this), and (3) acti-
vating an incorrect control because the intended control is located near-
by and the labels for the two controls are very simllar in appearance (an
SCE).

It i{s important not to equate an error with Its consequences. Some-
times a single human error will result in undesirable system consequences.
Often it will not; for example, the spllled cup of coffee lands on the
floor (nstead of on a control panel, However, this error had the potential
to cause damage to the control panel. 1t was just luck that nothing un-

toward occurred--except for a messy floor. We would call this error a no-

cost error. No-c¢nst errors are {mportant--they are signals that preveative

action should be taken promptly to reduce the possibility of serious conse-

quences,
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Catq;orlel of Human Error

A person in a system can make an error {f he does something in-
correctly, fails to do something he should, or fails to do something in
time, 1Tt {s convenient to think of five major categories of human error:

(1) An error of omission - a person falls to perform the task or

part of the task (e.g., a step).

(2) An error of commission - a person performs the task or step

{ncorre_tly,

(3) An extraneous act - a person introduces some task or step that

should not have been performed.

{4) A sequential error - a person performs some task or step out

of sequence,
(5) A time error - a person fails to perform the task or step
within the allotted time, efther too early or too late.
The latter three categories are errors of commission but are listed sepa-
rately because their causal factors are frequently different.

From a systems point of view, any one of the above behaviors is con-
sidered an error only when it reduces or has the potential for reducing
system reliability, system safety, or the likelihood that some other
system success criterion will be met. Obviously, a person in a system
performs many extraneous acts; e.g., smoking a cigarette, scratching his
nose, and the like. 1In a system context, these behaviors are not con-
sidered errors unless they have potential for degrading the svstem in
some manner. Sometimes an error can result in an undesirable consequence

(i.e., an unrecovered error), but generally, just by chance or because

of recovery factors in a well-designed systom, no serious loss to the

system will occur (i.e,, the error {s a recovered error).
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Human Error Probability

In the human reliability technique described in this handbook, the
basic measure of human performance {s the human error probability (HEP).
The HEP is the probability that when a given task is performed an error
will occur., There are many ways to estimate the HEP; some are statistical
and some are nonstatistical (i,e., judgmental). We will use the ternm
human error probabllity to represent any estimate.

The most useful information (' ¢ human reliability analysis {is
actuarial data; i{.e., HEPs which consist of the known number of errors
of a given type divided by the number of opportunities for that error

to occur, This is expressed as:

HEP = number of errors of a gtven type
number of opportunities for the error

Our HEP {s the measure defined by Green and Bourne (1972, p 22) as Pg =
N/n, where Pg¢ 18 the proportionate number of fallures, N i{s the total
number of fallures, and n is the total number of events., In our earlier
reports, including Section 6.1 of WASH-1400, we used the term human
error rate (HER) interchangeably with human error probability. Although
our use of HER was correct, it is not used i1 this handbook to avoid con-
fusion by those who believe that the term rate must be associated with
time,

1f a data-based estimate i{s not available, an estimate derived from
information on similar tasks can be used. Similarity {s judged in terms
of the correspondence of behavioral variables. Two physfcally dissimilar
items of equipment might be similar in terms of the human behaviors

involved in their operation, calibration, or maintsrance. Thernfore, an
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observed HEP for one of these {tems of equipment might be usi d as the
estimate of the HEP for the same task on other items of equipment,
The probabilities most often used {n human reliability analysis can

be classified as demand probabilities; that is, the probabilities that

given human actions will be performed and performed correctly when re-
quired. 1If time limitations are imposed on the performance of a task,
one probability of interest is the probability that the task will be com-

pleted correctly within the allotted time., 1If required, the HEP per hour

can be obtained. For most availabllity calculations, the interest is in
the probability of at least one error (for a given task) per hour, 1In
avallability estimates, the HEP per hour is estimated even though the
task may be performed with a frequency of much less than once per hour.
Some sample calculations are prasented in Chapter 6.

The reliability of a task; i.e., the probability of its successful
performance, {s generally expressed as: 1 - HEP, Thus, when we speak of
the reliability of performance of a human task, we are thinking of the
probability of successful performance per demand. When we speak of the
error probability, we mean the probability of unsuccessful performance
per demand, or task unreliability, which s 1 minus task reliability,

The terms, human error probability, human failure probability, or task

failure probability are often used interchangeably with human unreli-

ability, (The same can be said for human success probability, task

success probability, and human reliability,)
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Basic, Conditional, and Joint Probabilities

Three types of probabllity are important in performing an analysis.

These are the basic human error probability (BHFP), the conditional human

error probability (CHEP), and the joint human error probavility (JHEP).

BHEP {s the probability of a human error on a task which is con-
sidered as an isolated entity, unaffected oy any other task, If the task
{s the first in a series of tasks, there {s no ambiguity in this defini-
tion., 1If the task in question is not the first task and its outcome may
be dependent upon the outceme of other tasks, the BHEP would be that prob-
ability conjectured to exist {f no other tasks were involved.

CHEP 1s the probability of human error on a specific task given
fatlure, or success, on some other task., Two tasks are independent if the
CHEP {s the same regardless of whether success or failure occurred on the
other task; otherwise, they are dependent.

JHEP {s the probability of human error on all tasks which must be
performed correctly to achieve some end result, This {s the probability
of most interest in reliability work and {s determined by using both

BHEPs and CHEPs.

Uncertainty Bounds

When an estimated HEP for a task or a human action is presented in
the handbook, it is usually foilowed in parentheses by a range expressed
as a lower ard upper HEP bound. These error bounds (called uncertainty
bounds) reflect uncertainty that arises from two sources. One source s
associated with variability due to people and conditions. The other source

is the uncertainty in our assessment of the error probabilities. Thus,
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the expression .01 (.002 to .02) means that our best estimate of the HEP
(t.e., nominal HEP) is .01 and that we believe it {s unlikely that the
HEP would {n any case be lower than ,002 or higher than .02, By unlikely
we mean that there (s only about a 10% chance that an HEP could be lower
than ,002 or higher than .02. That is, on a dlstribution of HEPs that
represents our assessment of the relative likelihood of various values of
the HEP, ,002 represents the lower 5th percentile and ,02 represents the
upper 5th percentile. It 1s obvious that other analysts could propose

other values for point estimates and bounds.

Unavailability because of Human Error

Availability was defined as the probability that a system s avail-

able for use when needed. 1Its converse, unavailability, is one minus

avallabllity. 1In NPPs, any errors of operation, maintenance, or cali-
bration can result {n the unavailability of some safety-related system
or component for some period of time., This unavailability continues
until someone discovers that the system or component is not operative,
or until {ts condition causes other changes to the plant that lead to
the discovery., In addition, other system events can cause some ESF to
be unavailable, and this unavailability may be displayed on some meter
or result in some other visible change in the plant. Plant personnel
then have the opportunity to note this change and take steps to restore
the unavailable ESF to its normal operating condition,

The role of human performance in the unavailahllity of ESFs is

discussed in Chapter 6, "Unavailability.”
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Variability of Human Performance

As mentioned in Chapter 1, varfability is a characteristic of human
performance. Humans never do anything exactly the same way twice, Of
course, most human variabliity {s of no consequence to a system, For
example, the fact that Operator A takes 2.3 seconds to respond to an
annunciator one time and 3.1 seconds the next time usually does nct
matter to the system. As long as the variability of the human perfor-
mance {s within limits defined as acceptable for system operations, no
error has occurred. It {s only when the response {s outside the system-
specified human tolerance limits that an error has occurred. The narrower
the limits, the more likely it {s that an error will occur. Thus, human
varfability can contribute to human error, and the larger the variability
the larger the HEP will be for most situations.

We define three classe: of human error: random, systematic, and
sporadic. 1In the paragragp vhich follow we treat these errors sepa-
rately; in the real world a given human output may include one, two, or
(infrequently) all three categories.

Random errors are out-of-tolerance actions that follow no predict-

able pattern but occur when the varfability of behavior results in per-
formance that {s beyond system-acceptable variability, An example of
random error can be {llustrated by the case of a length of pipe that {s
measured many times by an individual, {n which the values resulting
from many measurements are distributed about an average according to
some probability distribution. The average of all measurements may or
may not be the true length of the pipe, but the measurement average is

not far off the true average. 1If the natural variability of the
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individual 18 such that some of his measurements are outside the vari-
ability of measurements accepted by the system as tolerable, these measure-
ments would ve considered random errors.

Random error probabilities can be reduced either by reducing the
varifability of performance or by enlarging the acceptable tolerances.
Random errors can occur when the skill ¢f the operator is not adequate

that, even with generous system tolerances, his variability 1is such
that some of his performances are unacceptable, Random errors can also
occur even with the small variability in performance of skilled operators
{f the system tolerance limits are extremely tight or if the operators
cannot control some significant factor such as high stress. Normally,
more random errors occur among novices than among skilled operators in a
well-defined operational setting such as an NPP, Under high levels of
stress, greater variability in performance can be expected and the random
error probability will increase, even among skilled personnel. (Stress is
discussed in Chapters 3 and 17.)

Systematic errors are out-of-tolerance actions characterized by a

dispersion pattern offset from a desired norm; that is, there i{s a con-
sistant blas, This would occur with the pipe measurements {f the measuring
device were miscalibrated. If the bias 1s large, the error will be large
even {f the variability is small,

Systematic errors can occur as a result of a blas in conjunction with
random variation in that one or more of the person's acts may be outside
of the established tolerance limits., For example, a calibration techni~-
ctan may deliberately Intend to adjust certain setpoints on the high

side to minimize the .ussibility of a trip. We expect a certain small
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amount of variability in the adjustment he makes. Since he is biasing
hls adjustnen;s in one direction, occasiona’'y his natural variability
may result in a setting that {s actually beyond the safe limit for a
setpoint,

As in the above example, systematic errors are most likely when an
operator is concerned with only one limit of a range of acceptability.

This often occurs in inipection tasks, and is called inspector flinching.

For example, the fnspector may “"fudge” his performance to be on the
safe slde. Thus, a safety-oriented pressure vessel inspector may reject
acceptable welds that are close Lo the minimum limits even though they
are within the range of acceptability, In effect, his bias has raised
the mean value of acceptable welds. Conversely, a production-oriented
{nspector may accept welds that are slightly below the minimium., His
blas would displace th. vean value of acceptable welds {n the opposite
directtion,

Systematic errors can also occur when an operator {s not given
adequate feedback on his performance, as when he (s trying to adjust
some parameter but his controls and displays have an imperfect relation-
ship to this parameter. Such a relationship occurs when there {s a lag
between a control adjustment and the parameter being controlled; for
example, as when rcd adjustment is done manually and thore are feedbhack
lags.

Biases can exist in tools and fnstructions and can also result from

the operator's personality, training, or experience. Providing an operator

with specific and timely feedback of his performance {s usually the bhest

way of controlling systematic errors that are not buflt into the systenm,
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Sporadic errors are infrequent actions that are outsfde the toler-

ance limits, despite small variability in performance, as when a skilled
marksman occasfonally fires a "wild” shot, This outlier is a sporadic
error; lts occurrence is a surprise to all concerned. Those errors made
by skilled operators are generally sporadic errors. Therefore, when

they occur, it i{s usually pointless to insist that the skilled operator

be more careful (the HCE approach). Such errors often occur when a person
{s distracted; e.g., a step in a maintenance procedure is skipped because
the maintenance techniclan is interrupted by a phone call and then resumes
the task at the wrong place. Since sporadic errors occur infrequently

and are often made by well-trained and experienced workers, it is diffi~-
cult to determine the causes. The best prevention is to collect data from
large numbers of operators, to analyze the conditions under which sporadic

errors were made, and to correct the conditons,

Human Tolerance Limits

Since human error {s defined as an out-of-tolerance response, limits
must be placed on human responses to keep the variability of human behavior

within acceptable tolerances, These limits, referred to as human toler-

ance limits, are employed in NPPs, as in any work situation. Several

types of tolerance limits are used. The following list arranges toler-

ance limits from the most effective to the least effective:

Barrier Limits physically prevent or limit unacceptable performance.
For example, stops on a holst prevent the object being raised from
crashing {nto the roof, even if the operator keeps his finger on
the FAST UP button., A plastic guard over a TRIP button reduces the

chances of unintentional (spurious) trips by guarding against inad-

vertent activation of the switch,
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Fixed Limits are clearly and permanently established limits., An example

is the use of green (acceptable) and red (unacceptable) patches on
instruments. Detents on switches make it Aifficult to leave the
switch between functional positions. Lines on the plant floor
define safe passageways.,

Empirical (or Measurement) Limits are checked by observation or measure-

ment during or after performance. For example, a meter indication
{s checked to sees that {t is within tolerances. A setpoint is
adjusted until a meter reads a desired value. A sample of .con-
talnment atmosphere is used to measure radioactivity level. A hole
is drilled and then measured to see if 1. i{s within tolerance.

Reference Limits are standards to be comparad with an output in time of

doubt., Examples are: samples of jurt barely good welds and just
barely bad welds that are provided for verification purposes,

Caution Limits are given by warnings, sizns, or other indic:tions.

These are not among the most effective human tolerance limits
because they are often not present while an action is being per-
formed, or, 1if present, they are a familiar part of the worker's
environment, and no longer are attention-getting signals.

Conventional Limits are those instilled by training or custom, but they

may not be otherwise reinforced in the work situation. For example,
reliance may be placed on "good shop practices” such as: "Put tools
away,” "Cut away from your body,"” or "Don't lean against the control
board.”

Forersic Limits are argumentative (subject to debate) and are often de-

fined after some incident has occurred to assess blame. For example,

when an accident occurs, it i{s often argued that the person involved
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in the accident should have known that his performance was likely

to have caused the accident, and it is concluded, after the fact,
that he exceeded the limits of safe performance. This reasoning is
usually circular, and cannot be considered an effective human toler-

ance limit.

The above tolerance limits are listed in decreasing order of effective-
ness, but this listing also repres.~ts very closely the order of increasing
frequency of application. Although Conventional Limits are probably the
most commonly used, the frequency of human error can generally be reduced
most effectively by using tolerance limits from the top of the above

1ist,

Performance Shaping Factors

Many factors affect human performance in a complex man-machine system

such as a nuclear power plant. Some of these performance shaping factors

are external to the person in the system, and some are internal. Human
reliability is affected by the entire work environment, especially the
equipment design and the written or oral work procedui2s. The individual
himself brings to the job certain skills, motivations, and expecta-
tions that influence his performance. Psychological and physiological
stresses result from a work environment in which the demands placed on
the operator by the system do not comform to his capabilities and limita-
tions,

To perform a human reliability analysis, an analyst must under-
stand those performance shaping factors (PSFs) that are most relevant
and {nfluential in the jobs studied. Chapter 3 discusses several of the

PSFs that {nfluence the reliability of nuclear power plant personnel.
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Dependence, Independence, and Coupling

Dependence between two tasks refers to the situation in which the
probability of failure on one task is influenccd by whether a success or
fallure occurred on the other task. In WASH-1400 the term coupling was
used, whereas in this handboo% we use the term dependence. Complete
dependence between two tasks means that if failure occurs on one, failure
will occur on the other with certainty, Similarly, 1f success occurs on
one task, success will occur on the other. (It is possible that the
100% correlation may be negative, but for the usual situations, the
correlation will be positive as stated.)

Zero dependence between two tasks means that the probability of

fallure or success on one task is the same regardle=: of whether fallure
or success occurred on the other. In human reliability analysis the
assumption of zero dependnece, although it may be unjustified, 1is often
assumed for convenience in situations in which the analysis is not mate-
rially affected.

To 1llustrate the concept of dependence, consider a situation in
which two tasks (task "A" and task "B") are performed by the same person
in succession. Let task "A" be the calibration of one gauge and task "B"
be the calibration of a second dissimilar gauge. Assume, ideally, that
human error data are availab’c on a very large number of results on the
callbration of the two gauges. Further, assume that the BHEP on both
tasks {s .0S.

Complete dependence would pertain 1f the probability of failure on
task "B” given fallure on task “"A" was | and the probability of failure

on task “B" given success on task "A" was zero. Zero dependence would
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pertain if the probability of failure on task "B" was .05 regardless of
whether failure or success had occurred on task "A.” Some level of inter-
mediate dependence would pertain if, for example, the probability of
fallure on task "B" given failure on task "A" was .20 while the probabil-
ity of failure on task "B" given success on task "A" was .04,

In this handbook, five levels of dependence are used: z2ro depen-

dence (ZD) (1.e., complete independenc.), low dependence (iD), moderate

dependence (MD), high dependence (HD), and complete dependence (CD).

These are discussed in detail in Chapter 7.

Human Error Consequences and Recovery Factors

As noted earlier, errors may not result ln any serious consequences

to a system., In WASH-1400, it was shown that most numan errors would
not materially reduce the availability of ESFs. Some errors may be no-
cost errors; for example, an error that causes no damage or does not
lower the avallability of any ESF, For example, an incorrect switch is
manipulated, but the operator immediately realizes his error and returns
the switch to {ts proper positon before it has an adverse impact on the
system,

Other errors could adversely affect some component or part of an ESF,
but the adverse impact s prevented or compensated for by other components
or systeme, or even by other human actions taken at a later time. We call

these preventive or compensatory factors recovery factors. Human redundancy

{s a recovery factor: a calibration technician makes an error, but a com-
panton checking his work catches the error and it 1s corrected. Such an

error {s also a no-cost error.
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Error-Likely Situations and People

Some work situations are obviously e:icor prone (error likely) in the
sense that the ergcnomics are so poor that errors are likely to occur;

hence, error-likely situations (ELSs). ELSs involve demands on humans

that are not compatible with their capabilities and limitations. In the
Inited States {f a toggle switch is installed so that the up position is
OFF, errors are likely because in this country we expect the opposite
arranjement. 1If one s required to read and remember a 7-digit number
for even a few seconds, while he also has some other task to do, errors
in recal’ are likely.

Sometimes a person is characterized as error-likely. 1In an NPP, a

t 'y error-likely person would soon be recognized and would be retrained,

reassigned, or discharged. Although chronic error likeliness in pecple
qualified, trained, and experienced in a job is not common, we are all
error-llkely from time to time. Anyone emotionally upset i{s usually more
likely to make errors. If one {s fatigued from unusually long hours of
work or has not had enough sleep, certaln types of errors are relatively
likely. Error likeliness in people who have had adequate training in a
job 1s usually te. orary.

Accident-Prone Situations and People

Accident~-proneness is a special case of error-likeliness. The

accident-prone situation (APS) is one that fosters human errors likely

to result in injury to people or damage to equipment and facilities.

An accident-prone person is one who has statisticaliy "more than his

share” of accidents when compared with others having the same degree

of exposure to opportunitfes for the same types of accidents,
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A familiar example of an APS is a slippery floor. For example, a

leak in a condensor system (n a hoiling water reactor (BWR) wet the

floor, increasing the chances of someone's slipping while walking across
i{t. When this temporary problem was cleared up, the APS no longer existed.

Accident-proaeness in individuals is not a very useful concept, as
it has at times been used to justify an HCE approach to solving safety
problems. Although there are people who seem to be chronically accident-
prone (for example, the class of male drivers in the United States under
25 years of age), studies of work situations show that accident-prone
people in industry are rare. Carefully controlled studies show that acci-
dent-proneness in people, when it does occur, i{s most often due to tempo-
rary conditions such as {llness or emotional disturbances.

In the early 1900s, the concept of the accident-prone individual in
{ndustry arose in part because faulty statistical analyses were used that
did not incorporate concepts of statistical significance. Subsequent
anal ses of these early data showed that certain individuals were stigma-
tized as accident-prone when the number of accidents they experienced was
not significantly greater than the number expected due to chance alone
(Mintz and Blum, 1961). Even when chance can be ruled out, it may be
found that people seeming to have "more than their expected share” of
accidents are those who ha~e the greatest exposure to the risk of accl-
dents.

Taking all of the above factors int. consideration, most modern
‘rdustrial safety specialists conclude that it i{s more cost-effective to
1.~: for APSs than to look for acclident-prone people., The emphasis in
this handbook is on techniques for identifying APSs and ELSs and fou esti-

mating their potential impact on the availability of ESFs.
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Populational Stereotypes and Expectances

A populational stereotype is the way in which members of a popula-

tion expect things to behave especially with respect to directional move-
ments. In the U.S. we expect the "UP" position of a light switch to tu.a
the lights on. In Europe, the opposite populational stereotype holds.

Populational expectance is a type of populational stereotype that

refers specifically to displays which do not involve directional movement,
For example, in the U.,S. the letters "H" and "“C" on water faucets stand
for "hot" and "cold.” In Mexico, a different populational expectance
holds for the letter "C" -- it stands for "caliente,” which means hot.

Any design that violates strong populational stereutypes or expec-
tances will result in a relatively high HEP., Even with extensive training,
Lt 1s difficult to change a popu'ational stereotype completely., Under

stress, we tend to revert to our popuiational stereoiypes.

Stressors and Stress (Physiological and Psycholczical)

Montaigne, a French essayist in the late 15008, noted, "Men under
stress are fools, and fool themselves.” Although he was probably thinking

primarily about psychological stressors, we can think of stressors as any

external or internal forces that cause bodily or mental tension, or stress.
Stress is the human response to a stressor. Thus, {n an NPP there can

be physiological stressors such as fatigue, discomfort, constriction of

movement, or high temperature, as well as psychological stressors such
as task speed, distractions, monotonous work, threats from supervisors,

and emergency situations.
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Chapters 3 and 17 present discussions of st ess, including its

facilitative and disruptive effects,

Types of Nuclear Power Plant Tasks

The handbook includes data and procedures relevant to many tasks in
existing NPPs., Tasks of special interest, because of thelr poiential
impact on the availability of ESFs, are control room operations, pre-
ventive and corrective maintenance procedures, and calibration procedures.

Normal control room operations (including startup, shutdown, power

level control, and the operator's participation in calibration and testing)
are also of {nterest, especially to the extent that these operations
affect ESF availability. Control room operations in response to tran-
sients and after other abnormal conditions (p 2-26) are of special interest
since human error frequencies can be inflated under the stressful condi-
tions involved.

Also of sgpecial interest are calibration and maintenance procedures
tha* involve the ad justment of setpoints and the removal and restoration
of ES. components after maintenance., Uncaught human errors here may

result irn the unavailability of ESFs for relatively long periods of time.

Task Taxonomy

There have been several attempts to develop a useful task taxonomy

(Chambers, 1969, Fleishman et al, 1968, 1970)., While these classifi-
cations of human tasks are useful for psychological research, they are
not very rseful for human reliabllity analysis because they refer pri-
marily to human variables, The approach taken here {s to categorize

the data on human behavior in terms of combinations of equipment and
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task varlables, a classification scheme developed eariier (Swain, 1956).
This categorization is readily seen in Chapter 20 in which all of the
human reliability data in the handbook are summarized. For example, when
one 1s performing a human reliability analysis of NPP operations, the
usual procedure i{s to provide estimated HEPs for tasks identified in a
system fault tree analysis, Thus, the fault tree analysts identify a
particular man-machine interface which has important implications for,
say, the availability of some ESF. This interface might be a valve
which may be placed in the wrong position for malntenance or may not be
restored to its normal position after maintenance. Our primary search
term is “valves.” Secondary search terms are related to type of valves
(manual or motor-operated) and human behavior terms such as "change” and
“restore.” Additional search terms are stated in terms of PSFs such as
"level of stress,” "skill level,” “"type of feedback to operator,” and so
on,

At this time we have not worked out a detalled search scheme (tax-
onomy) that would enable the user to choose key words and identify quickly
the tasks and HEPs most relevant to a specific analysis., This is sub ject
matter for the planned companion volume mentioned on p 1-8 and titled

Human Performance Data Related to Nuclear Power Plant Operations. For

the time being, Chapter 20 and the detalled table of contents provide the

best sets of search terms,

Task and Link Analysis

Chapter 4 presents an analytical procedure called task analysis.

This technique is used to {dentify the relevart human elements in tasks

and to identify the ELSs and APSs in these tasks,
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Task analysis is an analytical process for determining the specific
behaviors required of the human components in a man-machine system. It
involves determiuing the detalled performance requlired of people and equip~-
ment, and the ~ffects of environmental conditions, malfunctions, and other
unexpected events on both, Within each task, behavioral steps are analyzed
In terms of the perceptions, decisions, memory storage, and motor outputs
required, as well as in terms of the expected errors.

The data from a task analysis can be used to establish equipment
design criteria, operating sequences, written procedures, and require-
ments for selection and tralning of personnel. Task analysis {s the most
commonly used tool of the human factors specialist, and is required for
a human relifability analysis.

Link analysis is a specifal form of task analysis. It deplicts the

pathways among different parte of a system that are generated by people

walking about and communicating with each other,

Transieats
A transient Is any departure of some NPP function from established

normal limits. Thus, it {s an abnormal operating condition rather than

a normal operating condition. It may be anticipated in the sense that f{t

occuis with sufficient frequency that the operating staff {s not unduly
surprised when 1t occurs and a set of procedures is available for the
response, It may be unanticipated {n the sense that {t {s a rare or even
unplanned-for event that generally evokes a reaction of surprise and dis-
belief.

Transients may occur with or without a reactor trip (or scram),

Anticipated transients without scram (ATWS) can pose problems for
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operating personnel, who may have to interpret display readings and decide

whether and when to trip the reactor manually.

LOCA

A loss-of-coolant accident (LOCA) is a transient in which there is

a loss in the primary coolant system. The severity of a LOCA may range
from the extreme (i.e., a guillotine break in one of the very large pipes)
to a very small leak. The possibility of a LOCA has important implications
for human reliability. In WASH-1400, the very conservative assumption

was made that a "large LOCA" would involve the most severe conditions

even though such a break has never occurred. It was judged that human
reaction to such a condition would involve an extremely high level of
psychological stress, For smaller LOCAs, initizl human stress levels are
assumed to be lower than for the very large LOCA, However, even small

LOCAs can build to situations in which operating personnel manifest high

stress,

Disglaz.

A display 1s any (nstrument or device that presents information to
any sense organ (visual, auditory, or other). In NPP3, displays are

annunciated or unannunciated. Annunciated displays usually consist of

panels of legend indicators (often called tiles) associated with an

auditory signal. Unannuaciated displays in NPPs include meters, digital

readouts, chart recorders, graphs, indicator lights, computer printouts,

and video presentations,
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Manual Controls

Manual controls are those components with which the human enters his

inputs to a system. Types of controls in NPPs include switches (rotary,
toggle, and other), pushbuttons, levers, knobs, cranks, connectors, and
tools. Manual controls may be continuous (e.g., a rod control lever)

or discontinuous (i.e., discrete); e.g., a two-position rotary switch for

a remotely operated motor-operated valve (MOV),

Continuous and Discontinuous Tasks

Manual control tasks may be either continuous or discontinuous ({i.e.,

discrete). Continuous tasks involve some sort of tracking activity in

which the operator monitors some continuously changing situation. The
control action in a continuous task can be either continuous (as in rod
control) or discrete (as in stopping a pump when water level reaches some

point). A discontinuous (or discrete) task is one in which each task

element {3 A discrete step (e.g., calibration).
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CHAPTER 3. PERFORMANCE SHAPING FACTORS

This chapter describes many of the factors that affect human reli-
ability in NPP operations. The purpose is to outline some of the quali-
tative aspects of human performance as a background for the quantitative
models presented in Part III, Because of the lack of data and the limi~-
tations in our experience, not all of the performance shaping factors in

this chapter are represented in the quantitative models,

The Human as a System Component

A fundamental assumption in human reliability analysis i{s that the
human can be treated analytically, much as are other components in a man-
machine system. This assumption has led some to the conclusion that the
human functions are like any other system component., Considering the
greater variability of human performance, such a conclusion is invalid.
Still, human failures can be studied objectively and quantified, as can
any other component failure.

Figure 3-1 depicts the human as a component that receives inputs,
acts on these inputs, and produces outputs. As shown, the human is part

of a closed-loop system, since information about his outputs is fed back

to his sense organs to become another input. Thus, the human is able to
discriminate any significant difference between his actual output and the
desired output. This i{s the classical representation of the human as a

system component (often called a "black box").
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The manser in which the human perceives, thinks about, and responds
to the inputs he receives depends on what are called performance shaping
factors (PSFs). The PSFs determine whether human performance will be
highly reliable, highly unreliable, or at some level in between. In the
present state of human reliability technology, it is not possible to
assign weighting factors to each of these PSFs or to develop an equation
for the relative influence of all of the PSFs on the performance of a
given task. One reason for this limitation is that many of the PSFs
{nteract, and the interactien effects are usually complex. Despite the
current limitations in quantifying their effects, we must carefully
consider all the relevant PSFs {n evaluating task reliability.

In the human performance models presented in Part I1[, the estimated
HEPs and uncertainty bounds are based in part on the judged influence of
different combinations and levels of PSFs. If the user knows that the
relevant PSFs are particularly good for a given situation, the calculated
error probabi’ ity should be assumed to lie closer to the low end of the
range by some factor, say a factor of 2. Thus, if the calculated HEP
ts .001 (.0001 to .01), it could be modified to .0005 (.0001 to ,01).
The uncertainty bounds are unchanged. Conversely, if the PSFs are partic-
ularly unfavorable for human reliability, the HEP could be modified to
.002 (.0001 to .0i). Note that the factor of 2 is for example only;
depending upon the quality of the PSFs, the user may elect to apply some
other factor. 1If the PSFs are average for the industry, no change would

be made.
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Classes of Performance Shaping Factors

Table 3-1 presents the PSFs that must be evaluated when performing
a human reliability analysis (Swain, 1967a, 1980b). In general, PSFs are
divided into three classes: (1) the external PSFs, those outside the indi-
vidual, (2) the internal PSFs, those that are a part of the individual

himeeli, and (3) stresses and stressors.

External PSFs

In general, the external PSFs are those that define :%e work situations

of the operators, technicians, maintenance personnel, engineers, clerks,
and othere who keep the NPP performing reliably and safely., The external
PSFs fall into three general categories: Situational Characteristics,
Task and Equipment Characteristics, and Job and Task Instructions. Situa-

tional Characteristics include PSFs that are often plant-wide in influence,

or that cover many different jobs anu tasks in the plant. Task and Equip-

ment Characteristics include PSFs that are restricted to some given job

or even to a task within a job. Job and Task Instructions include PSFs

connected with the {nstructional materials used in jobs. Although
instructions are really task characteristics, they are singled out because
they represent an area in which a relatively small investment in time and

money can result in substantial improvement in human reliability,

Internal PSFs

It 1s a truism that every human component in a man-machine system is
a unique element. Each person comes to the job with certain skills,
abllities, attitudes, and a host of other human attributes., It would be

very convenient Lf one could select ov develop standardized people for
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work in NPPs. Since this is not possible, an attempt is made to select
workers who can develop acceptable levels of performance; the internal
PSFs determine the potential level to which the individual can be devel-
oped. However, the methods employed to train the worker and to maintain
or improve h'3 proficlency are external PSFs established by the utility.
As will be seen, there is ample room for {mprovement in the development

and maintenance of skills, especially those skills related to coping with

unusual events in NPPs,

Stressors

Because of {ts Importance, stress, an internal PSF, is listed as a
separate class of PSFs., Stress, elther psychological or physiological,
can arise when there |s a mismatch between the external and the internal
PSFs., For example, if the perceptual requirements of a task impose too
many demands on a worker, performance will suffer because of excessive
task load’ag, a psychological stressor. A well-designed man-machine
system {s one in which the task demands are consistent with the worker's
capabilities, limitatlions, and needs. To the extent that this consistence
is not achieved, human errors and adverse effects on motivation and

attitudes can be expected.

Situational Characteristics

Architectural Features

Situational characteristics refer to PSFs that apply to more than
one task, The f{rst situational characteristic listed in Table 3-1 is
architectural features. By this term we mean the general work area or

areas. A control room, a room of equipment to be calibrated, the room
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housing the turbine and generator---all have certain architectural features
that can affect human performance either favorably or .iversely.

One familiar example in NPPs with both favorable and adverse impacts
is the large control room which houses the operating panels for two or
three reactors. One positive aspect is the fact that, in an emergency,
certralized control is facilitated and it is more likely that sufficient
qualified personnel will be available to cope with the emergency even in
its earliest stages. A negative aspect is the generally high noise level,
the excessive number of people present at times, and the possibility for
confusion,

A problem In many control rooms arises from their sheer size.
Operators often have to walk several yards or more to read some display.
Because It 1s normal for people to avoild unnecessary effort, they tcy to
read the displays “rom a disance and, consequently, make errors in their

readings (Seminara et al, 1976, p 4-27).

Quality of the Working Environment

The next four situatfonal characteristics in Table 3-1 (temperature,
humidity, and air quality; noise and vibration; illumiration; and degree
of general cleanliness) refer to the quality of the envircnment surrounding
the worker, NPPs generally provide a satisfactory environment, but, as
noted earlier, there are exceptions regarding the noilse level and an
excessive number of people in control rooms, There are certain areas;
€.8., the turbine room, where a high noise level is to be expected and
ear protectors should be worn. However, a [ h noise level should not be
tolerated in the contrel room as it » « we ,rritation and fatigue,
which may result in errors. The , ;pears to be more psychological

than physiological, since nolse levels in most (ontrol rooms are well
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belcws the levels specified under the Occupational Safety and Health Act
(OSHA). 1In an informal, unpublished study, we took measurements with a
sound l-»vel meter in varifous areas at Sandia National Laboratories where
draftiug and related support tasks are done. We found one consistent
result: 1In any work area where the noise level was over 60 decibels, a
significart number of occupants complained that the noilse interfered
with *helr concentration. Even though there are no physiological bases
for these complaints, the occupanis were irritated and distracted by the
noise,

Methods for damping noise are well-known and will not be discussed
here. 1In one Swedish NPP, carpeting of the control room floor was
installed to reduce the nolse level and thereby to reduce the physio-
logical stressor of noise, There were also psychological implications
Inasmuch as this management action favorably impressed the operating
personnel, who saw this as an example of the company's concern for their
well-bheing.

Lighting for WPP tasks (s often not adequate. For example, in some
control rooms, glare 1s such a problem that the ambient {lluminatic: must
be reduced, sometimes to the point that errors in reading displays may
occur, In some areas in a plant, the lighting may be so poor that errors
{n reading valve labels are possible.

A special problem for certain NPP tasks is that of exposure to
radloactivity and the requiremeni for wearing nrotective clothing when
performing certain tasks. (We list radiation as a physiological
stressor in Table 3-1, but it could also be listed as a psychological
stressor or under quality of the working environment.,) We have not

studied this problem in detail, but {nterviews with operating personnel
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indicate that the clothing is uncomfortable and that a primary motivation
of personnel in a "rad” environment is to get the job done as quickly as
possible and “"get out of there.” This motivation mitigates against the
highest levels of human reiifability.

The degree of general cleanliness has a psychological impact quite
apart from any impact on plant equipment. A generally dirty and untidy
work environment may suggest to the worker that indifferent work per-
formance is tolerable. Although we cannot quantify the influence of this
PSF on human errors, it should be obvious that a clean and tidy work
environment is more likely to affect numan performance positively than
the opposite kind of work environment. Although most NPPs maintain good

housekeeping practices, there are substantial differences among plants.

Work Hours and Scheduling of Work Breaks

There have been many studies of human performance as a function of
work hours and scheduling of work breaks. Most of these studies are
relevant to production jobs or other work where the work rate is paced
by the job. Much of the work in NPPs is self-paced except in response
to unusual situations, in which case the workers are fully aroused and
involved. The usual findings regarding work breaks are not applicable,
since most of the NPP operators, technicians, and other personnel are
relatively autonomous in performing their duties, and thelr efficiccy
is not likely to be improved by a rigid schedule of rest periods.

However, there is an important question about the impact of work
hours that are longer than normal. This type of schedule occurs
fairly often, as when someone stays on duty at the end of his shift to

fill in for someone on the next shift, or during plant shutdown and
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startup operations that require the presence of certain key personnel
thiroughout.

There is special interest in the effects of extra work hours on the
probability that an operator will detect unannunciated indications of
marginal or out-of-tolerance conditons, and on any decisions he may be

{red to make, especially those related to nonroutine conditons. In
addition to the effects of the extra work hours, there can often be time
stress on personnel during nonscheduled reactor shutdown activities.

The time stress occurs because everyone is aware of the economic impact
of unscheduled hours of plant unavailability. It is known from military
studies that the effects of combined stress 2nd fatigue are usually worse
than the sum of their separate effects.

We made a literature search of the effects of work hours on visual
detection and decision-making with implications for the scheduling of work
hours for NPP personnel (Swain and Bell, 1980). This search clearly
shows that the shape of the curve of performance vs hours for the
evening and night shifts differs considerably from that for the day shift,
This 1s especially true when personnel operate on a changing shift
status. Most authorities ascribe this effect to the disruption of strong
sleep habits,

In a study of Swedish NPP operations (Axelsson and Lundberg, 1975),
operators on other than the day shift reported greater fatigue and diffi-
culty in sleeping (including less hours of sleep). A review (Trumbull,
1966) notes the significant effects of iLosing even one night's sleep--
which Is not uncommon in NPPs. This and nther studies (Bloom, 1961;
firand jean, 1968) indicate that as fatigue increases (especially fatigue

due to loss of sleep), the detection of visual signals deteriorates
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markedly, choice behavior demands more time and exhibits more error, and
reading rate decreases. Longer periods of sleep deprivation (from 50 to
60 hours) can lead to difficulties in mental arithmetic, i Sility to
recall names and objects from recent conversation, and even to momentary
hallucinations.

Other studies (Grant, 1971, on drivers of British Railways loco-
motives; McFarland, 1971, on aircraft pilots; and Grand jean et al, 1971,
on Swiss air controllers) show that fatigue results in less attention
to certain types of signals: personnel develop their own subjective
standards of what is important, and as they become more fatigued, they
ignore more signals. Bartlett (1951) called this the “phenomenon of the
lowered subjective standard.” Although these studies do not provide a
direct, unequivocal answer to the question of how the performance of
NPP personnel is related to hours on the job, some reasonable extrap-
olations can be made to the NPP situation.

As a practical matter, a person's subjective feeling of fatigue
does not predict the quality of his performance. There are large
individual differences in performance. Some people can perform well
even when tired; others feel that they are doing well although they are
not. Taking these findings into account, we offer the following
suggestions for scheduling work hours beyond the normal work time:

(1) Under no circumstances should one work in an NPP for over

16 straight hours,

(2) There should be at least a 12-hour break between work

periods for any individual.

(3) No one should work more than 60 hours a week.
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(4) No one should work more than 100 hours in any two consec-
utive weeks.
(5) Ensure that working an extra ehift would not mean that one

has been without sleep for 24 hours.

Availability/Adequacy of Special Equipment/Tools and Supplies

The effect of the availability or adequacy of special equipment and
tools and of supplies on job performance is often ignored in industry.
Generally, it appears that these items are located and managed in a way
to suit the toolcrib attendants rather than the people who will use them
on the job. This reversal of priorities can adversely affect job per-
formance. For example, if much effort 1s required to obtain certain
tools, the worker will tend to make do with what he has, often to the
detriment of his work.

A positive application of this PSF has been observed in some NPPs.
Those who perform calibration tasks are provided with special carts with
all the test equipment, tools, and procedures needed for the job.

Because it 1is convenient to use the correct {tems, they are used.

Mannlng;?nraneter.

The manning parameters refer to how many and what kinds of people
are used to perform which types of jobs. Much has been written on this
topic, but often one of the basic requirements for manning effectiveness
is not implemented. Our experience in developing manning tables for
technical jobs in military organizations indicates that unless manning
i{s based on a thorough task analysis of al'l the tasks to be performed by
an organization, there will be inadequacies in manning. People tend to

define jobs in general terms rather than from a careful analysis of task
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demands. In NPPs there i{s a natural tendency to carry over the manning
practices from fossi® “el power plants. While much of this carryover
is probably relevar ~e know of no systematic study of NPP manning that
determines the extent to wh'ch NPPs have different manning needs.

We have observed differences between U.S. and European practices in
the type of people assigned to control room functions. In the U.S.,
operating personnel generally are not college graduates. Often they are
former fossil fuel plant operators or former operators of shipboard
reactors from the U.S. Navy. In Great Britain most control room operators
are graduate engineers or the equivalent. There are pluses and minuses to
both practices. Using graduate engineers may have some advantages in
coping with unusual events if thelr expertise is nece-sary. On the other
hand, problems of boredom are accentuated with these personnel; daily
task demands are not up to their capabilities and job expectations.

The use of technically trained noncollege personnel may invclve less
risk of job dissatisfaction, but there is a question of how well these
personnel can cope with highly unusual events. We believe it is less a
question of whether college training 1is necessary than of how job-relevant
the training is. Certain obvious problems are addressed later {n ti's
chapter.

Another difference between U.S. and European manning is illustrated
by the Swedish practice of having two separate job titles for operating
personnel. For Swedish NPPs there are two types of control room
operators called Reactor Engineers and Turbine Engineers. Neither is
a graduate engineer but both have training and backgrounds comparable

to that of U... operating personnel except for shipboard reactor experi-



3-14 Situational Charscteristics

ence. However, problems occur because the reactor engineers regascd their
jobs as more prestigious than those of the turbine engineers. Also, the
usual path for promotion to shift supervieor is to advance from reactor
engineer, not from turbine engineer. In some cases, a lack of cooperation
has been observed between turbine and reactor engineers in which the former
have caused reactor trips when they decide to perform certain activi®ies
without first checking with the reactor engineers. In the U.S., all

control room personnel are Reactor Operators (ROs) of various levels: an

unlicensed RO (often called an Auxiliary Operator), an RO, and a Senior RO.

Because the pathway to advancement is clearcut in this case, the problems
experienced among operating personnel in the Swedish plants have not been

frequently reported in U.S. plants.

Organizational Structure and Actions by Others

A plant's organizational structure (e.g., authority, responsibility,
and communication channels) and actions by supervisors, coworkers, union
representatives, and regulatory personnel often fall into the sociological
realm. Some of these actions have technical impact and are therefore
appropriate to this handbook. Probably the most important area is admin-
{st.ative control of the status of safety systems and components.

When systems or components are removed from their normal operating
status for maintenance or other purposes, proper restoration procedures
may not be carried out, or certain necessary safety systems or components
may not be available because of oversights or other errors. In NPPs con-
siderable reliance is placed on human intervention to avoid such problems.
Therefore, the kind of administrative control in a plant 1s very important.

1f administrative control is tight and the supervisors insist on rigid
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adherence to the control, it will be much less likely that some valve will
be left in the wrong position or that some jumper will not be removed
after maintenance. Chapters 13 and '’ detail the importance of sound
administrative control in recovering from errors in system and component
restor..ion.

Actions by regulatory personnel, especially by government regula-
tory personnel assigned to a given plant, will have a substantial effect
on plant personnel and practices. For example, plant personnel will
usually respond if an onsite federal Inspector emphasizes good house-
keeping. If the inspector frequencly queries operators on how they
would respond to hypothesized unusual events, the operators will tend
to think about coping with the unusual, On the other hand, {f the
inspector spends most of his time checking paperwork, the plant will
expend most of its effort to ensure acceptable paperwork. Thus, the
personality of the inspector has a strong influence on the “personality”

of the plant,

Rewards, Recognition, and Benefits

These PSFs have at least an indirect influence on the performance
of technical jobs. Industrial and social psychology textbooks discuss
the importance of these factors. Although they may have an impact on

human relfability, they are outside the scope of this handbook.

Task and Equipment Characteristics

The task and equipment characteristics are PSFs that are task-spe-
cific. These are the factors evaluated in performing a task analysis,

as described in Chapter 4. The following sections describe {n general
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terms the task and equipment PSFs listed in Table 3-2, and subsequent

sections deal with specific findings on these factors in typical LWRs.

Perceptual Requirements

The perceptual requirements of a task are determined by . l.e task and
equipment features that convey informatfion to the personnel. Almost all
of the perceptu:l requirements placed on the personnel are visual --
reading meters, ciaa~ts, labels, etc., Auditory requirements are minor,
requiring only the ability to hear and recognize various alarms. The
crucial PSFs for displays are that they reliably convey the essential
information to the user, and that the display attract his attention (if

prompt response is required).

Motor Requirements

Motor requirements refer to control, adjustment, connecting, or other
actions. Normally these are performed with the hands or feet. Speed of
movement is rarely a problem in NPPs, although the strength required to
operate a control can be a problem in some maintenance work in which
“come-alongs” are needed to change the status of large manual valves.
Generally, however, demands for muscular strength i NPP operations
appear to be well within the capabilities of the fifth percentile female
operator (Hertzberg, 1972). Preciszlon of motor response is not a problem
in NPPs, except for certaln operations performed during refueling and
rod manipulations., Most of the human factors problems in the design of
controls in NPFs are related to the use of unnecessarily large control

handles and to the poor location and labeling of controis.
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Table 3-2.* Task and Equipment Characteristics

Perceptual requirements
Motor requirements (speed, strength, precision)
Control-display relationships
Anticipatory requirements
Interpretation
Decision-making
Complexity (information load)
Narrowness of task
Freqr-..., and repetitiveness
Task criticality
Long- and short-term nemory
Calculational requirements
Feedback (knowledge of results)
Continuity (discrete vs contiauous)
Team structure
Man-machine interface factors:
Design of prime equipment, test 2quipnent,

manufacturing equipment, job aids, tools
and handling equipment, fixtures

*From Table 3-1
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Control-Display Relationships

The relationships between controls and displays refer to the compat-
ibility of displayed information with the required movement of controls.
Certain displays lead to certain expectances as to how a control should
be moved, If the displays ana their associated controls violate these
expectances, the probability of human error will be very high, espectally

under stress (Fitts and Posner, 1967, p 25).

Anticipatory Requirements

These reauirements refer to tasks in which a person has to be alert
for some signal while performing another activity that also requires
attention, Humans have definite limitations in this area. Man is
essentially a single-channel mechanism (Fictts, 1951); that is, he can
pay attention to only one thing at any instant in time. With practice he
can rapidly switch his attention among several stimuli (Gabriel and
Burrows, 1968), and it may appear that he i{s attending to several things
simultaneously. Still, at any given moment he is attending to just one
stimulus.

The skilled control room operator ordinarily has ample capacity for
the tasks at hand, Urder unusual conditions, however, he may be over-
loaded---that {s, there may be so many visual and auditory signals
competing for his attention that he i{s unable to divide his attention
among them {n the most effective manner. He will ignore some signals
efither because he doesn't perceive them or because he has had to select
the more Important ones, The performance model for annunclated displays

reflects this effect of signal loading on operators (Chapter 10).
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Interpretaticon Requirements

Interpretation requirements in NPPs are related to situations in
which the presented information requires some mental processing. This
means that the course of action implied by the infr-.ation is not obvious,
and laterpretation of the data is required. The more interpretation ttat
{s required, the longer the response time and the greater the proo-
ability of error. Ease of interpretation (or minimization of the need
for Interpretation) is achieved by an optimum combination of operator
training, design of displays, and design of written procedures. Less-
than-adequate {mplementation of these PSFs will increase interpretation

demands and thus increase human errors.

Decislon-ﬂaqul

The need to make decisions in a job can help keep the job intecisting
and challenging. Without any requirement for decision-making, most people
become bored. Therefore, the best-designed jobs and tasks include the
need for a person to use his decision-making ability. Errors occur when
th . information presented to the decision-maker does not adequately
support the kinds of decislons he needs to make. If this happens, the
person making an incorrect decision is likely to be faulted even though
he has responded logically to the information he had. For example, in
alrcraft crash investigations a verdict of "pilot error” may be attrib-
uted to the pilot, without any attempt to uncover the factors that

led to the wrong decision (Pressey, 1976).

Complexity (Information Load)

The complexity of a job is a function of the amount of information

the worker must process and the amount of abstract reasoning or
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visualization required. Obviously, errors will be frequent if the job
{s too complex. Tasks in an NPP ordinarily are well within the capabil-
ities of the workers. The experienced operator undarstands the working
of the plant, and he processes i formation at a self-determined pace.
However, in some plants the emergency procedures (such as those for LOCAs)
{ntroduce complexities that exceed the capabilities even of highly skilled
operators. (For an example, see p 21-11.)

As the information load on an operator increases, a point may be
reached at which the operator can no longer process information. As de-
scribed later in the discussion on stress, he has several ways of compen-
sating for overload, some of which can result in error. Some years ago,
{t was belleved that the concept of information theory (as described by
Wiener, 1948; and Shannon and Weaver, 1949; and extended to psychology by
Attneave, 1959; Garner, 1962; Sheridan and Ferrel, 1974; and others) could
be used to quantify Information load. In application to practical situa-
tions, however, the utility of information theory has been disappointing.
One reason is that the objective measure of information in tasks or task
elements cannot assess the meaning that the individual himself attaches
to each signal, For example, when shift change approaches, signals
related to this event are more compelling to some operators than to others,

Analyses of Licensee Event Reports (LERs) show that a disproportionate

number of errors of oversight occurs within an hour in each directfon of

shift change.

Frequency and Repetitiveness

The frequency and repetitiveness of human actions are PSF: that have

a dual relatfonship to human performance. Although the ability to perform
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reliably obviously increases wi~ the frequency and repetitiveness of a
task, highly repetitive tasks be.ome boring and few workers will do
their best on such jobs. The optimal tradeoff between reliability and
boredom in the design of jobs remains unsolved in many industries,
including nuclear power. Some calibration tasks, for example, involve
80 much repetition that it is a tribute to the patience of the techni-
clans that so few errors are made.
At the opposite extreme, if a task that i{s perfo-.ed infrequently
must be performed correctly, frequent simulate”’ practice is necessary
(as with fire drills). NPP emergency procedures are required at unpre-

dictable times and therefore should be practiced periodically.

Task Criticality

The criticality of a task as perceived My plan‘’. personnel will
affect how much attention they devote to the task. This is especially
true during periods of time stress or fatigue when one doesn't have the
time or the energy to perfcrm all tasks or task elements. A person at
work will naturally devote more of his attention to those tasks or
task elements that he considers most critical to the job. A person's
perception of what i{s critical is obviously influenced by instruction
from his supervisor and by the "old hands" with whom he works. For
example, the operators' overriding concern with avoiding a solid pressur-
Lzer in the TMI accident {s thought to have led to their failure to

detect other, more important conditions (Kemeny, 1979).
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Long- and Short-Term Memory Requirements

These requirements can often degrade human performance. Although
long-term memory for facts is not one of man's outstanding capabilities,
he does have a good capacity for remembering principles, strategies,
contingencies, and other rules ani their applications---provided that he
has been properly taught and has a chance to practice them occasionally
(Fitts, 1951).

Short-term memory is notoriously unreliable (Welford, 1976, p 101),
yet many jobs place unrealistic demands for short-term memory on per-
sonnel, Short-term memory is less reliable than long-term memory because
it lacks the long learning time and rehearsal associated with the latter.
An example is looking up a new telephone number from the directory and
keeping it in mind for the dialing process. Datz from the Bell System
ifndicate that under these circumstances a probability of error of 5% can
be expected with the circular dial. If a person has to remember digits
(or other meaningless information) for more than a few seconds, errors of
1 to 5 percent can be expected. For reliable performance, people must be

supplied with properly designed forms on which to record data.

Calculational Requirements

The performance of even simple arithmetic accounts for many errors
fn technical work. This 1s in part because short-term memory is often
wolved, and the calculational aspect per se is associated with
relatively high HEPs. 1In one study (Rigby and Edelnan, 1968b), highly
skilled {nspectors routinely calculating familiar avithmetic problems
involving s'aple addition, subtraction, and divislon made slightly more

than 1% errors using paper and pencil. Our experience in industry shows
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that the relatively high frequency of calculational errors is always
a surprise to those who design work operations. The typical “solution”
for these problems is to tell those who make calcuia:ional errors to

be more careful, an HCE approach that rarely works for long.

Feedback

Feedback, a term borrowed from engineering technology, refers to the

knowledge of results that a person recelves about the status or adequacy

of his outputs. Without the feedback loop shown in Figure 3~1 a worker

operates as an open-loop system and cannot pe.form complicated activities

reliably,

It is recognized that feedback has motivational as well as infor-
mational aspects; the motivational aspects are outside the scope of this
manual., The {nformational content of feedback provides a person with
objective information on what he {s eupposed to do and whether he does
it correctly, and with detailed information on when and how he failed
to do it correctly, Feedback must always be timely., In some cases
delays of even a few seconds can seriously degrade performance (Miller,

1953a, Section IV), especilally for certain continuous tasks (descriped

be low) .

Continuity (Discrete Versus Continuous)

As defined on page 2-28, this term refers to the extent to which a
task 1s nondiscrete (i.e., involving continuous tracking activities),
or the extent to which each task element {s a discrete step (e.g., as
{n a typical calibration or maintenance procedure). In NPPs there are

a number of continuous tasks, and supplying power is a continuous
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process. In this sense, NPPs are considered to be a special type of pro-
cess industry, distinct from manufacturing industries in which items are
manufactured or assembled. Edwards and Lees (1973 and 1974) describe the
special human factors problems related to process industries. As they
point out, process control is ma - difficult by the following PSFs:
(1) Several disr’ay/control variables interact.
(2) The process has a lon; time constant; i.e., a delay in
feedback.
(3) The important variables often must be estimated rather than
measured.
(4) Readings from widely separated instruments have to be
collated, and the operator has *o rely on short-term memory.
(5) The basic process is often difficult to visualize.

All of these PSFs are found in the typical NPP control room.

Team Structure

This term refers to the combinations of people performing work that
must be done by twe or more people. In this handbook we are not con-
cerned with the sociological aspects of team makeup, only with the techni-
cal aspacts of peuple working in teams. One major technical aspect has
to do with the recovery factors made possible by having one person in a
position to observe another's work either during or after completion
of the work. The effects of these recovery factors are discussed more
fully in Chapter 15.

Another technical aspect has to do with dividing “asks among differ-
ent people to reduce task overload. An example i° given (beginning p 21~

14) 1ia which the addition of a second operator to control rooms in
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cer**!~ JPPs 1s estimated to result In a substantial gain i{a human reli-

ability for s task to be performed under ahnormal conditions,

Man-Machine Interface Factors

This final task and equipment PSF is a catchall category covering
all points of contact between the human and *he hardware that were not
covered in the other categories. It includes test equipment, tools,
handling equipment, etc. Although these items all affect performance,
they are not treated individually, since the general principles dis-
cussed in Chapters 11, 12, and 13 apply in most Lnstances. Some of the
problems in the design of the man-machine {nterface are described below,
and provide some of Lhe qualltative rationale for the human performance

models and derived data presented Ln those chapters,

Some Ergonomics Problems in NPPs

This section describes some examples of poor ergonomics observe!
at various NPPs, The EPRI Review (Semfnara et al, 1976), Raudenbush
(1971, 1973) and Swain (1975) present detalled expositions of human
factors problems in the design of control rooms. The examples in this
section are based largely on our observations and interviews i{n several
U.S. and European plants,

Some of the ergonomics problems obhserved were:

L. Poor design and layout of controls and displays

2. Poor labeling of controls and displays

3. Inadequate indications of plant status

4. Presentation of nonessential i{nformattion

5. 1Inadequate labeling and status indicatlons of valves
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Poor Design and Layout of Controls and Displays

Typically, the design and layout of controls and displays in WPPs
are not in accordance with recognized human factors practices. Controls
and displays are not always grouped by function, nor are the functional
groups always clearly delineated. At many plants the operators have
applied colored tape to the panels in an attempt to delineate functional
groups. (For a formal method of using tapes on exlsting panels, see
Seminara, Eckert, et al, 1979; and Seminara et al, 1980.) At other plaats
the operators have been prevented from applying such markings Ly management
policies that place aesthetics above the needs of the operators (Seminara
et al, 1977). The lack of functional grouping may partlally explain the
tendency of operators to cely on one display instead of cross-checking
with other instruments that might indicate whether the first display is
operating properly. There are several LERs of operators relying on a
chart recorder indication and performing inappropriate actions because
of a stuck pen. 1In some incidents, operators apparently relied exclusively
on one display when other displays would have indicated the approprlate
actions required.

In many U.S. plants, the control room is roughly divided into three

areas: Engineered Safety Feature panels, Reactor Control panels, and

Balance of Plant panels. This does not mean that all the displays and

controls used in coping with safety-related incidents are located on one
panel. For example, in coping with a LOCA, the use of all three panel
areas ls required. The layout of controls and displays only partially

supports the required operator activities. 1In one pressurized water reactor

(PWR), rod control is hindered by the location of the necessary display
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far off to one side of {ts related control, forcing the operator to
assume an awkward stance to read the display.

Several informal link analyses of control room activities have been
performed {Swain, 1975; "Human Reliability Analysis,” Section 6.1, WASH-
1400, 1975; Seminara et al, 1977; and Seminara, Eckert, et al, 1979).

It i{s clear that the layout of NPP control rooms does not match the
operating needs of contro! room personnel very well. Figure 3-2 shows a
formal link analysis for a BWR control room operator for a 23-minute period,
and Figure 3-3 shows an expanded link analysis for an 8-hour shift for

the same operator, The report from which these figures are taken (Axelsson
and Lundberg, 1975) notes that the layout of the control room makes for
considerable travel time and some reluctance on the part of operators to
perform all checking functions on a timely basis.

Perhaps the most serious deviation from accepted ergonomics practices
in the design of NPPs i{s the use of mirror-imaging of panels for a two-
reactor control room. This practice consists of reversing the layout of
the displays and controls from one set of panels to the other. (Fortu-
nately, the mirror-imaging does not go all the way and reverse the com-
ponents within a display or control.) Mirror-imaging aggravates the prob-
lems of inadequate panel layouts. Even highly experienced operators
report moments of confusion in this kind of work situation, though they

are fully trained and experienced on both layouts,

Poor Labeling of Controls and Displays

The labels and legends used in NPPs are not always clear. In some

plants, labels on controls and displays are taken from construction
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drawings with no attempt to develop labels useful to operating personnel.
For example, consider the labels of the switches in the ESF portion of
a panel shown {u Figure 3-4., The labels of these switches describe their
functions, which i{s helpful to the operator. However, the numbers differ
so little that confusion among them is quite possible. The five switches
immedlately above these two rows are numbered: MOV-1864A, MOV-1885A,
MOV-1885C, MOV-1885B, and MOV-18648B, Obviously, the numbers assigned to
the switches provide no cues as to thelr locations on the panels,

In other plants. _‘he possibilities for confusion and difficulties
in locating controls and displays relevant to safety activities are even
greater, For example, Figure 3-~5 represents the lower ESF panel at one
PWR, Note the labels and how difficult 1t would be to find the correct
switch Lf {t were not used frequently. We observed a highly skilled
operator go through-the LOCA procedures on the dynamic simulator which
had panels {dentical to these NPP panels. Even this skilled operator
had trouble locating certain switches required to cope with the simu-
lated LOCA, and he described at length the greater problems experienced
by less-skilled operators.

These difficulties prompted us to devise location ailds similar to
the matrix used on road maps (Swain, 1975). Figure 3-6 shows how this
location aid would be applied to the panel shown in Figure 3-5. Figure
3-7 shows the same scheme for the upper ESF panel, and Figure 3-8 shows
the location aid applied to an annunciator (ANN) panel. (This 2nnunclator
panel {s labeled 1l; the others would be labeled 2, 3, etc.) The five
colors chosen can be discriminated even by persons with poor color
vision (Baker and Grether, 1954). They are yellow (33538), blue (35231),

white (37875), black (37038), and gray (36173). The 5-digit numders
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displays showing Refueling Water Storage Tank (RWST) level and contain-

ment sump level (Figure 3-10)., The indication for RWST level agrees
with our populational stereotype: as the water level falls in the RWST,
the pointer drops and shows a decreasing level, However, for the con-
tainment sump level display, the lowest level of wacer in the sump (4
inches) 1s shown by the top indicator and the highest level (205 inches)
by the bottom indlcator. This indication is the reverse of what one
would expect,

An extreme example of mislabeling occurs in one plant in the labeling
of switches for the primary coolant loops on the reactor control board
(Figure 3-11). Switches for controlling valves associated with primary
coolant loop A are logically labeled A, but switches for loop B are
marked D, those for loop C are marked B, and those for D are marked C.
The operators have attempted to cope with this by memorizing a mnemonic
aid: All Dogs Bite Cats.

The major effects of inadequate labeling are increases in the per-
ceptual and interpretational demands of the job, with the result that
more errors occur and longer times are required to do the right things.
This is one area in which substantial improvement in human factors could

be achieved in existing plants with relatively little expense.

Inadequate Indications of Plant Status

Often the information conveyed by indicators of plant status requires
excessive Interpretation by the operators. At one plant a monitor panel
was designed with the excellen. intent that all the indicators would be
illuminated when the monitored functions were in their proper modes so

that the operator could quickly detect a deviant state of any individual
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function, However, changes were made, and the operators had to learn

that for condltion so and so, all the indicators in Panel 1 should be
{1luminated--with a few exceptions. These exceptions would change for
different conditions. The memorization task for the operators proved
impossible., Interviews with these operators established that they tem-
porarily memorize all the indications to pass examinations and then forget
them,

The 1979 TMI accident iustrates several problems related to the
requirement for excessive operator interpretation (Kemeny, 1979). One
such problem 1s related to the closing of the pressure-operated relief
valve on the pressurizer. The prcblem occurred because an amber light in
the control room comes on when an automatic signal is sent to a solenold
to cause it to close the valve. The light does not monitor the position
of the valve. The operator {s supposed to remember that the amber light
may not mean that the valve has closed (Rub‘astein, 1979). Another problem
occurred because there was no direct indication of flow in the auxiliary
feedwater system, "The indicator the operator was supposed to watch (o
see {f there was auxfeed was a pressure gauge on the discharge header.
This 1{s misleading {f the auxfeed valve is glosed because the pressure
would be high and yet the flow is zero” (Sugarman, 1979). Again, too
much interpretation i{s required for high levels of human reliability.

Another problem is the color coding of status lamps which follows
the convention established in fossil fuel plants rather than ergonomics
guidelines. In connection with NPP valves and switches, the color red
routinely indicates the open status of a valve or the closed position
of a swtich; {.,e., in both cases red indicates flow. Green indicates

the closed position of a valve and the open position of a switch; t.e.,
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no flow. The use of these colors is contrary to our populational stereo-
type of green for go and red for no-go, and does nct permit a more useful
employment of these colors, as described later.

Other colors are also used in NPPs, but without uniformity. In
some cases yellow is used for cautionary indications; sometimes bHlue is
used for caution, Sometimes the same color is used for different indi-
cations within the same plant. At one plant a blus lamp was substituted
for a red lamp to indicate an open valve. Added to these problems is
the poor maintenance of color quality at some plants where formerly red
or green filters had become so faded that the indicators looked white,
a color that has an entirely different meaning. In one case we observed
a formerly red lamp that now appeared dull green, a serious ELS.

These examples show that there are problems even with the simple
use of color for status indications. More central to the operator's
proolem i{s tha' the typical NPP status lamp does not indicate the normal

status of the monitored item for the steady-state operating mode of the

plant; {.e., when the plant 1s in the normal power generating condition.

This lack of {nformation materially reduces the probability that an
operator will detect unannunciated deviations from normal operating
conditions,

A very practical method of presenting both the actual and the normal
status of a control 1s used on shipboard reactors. The status lamps are
shape-coded as well as color-coded. Two shapes are used: bars and
clrcles. A palr of horizontal bars indicates that a valve is closed or a
switch i{s open (the no-flow position). A circle indicates that a valve
{s open or a switch is closed (the flow position). These indicators are

backlighted in either green or red, with green ind{:ating the normal state
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and red the nonnormal state. Thus, a green {lluminated circle indicates
that a valve {s open, or a switch is closed, and that this is the normal
state for that item, If the circle were backlighted ir red, it would
indicate that the valve was open, or the switch closed, and that this was
not the normal state for that item. 1In most cases a red indication would
be the equivalent of presently used tags.

This shipboard philsophy is used at one BWR we have visited. When
the reactor is in the normal operating power mode, a red indication means
that the status of the indicator i{s not normal for that condition of the
reactor, and a green indicator means that the status {s normal., The bars
and circles give the actual status. With this system, the operators know
that the red and green cues pertain only to the normal operating power
mode; for other conditions of the reactor, they have to depend on the
bars and circles only and ignore the color cues. With new plants, even
this limitation could readily be overcome with computer technology. It
would be possible for a computer-based system to sense the plant's state,
along with that of any given valve, switch, e::, and to indicate via
the red or green light whether the state of the component {s the appr.
priate state for the present operatirg conditions of the plant. The
superfority in terms of human reliability of this design over the standard
type of display (red means open and green means closed) {s obvious. In
a typical reactor, there may be several hundred dual-lamp indicators for
status of MOVs, pump motors, and other equipment. Some of this equipment
should normally be off or closed, and some should normally be on or
open. The probability that an operator will detect nonnormal status {s
extremely low unless some oiher {ndicatfon has directed the operator's

attention to a specific pair of lamps.
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In military and NASA systems, a green board philosophy is used where
possible. 1In such a system, for the normal operating condition all indi-
cations for a glven subsystem or function must be “"green for go.” Thus,
any nongreen indication stands out and is much more likely to be detected.
As far as we know, this excellent practice has not been foliowed in any
commercial power plant. Such a practice, comtined with functional group-
ings of displays, would materially improve the probability of detection
of unannunciated deviant i{ndications.

Apart from the above problems in color coding, significant numbers
of people have various degrees of color discrimination weakness. The
most common form of so-called color-blindness {s red-green confusion
axperienced by about 7% of American males but by less than 1% of American
females (Hilgard et al, 1971, p 119). This is a special problem since
red and green are such central colers in the color coding schemes in most
NPPs. However, this problem is recognized and utilities have color-blind-
ness tests to screen for persons with such problems. For other process
industries which may not employ such tests, forms of coding not relying
on color discrimination would be useful.

An additional problem in status indications is the lag in display
feedback to an operator performing rod control or chemical concentration
ad justments. Because of the lag in system response, the operator must
anticipate the response on the basis of his familiarity with {t. While
highly skilled personnel can perform this kind of operation reliably most
of the time, errors do occur., Instrumentation techniques are available
(Frost, 1972) that can predict system response so that the operator can

tell what the terminal system state will be when he neutralizes his
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controls. The requirement for the operator to compensate for systea

lags 1{s thus eliminared.

Presentation of Nonessential Information

The presentation of toe much inforration, especially of excessive
annunciated indications, is a problem in the operation oi NPPs, There
are hundreds of annunciator indicator panels ia a typical control room,
and the operators complain about the constant clamocr of auditory alarms,
most of which convey no real emergency message.

In discussions with design personnel, one gets the impression that
each desigr - of a particular subsystem insists that his subsystem is
0 important that it must be annunciated. The result i{s an ineffective
signal-to-noise ratio in the control room. Operators have been known
to cancel both the auditory and blinking lights of an annunciated signal
without even looking up at the annunciator lamp. Costly errors have
occurred as a result. The reason for this behavior is as familiar and
predictable as Aesop's fable about the hoy who cried "wolf” once too
often.

If the significance of each annunciated display in a plant were
reviewed, many of them could probably be silenced as not requiring imme-
diate action. Usually the blinking of the display (without an auditory
alarm) i{s adequate to attract the operator's attention in time, Reducing
the number of auditory alarms would lessen the tendency of operators to

use the "kill switch”™ without atteanding to the display.

Inadequate Labeling and Status Indications of Manual Valves

Poor labeling can lead to errors in any aspect of NPP operations,

but the most serious consequences are often associated with valving
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operations. There have been cases in which an operator closed a valve
in the wrong reactor system because the labeling did not clearly indicate
the relationship of the valves to the reactors. Errors such as this occur
because the labeling may be difficult to read, locatea in an incc venient
spot, or missing altogether,

In addition to the problems of inadequate labeling, a source of un-
certainty in valving operations is the lack of indication regarding the
normal position of the valve, that is, its correct position for the steady-
state operating mode of the plant. The operator may have to refer to some
separate information source to ascertain whether the valve is in the cor-
rect position, a requirement that could lead to reversal cr other errors.

If each valve had some indication of its normal operating position,
(as defined above), errors ir locating the appropriate valve and in de-
ciding {f the valve were in the proper position would be materially re-
duced. There are several ways of indicating normal operating position.
For example, in the case of rising stem valves one could place on each
valve a sketch of the valve stem in {ts normal position so that the
operator could see {f the valve stem matched the sketch. This inex-
pensive feature would materially reduce errors of commission.

At one plant we visited, a clever, inexpensive coding scheme used
standard NPP meanings for the colors red and green. Green plastic tags
were fastened to the handles of manual valves that were normally closed.
Red plastic tags were used on manual valves that were normally open.

This coding scheme eliminates the requirement for long-term memory of
what the normal operating status is for each such valve. These plastic
tags are permanently attached, and clearly different from the temporarily

attached yellow cardboard tags which signify valves taken out of service.
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In a plant which uses a color code of green for normal and red for non-
normal, a set of four tags for each valve designed to mimic the cue repre-
sentations in the control room could be implemented. These tags could
have green or red circles and green or red bars signifying normally open,

nonnormally open, normally closed, and nocnormally closed valve states,

Job and Task Instructions

The PSF, "Job and Task Instructions,” includes written or non-
written procedures, written or oral communications, cautions and warnings,
work methods, and plant policies (sometimes called shop practices).
Although all of these are {mportant for reliable human performance, our
comments here are directed mainly towards written procedures, work methods,
and plant pc'icies. Oral communications are described in later chapters.

One of the most {mportant work methcds is the correct use of written
procedures and checklists. If any task is performed without step-by-step
reference to written procedures, errors of omission are much more likely,
Also, 1f a checklist {s used improperly, as when someone first {nspects
several items of equipment for proper status and then checks the check-
iIist {tems all at once, errors of omission are again very likely, Chapter
15, "Recovery Factors and Administrative Control,” provides quantitative
estimates of the effects of these improper work methods,

Eariier, in discussing "Organizational Structure and Actions by
Others,” we stressed the importance of a proper and enforced administra-
tive control system for the restoration of equipment after maintenance.
This falls under the PSF of situational characteristics. 1In our opinion,
the most important plant policy related to reliable restoration activ-
ities is the requirement to tag all valves removed from normal operating

status, and to remove all tags when the valves are restored. The
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implementation of this policy involves a system of record-keeping in
most NPPs which {8 {nadequate in view of the importance of proper resto-
ratlion of equipment,

As described in Chapter 15 (p 15-10), there are different levels of
implementation of tagging policy. In terms of manpower expenditure and
other expenses, the cost of the best level of tagging is small when com-
pared with the losses prevented. A plant that uses a rigidly controlled
tag inventory is less likely to experience unavailabilities because of
fallures to restore valves to their normal positions after maintenance.
Effective plant discipline, enforced by supervision and management, is
necessary for proper functioning of this best level of tagging procedure.

The performance models in fart III of the handbook show that esti-
mated probabllities of unrecovered human errors can differ by factors of
100 or greater depending upon the type of written procedures and the
related work methods used. Experience in many industries shows that well-
written procedures and good work methods can often compensate for less-
than-adequate human engineering of equipment. However, as stated in
WASH=1400 (p III-64), “"The written instructions [in NPPs] do not conform
to established principles of good writing; they are more typical of mili-
tary maintenance procedures of approximately 20 years ago."

Written procedures that are difficult to read, difficult to locate,
or inconvenient to use are seldom used. At some plants, emergency pro-
cedures are not easily distinguishable from the other procedures; and,
once located, a specific emergency procedure is difficult to find because
there are no tabs or other indexing methods to assist the operator,

Finally, the format and content of the typical NPP procedures are not

conducive to easy use,
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The reading problem has been studied intensively by the National
Institute of Education, which reports that a substantial proportion of
the U.S. population does not cread well enough to function in soclety.
Studies spo sored by that {nstitute report that, “"Some 12 million people
14 years of age and older cannot read as well as the average fourth-
grader, yet seventh-grade reading ability is required to perform such
skilled or semi-skilled jobs as machinist or cook"” (Eaton, 1974). T!ese
and other data support our contention that NPP procedures should be
written so thit they are easler to understand and use. To reduce errors
{r using written procadures, the writing style should place minfmal
demands on reading ability. We estimate that the writing style of the
typical NPP procedures requires about a Grade 12 reading level. We suggest
that a Grade 4 reading level would be useful for maximum reading conpre-
hension.* This {s particularly important for highly stressful conditions,
during which difficulty in comprehensior can result in disorganized be-
havior as well as in specific errors.

It is not difficult to improve the readability of written procedures,
even to write to the Grade 4 reading level. For example, Pyrczak and
Roth (1976) studied the readability of directions on ronprescription drugs
an? found that the requircd reading level was usually Gruae 11 or higher,
They showed how some relatively simple rewriting could improve the read-
ability to the Grade 4 level. The following statement on the bottle of
a nonprescription drug is the Grade li or 12 reading level: "WARNING:
Keep this and all medicines out of children's reach. In case of acci~-

dental overdose, consult a physician immediately.” Thelr Grade 4 version

*This handbook i{s written at the college level, as it conveys concepts
and principles, instead of simple Instructions.
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of this warning would be: “WARNING: Keep this and all medicines out of
children's reach., 1f someone takes too much by acc’ 2nt, talk to a doctor
right away.” This examplie shows that writing at the Grade 4 level does
not have to be insulting to the reader, a misconception by some who do

not understand that the intent is to communicate reliably even under ab-
normal conditions.

Technical written procedures can be ilmproved easily. For example,
in one unpublished study by a Department of Energy contractor, the pro-
cedures for nuclear weapons assembly were revised so that the required
reading grade level was reduced from Grade 1l to Grade 8. This was done
by using photographs and drawings, by reducing the number of words by
about one-half, and by reducing the average number of words per sentence
from 16 to 8.5. Although the new procedures were about 50% costlier than
the standard procedures, this increase was far outweighed by the reduction
{n human-initiated defects.

It has been known for some years that a columnar type of format for
technical instructions {s superlor to a narrative format. In a 1969
study by Haney, experienced technicians familiar with the usual narra-
tive type of format were tested with a columnar type of format (after
a short practice session). They made one-third fewer errors with the
latter format even though it was unfamiliar. With this study in mind,
we rewrote part of the emergency LOCA procedures of one plant in a
columnar format (Swain, 1975). Figure 3-12 shows part of the procedures
for {mmediate manual actions. When the example was shown to the oper-
ating personnel and supervisors at one NPP, they liked the idea and

adopted it, This format is discussed further in Chapter 14,
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5. IMMEDIATE MANUAL ACTIONS

Indication or

Step Check Item Manipulated Activity Result/Feedback
1 (::) ST Inftiation Verify SAFETY INJECTION
ACTIVATED

(Ann=7 Yellow 3)

2 <::> REACTOR COOLANT TRIP TURBINE TRIP
PUMP 1A, 1B, 1C, 4 Switches REACTOR TRIP
1D (Ann=-6 Grey 1)

(U-Grey 84~87)

3 (::) GROUP A Verify Dark except:
MONITOR LIGHTS (1) N2-ACC 1880
(U-Blue-3) (Yellow 4)
(2) RHR HX2
1-0807
(White 3)

NOTE: This format {s based on Swain (1975). Some revisions have been
made for simplification.

Figure 3-12. Steps from Columnar Style Format
for NPP Written Procedures
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There are several advantages to the columnar format. First, many
words can be omitted (conjunctions, articles, etc), resulting in a sub-
stantial gain in the signal-to-noise ratio. Second, important informa-
tion 1s easy to find -- not buried in a sentence or paragrarh where it
might be overlooked. Third, the columnar format forces the writer to
concentrate on what i{ndications are presented to the user, what decisions
he has to make, and what control actions he has to take. Fourth, with
provision for checking off each item as completed, errors of omission are
much less likely., Fifth, since such procedures are more convenient to
use, it 1{s more likely that they will be used.

Apart from problems in content and format, one of the most serious
problems with NPP emergency procedures is that often there are too many
{nstructions that are not safety-relevant. Much of this safety-irrelevant
{nformation concerns the reduction of monetary loss. We observed a talk-
through of emergency procedures at one plant by a highly skilled and ex-
p:cienced shift supervisor. He performed under ideal conditions--no real
stress present and no decision-making required. Yet he just barely managed
to get through the procedures on a timely basis despite his exceptionally
high skill level; there were too mary tasks to perform within the allowed
time, The money-saving instructions could have been put in a later
section of the procedures, so that all of his initial effort could be

devoted to the really critical issue -- the safety of the plant,
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Stressors

Stress can be psychclogical, physiolegical, or both., Sometimes {t
is not possible to differentiate between the two. We have defined a
stressor as "any external or internal force that causes bodily or mental
tension.” This definition allows an optimum level of stress as well as
nonoptimum levels. This is a more general definition than the one given
by Welford (1974) who states, "stress appears to arise whenever there is
a departure frcm optimum conditions which the organism is unable, or not
easily able, to correct,”

Our reaction to a stressor is the stress we feel. Stress per se is
not vndcsirable. As we will show later, unless there is some stress,
nothing i{s likely to be accomplished i{n a work situation. Through common
usage, the word "stress” has acquired a negative connotation because we
tend to think of situations with high, incapacitating levels of stress.
This {s the kind of stress we wish to avoid in NPP operatlons, whether

the stress is psychological or physiological,

Psychological Stress

Table 3-3 lists some psychological stressors. Some of these are
clearly undesirable, but many are acceptable or even desirable in some
limited amount,

Depending upon the level, psychological stress can be either dis-

ruptive or facilitative. Disruptive stress (s the result of any stressor

that threatens us, frightens us, wecrries us, angers us, or makes us un-
certain, so that usually we do worse. The qualifier "usually” {is
necessary because of the large differences among individuals in response
to these stressors; even the same individual reacts differently to the

same stressor at different times.
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TABLE 3-3.* Psychological Stressors

Suddenness of onset

Duration of stress

Task speed

Task load

High jeopardy risk

Threats (of fallure, loss of job)
Monotonous, degrading, or meaningless work
Long, uneventful vigilance periods
Conflicts of motives about job performance
Reinforcement absent or negative

Sensory deprivation

Distractions (noise, glare, movement, flicker, color)

Inconsistent cueing

*From Table 3-1
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We can use the word "arousal” for facilitative stress -- the result

of any stressor that alerts us, prods us to action, thrills us, or makes

us eager, but not too much. Again, a qualifer, "not too much,” 1is

necessary; if the stressor becomes too strong, it can have a disruptive
effect, As with the response to disruptive stressors, there are large
Individual differences in what (s felt as facilitative stress. A work
situation that provides sufficlent arousal for some people i{s seen by
others as dull and montonous. Other things being equal, the higher the
levels of education and technical skills a person brings to a job, the
more arousal he requires. There 1s no "exciting and challenging” work
per se, and there 18 no "dull and unchallenging” work per se; these are
the judgments of people who differ ir their percetions.

Dealing with stress, or even getting people to agree on what stress
is, 18 not easy. Figure 3-13 shows that when one plots stress level
agrinst performance effectiveness, the plot is not a linear one. With

extremely high levels of stress (as exemplified by life-threatening

emergencies), the performance of most people will deteriorate, especially
1f the onset of the stressor {s sudden and the stressing situation per-
sists for long periods (Berkun et al, 1962). Even when an escape route
Ls obvious, some people will freeze up. A few people, like Audie

Murphy, (the most decorated American soldier in World War I1), will be-
have in an exemplary manner and do the right things at the right times.
Regrettably, the Audie Murphy type of behavior is not universal under
highly stressful situations (cf Berkun, 1964; and Ronan, 1953).

Figure 3-13 also indicates that at very low levels of stress, per-

formance will not be optimun., There is not encgh arousal to keep a
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HIGH

PERFORMANCE EFFECTIVENESS

e ——— . e . S

LOW

VERY MODERATELY EXTREMELY

LOW HIGH HIGH
OPTIMUM

STRESS LEVEL

Figure 3-13. Hypothetical Relationship of Psychological Stress
and Performance Effectiveness
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person sufficiently alert to do a good job., Some people tend to drowse

on the job, or their level of attention and job t{nvolvement {is materially

reduced,

The curve also shows that there {s a level of stress at which per-

formance is optimum. This optimum level of stress s difficult to

define~-it varies for different tasks and for different people. All we
know {s that the shape of the curve as shown is generally correct (of
Appley and Trumbull, 1967)., This means that the tasks assigned to NPP
personnel should be nefther too boring nor so demanding that serious
human errors are {nevitable, With good ergonomics {n the design of the
plant and with properly skilled and practiced personnel, one has the
best chance of avolding both ends of the stress curve.

One of the difficulties in generating the stress models in Chapter
17 1s that 1t {s difficult to know Just where on the stress curve certaln
unusual events in NPPs will fit., In our model, we assume that a design-
basis LOCA* {s near the far right of the curve. Such a large LOCA would
meet several requirements for classification as a severe stressor.
First, based on their training, operators recognize the possible conse-
quences to the public and to the plant of an uncontrolled large LOCA.
Second, 1t would be totally unexpected., Interviews with plant personnel
and with NRC personnel indicate that no one thinks a design-basis LOCA
will ever occur. 1If this well-founded opinion proved false and a large
LOCA d1d occur, the most likely reaction of the operators would be one

of sheer disbelief., We call this the incredulity response. It has heen

*A design-basis LOCA is one i{n which one or more large coolant pilpes
suddenly experiences a guillotine type of break, It {s also generally
assumed that this break occurs when the emergency coolant {nventory is
at the lowest operating level allowed by "RC technical specifications,
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habits of perception and response (e.g., an emergency switch that must be
flipped up for "off," or a manual valve that must be turned counterclock=-
wise for "off"), the probability of {nappropriate actlon s extremely
high., We estimate that, under highly stressful conditions, and even de~-
spite extensive training, the probability of human error {u such cases
ranges from .1 to .9 {f the equipment violates a person's populational
stereotypes,

Different populations have different populational stereotypes; for
them, designs that conform to U.S, popularional stereotypes can result in
errors. For example, {n European countries the convention is for toggle
switches to be flipped up for "off" and down for “on.” 1In other countries,
the natural order of things corresponds to their reading stereotypes,
which can be quite different from those in the U,S.

Whereas the problem of populational stereotyping can be solved by
appropriate human factors engineering, the preblem of response persever-
ation can be solved only by a combination of good design, training, and

practice, Response perseveration i{s the term for the tendency to make

some response (or a very limited number of responses) that s incorrect
repeatedly. This may be in response to some unusual but not especially
stressful event, as when a motorist (even an engineer!) repeatedly pumps
the gas pedal when trying to start a car with a flooded carburetor.
Perseverative behavior has been observed ‘n people under the severe
stress of combat (Grinker and Splegel, 1963), under realistic experimental
conditions (Berkun et al, 1962, p 27), under the much less stressful con-
ditlon of trying to troubleshoot electronic equipment under time pressure
(Bryan et al, 1956; and Bond, 1970), and under other conditions in which

the correct path of behavior {s not clearcut. Ambiguity resulting in
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response perseveration can arise from inadequate presentation of infor-
matiorn (a design problem), from lack of skills to process adequate infor-
mation (a training problem), or from inability to recall and use the
appropriate ekills because of lack of continuing practice (also a training
problem),

The low end of the stress curve (see Figure 3-13) has important
lnpllCQtlonovfor monitoring tasks. If a control room operator is not
sufficiently aroused, he is less likely to detect deviations “rom normal
before they result in some annunclated indications. If an operator's
first i{ndication of something untoward i{s an annunciated signal, he may
not always be able to correct the situation on a timely basis (Seminara
et al, 1976). This is in part a design problem, but it is also a problem
of Ineffective monitoring that develops when the operator is not experi-
encing enough signals to maintailn arousal or alertness. This loss of

alertness is called the vigilance effect (Figure 3-14). This phenomenon

was noted in World War II by the British, who discovered that the maximum
time a shipboard lookout coula be kept on duty effectively was about one-
half hour, After that, the probability of his detecting an enemy submarine
or alrcraft was unacceptatly 'ow even though his own life and those of
his shipmates were at stake. Later research verified the vigilance effect
and found that (t applied also to some industrial inspection tasks in
which the involvement of the inspector was essentially passive, such as
tn looking for defects when the number of actual defects was very low
(one or fewer defects per 100 items) (Harris and Chaney, 1967, 1969;
McCornack, 1961; and Fox, 1975).

In WASH-1400 we stated that the level of activity in a coatrol room

was usually such that the vigllance effect, or the low end of the stress
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Figure 3-14., Vigilance Effect for Passive Tasks with Low Signal Rate
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curve, did not apply. However, subsequent Informatlon we have gathered
in ohservations of U,S., and Furopean NPPs and from the EPRI Review
(Seminara et al, 1976, p 18-6 to 18-9) indicates that, at least in some
plants and especially during the evening and nlght shifts, operators
often consider their work to be very dull, monotonous, and unchallenging.
At one European plant there was even a request to install a television
set so that the operators could watch TV‘;rograua when not ctherwise
busy. (The request was turned down.) Our modeling considers the effects
of nonarousal in the .ow estimates of probabilities of detection of un-
annunciated deviant {ndications.

In summary, the effect of psychological stress {n NPPs 1{s a serious

problem, It can be addressed effectively through a combination of sound

equipnent design, frequent practice, and responsible supervision.

Physiological Stress

Table 3-4 lists some physlological stressors. As stated, all of these
stressors would be disruptive., We have already addressed the effects of
fatigue (pp 3-9 to 3~12). The special problem of working in a radiation
environment (s discussed in Chapter 17, "Stress.”

Few of the other stressors constitute serious problems {a NPP opera~-
tions. However, discomfort can be a highly disruptive PSF for certain
naintenance tasks in which awkward positions must be assumed for access
to components. Ercors, especlally errors of omission, can be expected
to Increase, partlcularly {f such discomfort Ls combined with temperature
extremes, as (s sometimes the case,

Movement constriction and lack of physical exercise (s a problen
primarily in the control room. However, it {s common practice for oper-

ators to walk around frequently not only to monitor displays but probably
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Table 3-4.,* Physiological Stressors

Duration of stress
Fatigue

Pain or discoufort
Hung¢ or thirst
Temperature extremes
Radiation

G~-force extremes
Atmospheric pressure extremes
Oxygen insufficiency
Vibration

Movement constriction

Lack of physical exercise

*From Table 3~-1
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also just to get up and move around. Some designers of NPPs have
misapplied this small problem of movement constriction and have argued
that a standing operator is more effective than a seated operator. A
sitdown console concept was changed to a standing one because of this
mistaken belief. What the designers failed to consider were the PSFs of
fatigue and discomfort. Furthermore, wheu operators need to sit, they
will sit, even {f this means sitting on consoles or other places where
i{nadvertent manipulation of controls could result,

One final physiological topic is menticned only because many people
ask about it. This {s the idea that one's "blorhythm" affects perfor-
mance, and that eacn operator's blorhythm should be determined so that
he is not assigned to critical or dangerous work on biorhythmically cri-
tical days. Extensive reviews of biorhythm theory (Wolcott et al, 1977;
McConnell, 1978; and others) indicate that, while there are certain
psychophysiological rhythms, tf. 23-day physical cycle, 28-day emotional
or sensitivity cycle, and 33-day intellectual cycle postulated by this
theory are not supported by any reliable evidence. However, there is
evidence to suggest that the individual circadian cycles of operators do
affect their performances (Folkard et al, 1979; Colquhoun, 1970; and
Colquhonr at al 1968a, 1968b, 1969). Supervisory personnel in NPPs fail
to take this factor into account i{n that they crotate shift changes on a
weekly basis. Humans require from 4 days to a week to adjust to radical
shift changes (ones that materially disrupt their established sleep
schedules). The weekly shift rotation does not allow sufficient time
for recovery. (See also Maurice, 1975, for the effects of rotating

shifts on industrial errors.)
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Summary of Human Reaction to Stress

When overburdened by a situatfon (task stress or speed stress),
people respond to stress in any one or more of several ways as listed
below (Edwards and Lees, 1973, p 20):

Queueing - delaying some responses during overload, with the

intention of responding at a later time.

Omission = ignoring information or actions that are considered

relatively unimportant.

Gross Discrimination - responding to gross aspects of signals and

ignoring finer aspects; e.g., noting that the
water level in the sump has risen but not noting
the extent of the change.

Errors - processing information incorrectly.

Escape from Task - physical or mental withdrawal.

As can readily be seen, some of these responses are more detrimental than

others in thelr consequences for a man-machine system.

Internal PSFs

Table 3-5 lists some of the internal factors of the {ndividual in
a man-machine system. Some of these PSFs are outside the control of
supervision and management, but most are either the direct responsibility
of the utility or can be positively influenced by utility policy.

In WASH-1400 (p II[-64) we judged that the level of training of NPP
personnel was outstanding. Based on our subsequent studies and on the
EPRI Review (pp 18-9 to 18-14), it is apparent that this earlier judgment
should be modified. We still believe that the training of NPP control
room operators is good, but there is much room for improvement (Kemeny,

1979). Moreover, another EPRI report indicates that the training of
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Table 3-5.* Individual (Organismic) Factors

Previous training/experience

State of current practice or skill
Personality and intelligence variables
Motivation and attitudes

Knowledge of required performance standards
Physical condition

Attitudes based on influence of family and
other outside persons or agencies

Group identifications

*From Table 3-1
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maintenance personnel i{s quite deficlent (Seminara, Parsons, et al, 1979).
As was the case in the training of military electronics personnel in the
19508, NPP training courses include much theory that may not be necessary
for plant personnel who perform operator, maintenance, or other hands-on
activities., With limited amounts of time for training, and with costs
between $100,000 and $200,000 to train each orerator, the eliminatfion of
job=irrelevant training from the syllabus wculd allow more time for
operationally oriented content, 1t is apparent from the FPRI reports

that the training of NPP personnel needs a thorough reevaluation,

While there may be some reservations about the quality of training,
there is definite concern about the PSF of "state of current practice or
skill” of safety-related tasks. In WASH-1400 (p III-64) we were critical
of the lack of practice provic.ons for safety-related tasks. Nothing
has changed this view, and {t {s further supported by the EPRI studies.
Interviews with operating personnel indicate that they get very little
practice in coping with simulated emergencies. Thelr original training
includes valuable practice in dynamic simulators, but once they are
assigned to a utility, it {s apparently assumed that what they learned
in the simulator will remain with them forever. It is mistakenly believed
by some that the required operator requalification every two years includes
extensive practice of simulated emergencies in a dynamic simulator. How-
ever, there is sufficient leeway in the interpretation and application
of NRC regulations for operator recertification that, a least prior to
the TMI accident, it may have been the exception for an operator to
receive such practice every two years, This {s analogous to training a
pilot very thoroughly in coping with inflight emergencies initially and

then assuming that he needs no periodic practice to maintain thais initial
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proficlency. In the case of commercial pilots, however, recertification
is required by international agreement every six months, and this recerti-
fication must include practice of simulated emergencies in dynamic simu-
lators,

In Figure 3-15 we postulate the general shape of the curve for loss
of ability to cope with emergencles in the absence of practice (the solid
line) compared with the continuing improvement that takes place with
perlodic practice (the dotted line). The time intervals for periodic
practice by NFP personnel would have to be determined empirically, and
the ratio of the time periods spent in dynamic simulators to the time
spent on other simulation would also have to be determined.

The other simulation could consist in large part of talk-throughs
and walk-throughs of emergencies and other unusual events (see p 4-12
for a description of these techniques). As noted in WASH-1400 (p I1II-64),
we made an informal test using talk-throughs and, "It was found that
operators interviewed could explain in general terms what “hey should do
In postulated emergency situations, but they did not always appear to be
sure of the locations of switches and readings on displays relevant to
manual backup actions required in the event of failure of automatic safe-
guards systems. ...the lack of ability to 'talk through' appropriate
procedures without hesitation or indecision potentially indicates lack
of a clear plan of action should such emergency situations occur. Based
on the above findings, relatively high error rates were consequently
assigned to operator actions required soon after the onset of a major
emergency such as a large LOCA."

Our conservative estimates of operator ability to respond properly

under highly stressful cond{tions could be modified upward 1f talk-
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throughs of these tasks were practiced frequently. To this end, we have
urged the NRC to {nitiate formal tests using the talk-through method.
Periodic testing by the onsite Inspection and Enforcement personnel
would provide sufficient motivation for a plant to ensure that its per-
sonnel would practice coping with simulated emergencies.

Although personality and intelligence variables obviously influence
human reliability in NPPs, these variables are not nearly so important
as other PSFs, especlally those related to practice of skills. However,
there i{s a potential motivational problem related to selection and
training content that {s net fuliy job-related. If it is true that much
of the nuclear theory currently given operator-traineces is really not
necessary for reliable operator performance, two undesirable results
occur. Filrst, potentially competent persons are eliminated on the basis
of job-irrelevant considerations. Second, those who successfully pass
the training may be disappointed that the theory they have learned is
not required, and they may feel that their skills and abilities are not
being used. This could have a negative effect on their motivation.

The motivation and attitudes of the individual in an NPP obviously
have considerable influence on how well he performs. From experience it
{s known that a well-human-engineered work situation plays an important
role in operator acceptance of and enthustasm for his work., Thus, appli-
cation of sound human factors practices to NPP design and work operations
would have a substantial beneficial effect on operator motivation and
attitudes,

The last three PSFs from Table 3-5, the operator's physical condition,
his attitudes based on outside influences, and his {dentification or

aff{liation with various groups, deal with influences that are not under
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the control of a utility, but are listed to show that the responsibility

of a utility for the performance of its personnei dces have limitatiocns.

Effects of GCood Human Factors Practices on Estimated HEPs

The estimated HEPs in this handbook reflect our evaluation of the
effects of current design practices in NPPs on human performance. In our
survey of NPPs before and during the WASH-1400 study, and in subsequent
visits to other NPPs, it became apparent that no systemati: consideration
of human factors technology was incorporated in the design of man-machine
{nterfaces, written procedures, or operational practices. Violations of
conventional human factors practices (as outlined in MIL-STD-14723, 1978)
are the general rule rather than ocasional occurrences.

“or several years, human factors experts at the American Iastitutes
for kesearch, the Electric Power Research Institute, Human Performance
Technologies, the Lockheed Missiles and Space Co., LUTAB, Risg$ National
Laboratory, Sandia National Laboratories, and other institutions have
pointed out that the design of man-machine interfaces in NFPs ie not
fully compatible with the capabilities, limitations, and needs of the
personnel who function at those interfaces. There is no doubt that the
incorporation of good human factors practices in the design of NPPs and
related human operations an? procedures could effect substantial improve-
ments in human reliability.

Just how much improvement could be effected {s obviously situation-
gpecific. In Table 3-6 we have developed some conservative estimates of
the benefits that would result from an across-the-board application of

good human factors practices to NPPs., These estimated factors are not

additive.
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Table 3-6, Estimated Decreases in HEPs Resulting from Application
of Good Ergonomics Practices to Nucliear Power Plants

Resulting Decrease
1f done: in HEPs (Factors):

Good human engineering practices in design 2 to 10
of controls and displays

Use of well-designed written procedures 3 to 10
and checklists to replace typlical narrative
style procedures

Redesign of displays or controls that > 10
violate strong populational stereotypes

Redesign of valve labeling to indicate -5
thelir functions (including a clear {ndi-

cation of the system with which a valve

i{s assoclated) and also to show clearly

thelir normal operatiag status

Frequent practice of the appropriate 2 to 10
responses to potential emergencies of

other abnormal situations (practice

i{includes periodic recertiiication in

dynamic simulators and talk-throughs

conducted at least once per month for

the major potential problems)
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PART [I. METHOD FOR ANALYSIS AND QUANTIFICATION OF HUMAN PERFORMANCE

The general method for the analysis and improvement of human per-

formance consists of the following steps:

(1) Identify all the interactions of people with systems and
components; i.e., the man-machine interfaces.

(2) Analyze these interfaces to see if the PSFs are adequate
to support the tasks that people have to perform.

(3) Identify potential problem areas in equipment design,
written procedures, plant policy and practice, people
skills, and other factors likely to result in human error.

(4) Decide which problems have sufficient potential impact on
the system to warrant changes.

(5) Develop candidate solutions for the problems.

(6) Evaluate the estimated consequences of these changes to
ensure that they will improve system reliability and
safety and that no additional serious problems will result
from them,

This general method, which has been in use for some time in the

human factors community, is called man-machine systems analysis (MMSA),

The descriptive and analytical part {s often called task analysis. The
quantitative part uses a human reliability model to develop estimates of
the effects of human performance on system criteria such as reliability
and safety.

Chapter 4 describes the task analysis, which furnishes the raw
data for the human reliability model described in Chapter 5. This model

has been used i{n NPP reliability analyses in the U.S. and {n Europe. A
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sample application of the model is presented fA Chapter 5, and other
applications are found throughout the handbook. An outline of the general
methodology and some case studies are presented in Chapter 21. Chapter 6
discusses the use of HEPs to estimate component unavailabilities, and
provides sore examples of unavailability calculations. Other examples
are found in Chapters 8 and 11.

The methods described in Chapters 4 and 5 are directed towards a
complete MMSA in efther its qualitative or quantitative mode. The quali-
tative use of MMSA {s directed towards identifying error-likely situations
in a man-machine system without attempting to assess the relative impor-
tance of any given ELS. When the latter assessment is performed, the MMSA
becomes quantitative. Obviously, the qualitative use of MMSA is always a
requirement for {ts quantitative use. Quantitative uses range from the
{ncorporation of very simple scales (e.g., a 5-point ordinal scale of
error-likeliness) to the use of HEPs described in the handbook.

The methods in Chapters 4 and 5 can also be used for analyses that
are less than complete, as for example, when an analysis ie done across
all plants on some particular task or set of tasks to determine the inter-
plant range of human reliability for that task. Chapter 21 presents some

applications of these methods to arrive at approximate assessments and

also presents applications for the following analyses:

Worst-Case Analysis - in which consistently high estimates of HEPs

(e.g., the upper uncertainty bound rather than the nominal HEP
for each HEP) are used to present an overly conservative assess-

ment of the {mpact of human errors on a system.
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Best-Case Analysis - in which consistently low estimates of HEPs

(e.g., the lower uncertainty bound rather than the nominal HEP
for each HEP) are used to present an overly optimistic assess~
ment of the impact of human errors on a system.

Bounding Analysis - in which both the worst-case and best-case

analyses are used to establish boundaries of the estimated
influence of human performance in a sy

Chapter 4 (p 4-20) briefly describes a fourth type of analysis,

sensitivity analysis, in which the estimated HEPs, dependence levels, or

other indices of human performance are systematically varied to determine
the effects of such variation on system outcomes., Chapter 7 and 2! in-
clude some examples of sensitivity analysis,

Although the above analyses are only {ntended to be useful approxi-
mations, they should be based on as detailed a task analysis as can be
performed. To do otherwise risks overlooking important PSFs that could
significantly affect human reliability., The most useful reliability
assessments will be made by people who collectively represent high-level
skills in human factors, reliability technology, and statistics. Unless
all of these skills are represented, any assessment of the role of the

human {n a system may fai{l to identify and properly evaluate all of the

human performance variables having potential impact on system safety or

availability,
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CHAPTER 4. MAN-MACHINE SYSTEMS ANALYSIS

This chapter describes the basic analytical meihods used in the human
factors community to identify and evaluate existing or potential humar perfor-
mance problems in man-machine systems. These methods furnish the raw material
for a human reliability analysis, described in Chapter 5.

An adequate human reliability analysis is based on a thorough analysis of
the operator's tasks in the context of the application; e.g., the nuclear
power rlant. Techniques for identifying ELSs and APSs in complex man-machine
systems were developed in the early 1950s by Dr. Robert B. Miller and his
associates at the American Institutes for Research. These techniques, collec-

tively titled A Method for Man-hachine Task Analysis (Miller, 1953b), have

been refined and expanded for application to human reliability analysis. The
general term man-machine system analysis (MMSA) includes both qualitative and
quantitative aspects of human performance assessment. The ten iterative steps

in MMSA are listed in Table 4-1 and are discussed below.

Step 1 - Describe the System Goals and Functions

The purpose of this step is to see where people fit in with system goals
and functions. What are people supposed to do to accomplish varic is system
functions? Where are the points of interaction between the system and the
people? In WASH-1400, these points were defined as the interfaces between
equipment and people; e.g., manual valves, switches for motor-operated valves,
displays to be read, provisions for calibrating setpoints.

It is especially important to understand the assumptions about people
that are inherent in the design of each system. Usually these assumptions

will not be stated, and must be inferred.
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4-2 Table 4-1

Table 4-1. Steps in Man-Machine Systems Analysis (MMSA)

Describe the system goals and functions of interest.

Describe the situational characteristics.

Describe the characteristics of the personnel.

Describe the jobs and tasks performed by the personnel.

Analyze the jobs and tasks to identify error-likely situations and other
problems.

Estimate the likelihood of each potential error.

Estimate the likelihood that each error will be undetected (or
uncorrected) .

Estimate the consequences of each undetected (or uncorrected) error.
Suggest changes to the system.

Evaluate the suggested changes (repeat Steps 1 through 9).
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The person performing an MMSA should not unquestioningly accept the def-
inition and division of jobs and tasks as they exist in the plant, or in a
plant being designed. For each system function, one must determine whether
there is a reasonable division between those tasks “hat are accomplished by
equipment, those by people, or those that are accom,'ished by an interaction
of both. Too frequently, this allocation seems to have developed historically
by trial and error rather than through systema*ic analy=es.

Sources of information for this step include design requirements, plan-
ning documents, proposals, schematics, flow diagrams, written procedures, and
interviews with system planners and people with experience in the operation of
similar systems. For the evaluation of an existing plant, the information
should be checked by visits to the plant.

Flow charts with a time baseline may be used to show the system functions
for each major area in the plant. Flow charts can show how people fit into
the system and what the design constraints are. (For preparation of flow

charts, see Edwards and Lees, 1973 and 1974.)

Step 2 - Describe the Situational Characteristics

Situational characteristics of interest are those PSFs under which the
tasks will be performed. Examples are air quality, general cleanliness,
lighting, accessibility, union restrictions, and other per formance shaping
factors listed in Table 3-1 on p 3-5. Some PSFs may vary from job to job in a
plant, but several will be essentially the same for several jobs. Sources of
information inciu'e the documentation listed in Step 1, but the best sources
will be interviews with management and supervisory personnel, observation, and

interviews with people in the various plant work areas.
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Step 4 - Describe the Jobs and
Tasks tnat the Personnel Perform

Step 3 - Describe the Characteristics of the Personnel

In this step the skills, experience, training, and motivation of the
personnel who will operate, calibrate, and maintain the plant systems are
identified. The capabilities and limitations of the people in a system must
be understood so that they can be compared with the demands the system makes
upon them. Any mismatch between these two sets of factors requires either a
change in man-machine interfaces or modification of personnel characteristics
through training and/cr selection.

One important aspect of this step is to evaluate people's past experience
with other systems in order to avoid transfer of habits that would interfere
with reliable performance in the new system. At present there is no standard-
ization of ergonomic considerations in NPPs. Possibilities for negative
transfer oi{ habits must therefore be evaluated when personnel are assigned who
may have worked in other plants or trained on simulators where the P3Fs dif-
fered materially from those in the plant in question.

For safety-related operations, it is important to evaluate the provisions
for continued practice of responses to low-probability events such as a LOCA
or an anticipated transient. Without practice, the readiness to handle such

events will decrease, as explained in Chapter 3 (see Figure 3-15, p 3-69).

Step 4 - Describe the Jobs and Tasks that the Personnel Perform

Steps 4 and 5, jointly, constitute task analysis. Task analysis is an
analytical process for determining the specific behaviors required of ttre
human components in a man-machine system. The individual tasks, or steps in
the tasks, became the limbs in the probability tree diagrams used for human

reliability analysis.
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Tasx analysis can be divided into description and analysis. This step
deals with the descriptive part, and lists those PSFs related to (1) task and
equipment characteristics and (2) job and task instructions. With the situ-
ational characteristics from Step 2, they describe the demands that each job
places on the personnel.

.nere are many different formats for task analysis. The particular
format used is unimportant; the important thing is to describe and analyze
each task as necessary and to identify ELSs and APSs. Figure 4-1 shows a
format (reduced in size) used in same early weapons studies that illustrates
the kinds of factors to be considered in a detailed task analysis. Note that
the format includes a descriptive part ("Task Behaviors") related to Step 4 of
the MMSA and an analytical part ("Task Components"™) related to Step 5 of the
MMSA.

There are five columns in the descriptive part of the format. In the
first column, "Task or Step," one uses numbers to indicate the sequence of
performance. Under the second column, "Instrument or Control," one lists each
item that displays information to the operator or that must be manipulated.

In the control room, for example, the annunciators, meters, chart recorders,
and other items display information. The controls are mainly switches on the
control panels and typewriter keys for the computer. For calibration tasks,
the "Instrument" includes meters for measuring setpoints and the "Controls"
include potentiometers for adjusting setpoints. Controls also include con-
nectors and tools. 1In all cases, the labels on the equipment are used and are
capitalized if that's the way they appear on the equipment.

In the third column, "Activity," one s:ts down action verbs describing
the human actions to be carried out on the items in the second column. The

action verbs should help identify the kind of display or control used. For
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example, if a toggle switch is used, the words "Flip up" or "Flip down" are
preferred over less specific words such as "Manipulate.” In addition, the
analyst should record the position to which a switch is to be set or some
other indication of response adequacy.

The fourth column, "Cue for initiation or completion of activity," is
used to indicate the cue that tells the operator when to begin a step or the
cue that tells him when he has successfully completed a step. In most cases,
this information is found in the "Activity" column, but it is used in this
format to remind the analyst to pay particular attention to these cues.
Errors can result if the design of equipment or procedures does not provide
good cues. Misleading or incomplete cues can result in discontinuities in
carrying out a task, with the result that smme step in a procedure may be
omitted.

The last column, "Remarks," is used for relevant information not covered
in the other four columns. The completed task description provides the in-
formation for the analytic part in which the identification of ELSs and APSs
is made.

The task description will be fairly gross at first. Identification of
the tasks is probably all that should be done initially; i.e., a task listing.
This will enable the analyst to relate that which pecple have to do to the
various functions defined in Step 1 in the MMSA. It may be useful to key the
tasks to flow charts developed from Step 1. More detail in the task descrip-
tion will be possible as a system design becames more definitive. When all of
the procedural steps have been recorded, they can serve as entries to pro-
cedures manuals and training courses.

One useful aid to task description in NPP studies is link ar.alysis. This

tool is often used in laying out work places and job operations, and can be
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used to study the interactions among people in an existing plant. A link
analysis depicts the pathways among different parts of a system as they are
generated by people walking about and communicating.

Figures 3~2 and 3-3 (pp 3-28 and 3-29) show a link analysis for the reac-
tor engineer for an afternoon shift at a Swedish BWR (Axelsson and Lundberg,
1975). Additional link analyses from the same study showed that the reactor
engineer, turbine engineer, and shift supervisor had to spend much time look=-
ing at displays not visually accessible from their normal working positions.
This kind of analysis can suggest improvements for future designs, and, for
human reliability analysis purposes, can provide an understanding of the
difficulties and inconveniences that influence human performance. Procedures
for performing link analyses are described in Chapanis (1959, pp 52-61) and
McCormick (1975, pp 293-298).

Another useful technique for outlining operating time and personnel

interactions is called the operational sequence diagram (Brooks, 1960 and

Kurke, 1961). The operational sequence diagram displays information-
decision-action sequences in a man-machine system. It can be used in pre-
paring time-sequence process charts or spatial flow charts. This technique
involves same symbolic shorthand, but the number of symbols to be learned is
not excessive. The main advantage of these diagrams is that they outline
essential 1interactions amcng operators, work stations, items of equipment, and
time.

Step 5 - Analyze the Jobs and Tasks to Identify
Error-Likely Situations (ELSs) and Other Problems

In the analytic part of the task analysis, each human action is analyzed

to identify ELSs arising from equipment design features, methods of use,
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methods of training, and the skill levels of the people in the system. There
are no hard-and-fast rules for making these determinations. The validity of
the task analysis will depend upon the skill of the analyst in assuming the
role of the operator so that he can understand the actual and potential prob-
lems in each task.

Even the best analyst cannot identify all possible modes of human re-
sponse. In terms of our human error classification, he will not be able to
predict all errors of commission and all possible extraneous acts by plant
personnel, such as the use of a candle to check leaks in the negative pressure
containment building (the Brown's Ferry Incident). Still, given sufficient
time, a skilled analyst can identify most of the important tasks to be per-
formed in a system, and most of the ways in which errors may be committed.

The "Analytical" half of the format in Figure 4-1 indicates the kinds of
factors to consider in identifying an ELS. The listed factors are under four
broad headings: (1) Scanning, perceptual, and anticipatory requirements; (2)
Recall requirements (long-term or short-term memory) and initiating cue (pres-
ent, absent, cr poor); (3) Interpreting requirements; and (4) Manipulative
problems. The terms are self-explanatory, are relevant to different situa-
tions, and may be used without modification for NPP analyses. The column
headings should be regarded as suggestions only -- any unique problem should
be ]isted regardless of the column headings presented here.

In use, the analyst makes entries in this half of the form only when
he identifies an ELS. For example, assume that he finds an ELS in Step 3.
At that point in the form he notes the basis for his judgment of an error-

likely task. Referring to the factors in the columns, an ELS exists when the

discriminating, recalling, interpreting, inferring, decision-making, or
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manipulating processes demanded of the operator are likely to erceed his
capacity. The potential errors can be errors of amission or commission,
extraneous acts, or sequential or time errors.

The analysis is done for each task or step in a task to determine those
PSFs that seem likely to result in errors. It must be determined whether
there are any conflicts between the external PSFs and the internal PSFs, since
such conflicts can be expected to result in errors. Chapter 3 lists examples
of external PSFs which are not compatible with various human attributes and
therefore result in lowered human reliablity. Same conflicts between the
external and internal PSFs can cause psychological or physiological stresses.
If the level of stress is high, the performance of a person in the system will
probably deteriorate. On the other hand, if the level of stress is too low
(as with monotonous work), alertness may be degraded and signals may aot be
noticed soon enough.

In summary, we define error-likeliness in terms of those PSFs in a task
that are incompatible with the capabilities and limitations of the intended
performer of the task. The task analysis will indicate if human reliability
can be improved by changing any PSF.

whether or not it is important enough to the system to warrant changing
the design is another matter. The object of task analysis is to identify
potential sources of error regardless of their impact on the system. Other
steps in the MMSA take the consequences of error into account, as discussed
later.

Several publications are available to assist the analyst in identifying

ELSs. The most concise document is MIL-STD-1472B, Military Standard, Human

Engineering Design Criteria for Military Systems, Equipment and Facilities,




4-11 Step 5 - Analyze the Jobs and

Tasks to Identify Error-Likely

Situations (ELSs) and Other

Problems
U.S. Dept. of Defense, Wash., DC, 15 May 1970, with Notice 1 dated 10 May 1976
and Notice 2 dated 10 May 1978. This set of standards was develcped by prac-
ticing ergonomists in the U.S. Army and in U.S. industry, and adopted by &.l
of the U.S. military services. These standards are not absolute, but their
acceptance in the design of NPPs would materially improve human reliability as
it has in countless complex military systems. They represent sound human en-
gineering practices to be followed unless specifically contraindicated by

other aspects of the ./ stem. A companion document, MIL-H~-46855B, Military

Specification, Human Engineering Requirements for Military Systems, Equipment

and Facilities, J.S. Dept. of Defense, Wash., DC, 31 January 1979, defines the

general requirements for incorporating ergonomics considerations in the league
of systems. Other documents useful in identifying ELSs are the revised edi-

tion of the Human Engineering Guide to Equipment Design (Van Cott and Kinkade,

1972), the revised edition of the Human Engineering Guide for Equipment De-

gigners (Woodson and Conover, 1964), and two textbooks: Human Factors in

Engineering and Design (McCormick, 1975) and Ergonomics: Man in His Working

Environment (Murrell, 1969). These documents provide much of the rationale
and data behind the standards in MIL-STD-1472B. The two volumes by Edwards
and Lees (1973 and 1374) constitute the best available description of operator
roles in comnlex industrial processes analogous to those in NPPs. Finally,
the 3-volume study of human factors problems at the TMI-2 plant by Malone
et al (1980) not only includes examples of poor ergonomics but describes the
kinds of studies necessary to identify such problems.

Although the above documentation will be useful, the best way for the
analyst to determine which human processes and actions will be employed in

performing each task is to do the tasks himself, using whatever written
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procedures are available. Then he should observe and interview operators who
perform the tasks. Since highly skilled operators can make even poor desiyns
look good, it is necessary to include talk-throughs or walk-throughs in the
observation of the operators at their jobs. This technique involves the in-
troduction pauses in the human actions while the operator explains what he
15 doing and his mental processes. The analyst should observe the operations
being performed at their normal speed until he develops a sente of familiar-
Then he should ask the operator to slow down his work activities and
explain what he is doing, and why. As he performs the tasks himself and in-
teracts with the operators, the analyst will develop familiarity with the sys-
tem hardware and procedures This is the period when he will obtain the data
for the analytical half of the task analysis format. Table 4-2 is a general
checklist that can be used during this period.

*

is to have the operator talk-through hypotheti-

Another useful technique

but realistin, emergency problems. In the WASH-1400 study, this tech-

find out how much operators knew about responding to

emergency conditions, and what supporting provisions were made for
th2se responses in the design of equipment and written procedures. Talk-

iroughs can also reveal the mental model the operator has of the plant and

Experienced people on a job can rightly be regarded as subject-matter ex-

perts. rhey know more about the intricacies and difficulties of their tasks

than anyone else. The importance of interviewing such experienced operators

that they are invaluable in identifying problem areas in tasks. They can

lescribe errors they have made or have seen others make (including no-cost

errors), and can offer opinions on the underlying PSFs related to these
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Table 4-2. A Checklist for Evaluating Task Error-Likeliness
During Observation or Performaice of Tasks

The cue or sign that tells the operator to begin each task and each

activity in a task is simple and unambiguous:

a. No inconsistencies, gaps, or misleading information that could result
in errors of judgment

b. No competing activities that could interfere with perceiving the cue
or with responding in a timely manner

The cue or sign points to the correct task or activity only.

The task or activity is easy to do:

a. No special problems in the scanning, anticipatory, or other perceptual
requirements; in long-term or short-term memory requirements; in
interpreting and decision-making requirements; or in manipulative
requirements

b. No special problems with competing activities or past experience

The completion cue or sign for the task or activity is simple and

unambiguous :

a. No misleading feedback to the operator

b. No special problems with competing activities

The completion cue or sign for one activity in a task cannot b2

misirterpreted as signaling the completion of tie entire task
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errors. These subject-matter experts can also describe close calls and, in
general, #hat errors are possible and likely.

In performing a tazk analysis, the underlying behavioral processes re-
quired in each task must be identified. As shown in Figure 3-1 (p 3-2) it is
convenient to think of these processes as consisting of input variables, meai-
acing variables, and output variables, a conventional trichotomy in psycho-
logy. Referring to Figure 3-1, signs (usually visual or auditory displays)
feed information to the senses of the operator. These are the inputs that

define the discriminations he must make. The discriminations are determined

both by the features of the task to be sensed and by the individual charac-
teristics of the opera )r -- his sense organs, past training and experience,
any ongoing activities that compete for his attention, his emotional state,
and so on. In our post-WASH-1400 studies, we have found that much reliance is
placed on these internal PSF¢ to make up for inadequate human factors engi-
neering of the job situation. In a well-designed system, the equipment, pro-
cedures, etc, do not place undue demands or reliance on operator character-
istics.

The motor responses are those outputs of the operator with which he per-

forms some element, or step, in a task. (His responses may or may not be ap-
propriate.) When using the event trees described in the next chapter, each
task element is treated as either a success or a failure in terms of system
requirements. When this either/or distinction is not appropriate, different
degrees of success or failure can be treated as different events. For exam-
ple, assume that there is some probability that an operator will leave a
manual valve in same position between open and closed. Although there are an

infinite number of in-between positions, for any practical application, this
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number can be reduced to one (or a very few) in terms of system effects, and

each of these positions would be treated as an event. Such reduction is
necessary to keep the analysis manageable.

Task analysis is applicable tec continuous as well as discrete tasks
(Miller, 1953b; and Meister and Rabideau, 1965). Examples of the former in-
clude the analysis of the in-flight functions of an aircraft pilot, the track-
ing employed in air-to-air flexible gunnery, and the tracking tasks in operat=-
ing a continuous strip mill. In such cases, the continuous nature of these
tasks is described as a series of discrete task elements. This type of ab-
straction is true of human performance modeling in general, and is used here.
Although continuous tasks can be used directly as entries in task analysis or
pertformance modeling, the solution methods are cumbersome, and are much sim-
plified if the variables are treated as discrete values -- the differences in
accuracy are negligible for practical work.

The mediating processes are the internal responses of the operator, such

as thinking, deciding, and worrying. These processes constitute the bridge
between the inputs to the operator and his outputs. Although not directly
observable, the processes can be inferred by attention to the physical fea-
tures of the task and the known needs, capabilities, limitations, and motiva-
tions of the operator. To understand and identify these processes, interviews
with the operators are the best source of data. If you want to know what is
goiry on in the mind of an operator, ask him. Obviously, this technique is
subjective; the operator may not really know why he does certain things, or he
may wish to deceive the analyst deliberately. Finally, thinking about what he
does wmay actually change what he does. Still, invaluable information can be

obtained by interviewing operators as they work. (For an example of
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interviewing to study the mental processes involved in electronics
troubleshooting, see Rasmussen and Jensen, 13974.)

Figure 3-1 (p 3-2) shows that the operator's output produces system re-
cults and that information about these resuits is fed back to the operator's
sense organs via displays. Thus, the man-machine system is a negative feed~-
back system in that information about the output can be compared to same
standard (i.e., a desired output), and the operator can take corrective action
to minimize the system error.

The most difficult part of a task analysis is to identify the possible
unplanned modes of operator response. It is not too difficult to set down in
sequence the tasks and steps in these tasks for well-defined jobs with more or
less invariant sequences of actions. Thus, a task description of a calibra-
tion technician's job is straightforward. One can readily set down what leads
to what, and the identification of potential errors is not difficult.

In other jobs in the NPP, tasks may not be as well-defined, and variable
sequences may be common. Even in "routine" tasks, one must consider how the
operator might deviate from the anticipated routine. 1In less-structured
tasks, such as those involved in responding to unusual circumstances, the job
of the analyst is more difficult. He must identifyv where and how the opera-
tor's responses to unusual events might create more demands on the system
instead of correcting the situation. This aspect obviously requires that the
analvst have a high level of knowledge of the job he is describing and analyz-

1“9 .

Step 6 - Estimate the Likelihood of Each Potential Error

Steps 6, 7, and 8 of the MMSA provide an estimate of the importance of

each ELS identified in the task analysis. The importance of an error is a
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function of its frequency, probability of recovery, tential consequences,
and the costs of fixing the underlying ELS.

In the most quantitative form of human reliability analysis the frequency
of human error is converted to a probability estimate. Chapter 20 summarizes
the human error probabilities that are relevant to NPP operations, and Chapter
§ shows how these HEPs are handled in the analysis. These HEPs generally have
widely spaced uncertainty bounds to allow for individual differences as well
as other sources of uncertainty. If more precise data are available, they
should be used instead. For some purposes, the upper bound of the uncertainty
range may be used as a “worst" estimate. If an entire analysis is based on
these high estimates of HEPs, the result will be a worst-case analysis, an
example of which can be found in Chapter 21.

The context of any event must be considered in order to estimate the
probabilities of human events. For human events, interaction (dependence) is
the rule rather than the exception. No procedure exists for mechanically com-
bining basic error probability data into total estimates of task failure prob-
abilities. The analyst must use the information from the task analysis to de-
termine the important PSFs in deriving the probability estimates for each task
or subtask. The examples of probability tree diagrams throughout this hand-
book illustrate the types of judgments used to derive these estimates.

The purpose of breaking down a task into inputs, mediating processes, and
outputs is to obtain smaller bits or elements of behavior that can more read-
ily be combined with available data. This task decomposition makes it easier
to identify all of the PSFs that influence the reliability of a human task and
to evaluate the adequacy of available data for assessing task reliability.

To cite a simple example, suppose there are data available on the relia-

bility with which experimental subjects read 6-digit numbers, but the task the
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Step 7 - Estimate the Likelihood that

Each Error will be Undetected (or Uncorrected)

Other things being equal, the smaller the likelihood that some erx

be detected before it causes undesirable consequences, the more important
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error. Some errors will be detected by the person who makes them. (These are
examples of recovered errors.) Other errors may be detected by inspectors or
by subsequent testing and use of system components, but some errors may not be
detected until unwanted consequences to the system have occurred. In a human
reliability analysis, recovery factors (Chapter 15) are used to modify the
HEPs, since the interest is in estimating the joint probability that an error
will be made and will not be recovered (i.e., the probakility of an unre-
covered error).

Step 8 - Estimate the Consequences
of Each Undetected (or Uncorrected) Error

The consequences of an error obviously define another aspect of the
error's importance. In a well-designed system a single uncorrected human
error rarely causes serious degradation. Although there have been such cases,
normally there is sufficient redundancy in the system such that these errors
will not result in serious consequences. Focr example, although a calibration
technician may miscalibrate a single setpoint for same t:.verature sensor,
there will be other sensors that will indicate a disagreement. Appendix II of
WASH-1400 shows how various unrecovered errcor probability estimates were
incorporated into the ESF system fault trees.

The usual procedure in human reliability analyses is to perform a sepa-
rate analysis for each system consequence of interest. Generally, quantifica-
tion of the relative importance of each consequence is not part of the human
reliability analysis. For example, separate human reliability analyses would
nomally be done for the influence of human errors on the risk of personnel
injury and on the risk of some economic loss. That is, one would not try to

place these two system consequences on a single continuum of loss.
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In reliability assessments it is often of interest to learn how the prob-
ability of failure of a system involving many human tasks would change if dif-
ferent estimated HEPs were used for the individual tasks. Such an assessment
is called a sensitivity analysis. It is very useful in human reliability
analysis because estimates of HEPs are ordinarily made with uncertainties
larger than those assigned to estimates of failure probabilities of other sys-
tem camponents. Sensitivity analysis was used in same of the early analyses
in WASH-1400. It was discovered that the probabilities of failure of some
large subsystems in NPPs were insensitive to substantial variations in esti-
mated HEPs as well as to variations in assumed distributions of HEPs. (Chap~

ters 7 and 21 present same examples of sensitivity analysis.)

Step 9 - Suggest Changes to the System

This step is primarily related to the use of MMSA as a design tool. Most
consideration is given to those potential errors with a high combined proba-
bility of (1) occurring, (2) going undetected or uncorrected, and (3) causing
an unacceptable system consequence. Thus, a task with a high error probabil-
ity may be less important to system success than same other task with a lower
error probability. For example, if the first task has good recovery factors
and the other one does not, the latter task may have more pctential for de-
grading the system.

Decisions to incorporate ergonomics changes in a system often require
trade-offs of various criteria and costs. Although the issue of such trade-
offs is outside the purview of this handbook, Table 4-3 lists some important
system criteria. (These criteria are not listed in order of importance.) It
is clear that costly changes should not be recommended solely because a design

may deviate slightly fram the optimum. However, gross deviations from optimum
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4-21 Table 4-3
Table 4-3. System Criteria for Trade-Off Oonsiderations®*

Speed (mean and variability)

Accuracy (constant error) and precision (variable error)

Dependability (maintainability and reliability -~ including confidence in
sel f-check)

Aduptability (of equipment to changes in requirements, equipment design,
or operating conditions)

Mobility (including dispersal requirements)

Graceful degradation (ability to continue to operate although at sub-
standard levels of performance)

Equipment test life (need to avoid adverse effects of confidence or nther
testing)

Completeness or exhaustiveness (the proportion of system parameters that
must be measured)

Personal involvement (extent to which personnel identify themselves with
their tasks or are aware of system operation)

Personnel hazard and risk of equipment damage

Delivery schedule (time for system to became operational)

Equipment weight and/or volume

Training costs (personnel, time, facilities)

Manning level and quality

Development costs

logistics costs and policy (pipeline and spares provisioning policies)
Equipment unit cost in production (including spares)

System environment (ability to operate under various climatic, terrain,
socio/psychological, political and other conditions)

Selling costs (including advertising)

Aesthetic attractiveness

Ef fects on environment (ecological considerations)

Costs of employee dissatisfaction (indifferent and slow work,
absenteeism, turnover, grievances, strikes, sabotage)

*Modified from Swain and Wohl, 196
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gested Changes [Repeat
Steps 1 through 9)
Cbviously, the decisions are not always as simple and clearcut as the

above examples suggest. The final decision will have to be made on the basis

of acceptarle risk and cost-effectiveness.

Step 10 - Evaluate the Suggested Changes (Repeat S*eps 1 through 9)

Finally, each suggested change to the system must be reevaluated by re-
peating most of the above steps. Thus, MMSA is iterative -- the steps are
repeated until the estimated human errcr contribution to system degradation
nas been reduced to some tclerable level in terms of system effects and costs
of the changes. The contribution of human error may be reduced either di=-
rectly by improvements made to reduce error frequency, or indirectly by design
changes that will tolerate human errors. The best solution is obviously

situation-specific.



Model

CHAPTER 5. THE HUMAN RELIABILITY MODEL

-

The human reliability model desc .ved in this chapter is an extension of
human reliability studies made at Sandia National Laboratories in the early
1950s (Swain, 1964b). It was first used to estimate the guantitative influ-

ence of first-order human failure terms on the reliability of nuclear weapon

systems and components. In the early 1960s the modcl was expanded and refined
to permit more detailed consideration of the human component in system relia-
bility. Subsequent development of the model has included its applications to
a large variety of classitied systems, to the U.S. NRC's Reactor { .fety Study
(WASH-1400), and to subsequent human reliability problems in NRC-supported
work. Same of these latter applications are presented in Chapter 21.*

Most of the applications of the human reliability model and method de-
scribed in this chapter have involved estimates of the »robabilities that
system-required tasks will be executed correctly within specified time limits.
Applications of the model to the prediction of the effects of extranecus acts
have been limited to worst-case analyses, as described in Chapter 21.

There are other human reliability methocds and models, but none of them
has had any extensive practical application, and some of them depend on non-
existent data or do not result in estimates of HEPs. Two extensive reviews

have been made to Meister (1971) and Bmbrey (1976). The former volume has a

critical review of 22 human reliability analysis models.

.Those interested ir. the history and use of this model can refer to: Rook,
1962, 1963, and 1964; sSwain, 1963a and b, 1964a and b, 1967a and b, 1969a and
b, 1971, 1974a and b, 1976, and 1977a and b, 1980b (Ch. VIII); Rigby, 1967;
Rigby and Edelman, 1968a; Rigby and Swain, 1968; Swain and Guttmann, 1975; and
"Human Reliability Analysis", Section 6.1, Appendix III - Failure Data, 1975,
WASH-1400.
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Description of the Model

At the Sixth Annual Meeting of the Human Factors Society in November,
1962, Swain introduced the acronym THERP to designate the human reiiability
model and method that he and Rook had developed at Sandia National Labora-
tories (Swain, 1963a). THERP stands for Technique for Human Error Rate Pre-
diction. Until pubiication of this handbook we used the expression human
error rate (HER) interchangeably with human error probability (HEP). For
reasons stated in Chapter 2, we have dropped the term LER in favor of HEP.
However, since the acronym THERP is now well known, we retain it despite its
use of the term human error rate.

The following is a revised definition of our human reliability technique:
THERP (Technique for Human Error Rate Prediction) is a method to
predict human error rates [i.e., human error probabilities] and to
evaluate the degradation of a man-machine system likely to be caused
by human errors alone or in connection with equipment functioning,
operational procedures and practices, or other system and human
characteristics that influence system behavior.

The model uses conventional reliability technology with modifications
appropriate to the greater variability and unpredictability of human perfor-
mance, as compared with that of equipment performance. The steps in THERP are
similar to those in conventional reliability analysis, eacept that human
activities are substituted for equipment outputs. The steps are to:

1. Define system failure(s) of interest. These pertain to system func=-
tions which may be influenced by human errors and for which error
probabilities are to be estimated.

2. List and analyze the related human operations. This step is the task
analysis described in Chapter 4.

3. Estimate the relevant error probabilities.
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Estimate the effects of human errors on the system failure even:s.
This step usually involves integration of the human reliability
analysis with a system reliability analysis.

Recommend changes to the system and recalculate the system failure

probabilities. (The procedure is iterative.)

The above five steps typify the use of human error ana. ssis as a tool in

system design. For assessments only, Step 5 is not required.

In using THERP, the primary interest is in estimating the following

parameters, especially the first three:

1

Task Reliability -- Tas)l reliability is defined as 1.0 mirus the

estimated probability of task failure. For each task we determine
the probability that it will be completed successfully (within some
period of time, if time is a requirement). The tasks are identified
in the task analysis and an estimate is made of the failure proba-
bility for each task. Effects of extraneous actions must also be
considered.

Error Correztion -- This is the probability of detecting and cor-

recting incorrect task performance in time to avoid any undesirable
consequences. In any man-machine system there are usually several
recovery factors; e.g., checks by other people (inspectors) wiiich
increase the probability of detecting errors before they affect the
system.

Tagsk Effects -- This is the probability that incorrect and uncor-

rected task performance will result in undesirable consequences to a
system. A separate calculation is made for each system consequence
of interest. Therefore, one may estimate the effects of the same

human errors on more than one system outcome.
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4. Importance of Effects -- The importance of the undesirable effects to

a system i terms of cost or other criteria should be considered.
Generally, no attempt is made to quantify this parameter; it is often
a value judgement made by persons in authority.
THERP is used to generate quantitative estimates of the first three
parame ers based on the dependences among human performance, equipment perfor-
mance, ocher system events, and outside influences. Thus, estimates of HEPs

for all but an initiating task represent conditional probabilities.

Probability Tree Diagramming

The basic tool of THERP is a form of event tree called the probability

tree diagram (Figure 5-1), in use at Sandia National lLaboratories since the

19508 (Miiller, 1964,. Limbs in the probability tree diagram show different
events as well as different conditions or influences upon these events.
Therefore, the values assigned to all events depicted by the tree limbs (ex-
cept those in the first branching) are conditional probabilities. The first
limbs may also be conditional probabilities if they represent a carryover from
some other tree.

Tahle 5-1 presents the symbology used with the limbs of the event tree.
Note that a letter can have more than one meaning depending on whether it is
in quotes, capitalized, or lower case. A capital letter in quotes represents
an event or task. For example, Task "A" in Figure 5-1 might represent the
task of a calibration technician setting up his test equipment before cali-
brating same sensor. The lower case letter a represents the statement that
the technician has correctly set up his test equipment, and also stands for
the probability of correct performance. The capital letter A represents the
statement that the technician has incorrectly set up the test equipment, and

also for the probability of incorrect performance.
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Symbol

Capital English letters in
quotes; e.g., "A"

Capital English letters;
e€.9., A (Except F and §)

Capital letter F at the end of
a path through an event tree

Capital letter S at the end of
a path through an event tree

Lower case English letters;
e.g., a (except i and r)

Lower case English letters,
i and r

Lower case underlined English
letter, n

Capital Greek letters;
€eGe, A

Lower case Greek letters;
€.g., &

Symbology Used

Table 5-1

in Human . 2liability Model

Meaning

1.

1.

1.

1.

1.

2.

1.

1.

1.

The human action itself; e.g.,
Task "A."

Incorrect performance of a human action.

Probability of incorrect performance of a
human action.

Failure, for the application in question.

Success, for the application in question.

Successful performance of a human action.

Probability of successful performance of
a human action.

th th

i or r task.

The number of events or tasks, not to be
confused with n, which indicates the
successful (or probability of successful)
performance of Task “N."

The estimated probability of nonoccur-
rence of some system event (not a human
event).

The estimated probability of occurrence
of some system event (not a human event).
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The letter b represents the statement of correctly performing Task "B,"
the second task performed, and it also stands for the probability of correct
performance. Task "B" might ba the calibration of the sensor mentioned above.
The letter B stands for incorrect performance as well as for the probability
of incorrect performance. The dependences between Tasks "A" and "B" are re-
presented by the symbols bla, Bla, b|A, and B/A. Normally, the conditional
relationships are understood, and the letters b and B are usually written
without the conditional qualifications.

In Figure 5-1, only the complete-success path; i.e., a(bla), is desig-

nated as ending with S, which stands for same success path of interest. All
the other paths end in F, which stands for failure. Thus, this tree as drawn
indicates that the only success path is one in which both tasks are correctly
done; i.e., the calibration technician correctly sets up his test equipment
and also correctly calibrates the sensor. For other problems, the interest
might be in performing either task correctly, and any path other than A(B|A),

‘he complete-failure path, would be considered a success path. It is the ap-

plication that determines which paths through the tree are considered success
paths or failure paths.

In Figure 5-1 the limbs in the tree repres-nt a binary decision process;
i.e., correct or incorrect performance are the only choices. Thus, a + A must
equal 1.0, and b + B must equal 1.0. At every binary branch the probabilities
of the two branches sum to 1.0. In other probability tree diagrams there may
be more than two limb.: at a branching to represent different conditions or
events, or different levels of correctness or incorrectness, but in all cases
the probabilities of the limbs at any one branching must sum to 1.0. As with
any probability tree diagram, the sum of the probabilities at the terminals of
all paths also must sum to 1.0. Thus, in Figure 5-1, (a x bla) + (a x Bla) +

(A x bJA) + (A x B|A) = 1.0,
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Usually the limbs in an event tree will represent correctness or incor-
rectness of system-required tasks, but they can ilso denote extraneous acts
that can be anticipated and that can adversely affect the system. In the
human reliability analyses done for WASH-1400, for example, besides depicting
the selection of certain correct switches, limbs were also used to depict the
selection of nearby incorrect switches that could cause serious problems in
coping with a LOCA if inadvertently selected. Thus, limbs in event trees can
be used to represent plausible and important extraneous actions. Of course,
not all extraneous actions can be identified in advance. Although most such
actions are unimportant in terms of system consequences, it is always possible
that some important extraneous action will be overlooked in a human reliabil-
ity analysis. The more detailed the task analysis behind the event tree, the
greater the likelihood of identifying the important, plausible extraneous
actions.

After the probability tree diagram is drawn, the mathematics are simple.
when the estimates of the ccnditional probabilities of success or failure of
each limb in the tree have been determined, the probability of each path
through the tree is calculated by multiplying the probabilities of all limbs

in the path. This does not correspond to the simple multiplicative model ;

that is, the multiplication of task probabilities without the assumption of
any task dependences (the multiplication of unconditional probabilities). The
use of conditional probabilities *takes into account the interdependences among
the limbs in the tree, and no errors will result from the use of this simple
mathematical approach. Errors would arise from incorrectly estimating the
BHEPs or CHEPs for the tasks represented by a .imb.

The probability tree diagram starts with any convenient point in a system
procedure and works forward in time. This procedure enables the user to ana-
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