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ABSTRACT

The CONTAIN 1.1 computer code is an integrated analysis tool used for
predicting the physical, chemical, and radiological conditions inside a
containment building following the release of radisactive material from
the primary system in a severe reactor accident. It can also predict the
source term to the envirorment. CONTAIN is the U.$. Nuclear Regulatory
Commission’'s principal best-estimate, mechanistic containment analysis
code for severe accidents. CONTAIN 1.1 is intended to replace the
earlier CONTAIN 1.0, which was released in 1984. The purpose of this
User's Manual is to provide a basic understanding of the features and
models in CONTAIN 1.1 so that users can prepare reasonable input and
understand the output and its significance for particular applications.
Besides input instructions, the User's Manual also contains brief
descriptions of the models. CONTAIN 1.1 is a highly flexible and modular
code that can run problems that are either quite simple or highly
complex. An important aspect of CONTAIN is that the interactions among
thermal-hydrsilic phenomena, aerosol behavior, and fission product
behavior are taken into account. Both light water reactors and liquid
metal reactors can be modeled with CONTAIN 1.1, though many of the
sodium-specific models are not docur d in this report (a separate
CONTAIN-IMR supplement serves this purpose). The code includes
atmospheric models for steam/air thermodynamics, intercell flows,
condensation/evaporation on structures and aerosols, aerosol behavior,
and gas combustion. It also includes models for reactor cavity phenomena
such as core-concrete interactions and coolant pool boiling. Heat
conduction in structures, fission preduct decay and transport,
radioactive heating, and the thermal-hydraulic and fission product
decontamination aspects of engineered safety features are also modeled.
To the extent possible, the best available models for severe accident
phenomena have been incorporated into CONTAIN, but it 1s intrinsic to the
nature of severe accident analysis that significant uncertainty exists
regarding numerous phenomena. In those cases, sensitivity studies can be
performed with CONTAIN by means of user-specified input parameters.

Thus, the code can be viewed as a tool designed to assist the
knowledgeable reactor safety analyst in evaluating the consequences of
specific modeling and parameter assumptions.
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1. INTRODUCTION

1.1 The Need for Severe Accident Containment Analysis

Since the 'aception of nuclear power as a commercial energy source,
safety h. - been recognized as a prime consideration in the design,
construction, operation, maintenance, and decommissioning of nuclear
power plants. The reactor core contains a large inventory of radiocactive
materials that, if released to the environment, could be hazardous to the
local population. Because the reactor, by definition, is also a region
of potentially high ¢nergy density considerution must be given to all
possible mech.uisms by which this energy might disperse any part of the
radioactive inventory outside the plant. Such an occurrence is extremely
unlikeiy because there are three sequential barriers to fiscion product
release: the fuel cladding, the reactsr vessel and primary system
boundaries, and the containment building.

Nevertheless, nuclear reactor syscems are so compiex that dismissing the
possibility that one or more of these barriers wight fail would be
imprudent. Probabilistic risk assessments have shown that the requireu
multiple system failures are improbable but not negligible. The ‘cecident
at Three Mile Island Unit 2 (TMI-2) demonstrated that significe... core
melting could occur in a commercial powe. reactor and that at least the
first of the three barriers can be breached. The reactivity-driven
explos’on ac. Chernobyl showed thai all three barriers could be breached
and the public exposed to radivactivity. Although U.§. power reactors
are not vulnerable to the type ol energetic event that occurred at
Chernoby. that accident reinforced the perception of safety analysts
that highly off-normal system and/or operator behivior. though extremely
improbable, may, in fact, occur. Consequently, the United Scates Nuclear
Regulatory Commission (NRC) has an ongoing research program, the purpose
of which is to gain an understanding of the worst possible type of hypo-
thetical reactor accidents. These are the core-melt accidents, also
called "accidents beyond the design basis,” or "severe accidents."
Probabilistic risk ass2ssments have consistently shown that the dominant
component of risk from the operation of commercial nuclear power plants
results from this low probability, high consequence class of accidents.
For this reacon, severe accident analysis is an important element in the
NRC's research program. However, the extreme nature of these accident
sequences presents unique difficulties for the reactor safety analyst,
First, unlike many other safety engineering disciplines, virtually no
rele ant historical record of vessel failure accidents exists from which
to learn. Second, the reactor and its containment are extremely complex
systems, and their designs vary substautially from une plant to another.
Third, the fuel debris and the materials it contacts are expected to be
subject to such s:vere conditions that the behavior of even small
subelements of these complex systems is not easy to predict. Laboratory
scale expeiiments improve our understanding, but it is difficult to
circumvent the fundamental difficulty in severe arcident analysis:
extrapolation, both in physical scale and in system complexity.

All these considerations lead to two conclusions concerning research
methodology. First, detailed, system-level, phenomenological computer
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models are essential tools for helping the analyst understand how the
reactor and its ccntainment might respond to severe accident conditions.
Second, such computational tools cannot substitute for intelligence,
engineering judgement, and experimental research.

The CONTAII compucer .cde is an integrated unalysis tool for predicting
the physical, chemical, and radiological conditions inside the contain-
ment and connected buildings following the release of radicactive
material from the primary system in a severe reactor accident. CONTAIN
can also be used i"edict release to the environment in the event of
containment failuv (he code does not calculate conditions inside the
primary system, nor does it foll.w the released radionuclides beyond the
containment boundaries. These calculations can be performed by other
codes. (CONTAIN is. however, sufficiently flexible to be spplicable to a
number of nonresctor problems, such as the migration ot gaseous radio-
isotopes in waste repositories or safety cnalysis of radioactive material
processing facilities,)

Thus. the term "integrated analysis" does not refer to an integral treat-
ment of the reactor/containment/environmeat system; rather it applies to
the range of phenomena analyzed for the containment system itself. It is
;ustomary for reactor safety codes to be restricted in the type of physi-
cal phenomena analyzed. Typically, a code analyzes ei. her thermal-
hydraulic phenomena (e.g., CONTEMPT or MARCH), fission product decay
(e.g., ORIGEN), or acrosol behavior (e.g., HAARM, NAUA). By contrast,
CONTAIN simultaneously treats thermal-hydraulic, aerosol, and fission
product behavior. This approach simplifies severe accident analysis,
but, more importantly, it can provide more accurate analysis because, as
illustrated in Figure 1-1, there exist a number of import..t closed loop
feedbacks among these phenomena. Sore of these interactions will t. dis-
cussod in more detall later, but an example is the transport of mobile
heat sovurces (radiocactive aerosols) by pressure-driven gas flow, which
occurs simultaneously with deposition of the aerosols onto containment
surfaces.

CONTAIN is designed to assist the knowledgeable reactor safetvy analyst 1n
evaluating the consequences of specific modeling anc¢ parameter assump-
tions. The models currently in the code ar- i:tended to embody the key
results from severe accident rerearch, so that the code is a vehicle for
integrating knowledge gained from many different sources. Because the
knowledge base is constantly being upgraded through research, the code is
also designed to be modular and adaptable; that is, as improved phenome -
nological models are developed, tested, and validated, they can be incor-
porated into the code with a minimum of difficulty.

However, at any given time significant gaps exist in the knowledge ba<e,
and significant vncertainties and limitations are present in the model-
ing. In many cases, the iudgement of the model developer is involved in
making tradeoff decisions. It is impossible to anticipate all the uses
of such a code. <Trus, in some instances the judgement riay be inapplic-
able, and the mudels may be inappropriate. It {- therefore important
that the analyst running the code have a good basic understanding of the
medels implemented in the code in order to evaluate their relevance in
the specific context of the problem beiig run.
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Figure 1-1. Three Basic Phenomenological Areas Treated in CONTAIN
and Some Couplings and Feedback Loops Among Them

The purpose of this User's Manual is to provide a basic understanding of
the features and models in CONTAIN so that users can prepare reasonable
input and understand the output and its significance for particular
applications. Thus, besides simple input instructions, the User's Manual
also contains brief descriptions of the models. Known limitations in the
models are discussed (as well as some suggestiorns concerning possible
ways to overcome the limitations--see Section 5). However, not all
rodeling and coding details are provided. CONTAIN is a very large code,
and a detailed treat.::nt of all the technical features would result in a
document too large and complicated to be practical. Many of the models
in CONTAIN nave been imported directly from other codes which themselves
are well documentad. In those cases, the detailed documentation sources
a.e cited in the jualitative model descriptions for the anulyst wlo
requires more detail. In other cases, when the modeling .- original with
CONTAIN, the level of mathemat: al details provided in the User’'s Manual
is greater. However, very liitle informati n is provided about code
architecture. algorithms, or other program.ing details, as such
descriptions are beyond the scope of the User’'s Manual.
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1.2 Progress in Containment Analysis

The first ve fion of UONTAIN to be documented and widely distributed was
released ir . B4 as CONTAIN 1.0, [Ber85) S.nce then, numerous improve-
ments in the code have been made, prompted in part by the rapid expansion
in the technical base of knowledge abour- severe reactor accident phenome-
na. Many of these improvements have been embodied in interim revisions
of the code, which havc been periodically released to the user community
(revisions 1.01 through 1.06), along with correction pages to the User's
Manual. The extent of the revisions reached the point that a new code
version, designated 1.1, was prepared and a revised User's Manual was
needed. In this section, the principal developments driving the evolu-
tion of CONTAIN from Version 1.0 to Version 1.1 are summarized, and the
major differences between the two versions are highlighted.

1.2.1 Background

in the past four years, perceptions and knowledge about severe accidents
have evolved significantly, and these changes have significantly influ-
enced the development of CONTAIN. There are two categories of sources
{or the new information: (a) study of the accidents at TMI-2 and at
Cherrobyl; and (b) products of research in the U.S. and other countries.
Of these, the latter has been significantly more directly influential,
but the importance of postmortem analveie of the reactor accidents should
not be underestimated.

It is now understood that a significant fraction of the core was melted
at TMI-2 and that attack of lower head internal structures had commenced
at the time the melt progression was arrested. This information is not
of direct use for containment analysis except perhaps for the inferencc
that the ability to analyze post-vessel-breach conditions is clearly
desirable. More important from the containment analysis viewpoint is the
improved information that has emerged about hydrogen combustion and the
form of radioactive iodine.

It is known now that thore was a hydrogen combustion event in containment
at TMI-2. The containment building integrity was certainly not threat-
ened by the burn (it is an exceptionally robust containment), but this
new knowledge has heightered the perception of the importance of combus-
tible gas phenomena in containment. A number of improvements tc CONTAIN
should contribute to better simulation of this aspect ot severe accident
phenomenology. These include treatment of CO burning, quenching effects
of CO,, improved gas emissivity models, and implementation of a number of
options that give the user more control of the ignition criteria.

The issue of the chemical and physical form of radicactive iodine was
identified shortly after the TMI-2 accident as an area where previous
perceptions would need significant change. More detailed study of condi-
tions inside the debris bed and primary system are now showing that
iodine chemistry can be extremely complex and that simplistic treatments
may be inadequate. Although CONTAIN 1.1 does not include a complete set
of models for foline chemistry, the treatment of fission product
transport has been completely overhauled to allow the user mcre realistic
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options and to accomm date more mechanistic models when they become
available.

The Chernob:l accident, in contrast, has not provided much sign.ficant
technical information of direct applicability to containment analysis.
The reactivity excursion that energetically disassembled the containment
was so powerful and abrupt that containment phenomena, as usually
construed, played no significant role. It is possible, however, that
future study of this accident and its consequences may reveal information
that will affect the way containment analysis is perforied.

In terms of direct impact, it is the research programs in the U.S.,
Europe, and Japan that have been the stimulus for the evolution of our
severe accident models. Ko attempt will be mace Lcre %o review these
programs. However, it is worth mentioning, if only as an example, one
area in which experimental progress has resulted in major changes te
CONTAIN. This is the area of molten-core-concrete interactions. Experi-
ments, model development, and analysis in the U.S. and Germany have
demonstrated the need for detailed analysis of core-concrete interac-
tions. The importance of aerosol generation due to these processes has
also recently been emphasized. Consequently, the incorporation of the
CORCON and VANESA codes into CONTAIN has made Version 1.1 significantly
more useful than Version 1.0 for enalysis of accidents involving molten-
core-concrete interactions. Direct incorporation of these models will
»lso allow CONTAIN to evolve in parallel with the stand-alone versions of
these codes as further research improves our understanding.

1.2.2 Highlights of Recent CONTAIN Validation and Applications

Another source of improvement for the CONTAIN code is use: first, in code
validation exercises, and second, in accident analyses. Analyses of
hypothetical accident sequences do not directly contribute to the valida-
tion of the code, but sensitivity studies of realistic scenarios can
identify critical areas of uncertainty and can also display unexpected
interactions among the diverse phenomera. Numerous such studies with
CONTAIN ha.e shown the importance of an integrated aporoach. In many
cases, for example, subtle balances may exist between competing process-
es, and calculational treatments that neglect the key feedback loops may
give completely erroneous results even if the constituent stand-alone
models are reasonable.

A good example of differences between integrated and nonintegrated
calculations is presented in Reference Car87, in wh’ 1 it is shown that
the core-concrete interactions predicted by CORC .. (operating as a module
of CONTAIN) are sensitive to whether the treatment of radiation heat loss
to the ~ontainment takes into account the containment rcsponse. A number
of other examples of the importance of integrated analysis are given in
Reference WilB87a. For example, it is shown that containment pressures
predicted by CONTAIN for a Station Blackout Sequence are sensitive to the
treatment of mobile heat svurces (e.g., radicact!ve aerosols and gases).
Another example studied in the same paper shows that the rate of
depressurization of a failed containment could affect the source term if
gravitational settling in the containment d:ring the depressurization
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process is enhanced by condensation on aerosols in a saturated
atmosphele,

Numerous other calculational studies of accident sequences have been
performed with CONTAIN 1.0 (and revisions 1.01-1.06). Appendix A lists a
number of reports and papers that discuss these calculations in more
detail,

Validation exercises, the comparison of experimental results with both
pretest and posttest code calculations, are critically important to the
confidence one may have in the results obtained for realistic accident
sequences., Benause of this importance, validation is a major element of
the CONTAIN program. A number of separate-effects codes (CORCON [ColB4),
VANESA [PowB6), HECIR [Cam86), ICED¢ [OwcB5a), and SPARC [OwcB5b)) are
integrated in part or in their entirety into CONTAIN. T ¢ validation
achievea by these codes is to a large extent carried over to CONTAIN An
independent validation program is also being conducted. Di -ct compari-
sons of CONTAIN results with a wide variety of experimental tests have
been completed, and CONTAIN is currently involved in a number of ongoing
validation programs. Completed validation studies involving CONTAIN
include sever:l of the Hanford Engineering and Development Laboratory'’s
ABCOVE tests, the NSPP aerosol experiments at Oak Ridge National Labora-
tocies, the German V44, T31.5, and T31.6 tests at HDR, Pacific Northwest
Laboratory's CSE test A-9, the hydrogen burn test series at the Nevada
Test Site, and recent LACE tests managed by the Electric Power Research
Institute These studies are described in more detail below.

One of the earliest validaticn exercises in which CONTAIN participated
was the blind test prediction of thermal-hydraulic conditions for a full-
scale steam blowdown LOCA simulation, HDR test V44, [Win83a] Temperature
and pressures predicted for this design basis accident over a wide range
of time scales are in excellent agreement with the experimental
data.[Val83) More recently, small break LOCA tests (T31.6) at HDR have
been the subject of CONTAIN calculations. Preliminary nonblind posttest
results are reported in Referenc: Lan88, and it is anticipated that
additionai ¢ lculatione will be performed in the f.cure.

Many of the other studies were used to validate code predictions of
aerosol behavior. The ABCOVE seriec of experiments generated diy
aerosols under conditions simulating IMFBR containments. Close agreement
obtained between blind code predictions and experimental test results for
AB-5, AB-6, and AB-7 are particularly relevant in demonstrating the
effectiveness of CONTAIN's model for aerosols, which uses discrete
particle size classes and treats multiple aerosol components.[Hi183,
Hi184, H1185) (Nonblind predictions were made for the ear.ler tests AB-1
and AB-3.)[Hi179, Mcc79) Further validation of the aerosol model and its
coupling to thermal-hydraulics was achieved in the Oak Ridge NSPP test
series. [KrnB82, AdaB2] These tests were conducted in a steam environment
more typical of LWR accident conditions, in which condensation and
diffusiophoretic effects can strongly influence the observed aerosol
behavior. However, the experiments did not present an ideal opportunity
for validation of CONTAIN because of some experimental uncertainty in the
steam flow rates present. However, as discussed in Reference Mur83,
reasonable assumptions about the uncertain experimental parameters led to
good agreement between CONTAIN and the measurrd data. Validation of
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CONTAIN's aercsol models is aiso demonstrated in a report from workers in
Japan [5hi87], which makes extensive comparisons between CONTAIN calcula-
tions and experiments involving aerosols and sodium combustion. A final
example of validation of the aerossl modeling involves the CSE A-9 test,
vhich was designed to assess the radionuclide scrubbing efficiency of
containment sprays.(Hil71] Reasonable agreement for both elemental
iodine and aerosol depletion due to sprays was obtained. [Mur83)

Validation of the hydrogen burn model in CONTAIN 1.0% against the Nevada
Test Site experimental data [Rat85) is the subject of Reference Van8é6,
Again, reasonable agreement was obtained for all important parameters
except burn duration in lean mixtures. For these situations, CONTAIN
significantly underpredicts burn times, a conclusion that was also
reeched in an earlier study concerning the HECTR code . [Won8é |

The code was used as part of the LACE series of aerosol /thermal -hydraulic
tests conducted at Hanford's CSTF in a multinational program coordinated
by the Electric Power Research Institute, [Rah88] Blind predictions of
aerosol and/or thermal-hydraulic conditions in the LACE series were made
not only by Sandia National Laboratories but also Ly ORNL, UKAEA, JAFRI
(Japan), CEC (Ispra), and ENFA (Italy).[Sla86, Wil87b] 1In general,
results obtained by all participants are in good agreement with both the
aerosol and thermal-hydraulic parts of the exercise.

In addition to studies that are completed, there are several validation
programs in which CONTAIN is currently involved. The influence of
multiple compartments on aerosol transport and retention is the subject
of the DEMONA test se:les [Hos83]; CONTAIN is being used for this project
by CEC and UKAEA., Sandia used CONTAIN for combined hydrogen/steam
natural cenvection experiments (test T31.5) at the HDR facility in
Germany in late 1987 and 1988. Finally, & series of Direct Containment
Heating (DCH) esperiments at the Surtsey facility at Sandia are providing
validation for the (unreleaszd) DCH model.[Tar88)

1.2.3 Differences Jetween Version 1.1 and Version 1.0

All of the features of CONTAIN 1.1 will be described in several levels of
detail in the remainder of this User's Manual. Generally, all of the
capabilities of Version 1.0 have been retained, but a variety of new
models or opticns are now available as well. Upward compatibility (the
ability to run any deck that ran on previous versions) has been main-
tair..d except in a very few cases of unresolvable conflicts between the
new models and the old. All of these cases are described in Appendix D,
and in all such cases, the code provides diagnostic messages in the error
tile. The CONTA.N user should develop the habit of scanning the error
file for diagnostics whenever the input data set or code version is
changed, even if the code appears to have run a problem successfully,

A central difference in capabilities involves the gas flow numerical
solution method. In Version 1.0, only an explicit method is available
This limits the usefulness of the code for long problems involving many
cells (e.g., greater than six or seven) becanse of computaticial cost,
It also imposes additional, more subtle limitations. One is the
inability to model buoyancy effects because of the difficulty with which
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the explicit method treats very small pressure differences. The new
implicit method solves all of these problems and is the recommended
choice for all multicell problems. The implicit treatment covers not
only gas flow but also coolant boiling. Consequently, nulticell
calculations can now be performed with much longer calculational
timesteps than was possible with Version 1.0.

Major new modeling options have also been added. The integration of the
CORCON and VANESA models for core-concrete intcractions is one of the
more important improvements. The addition of the pressure suppression
pool vent and safety relief valve (SRV) models make it possible to do
complete analyses of boiling water reactors (BWRs). The entire system of
radionuclide accounting has also .een changed, allowing much more realis-
tic treatment of fission product transport. The handling of radiation
transport is better in two ways: first, a new model for emissivity of
H,0/C0/C0, gas mixtures has been includad, and second, the user has the
option of using a full net enclosure calculational method for radiative
heat transfer if the simpler engineering rreatment is deemed insuffi-
cient,

Besides these major upgrades, there is a wide range of more minor
{mprovements and/or conveniences. Virtually all deviatfons from ANSI-
standard FORTRAN 77 have been eliminated. The property library has been
upgraded and, probably more important, the user can specify thermal
properties of any material through input. Carbon monoxide combustion is
now modeled, and numerous other user options relating to gas combustion
have been implemented. Solution algorithms for condensation of water on
or evaporation of water from aerosols have been upgraded, and the lower
cell heat conduction routine hzs been replaced.

In general, the changes from Version 1.0 to 1.1 reprosent augmentations
or additions of capabilities. Therefore, it is expected that input decks
successfully run on previous versions of the code will also run on
Version 1.1 with few changes in the calculated results. There may be
some quantitative changes, hovever, as in cases that depend on material
properties which have been changed. There may also be a few cases in
which there is more serious conflict between the old models and the new,
and the problem will not give the same results. In such cases, a
diagnostic is always written to the error file (see Appendix B) Some of
these are also discussed in Chapter 5. In many places, the inpu. format
has been changed without any change in the models. However, the old
input formats are stil]l supported by the code; the obsolete input formats
are documented in Appendix D.

Since code configuration control and quality control are a major goal of
the CONTAIN code project, a suite of over thirty standard tests is run on
each new revision of the code. Any differences between calculations done
with the new version of the code and those done with older versions are
scrutinized carefully until the differences are understood and found to
be defendable. (However, some new standard tests may not run on old
versions of CONTAIN because new features are invoked, downward compati-
bility is not a goal of the CONTAIN project.)
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1.3 Cuide to the User's Manual

The unique rapabilities of "INTAIN allow the treatment of a large number
of disparate phenomenologie. (thermal-hydraulic behavior aerosol and
radionuclide behavior, core-concrete interactions, etc.) that can
interact in complex ways. Achieving these capabilities has necessarily
required complexity in the code and in its input options. Fortunately,
the structure of the code i< such that this complexity need be considered
only insofar as the actual problem at hand demands it: the user can
largely ignore information about models that are not needed by the
particular problem to be solved,

This guide will assist the new user in efficiently locating and assimi-
lating the information in the Manual that will be required for a specific
problem. In developing this guide, it has been assumed that the user is
reasonably knowledgeable about containment phenomenology but does not
necessarily have prior knowledge about the CONTAIN code. It is also
assumed that the user has in mind a well-defined problem and is not
interested in spending time studying features that are not needed.

It is strongly recommended that any new user read all of Section 1 with
some care in order to obtain an overview of CONTAIN, its capabilities,
and its limitations; this much information is required to provide an
adequate context for the more detailed information to follow. Section
1.4 includes a discussion of the CONTAIN physical models, which (though
much abbreviated) should prove adequate to permit the user to identify
the major models or groups of models that will be required for the
problem being considered. In general, the discuscions in other sections
of the Manual presume some familiarity with the information given in
Section 1,

Sections 2 and 3 form the heart of the User's Manual. Section 2 provides
a description of the various models in greater detail than that given in
Section 1.3. However, as discussed above, no effort is made to provide a
compiete physical and mathematical description; instead, the emphasis is
on providing the information required in order to permit intelligent use
of the models. Section 3 then gives the detailed description of the
input required by the models and their various options.

Sections 2 and 3 are broken decwn into several levels of subsections, and
the subsections are organized along phenomenological 1:nes, with each
subsection treating related phenomenologies. Once the user has identi-
fied the major models required for the problem under consideration (e.g.,
from Section 1.4), the Table of Contents may be used to identify the
subsections that will provide the more detailed information needed to
understand and use these models.

As an additional aid to the user, the organizations of Sections 2 and 3
closely parallel one another. For example, the input required for model-
ing heat transfer between the atmosphere and the structures within a cell
is described in Section 3.3.1.3, while the underlying modeling is dis-
cussed in Section 2.3.1.3. The intent has been to keep the actual input
specification reasonably concise for the benefit of the experienced user
but to make it easy for the new user to find the more detailed informa-
tion. It is recommended that the new user always read the relevant
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portions of Section 2 to better understand what the code actually models
in its calculations.

In Section 2, some of the subsections are quite simple and brief, while
others are more lengthy and detailed, with descriptions of a number of
{nterrelated models and/or numerous modeling Lplicne The detailed
subsections begin with introductory macerial labeled "Overview," which
provides a brief description of what the subsection discusses and indi-
cates when this information is or is not likely to be needed. It also
notes some pitfalls that can arise from completely omitting other major
groups of models whose relevance to the present group may not be immedi -
ately obvious.

Section 4 of the Manual describes the CONTAIN output. Much of the output
is optional, i.e., selectable by the user. The user may wish to scan
this section in order to form an idea of what output is available. This
section also contains information about those features of the output that
are not self-explanatory.

Section 5 discusses some of the pitfalls and limitations of the code and
its modeling, in order to give a better understanding of the applications
to which the code is suited, and also those to which it is not suited.

1t is recommended that a new user give at least a quick review of this
material to note any limitations that may apply to the application being
considered. Section 5 also includes some suggestions for extending the
code's domain of app'icability. For example, there are some processes
for which no mechanistic models are provided in CONTAIN, yet there may be
ways of simulating the effects of these processes to a degree that is
adequate for the user’s purposes. It is hoped that the information in
Section 5 will assist the user in getting a maximum amount of useful
information from the code.

Section 6 of the Manual provides three sample input problems with con-
siderable discussion. All of the major groups of models in CONTAIN are
exercised by at least one of these problems. If the user experiences
difficulty in applying the input instruction of Section 3 *o the problem
under consideration, examination of the sample input problems of Section
6 may prove helpful. Instead of sttempting to produce entirely new input
files, the user may take advantage of existing input files to verify that
the code is running properly and then modify them to produce the desired
simulation.

Finally, the Manual includes several appendices providing additional
{nformation on certain specific aspects of CONTAIN usage and other
supplementary Information.

1.4 Physical Models

Although some standardization of design for nuclear steam generation
systems has occurred, containment designs vary substantially with each
power plant. The CONTAIN method of modeling a containment system is
generic, allowing the widest possible application. Not all physical
models need to be activated; the input for each simulation determines
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those physical processes that are to be considered and those to be
ignored.

CONTAIN treats a containment system as a network of interconnected
compartments or "cells," shown schematically for a typical containment
building in Figure 1-2. The cells represent the internal subdivisions of
the reactor containment building. The arrows in this figure indicate
possible gas flow directions through some of the gas flow paths present
in the problem. These cells communicate with each other by means of gas
flow, liquid flow, and/or heat flow (i.e., thermal conduction through
Intervening structures). Because there is considerable flexibility in
specifying the properties of each cell and the connections between cells,
CONTAIN i{s able to handle a wide variety of containment types.

For calculational completeness, the environment outside the containment
building can be considered as one of the cells present. (It is usually
specified to have a very large volume.) A radiological release to the
environment then appears in the code as a flow into that cell.

For computational purposes, each cell is divided into two subcells: &n
upper cell and a lower cell. The upper cell consists of the gaseous
atmosphere and the heat transfer structures that are in contact with it.
The lower cell can include a coolant pool, layers of fuel debris, molten
metal, molten concrete, and the concrete floor. The lower cell models
are optional; some cells may consist only of the atmosphere and its
assoclated structures.

The major capabilities of CONTAIN are summarized in the following
paragraphs. The summary is organized in the following order:

Cell Atmosphere

Aerosol Behavior

Fission Product Behavior
Intercompartment Flow
Lower (ell Models
Engineered Safety Systems

A more detailed discussion of these capabilities and code features is
presented in Section 2.

1.4.1 Celi Atmosphere

The cell atmosphere model in CONTAIN treats the major phenomena expected
to play a role in atmosphere behavior during reactor accidents. Some of
the phenomena treated are atmosphere thermodynamics, condensation and
evaporation, heat transfer to structures, aerosol behavior, chemical
reactions (e.g., hydrogen burning), and the intercell flow of gases,
fission products, and aerosols. Th~ atmosphere treatment is zero-
dimensional, i.e., the atmosphere in each compartment is considered to be
thoroughly mixed. In any compartment where a debris pool exists (e.g.,
the reactor cavity), the pool may be a significant source of the gases,
aerosols, and thermal energy injected into the atmosphere in that
compartment. The structural members of the compartment itself (floor,
wvalls, roof, etc.), as well as physical objects that occupy the room, may
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be treated as thermal sources or sinks. Material can be sdded to or
removed from the cell via the interconnecting flow paths, by lower cell
models, or by user-specified source tables.

1.4.1.1 }eactor Types. Both light water reactors (LWRs) and liquid
metal reactorer (LMRs) can be modeled in CONTAIN. The specification of
the reactor type specifies the coolant (water or sodium) and determines
the appropriateness of using certain physics models. A number of models
specific to sodium-coolant reactors are available (e.g., sodium pool or
spray fire models). However, they are not described in this manual, but
in a supplement fo. IMR applications.

24,18 . State variables (such as tempera-
ture, pressure, and enthalpy) are calculated according to equilibrium
thermodynamics. External heat sources and sinks, as well as coolant
phase changes, are taken into account. Sources to the atmosphere include
heat transfer from structures, heat from the decay of gaseous or aerosol-
borne fission products, heat from chemical reactions in the atmosphere,
mass and energy from the lower cell, flows into the cell from other
cells, and user-defined sources.

1.4.1.3 Surface Heat Transfer. An arbitrary number of structures within

each compartment can be treated. The floors, walls, and roof, as well as
the surfaces of enclosed objects such as pumps or other machinery, are
approximated in the input by choosing shapes that most closely resemble
the objects to be modeled. Slabs, hemispheres, and half-cylinders are
used as a standard set of shapes from which choices can be made. Each
structure can be composed of arbitrary combinations of layers of differ-
ent materials. Heat entering an object or structural surface may be
treated as stored heat, or the surface may represent a heat flow area to
another compartment. The heat released by fission products deposited on
surfaces by aerosol deposition is taken into account.

1.4.1.4 Surface Condensation. CONTAIN models the condensation onto or

evaporation from structure sur.aces. The spatial orientation of struc-
tures is specified in the input because it can influence the condensa-
tion/evaporation rate. The presence of noncondensable gases is also
considered because their presence inhibits diffusion of the condensable
vapor to the surface. Condensation on, or evaporation from, structures
can occur simultaneously with condensation on, or evaporation from,

aerosols.

1.4.1.5 Radiative Heat Transfer. Radiative heat transfer is important

for many severe accident scenarios. CONTAIN includes a simple model that
treats radiation to the structures from the steam, carbon monoxide, and
carbon dioxide in the cell atmosphere. This simplified formulation may
optionally include radiation from a lower cell to the structures. For
problems requiring more detailed analysis, radiative exchange among the
surfaces can also be considered by using the more complete net enclosure
model. The gas mixture and the surfaces are assumed to be gray.

1.4.1.6 Hydrogen and Carbon Monoxide Combustion. Hydrogen and carbon

monoxide combustion is assumed to occur whenever the combustible gas -
concentration exceeds a specified value and the atmosphere in the cell is
not inerted by a shortage of oxygen or an excess of diluents (e.g., CO,
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or steam). I1f default values are used, an oxygen concentration in excess
of 5% and & combustible gas concentration above 7% may induce a burn,
Combustion can also propagate to other cells, depending on whether
certain criteria are satisfied. Upward, downward, and lateral flame
propagation are possible. Models for hydrogen and carbon monoxide
burning are taken from the HECTR code. [CamB6) As in HECTR, detonations
are not modeled.

1.4.2 Aerosol Behavior (MAEROS)

One of the principal purposes of the CONTAIN code is to characterize the
radiological source term in the event of containment failure. Released
fission products are most effectively transported throughout the contain-
ment and into the environment by gases and airborne aerosols. The MAEROS
model in CONTAIN allows for a multisecticnal, multicomponent treatment of
aerosols.[Cel82] A multisectional treatment is one ¢ which the particle
size distribution is discrete and can therefore have an arbitrary shape,
and a multicomponent treatment is one in which each particle size class
can have a different composition with respect to several component
materials, These features are important in assessing the radiological
consequences of the suspended aerosols. Another ilmportant feature of
CONTAIN is that condensation on, or evaporation of, water from aerosols
{s modeled in a manner consistent with the atmosphere thermodynamics
calculation.

The CONTAIN aerosol treatment includes models of three agglomeration
processes: Brownian, gravitational, and turbulent. In addition, four
deposition processes are considered: gravitational settling, diffusio-
phoresis, thermophoresis, and particle diffusion. 1In some cases, aerosol
deposition by impaction and interception are included in the modeling of
enginecered safety features (ESFs).

1.4.3 Fission Product Behavior

The composition of the fission product inventory in the reactor core can
be determined with considerable accuracy through a knowledge of its power
history and the application of any one of several well-documented
"burn-up” codes. However, during a core-melt accident, the physical
disposition of the radionuclides is highly uncertain. Because CONTAIN
does not analyze in-vessel phenomena, it depends on input from the user
or other codes to specify the initial locations of the fission product
inventory in containment. From that point on, CONTAIN models three
aspects of fission product behavior: transport (which determines the
locations), decay (which determines inventories of each isotope), and
heating (which couples back to the thermal-hydraulic behavior).

1.4.3.1 Fission Product Transport. To determine the location of the
radionuclides being studied, CONTAIN tracks them as if they were
physically attached to a "host" material. The reason for this fission
product host system is that the masses of fission products involved are
often very small compared to the masses of the hosts. In these cases,
the transport of airborne fission products is controlled by the mechanis-
tic thermal-hydraulic modeling of the movement of the nonradioactive gas
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or aerosol host materials. A mechanistic model for iodine removal by
sprays and & semimechanistic model for fission product transport in
liquid pathways are also avallable. 1In addition to the mechanistic
models, each fission product can be transferred from one host to another
at rates that are specified through the targeted release and acceptance
model and can depend on the host temperature. The reason for this
flexible system of fission product transport is the high degree of
uncertainty involving the physical and chemical forms of fission products
and their affinities for the various host materials. The experimental
and modeling data base for the release of fission products from fuel and
for subsequent chemical changes in the various nuclides is currently
inadequate to provide reliable mechanistic models for a code like
CONTAIN. The targeted release and acceptance formalism is therefore
provided to allow the analyst to evaluate the consequences of different
modeling assumptions.

1.4.3.2 . The decay of fission
products and the heating of the host materials are modeled in CONTAIN
according to the half-lives and power coefficients of fission chain
elements. Fission product parent-daughter relationships are defined in
the input by specifying the decay chain structure as a series of 1lnear
chains. Likewise, the fission product half-lives and power coefficients
are also specified in the input. The fission product heating couples
back to the thermal-hydraulics sin.: the decay heat of each radionuclide
is deposited into its respective host material. However, despite the
flexibilicy inherent in being able to specify each of the power coeffi-
cients, it is usually difficult to specify in detail all of the radio-
nuclides that would contribute to decay heating, as this would require a
large amount of input. Normally, only a selected subset of radionuclides
is of interest for health physics or transport reasons, and it is these
radionuclides that are typically specified explicitly. The remaining
decay heat from the reactor fuel can be handled in a more generic way: a
standard decay power curve is used to calculate total decay power as a
function of time since shutdown. The power associated with the
explicitly specified radionuclides is subtracted from this total power,
and the remaining power is then deposited in a number of locations
(coolant pool, atmosphere, etc.) as specified by the user. The use of a
standard decay power curve greatly simplifies many calculations.

1.4.4 Intercompartment Flow

Atmosphere flow between cells is modeled as user-specified or pressure-
driven orifice flow. The user specifies either the flow rate or the
geometry of the flow paths between interconnected pairs of cells. The
time at which any flow path is opened or closed may be given, or the
paths may be allowed to remain open during the entire run. A flow path
may also be opened by specifying a threshold pressure difference between
two connected compartments; such a trigger might represent the opening of
a rupture disk or the failure of a structural barrier between two com-
partments. In addition, time-dependent and pressure-dependent flow path
characteristics (e.g., area) may be specified, allowing realistic model-
ing of containment failure and of one-way flow,
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The material transferred through the path is a portion of the atmosphere
of the upsc.eam compertment. Gaseous fission products move through the
flow path at the same velocity as the bulk gases. At the user's option,
aervsols may be transported either according to the gas velocity alone or
according to the sum of the gas velocity and the component of the aerosol
terminal settling velocity parallel to the flow path axis.

Two types of solution methods are available to solve for the flow rates:
an explicit Runge-Kutta method and an implicit method. For the explicit
method, one may select either a model that includes the effects of iner-
tia on the flow rate or a model that neglects the effects of inertia.
For the implicit method, the model including the effects of inertia is
primarily the one used, although in some special cases the inertia is
neglected.

The implicit metliod is the one of preference for most problems because of
its caleulational efficiency. For a variety of reasons certain features
are available only with the implicit method. These are (1) gravity-
driven gas flow, (2) the instantaneous liqu'd DROPOUT model for water
condensing in the bulk gas, (3) critical, or choked flow, (4) aerosol
settling through flow paths, (5) an implicit model for pool boiling that
is solved simultaneously with the flow equations, (6) the engineered vent
option, and (7) the suppression pool vent system of a BWR.

The engineered vent, which is specified under the ENGVENT input block, is
a gas flow path similar in most respects to the regular flow paths speci-
fied in the FLOWS input block. The modeling options for the flow through
an engineered vent Include all of the options available for the regular
flow path and some others that are specific to the engineered vent. Un-
like the regular flow path, more than one engineered vent may connect any
giver pair of cells, The modeling options used for each one may also be
chosen independently.

Flow of gases, aerosols, and fission products through the suppression
pool vent system of a BWR is modeled through a special flow path between
cells representing the wetwell and drywell of a BWR, If the vent is
covered by the suppression pool, the aerosols and fission products
attached to the aerosols are scrubbed in the pool before being introduced
irto the downstream cell.

1.4.5 Lower Cell Models

Core-melt accident scenarios may lead to a predicted breaching of the
primary system and the development of come kind of bed or pool of core
debris and coolant in tne bottom of the reactor cavity. Ablation of the
concrete floor presents the threat of basemat penetration while simul-
taneously producing water vapor, noncondensable gases (some of which may
be combustible), and aerosols, all of which carry fission products, heat,
and reaction products into the upper containment atmosphere. The lower
cell model deals with these phenomena. These processes may not all occur
in all cells; for example, in some cells, the lower cell system may serve
simply as a sump for collecting coolant. In others, a lower cell may not
be required.



1.6.5.1 . The lower cell model
features a system of material layers that corresponds to the physical
system anticipated should a core-melt accident occur. The lower cel® may
include a concrete layer, intermediate layers, and a coolant pool 1-ver.
The feature of multiple intermediate layers allows for layers of
distinctly different materials such as molten metal and oxide by-products
of core-concrete interactions. Because a high level of pheromenclogical
uncertainty prevails concerning the configuration of debris, coolant, and
other materials, CONTAIN allows the user to specify the configuration of
layers.

For lower cells in which core-concrete interactions are not explicitly
modeled through the CORCON model discussed in the next section, the lower
cell is treated as a coupled thermal system, with heat transfer
coefficients between layers selected from a variety of correlations. The
concrete layer is nodalized for improved resolution and accuracy, and the
heat transfer is solved one dimensionally. Special provisions are made
for the coolant pool layer since the coolant can boil if its temperatura
exceeds the pressure-dependent saturation temperature. Coolant can also
condense onto or evaporate from the pool surface. If CORCON is invoked,
the transfer of heat and temperature predictions in the core debris are
handled by CORCON.

1.4.5.2 Core-Concrete Interactions. As heat flows from the core debris

into the corcrete, temperatures rise and the concrete undergoes thermal
ablation. The concrete becomes molten and begins to decompose. Vapor-
ized and liquefied ablation products mix with the core debris. Further
chemical reactlions take place in the core debris, generating hydrogen,
carbon monoxide, and other products. The CORCON code, a detailed mechan-
istic code, models these proceuses. [Mui8l, Col84] CONTAIN features a
full integration of the CORCON MOD-2 model. The concrete and inter-
mediate layer architecture in CONTAIN is used to specify the problem to
CORCON and to repo.t CORCON results in the context of CONTAIN output,
The CORCON model furnishes two types of input to CONTAIN: gas species
produced by the core-concrete inter. tions and the thermal load repre-
sented by the hot upper surface of t . core debris. Both the coolant
pool layer and the upper cell sys er ‘an interact with this upper
surface,

In addition to the CORCON mode’', the VANESA model has been included in
CONTAIN as an option.[PowB6] This model treats aerosol production and
fission product evolution from the core debris due to gas from the core-
concrete interactions sp :; .ng through the molten materials. The
aerosols and radionucl! «» so produced may be incorporated into CONTAIN
models.

The modified Fuchs model included in the VANESA code is one of two models
available to model the scrubbing of aerosols passing through a coolant
pool layer. (The pool is also assumed to scrub any fission products in
aerosol form.) Gaseous materials introduced into the pool will be
equilibrated at the pool temperature before being passed to the cell
atmosphere.
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1.4.6 Engineered Safety Systems

Virtually all nuclear power plants include enginecred safety features
(ESFs) designed to reduce pressure, temperature, and fission product
concentrations. They thus reduce the threat to containment integrity and
limit fission product release should leakage occur. CONTAIN has detailed
models for three major ESFs: containment sprays, fan coolers, and ice
condensers. Associated with these models is a framework for the con-
struction of liquid coolant transport systems that provide sources and
sinks for the ESFs and control the transfer of coolant between lower cell
pools. The components available for such systems include tanks, pumps,
orifices, pipes, valves, and heat exchangers, as well as user-specified
external sources of coolant. In addition, overflow of coolant liquid
from the pool of one cell to that of anvther can be modeled.

The ESF models are generally mechanistic in nature, so that their range
of applicability is greater than would be possible with more empirical
models. Because of the integrated treatment of fission products,
aerosols, and thermal hydraulics, it is possible to analyze the redistri-
bution of fission products and aerosols due to the operation of the ESFs.

1.4.6.1 Containment Spray. The containment spray system is a nearly
universal safety feature in LWR plants. This system provides a high
pressure, finely divided water spray to the containment atmosphere. Heat
transfer to the droplets and subsequent condensation of atmospheric steam
can produce rapid reductions in temperature, pressure, and fission pro-
duct concentrations. The spray droplets, as well as much of the conden-
sate, collect in a sump at the bottom of the containment. Generally, the
initial spray source is from the refueling water storage tank. When this
source is exhausted, water is pumped from the sump, through a heat
exchanger, and to the spray nozzles. A model has been developed for
CONTAIN that determines the heat transfer between the droplet. and
atmosphere and the associated condensation onto or evaporat:.u from the
droplets,

The containment spray model allows for the removal of aerosols, fission
products hosted to aerosols, elemental iodine, and less reactive organic
iodine compounds from the containment atmosphere. Aerosols and fission
products removed from the atmosphere by the sprays can be diverted to the
pool of any compartment.

1.4.6.2 Fan Cooler. Fan coolers are included in many containments both
to provide nonemergency cooling and to augment the heat removal capabili-
ties of the water sprays. These coolers consist of banks of finned,
service-water-cooled coils across which large capacity fans pull the
containment atmosphere.

CONTAIN has two fan cooler models. These models provide reasonably
mechanistic treatments of fan cooler performance. The first model,
similar to that developed for the MARCH code [Woo83], is simple, fast,
and adequately reproduces the cooling capacity of actual plant equipment
under saturated conditions. It can be used whenever the effects of
superheated conditions are expected to be relatively minor.
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A second, more mechanistic, fan cooler model is based on forced convec-
tive heat transfer correlations similar to those used throughout CONTAIN.
The model calculates mass and heat transfer coefficients based on the
cell atmospheric conditions. This model can treat superheated condi-
tions. However, it requires a more detailed knowledge of fan cooler
characteristics than the simpler model described above.

Because of the relatively cool surfaces and high condensation rates
provided by fan coolers, substantial scrubbing of aerosols is expected.
The aerosol removal resulting from diffusiophoresis is calculated if the
condensation fan cooler model is active.

1.4.6.3 Jge Condenser. Ice condensers are used in some PWR containment
systems primarily to limit containment overpressure in the event of a
LOCA by condensing steam released from the primary system in a large ice
chest. In addition to reducing peak pressures and temperatures, ice
condenser systems can be effective in reducing containment aerosol
loadings.

The CONTAIN ice condenser model uses the cell atmosphere model to deter-
mine the thermodynamic conditions of the air/steam mixture in the ice
compartment. Flow through the ice condenser can be initiated by pressure
diff . esnce criteria specified by the user. Heat transfer to and conden-
sation on the ice structures is treated by the forced convection model
that is used throughout CONTAIN. Aerosol removal by the ice and
supporting structure is also modeled.

1.4.6.4 Engineered Safety System Individual Components. Modeling of the
ESFs includes several components that might typically be used in a
reactor safety system. The components modeled include a liquid storage
tank, a pump, an orifice, a pipe, a valve, and a heat exchanger. These
components can be combined in various ways tc¢ model the performance of
coolant storage and transfer systems, and auxiliary cooling systems.

They can also be used to model the transfer of coolant from one location
in containment to another.

1.4.7 Safety Relief Valve Discharge Model

The discharge of gases, aerosols, and fission products from the primary
system through a pool is modeled through the safety relief valve (SRV)
discharge model. Although intended primarily to describe the SRV dis-
charge through lines leading to the bottom of the suppression pool in a
BWR, the model may also be used in other situations where the discharged
materials are scrubbed by a pool before being introduced into the atmos-
phere. The suppression pool vent model for gas flow from the drywell to
the wetwell is modeled through a special flow path as discussed in
Section 1.4 .4,

1.5 Code Structure and Calculational Sequence

The main aspect of code structure of importance to the user is the
organization of the phenomenological models into two basic types: cell
level models and global models. While the distinction between these two



types is based principally on the manner in which time-dependent calcula-
tions are performed with respect to these models, this distinction is
reflected not only in “he internal code architecture but also in the
organization of the f,,.: data set and in the manner in which the user
specifies storage for arrays. It also determines which of the various
timesteps specified by the user are used by a model in the time-dependent
calculations. Thus, it is an important distinction for the user to be
aware of.

The CONTAIN code is designed to accommodate simuivaneously the many dif-
ferent models needed to describe the processes that could occur within
each cell. It does so through the "reference cell" concept. Within this
concept, any cell in the system being modeled may incorporate or partici-
pate in any or all of the phenomenological models available in CONTAIN.
The potentially large number of degrees of freedom vithin each cell are
handled through the bilevel cell and global structure of the time-
dependent processing. This structure is based on the observation that of
the potentially many degrees of freedom within each cell, only relatively
few will be coupled strongly to degrees of freedom outside of the cell.
Thus, it makes sense to calculate the processes that are not strongly
coupled outside of one cell separately from the processes that are
strongly coupled.

The time-dependent calculations for processes that are not strongly
coupled outside of one cell typically occur in the cell loop shown in the
program flow chart of Figure 1-3, and the models so processed are called
cell level models. An example of a cell level model is the conduction
model for heat transfer structures. As indicated in Figure 1-3, only one
cell (the "reference cell") is processed at a time at the cell level.
When one cell is being processed, it does not, in general, have direct
read or write access to the variables of another cell, although special
provisions can be made to obtain values of variables from other cells
that are needed by the cell being processed. Thus, strong coupling te
degrees of freedom outside of the cell cannot be accommodated efficiently
in the cell level processing. However, relatively strong coupling be-
tween the cell level processes within a cell may be accommodated because
the models are all advanced together in time at the cell timestep, which
can be a small fraction of the system, or largest calculational, time-
step. (These timesteps are discussed more completely below.)

In contrast, time-dependent calculations for processes that are strongly
coupled between cells occur in the global loop shown in Figure 1-3., The
principal global model is the intercell gas flow model, which requires
simultaneous access to the temperatures, pressures, and atmosphere compo-
sitions of all cells.

There is in some cases a degree of arbitrariness in the placement of a
model at the cell or global level if the processes described are not
strongly coupled to ones outside of the model or the cell, e.g., the
fission product decay model. Such models may be processed at the global
level for reasons of efficiency if the necessary array access is already
present for other reasons--that access is typically required by the
intercell gas flow model to calculate the transport resulting from
intercell gas flow.
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In the program flow chart shown in Figure 1-3, several different time-
steps are identified, including the ones that control the global and cell
level processing. The user has control over five different timesteps,
while others are calculated internally. For completeness, all five user-
specified timesteps are described below.

(1) Long edit timestep. This is the interval after which detailed
output is written to the main output file in printer carriage
control format. This interval is typically some multiple of the
plot, or edit, timestep discussed below.

(2) Short edit time timestep. This is the interval after which sum-
maries consisting of one line of output per cell are written to the
main output file. The short edit interval may be as often as every
system timestep (which is Jdescribed below) or as infrequent as the
user desires.

(3) Plot, or edit, timestep. The plot timestep is the interval after
which all available plot information for that point in time is
written to the plot tape(s). Since it i{s the basic interval for
detailed output, the plot timestep is also referred to as the edit
timestep.

(4) System timestep. The system timestep is the largest timestep in
the calculational timestep hierarchy. It is defined as the
interval after which variables in all models are updated and made
available to other models. For example, the cell pressure and
temperature are updated in the intercell gas flow model for use by
other models once every svstem timestep.

(5) Cell timestep. Each cell level model is integrated over a system
timestep by using & number of cell timesteps. The variables in
cell level models are updated and made available to other cell
level models within the same cell at the end of every cell time-
step. For example, the temperature profile in heat transfer
structures is updated every cell timestep. This freedom to sub-
cycle at the cell level within a system timestep can increase
computational speed under some circumstances.

The system and edit timesteps may be specified by the user in each of a
number of time zones to accommodate varying timescales in the course of a
calculation. Except during gas combustion events, the system and edit
timesteps used are those directly specified by the user. The other
timesteps above are defined in terms of a user-specified multiple or
fraction of the system or edit timestep, with the default multiple or
fraction being equal to 1. For a complex problem, several iterations may
be required hefore a user finds a timestep sequence that provides the
required accuracy, stability, and speed. Sections 2 and 5 furnish some
guidance in this respect.

In addition to the user-specified timesteps, there are several "physics"
timesteps, which are internally calculated. These are the timesteps
chosen by the numerical solvers of individual models for the actual
integration of the differential equations. They may be associated with
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either global models (e.g., intercell flow and thermodynamics) or cell
level models.

The cell and global storage scheme includes execution time dynamic
storage allocation and variable array dimensioning. Also, one conse-
quence of "reference cell" processing is that the cell level information
for only one cell at a time needs to be present in central memory. These
features together could greatly reduce memory requirements. They may
allow small memory computers to run realistic problems that would
otherwise not fit in memory. The storage scheme also facilitates the
ability to restart problems for better computer turnaround on shorter
Jobs or to recover from interrupted runs. One further potential
advantage of "reference cell" processing is that it should make
conversion of CONTAIN to parallel processing at the cell level relatively
straightforward.

1.6 Overview and Sample of Input

Preparation of input for running a problem with CONTAIN need not be
overly complicated., As a result of the modular use of physics routines,
certain problems can be formulated rather simply. For more compliex and
detailed problems, however, the input becomes correspendingly more
vomplicated. To simplify the task, the input has been designed with
several key features, including

®* A generally free-field, keyword-driven format. Physical
models are activated only by the presence of associated
keywords in the input stream and are otherwise inactive.

¢ Default values for input variables. Most models allow the
user to specify individual physical parameters. In many
cases, however, default values (described in Section 3) will
prove satisfactory.

* Separately specified global input and cell level input.
Global input (for processes common to more than one cell)
and each of the individual cell input sections are grouped
separately to allow the user further flexibility in setting
up a problem. For example, one cell may require detailed
modeling, while others may simply be gas reservoirs.

As an ald to understanding references to input features in Section 2,
Table 1-1 presents a representative example of an input file for a rela-
tively uncomplicated problem. Section 3 provides a complete specifica-
tion of the options activated in this input file, but a brief description
of this data set is also given below. In scanning this simple input
deck, the reader should note that on each line all information following
the symbol && are comments,

The input data shown in Table 1-1 are for a two-cell problem, for which

several of the physics models have been activated and a number of default
values used. The problem models a single compartment as one cell, with a
small flow path to a second cell, which is used to represent the environ-
ment. In the first cell, a source of steam reaches a maximum after about
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Table 1-1

Sample CONTAIN Input

Line

Number
CRAY && 1
&& coccemonncan. ~CLOBAL INPUT:--sesceccceccsancnccnannannnnns && 2
CONTROL NCELLS=2 NTITL=1 NAC=~1 NSECTN=20 NTZONE=1 EOI && 3
MATERIAL && 4
COMPOUND H2 02 N2 H20L H20V FE CONC && 5
TIMES B800. 1400. 50, 100. 3600, 1. 1. && 6
AEROSOL H20V 0. C. && 7
FLOWS AREA(1,2)=7.E-5 AVL(1,2)=10, CFC(1,2)=1. QUASI && 8
TITLE && 9
TWO-CELL SAMPLE PROBLEM && 10
L CELL 1 INPUT-«-svcescescnsrnccnasnaccnencnn && 11
CELL=1 && 12
CONTROL NHTM~1 MXSLAB=3 NSOATM=2 NSPATM=4 EOIL && 13
GEOMETRY 7.689E4 53.39 && 14
CONDENSE && 15
H-BURN && 16
AEROSOL=1 H20Ve.1 && 17
ATMOS=4 1.ES5 316.5 H20V=.001 H2=0, 02=.2 N2=.,75 && 18
&& +reccrnonns STEAM- BLOWDOWN-SOURCE-TABLE--«---cseerancanas && 19
SOURCE=2 && 20
H20V=4  IFLAG=2 && 21
Tw 0. 3353, 7337. 9011. && 22
MASS= 0. - 36.1 87.7 0. && 23
ENTH= 0. 1.68E6 1.74E6 0. && 24
EO1 && 25
& ~-cvrmennns AYDROGEN-SOURCE-TABLE-----cccvcvrcccnnnnanans && 26
H2=4 IFLAG=] g && 27
Te= 1.45E3 1.51E3 4.51E3 4.69E3 && 28
MASS= .0132 .00346 .005 00514 && 29
TEMP= 1800, 1800. 1800. 1800. && 30
EO1 && 31
STRUC && 32
NAME = STEEL TYPE = WALL SHAPE = SLAB && 33
NSLAB~3 IOUTER=1 TUNIF=316.5 CHRLEN=10, && 34
SLAREA=6 . 13E3 && 35
X = 0. 1.52E-3 3.04E-3 6.35E-3 && 36
COMPOUND = FE FE FE && 37
EO1 && 38
&& ~ccccmmecneans CELL 2 INPUT c-remecscccanseccnanannasannen && 39
CELL=2 && 40
CONTROL EOI && 41
GEOMETRY 1.E8 1.E3 && 42
ATMOS=4 1.E5 300. N2=.75 Q2= 2 H2=0, H20V=_ 001 && 43
EQOF && A
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2 hours and ends at about 2.5 hours. Hydrogen is introduced at various
times beginning at about 0.4 hours.

The first line of input specifies the machine on which the problem is to
run and is used internally in setting machine-dependent options. Foliow-
ing this, lines 3-10 contain the global input, lines 12-38 are for the
first cell, and lines 39-43 are for a very simple second cell. The end
of the input is signaled by the keyword EOF on line 44.

At the beginning of each major section of input (i.e., the global input
or the input for each cell) is the keyword CONTROL, followed possibly by
other keywords and then the terminating keyword EOl. These other key-
words are used for allocating array space. Line 3, for example, sets the
numbers of cells, title lines, aerosol components, aerosol size classes,
and time zones; line 13 sets the number of heat transfer structures, the
maximum number of thermal nodes for any structure, the number of atmos-
pheric sources, and the maximum number of tabulated source table values
for the first cell; line 41 selects only default values for the second
cell.

The remainder of the global input (lines 4-10) gives the names of materi-
als required, timing information for the problem, and activating keywords
for the global aerosol and flow models. A title has also been included
to be used as a heading for each long edit and for the plot files. A
number of defaults have been invoked in this section, including the
choice of a thermal reactor, omission of certain output options, and
values of many aerosol parameters. Other capabilities, such as the
modeling of fission product decay heat, engineered systems, and reactor
cavity phenomena, are not used in this problem.

Cell input for the first cell (lines 12-38) includes the keywords
CONDENSE, H-BURN, AEROSOL, SOURCE, and STRUC, each of which activates
separate physics models. Following the required CONTROL and GEOMETRY
information on lines 13-14 are lines specifying that heat transfer to and
condensation on structures is to be treated and that the gas combustion
model is to be activated, with default values of parameters used
throughout. Next, initial aerosol and atmospheric conditions for this
cell are specified, followed by source tables (lines 20-31) for steam and
hydrogen. Lines 32-38 complete the input for the first cell by
describing one heat transfer structure within the cell, with such
information as the geometry, composition, and initial conditions.

Only essential information has been included in the cell level input for
the second cell, which is simply a large atmospheric reservoir represent-
ing the environment. A control keyword is again required, although no
cell level array space is requested, The volume and characteristic
length of the cell must also be specified as part of the CEOMETRY input.
The input for this cell is completed by a specification of initial
pressure, temperature, and atmospheric composition. No other physical
models have been included for this cell.
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2. PHYSICAL MODELS AND CODE FEATURES

CONTAIN is a computational Implementation of an integrated system of
physical models designed to predict the thermal-hydraulic conditions and
the aerosol and fission product loadings in containment that may resuit
from a reactor accident. This section describes the major physical
models that make up CONTAIN and presents some of the key features of the
code.

This section does not go into extensive mathematical detail ab-~ut the
physical models, and detailed discussion of code structure is not in-
cluded. Nonetheless, the following discussions are intended to give the
CONTAIN user a basic understanding of the content of the code and advice
on how to use it effectively. Each of the major models and features is
discussed separately. The discussions state in general terms what each
model does and how the models interact with each other. The broad range
of user options are explained, and default values of important parameters

are specified,

In the following sections, the words printed in upper case letters are
(in most cases) either keywords or character constants (i.e., names) used
in the input for CONTAIN, and lower case alphanumeric groups enclosed in
quotation marks are variable names used in the input description. These
keywords and variable names are used in the following discussions to aid
in the transition from the equations that model physical processes to the
code input. The keywords, variable names, and the code input require-

ments are discussed in greater detail in Section 3.

A close correspondence has been maintained between the structures of
Section 2, which discusses models, and Section 3, which discusses input.
Thus, while reading Section 2, a user needing a more precise specifica-
tion of the input structure can turn to the corresponding subsection in
Section 3. Similarly, uncertainties in the meaning of variables or
options mentioned in Section 3 may be resolved by referring to the
related model descriptions in the corresponding subsection of Section 2.
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2.1 The Bilevel Modeling Approach in CONTAIN

As indicated by the two loops in Figure 1-3 and explained in Section 1.5,
CONTAIN has a bilevel structure for model implementation that distin-
guishes between cell level models and global models. Cell level models,
as a rule, describe processes within a cell that are not strongly coupled
to processes outside the cell. Global models, on the other hand, typi-
cally describe processes that are strongly coupled between cells.

The results of the cell level processing indicated in Figure 1-3 are cast
in the form of sources and sinks of mass, energy, fission products, and
aerosols for the global models. In the global loop, these sources and
sinks are processed by the global level models to generate updated cond{ -
tions in all cells for the start of the next system timestep. (See
Section 1.5 for a discussion of the system timestep.)

The most important global process is the intercell flow of gases. For an
arbitrary system of cells and interconnections, an accurate calculation
of the flow rate through each flow path must be self-consistent; that is
to say, the flow through any one must reflect changes in pressure in the
upstream and downstream cells thet arise from flows through all other
paths., Thus, a global analysis of intercell flows is required.

Most other phenomena treated at the global level in CONTAIN are-coupled
to or affected by intercell flow. Atmosphere thermodynamics defines the
equation of state for the gas, and since the coupling of pressure with
intercell flow is strong, for numerical stability the thermodynamics is
done simultaneously with the flow calculation. The aerosol and fission
product behavior models deal with substances that flow with the gas.
Since intercell transfers of these materials should be made at the same
time the gas intercell transfer is calculated, it is convenient to place

the aercsol and fission product models at the global level.
The intercell flow of liquids (e.g., through drainage systems) is not

calculated at the global level. The transfer of liquids is generally not

coupled strongly to conditions in more than one cell, so a sequential,
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cell-by-cell calculation is feasible. These processes are modeled at the

cell level, within the engineered system models (see Section 2.3.3).

2.2 Global level Mode's

In addition to the specification of reactor type (Section 2.2.2), four
modeling areas are treated at the global level: (1) the specificatlons
of material names and properties; (2) intercell gas flow and atmosphere
thermodynamics; (3) aerosol behavior; and (4) fission product decay,
heating, and transport. These are discussed in Sections 2.2.2, 2.2.3,
2.2.4, and 2.2.5, respectively. All other modeling areas are treated at
the cell level and are discussed in Section 2.3,

2.2.1 Material, Fission Product, and Aerosol Names

CONTAIN provides a library of physical properties for 50 standard
materials that can be used in the modeling of containment systems. This
library provides temperature-dependent enthalpies, specific heats,
densities, viscosities, and thermal conductivities for a variety of
materials commonly found in reactor and containment systems. Table 2-1
lists the standard materials available in CONTAIN and the name of each

material as used in the code.

In addition to this library of material properties, the user may define
new materials and their properties by means of tabular input. These
tables are temperature-based and must be given in standard CONTAIN units.
It is also possible to redefine the properties of the standard CONTAIN
materials through tabular input. A variable, "nwdudm", is included in
the global CONTROL block to allow the user to expand the amount of memory

reserved for the user-defined tables beyond the default amount of 1000

words.

Great care must be used with user-defined materials, since the range of
the user-specified tables may be exceeded and spurious values for proper-

ties may result. Only the enthalpy tables are linearly extrapolated
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Table 2-1

Materials Available in CONTAIN 1.1

Nare Name
Used in Used in
Material CONTAIN Material CONTAIN
aluninum oxide AL203 plutonium oxide vapor PUO2V
argon AR plutonium vapor PUV
boron carbide B4C potassium oxide K20
calcium oxide CAV silicon dioxide §102
carbon dioxide Cco2 silicon trioxide $103
carbon monoxide co sodium carbonate NA2CO3
chromium sesquioxide CR203 sodium hydroxide NAOH
concrete CONC sodium monoxide NA20
ferrous oxide FEO sodium peroxide NA202
graphite GRAPH sodium silicate NA2S103
helium HE sodium vapor NAV
hydrogen H2 solid iron FE
ice H20 solid plutonium PU
iron vapor FEV solid plutonium oxide PUO2
liquid iron FEL solid sodium NA
liquid plutonium PUL solid uranium U
liquid plutonium oxide PUO2L solid uranium oxide Uo2
liquid sodium NAL stainless steel SS
liquid uranium UL stainless steel oxide S$S0X
liquid uranium cxide uo2L titanium dioxide T102
liquid water H20L uranium oxide vapor uo2v
magnesium oxide MGO uranium vapor uv
manganese oxide MNO water vapor H20V
nitrogen NZ zirconium ZR
oxygen 02 zirconium oxide ZRO2

beyond their limits., All other properties are simply extrapolated by
assuming their values remain constant at the endpoint values. The user
must ensure that the tables cover the entire range &f temperatures that
will be encountered in a given problem.

Most of the materials available in CONTAIN do not undergo phase changes.

The exceptions to this are the designated reactor coolants (water and

sodium). The coolant can undergo phase changes between liquid and vapor
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states. For both water and sodium, the boiling points are treated as
pressure-dependent.

The names of materials used in a given run must be specified in the
MATERIAL block. The names of standard materials, which are given in
Table 2-1, must follow the COMPOUND keyword. (The COMPOUND keyword must
immediately follow the MATERIAL keyword.) The names of user-defined
materials must follow the USERDEF keyword. These names should be
alphanumeric strings of eight or fewer characters that begin with a
letter and should not correspond to a CONTAIN keyword or the word GAS.
They may be standard CONTAIN names from Table 2-1, The declaration of
names after USERDEF implies the presence of a corresponding block of
input associated with the USERDAT keyword (see Section 3.2.1.1).

In order to use the CORCON model, it is pot necessary to specify any
names of CORCON melt species. The dummy material names used to represent
CORCON materials in the lower cell intermediate layer arc inciuded by
default, These names are LCCHOX, LCCMET, and LCCLOX,

The names of fission products used in a run must be specified following
the keyword FP-NAMES. FP-NAMES, if used, may follow either the COMPOUND
or the USERDEF block. Unlike the material names in the COMPOUND block,
which must be chosen from Table 2-1, arbitrarily chosen names can be used
for fission products. Nuclide names such as 1133, or general names such

as DUM1, can be used,

Names of aerosol components may be taken from the COMPOUND block. They
may also be defined by specifying the keyword AERNAMES and then the

desired names. These names may be chosen arbitrarily,

2.2.2 Reactor Types

CONTAIN is designed for accident analyses of two types of reactors, the
IWR and the IMR. The models that deal specifically with LWRs include

certain ESFs such as fan coolers, ice condensers, and containment sprays,



The models in CONTAIN that deal specifically with IMRs address sodium
pool fires, sodium spray fires, and the combustion of sodium vapor.

Much of the coding in CONTAIN i{s independent of rcactor type. The models
that treat phenomena such as serosol behavior and transport, intercel.
flow of gases and coolant, fission prouuct behavier, and core-concrete
interactions can be applied to essentially any reactor type.

To specify the reactor type, the code user can specify either FAST (for
an IMR) or THERMAL (for an LWR). This information sets flags within the
code defining the reactor coolant type. Water is the coolant if THERMAL
is specified; sodium is the coolant {f FAST is specified. These keywords
also enable or prevent the activation of certain reactor-specific sub-
routines, such as POOLFIRE, in a calculation. The default reactor type
is THERMAL.

2.2.3 Atmosphere Thermodynamics and Intercell Flow

Qverview

Section 2.2.3.1 describes the atmosphere thermo-
dynamics calculations; these will be required for
almost any realistic problem. Section 2.2.3.2
discusses the three models available for intercell
flow (the inertial flow model, the quasi-steady flow
model, and the user-specified flow rate model). Flow
path configurations and the flow control options are
described in Section 2.2.3.3. Both implicit and
explicit integration methods are available. For most
multicell calculations, the implicit method will be
the more suitable.

If conditions entailing a steam quality less than one
can arise ir an LWR problem, a mechanistic treatment
of the liquid water fraction will require the specifi-
cation of aerosols with water as an aerosol component
(Section 2.2.4). Liquid water removed from the atmos-
phere (e.g., by condensation) can be lost from the
problem unless a lower cell model including a peol is
specified (Sections 2.3.2, 2.3.2.5). Modeling the
effect of decay heating upon thermal-hydraulic proc-
esses generally requires fission product modeling
(Section 2.2.5), although an Immobile lower cell heat

]
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source based on the ANSI-standard [Ame?79) decay power
can also be used (see Section 2.3.2.2).

The BWR suppression pool vent flow path model is
described in Section 2.2.3.4. The suppression pool
vent flow path model treats thermal-hydraulic process-
es and aerosol and fission product scrubbing processes
that take place as the flowing gas passes through the
water pool covering the vent exit.

As discussed in Section 2.1, the modeling requirements for intercell flow
constitute the principal reason for the existence of the global level cf
modeling. This is because all mass and energy transfers between cells
must be consistent with each other and with cell pressures.

Prior to the intorcell flow calculation, cell level models and source
tables are used to provide sources of mass, energy, aerosols, and fission
products to the global level calculations. For each quantity, =z2n effec-
tive source rate for the system timestep is calculated. The intercell
flow equations are then integrated over the system tiw:.step, with the

assumption that these source rates are constant.

The constituents of the atmosphere may include noncondensable gases,
coolant vapor and liquid, aerosols, fission products, and other dispersed
solids or liquids. (The distinction between "dispersed" solids or
liquids and aerosols will be made clear in Section 2.3.1.2.) During the
flow process, the noncondensable gases and the coolant vapor and
suspended liquid within each cell are assumed to be in thermodynamic
equilibrium. A two-phase thermodynamic state is considered if the
conditions warrant. In the thermodynamic calculation, constituents other
than noncondensable gases and coolant in the atmosphere are assumed to
have negligible specific heat, although they may add heat to the
atmosphere,

The flow paths connecting the atmospheres of various cells provide the
means by which the atmosphere masses and the aerosol and fission product
masses move from cell to cell. The flow path modeling treats both the
case where an actual restrictive orifice or flow channel exists between

the cells and the case where the flow path is used to model flow
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resistance in a lumped parameter sense (i.e., for cells nodalizing an

open volume). It is important to understand the difference between a
flow path and a cell: a cell is a repository for conserved quantities; a
flow path is simply a transfer mechanism between cells. At any
particular time, no mass or energy is considered to be in a flow path,
and no losses of mass or energy (e.g., aerosol deposition or heat
transfer) occur in flow paths,

The integration method employed for flows is either a first-order implic-
it method or a fourth-order Runge-Kutta method. The implicit method will
typically be the method of preference for multicell problems that cover
the long times characteristic of severe accidents. The Runge-Kutta
method should be reserved for special calculations of transient behavior
such as ones undertaken to assess integration errors. In either method,
the integration timestep, or flow timestep, is selected automatically.
The timestep in the implicit method is selected to ensure that the inven-
tory in a cell does not change (through flow or sources) by more than 20%
in total mass during the timestep. Although one would expect the inte-
gration error in most cases to be reasonable at the timestep allowed in
the implicit method, there is no integration error check. The timestep
in the Runge-Kutta method is selected to limit the relative integration
error to 0.00]1 per timestep.

The user may encounter stiffness when using the Runge-Kutta method. For
the reader unfamiliar with the concept of stiffness, a set of differen-
tial equations is said to be stiff when the maximum allowable timestep
for numerical stability in an explicit (e.g., Runge-Kutta) method is very
short compared to the time scales of physical interest. Thus, stiffness
can result in a very slow code and in expensive calculations. Unless the
Runge-Kutta method is specifically required, in the event that stiffness
is encountered, the user should switch to the implicit solution method.
The implicit method has been found to be comparable in efficiency to the
Runge-Kutta method in problems without stiffness and much more efficient
in problems with stiffness. If the Runge-Kutta method is specifically
required, Appendix C provides information that may allow the user to cope
with stiffness.
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A variety of features are available only in conjunction with the implicit
method. These are (1) gravity-driven gas flow, (2) the instantaneous
liquid DROPOUT model for water condensing in the bulk gas, (3) eritical
or choked flow, (4) aerosol transport between cells through settling, (5)
an implicit model for pool boiling that is solved simultaneously with the
flow equations, (6) the engineered vent model, and (7) the suppression
pool vent model for a BWR.

Flow paths may be defined in the FLOWS input block, the ENGVENT engi-
neered vent input block, and the SPVENT suppression pool vent input
block. The regular flow paths (those originally present in CONTAIN 1.0)
are defined in the FLOWS block. These flow paths are restricted by code
architecture so that at most one such path can be specified between a
given pair of cells. In a variety of cases, this architecture may be too
restrictive. In these cases, the engineered vent flow path is available

as an alternative.

The modeling options for the engineered vent include all of the modeling
options available for the regular flow paths and others that are specific
to engineered vents. Tne engineered vent is designed to overcome the
restriction on regular flow paths that only one regular flow path may
connect a given pair of cells. Unlike the regular paths, any number of
engineered vents may connect a given pair of cells. In addition, the
modeling options for each engineered vent connecting the two cells may be

chosen completely independently.

The flow of gases, aerosols, and fission products through the suppression
pool vent system of a BWR is modeled through a special flow path between
cells representing the drywell and wetwell. If the vent exit is covered
by the suppression pool, the flow is scrubbed in the pool before being
introduced into the downstream cell. For an LMR, the suppression pool
vent model is available and uses sodium rather than water pools. How-
ever, because the suppression pool vent model was developed specifically

for water pools, not all modeling options are available.

The available models and options will be described in detail in the
following subsections. First, Section 2.2.3.1 describes the atmosphere
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thermodynamics calculation. Section 2.2.3.2 describes the three differ-
ent models available for the flow rate. Section 2.2.3.3 then explains
the various options at the us\r's disposal for controlling the flow path
characteristics as functions of time.

Section 2.2.3.4 describes the BWR suppression pool vent model. The vent
model consists of three parts: (1) a liquid flow model, (2) a gas flow
and condensation model, and (3) two aerosol scrubbing models. The liquid
and gas flow models are discuss=d in Section 2.2.3.4.1. The aerosol
scrubbing models are discussed in Scilton 2.2.3.4.2.

2.2.3 1 The Thermodynamic State Calculation. From the component masses
and the total internal energy U, of the atmosphere, the thermodynamic
state calculation determines the temperature Ti' pressure, enthalpy, and
saturation condition of the atmosphere in cell i. The pressure Pi and
the specific enthalpy Hy for the cell are given as sums over the thermo-
dynamically active components in the atmosphere. These components
include all noncondensable gases and the one condensable material
appropriate to the reactor type. The material that is treated as being
condensable in the atmosphere is the material H20V for an LWR and tae
material NAV for an LMR. All other materials specified as gases in the
CONTAIN 1.1 material tables and those user-defined materiai:s specified to

be gas phase are treated as noncondensables.

The pressure of the noncondensable gases, or of a condencable vapor under
superheated conditions, is given by the ideal gas relation. Under satu-
rated conditions, the pressure of the condensable gas is equal to the
saturation vapor pressure Psat(Ti)' Standard CONTAIN materials use ana-
lytic expressions for the saturation vapor pressure, and for the specific
enthalpies of the noncondensable and condensable gases. These analytic
expressions are contained within the code. For the properties of user-
defined materials, the tables specified in the USERDAT input are used.
Should the user choose to select the vapor phase of the reactor coolant
as a user-defined material, the tabular enthalpy will be uced, but
CONTAIN's saturation vapor pressure calculation will still be employed.
For a noncondensable gas, the specific enthalpy is taken from the

analytic expression or the appropriate user-defined table. For the

2-10



condensable material, the specific enthalpy {s given by a weighted sum
over the vapor and liquid cpecific enthalpies.

The noncondensable gas enthalpies and the liquid and vapor enthalpies are
assumed to be functions of temperature only and are the enthalpies under
standard pressure (one atmosphere). The enthalpy is arbitrary to one
additive constant; in CONTAIN 1.1 that constant ie set by defining the
enthalpy at 273.15 K to be zero for the noncondensable pgases and the
liquid fraction of the condensable material, and equal to the heat of
vaporization for the condensable vapor. This convention should be ob-
gserved in constructing the enthalpy tables for user-specified atmosphere
sources and for user-defined materisls.

Note that the above convention for the enthalpy gives slightly negative
internal energies at low temperatures for the noncondensable pases
because Ui - Hiu1 - Piv1 < 0 near 273 K, where V1 is the cell volume and
m is the cell atmosphere mass. Such negative energies are the result of
the convention defining the arbitrary additive constant for the enthalpy
or energy and are not the result of a problem with the code.

From the internal energy and the component masses it is necessary to
invert the internal energy function to obtain the temperature. This is
done iteratively. An initial guess for two temperatures close to the
expected temperature {s made. In practice, these first estimates are
chosen to be close to the last known cell temperature, The internal
encrgies for these temperatures are then calculated and compared to the
total energy that should be in the cell. If no comparison is acceptable,
a4 new temperature is selected, and the iterative process is continued
until acceptable convergence occurs. In the Implicit method, i{f more
than 50 iterations are required, the calculation simply will abort. In
the explicit method, if more than 30 iterations are required, a message
warning of nonconvergence is given, and the calculation proceeds. The
reason for proceeding i{s that a nonconverging thermodynamic calculation
usually means that the integrator is trying to take too large a timestep,
The Runge-Kutta integrator in that case will reject all values calculated
for that timestep and start over with a smaller cne. One should note

that the inversion routines are extremely robust. Nonconvergence that is

2-11



not the result of too large a timestep is usvally a symptom of a calcula-
tional fault outside the solver, such as a negative nass for the condens-
able gas. The code does check for negative masses, but intermediace
calculations are sometimes performed prior to this check. Another poten-
tial cause of nonconvergence may be the use of user-defined materials as
gas phase components of the atmosphere, particularly if coarse tables or
data viclating thermodynamic laws are specified,

it is important to have equilibrium between the liquid and vapor phases
of the condensable material in the atmosphere. One storage location
(i.e., that of H20V or NAV) per cell is used to store the total mass of
thermodynamically active condensable material. The fractions of liquid
and vapor arsociated with the total mass are determined as required from

the equations vf state.

Two simple treatments of the liquid portion of the atmosphere condensable
material inventory are available: the default treatment leaves the
liquid in the atmosphere (e.g., as wet steam) to flow with the gas and
contribute to its heat capacity; the alternative (provided the user has
specified the implicit method) is to specify the DROPOUT keyword, which
causes any such liquid to be instantaneously removed from the atmosphere
of a cell and placed in the pool of that cell, if present,

0f course, the most accurate treatment lies incermediate between these
extremes. For LWRs, specifying H20L as the last aerosol component will
have the effect of removing the cond nsable liquid from the atmosphere
inventory by placing it on the aeroscls through condensation. The result
will be a continuous removal ~f suspended water from the atmosphere
through aerosol deposition. In the absence of this option (e.g., for a
FAST reactor or to save running time), it is up to the user to choose
between the default and DROPOUT options on the basis of which would more
realistically model the problem being considered. The DROPOUT feature is

enabled only if aerosols are not specified in the problem.

2.2.3.2 Flow Models. Three different ways are available to calcu’ate
the flow in a flow path:
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* The flow may be calculated from the pressure difference
acruss the flow path in a manner that considers the inertia
of the material in the flow path as well as the frictiona’
flow resistance of the flow path itself. This is the
inertial flow model available with either the implicit or
Runge-Kutts integration method. With the implicit method,
this modcl is used for most flow paths ia which the flow is
dynamically calculated. (Some spocial flow paths may use a
quasi-steady flow model.) With the Runge-Kutta methhd, the
user has the option °f selecting the inertial model for all
dynamically calculated flows. The flow is modeled as turbu-
lert with critical flow limits on the flow rate when this
model {s used with the implicit method. The flow is modeled
as turbulent and noncritical when this model is used with
the Runge-Kutta method. The inertial flow model is de-
scribed in Section 2.2.3.2.1.

¢ The flow may also be calculated from the pressure difference
across the flow path by neglecting the inertia of the mate-
rial in the flow path. The flow rate is assumed to come
instantly to the steady state value appropriate to the
pressure difference existing across the flow path. This is
the quasi-sceady flow model. The user has the option vith
the Runge-Kutta method to use the quasi-sieady flow model
for all dynamically calculated flows. In general, the user
does not have the option to select the quasi-steady flow
model for all flow paths with the implicit method. However,
for some special flow paths, the fmplicit method may use a
quasi-steady flow model. This model is discussed in Section
2.2.3.2.2.

* Finally, the flow may be set to a user-specified mass flow

rate or ¢ volumetric fiow rate independent of the pressure

difference. Section 2.2.5.2.3 describes the user-speciiied

flow rate model.
Note that the suboptions and flow regimes within the Runge -Kutta method
are rvather complicated. To assist the reader these are illustrated in
Figure 2-1. The various logic branches shown in Figure 2-1 will be
discussed in the following sections, except for the REDUCE option for
removing stiffness, which is discussed in Appendix C. 1In general, the
implicic method, not the Runge-Kutta method, is recommended on the basis

of more complete models and greater computational etficiency.

The flow equations will be discussed in terms of the flow between two
cells: i and j. 1In the discussicn below, wij is the total noncondensable
gas and condensable materlal mass flow rate from { te j, and Qlj is the
convective energy transfer rate from i to j. (For the fiow in the

suppression pool ver*, ”13 and Qlj should be interpreted ag the flow
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Figure 2-1. Explicit Flow Modeling Options in CONTAIN 1.1



entering the pool.) For &ll flow models, the mass flow rate for any
component k of the atmosphere except pessibly for aerosols is given by

i,y " B WMy /ey (2-1a)

and
- HW (2-1b)

where u is the upstream cell (u = {1 if the flow is from { to j and u = }§
if the flow is from j to 1), B is the mass of component k in the
upstream cell, m, is the total mass of the gases and the _ondensable
material (H20V or NAV) in the upstream cell, and H is the cell specific
enthalpy., 1In particular, the component k may be a dispersed, nonaerosol
liquid or solid in the atmosphere (see Section 2:3.1.2).

The rate of change of the total internal energy in a cell due to flow
includes both convective and gravitational contributions. The rate of
change of the internal energy in the upstream cell ie given by -|Q1 i
whereas the rate of change of the energy in the downstream cell is
'Qij|+'wij'8(hu - hd)' where hu and hd denote the cell center elevations
of the upstream cell and downstream cell, respectively.

For aerosols within the implicit method a gravitational settling term may
be present in addition to the convective term represented by Equation
(2-1). 1In this case

“kono1g T M,y Tt fn %, 150y ol

where P wn is the aerosol component mass concentration in size class n

in the upstream cell, vs n,1j is the component of the gravitational
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settling velocity along the flow path axis from { to j, and “13 is the
flow area.

2.2.3.2.1 The Inertial Flow Model. The inertial flow model takes into
account the inertia of the gas in the flow path, as well as the lumped
parameter frictional resistance. If a flow path is opened suddenly at a
fixed pressure difference, the inertia delays the buildup of the flow
rate to the steady-state value. 1f two cells are close to pressure equi-
librium, the inertia manifests itself in a different manner. At the
point at which the pressure difference becomes zero, the flow rate is
generally finite because of the inertia of the flowing material. A
finite flow rate will tend to reverse the direction of the pressure aif-
ference across the flow path. The reversal in the pressure difference
will eventually reverse the direction of the flow. Under these condi-
tions, damped oscillatory flow will eccur.

For the inertial flow model, the flow equation is a simple acceleration
equation:

2
dwij/dt - (M"j . CFCluij'"11/’1JA13)511/L13 (2-3)

The Alj is the “low path area, Lij is its effective length, CFC is the
wurbulent flow coefficient, Piy is the gas flow donsity, and Apij is the
driving pressure difference. The last three quantities will be discussed

in detail.

The turbulent flow coefficient CFC {s a dimensionless number, on the

order of unity, that is typically determined empirically. as used

C
FC
here is related to discharge coefficients in corventions1 engineering

references as follows:

- e
Cpe (2-4)

~
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vhere K is equal to the discharge coefficient K defined in Reference
Bau78 or the quantity C in Reference Flo79. In the notation of Chapter &
of Reference 1de60, the CONTAIN Cpe corresponds to the quantity
;Aﬂ/(vw:). In most cases discussed there, this quantity is equal to £/2.

the definition of £. 1In some cases, [ is based on the upstream velocity

and not the velocity w, in the flow constriction,

In the Runge-Kutta method, the gas flow density A1 is taken to be the
simple average (p‘ + p.)/2 of the total gas and condensable material
density in cells { and J. In the implicit method, it is taken to be the
upstream density (p1 or pj). The use of the average density is
appropriace for a lumped paraweter flow path, whereas the upstream
density is more appropriate for a physical flow orifice or flow channel.
The difference resulting from using one density over the other is not
expected to be great.

The definition of the preswure difference Apij depends on user options,
For the Runge-Kutta method, "13
pressures Pi - P,. (The cell pressure is interpreted as the mean pres-

is simply the difference in the cell

sure in the cell or the pressure at its center of mass.) With the im-
plicit method, the user may specify elevations for the cell center and
the ends of the flow paths, and therefore APIJ can be m:“ precisely
calculated as the pressure difference across the two ends of the flow
path. When gas gravitational head corrections between elevations are
considered, the wore complicated expression given in Equation (2-8) below
resuits.

Critical, or choked flow effects are not considered in Equation (2-3).
With the Runge-Kutta method, critical flow is not taken into account at
all, With the implicit method, however, critical flow is taken into
account in a simplified manner for all flow paths except the special one
representing the BWR suppression pool vent. The method used is to limit
the flow velocity to the sound velocity in the direction of the pressure
drop. For the case that P1 > PJ , this is equivalent to setting
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v -mn(w‘J ufj)

13

vhere the critical flow is given by the standard expression [Bir60)

¢ 172 .
¥y = MgV [’1’1’:‘1] (2-6)
vhere
& 2 (1‘ + 1)/(11 - 1) (2:7)
i 1+ 7

and vhere 7 is the specific heat ratio in cell {1 and vij < 1 is the yens
gcontracts factor, the ratio of the minimum area intersected by the flow
streamlines to the geometric cross-sectional area Aij of the flow

path. [Lam45)

1f the implicit integration method is selected, the user may also model
the effecis of gas gravitational heads on the flow. For the regular flow
paths, as shown in Figure 2-2, the keywords ELEVCL and ELEVFP are used to
enter the elevation information; ELEVCL is used for the cell center ele-

vation, and ELEVFP is used to specify the elevation of each end of the
flow path. Note that the elevation of each end must. in general, be
entered separstely. For engineered vents, ELEVCL in the FLOWS block is
still used. However, VELEVB and VELEVF are used to specify the
elevations of the two ends of a vent. If the elevation of either end of
a flow path or vent is not specified, that elevation by default is set to
the cell center elevation, Cell pressures in CONTAIN are assumed to
coincide with the pressures at the cell centers or centers of mass of the

cells. The user interested in using the ELEVFP, VELEVE, and VELEVF
keywords should read the cautionary note at the end of this section.
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Consider two cells i end j connected by a flow path. The gravitational
head, go (hy- hyd, for the difference in elevation h between the center
of cell { and the end (labeled 1) of the flow path attached to i is based
on the gas and condensable density p, in cell 1. Similarly, the gravita-
tional head, ;pj(hj- hz). between the center o! cell j and the end
(1abeled 2) of the flow path attached to j is based on the density Py in
cell §. The gravitational head developed within the flowpath, ;p.(hl-
hz). is based on the average s * (p‘¢ pj)/z of the densicies of the two
cells.

Tue expression for the APi in Equation (2-3), including the effects of
the gravitational head within each cell and the acceleration due to
gravity in the flow path, is

APU - P PJ ‘B (h1 . hl]

t 80, [y 2 Ny) - 8oy [y - Ny i

Note that the use of the average, rather than donor, density precludes
the modeling of certain effects such as siphoning. These effects,
important for liquid flow, are believed to be minor effects for gas flow.

Caution: the ELEVFP, VELEVB, and VELEVF keywords give the user the flexi-
bility to attach the end of a flow path to a cell at any elevation. This
flexibility is often useful in modeling first-order gravitational effects
on the pressure, as incorporated in Equation (2-8) above. However,
second-order (and higher order) effects resulting from the variation in
density within a cell due to gravity are, in general, not properly
treated in Bquation (2-8). The proper treatment of these second-order
effects, in general, requires knowing the density variation that would be
present in the cell i{f a finer nodalization of the cell were used, That
{information is clearly not readily available. First-order effects are
sufficient to describe strong natural convection ..rrents, such as those
present in a containment with heat sources that represent a moderate

fraction of the decay power present for the first few days after



shutdown. However, the improper treatment of second order effects will,
in general, prevent the eventual equilibration of such convection
currents. In some cases, it may also prevent the formation of a stable
stratification. The difficulty is that the integral for the gravita-
tional head around & closed loop formed by a set of flow paths will in
general not be correct to second order and, in particular, may not vanish
as it should at equilibrium.

An estimate of the importance of second-order effects can be made by
assuming a uniform linear variation in density throughout the system,
(Such a uniform linear variation does not address local effects such as
those due to hot spots within one cell.) If the density p is assumed to
Vary as p = £ (1 - ah), then it can be shown that the additional term

r * Sl % aro8 [[hy - My) (b - )y o) (b - ®2)]

should appear on the right of Equation (2-8), when effects through second
order in h are correctly treated. Note that this term vanishes if the
flov path ends are specified to be at the cell center elevations

(hl - hi' h2 - hj]‘ which is the default if ELEVFP, VELEVB, or VELEVF are
not used. The use of these keywords to specify elevations different from
those of the cell centers is not recommended unless either (1) the
second-order correction terms AGU vanish from symmetry, (2) the
configuration is such that the sum of AGU around all flow path closed
loops important for natural convection vanishes, or (3) the sensitivity
of the calculation to second-order effects is determined through separate
hand calculations or refinements in the nodalization.

2.2.3.2.2 The Quasi-Steady Flow Model. The quasi-steady flow model is
used with the quasi-steady flow option within the Runge-Kutta method and
also for special models available with the implicit method, such as the
suppression pool vent flow path model.

The flow resistance in the quasi-steady flow model is controlled by a
linear flow coefficient (CLFC) and a turbulent flow coefficient (CPC)‘
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vhich is discussed after Equation (2-4). The back pressure or flow
resistance AP‘J for a given total flow rate “13 is

2
AP‘J - CLFCwij + cFC'"ij'"lj/’iinj (2-9)

Note that this equation is obtained by setting the left side of Equation
(2-3) equal to zero (i.e., neglecting acceleration) and adding the linear
flow resistance term containing C, .. This term is modeled after laminar
flow resistance, but its primary purpose is to remove a singularity at
the point of flow reversal in quasi-steady flow. The linear flow
resistance term is analogous to the artificial linear viscosity often
used to stabilize fluid-in-cell hydrodynamic calculations.

The applications of Equation (2-9) with the implicit method are discussed
elsevhere. The remainder of this section discusses quasi-steady flow in
the context of the quasi-steady flow option available with the Runge-
Kutta method, This option has a number of features besides the neglect
of inertia to enable calculations to proceed quickly. It should be
considered only {f the user needs to assess integration errors. 1In
general, the implicit method is the preferred method.

The modeling of the flows in the quasi-steady flow option distingulshes,
for practical reasons, between two different flow regimes expected in
containment analysis (see Figure 2-1). The transient regime is charac-
terized by large pressure differences between cells. The flow is
typically turbulent. The large pressure differences are generated by
large sources within the cells. In general, the pressure differences
change repidly with time. Because of the magnitude of the sources, they
cannot be sustained and are typically of short duration. The flow path
resistance is modeled accurately in this regime.

The quiescent flow regime is characterized by pressure differences that
are very small in comparison to the pressures in the cells. The cell
pressures are expected to have nearly attained their steady state values.

However, the pressures need not have fully equilibrated; the flow may
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continue because of small sources and sinks within the cells. In this
regime, the flow rate is expected to be controlled primarily by source
rates within the cells rather than by the flow path resistance. Although
the flow rates are low, the quiescent periods are relatively long. The
cumulative effects of the flow in this regime may therefore be important.
The flow may enter the transition or laminar flow regime.

The user may set the value of CLFC through the "dpref" value, which is
the pressure difference at which the flow resistance will cross over from
turbulent to linear. By definition, wheu IAPijl is equal to "dpref", the
two terms in Equation (2-9) are equal. It follows that

Cpe = [*dpretnc 2]1/2 (2-10)

ro/ 2P 150

At much smaller pressure differences the linear term will dominate, while
at much larger pressure differences the turbulent term will dominate.
The default value for the cross-over point is "dpref" = 1000 Fa.

The artificial linear flow resistance term means that, in general, the
flow resistance will not be modeled accurately for pressure differences
less than "dpref". Two questions arise here: the magnitude of the flow
into a given cell, and the distribution of the flow among parallel paths.

It is expected that the magnitudes of the steady-state flow rates into a
cell under quiescent conditions will be determined by the sources in the
problem and will not depend on the flow resistance. The inaccurate
modeling of the flow resistance means, however, that the pressure differ-
ences between cells and therefore the pressures in the cells w. 1 be
slightly in error. The inaccuracy in the cell pressures will e compar-
able to or less than "dpref". Therefore "dpref" should be set to a value
that {s negligible compared to the pressure within the cells.

The desired level of accuracy in the pressure calculation is problem-

dependent, but consideration should be given to the sensitivity to
pressure of pressure-dependent processes within the cell. In particular,
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"dpref* should be chosen so that an inaccuracy in pressure on the order
of "dpref" should have negligible erfect on the source rate to the
atmosphere.

The driving pressure that can be developed by certain sources could be
much smaller than the default value of "dpref". These are typically heat
sources with low potential for conversion of heat energy to work. Such
sources lead to buoyancy effects such as natural convection, circulation,
and stratification within an open volume. For reactor containments,
buoyancy pressures on the order of 1 Pa are important, CONTAIN would run
relatively inefficiently if "dpref" were reduced to the extent required
to handle buoyancy pressures. For this reason, buoyancy effects are not
modeled in the explicit option.

Another question that arises concerning the quiescent regime is the
distribution of the flows among the possible parallel paths. (There is
no such "flow-splitting" problem in the case of pure series networks.)
The depandence of the flow path resistance on flow path dimensions is the
same whether the flow resistance is dominated by the turbulent or the
linear terms of Equation (2-9); the flow rate wtj is proportional to the
flow area in both cases. However, the dependence on the pressure
difference is not the same. When the turbulent term dominates, "15 is

1/2

proportional to (AP1J) When the linear term dominates, "13 is

proportional to APtj'

This change in the flow law from square root to linear may affect the
flow distribution among the possible parallel paths for the flow. This
{s clear from the example illustrated in Figure 2-3. Flow is occurring
from cell 1 to cell 3 directly and also via cell 2. For simplicity, the
gas densities, flow areas, and the turbuleat flow coefficients are all
set to unity. Mass sources at the indicated rates are provided to the
cells based on a simple, steady-state sclution of Equation (2-9). The
ratio of the steadv state flow distribution between paths (1,2) and (2,3)
is 0.32:0.68 for a flow law that goes as the square root of the pressure
difference and is 0.42:0.58 for a flow law which is linear in the pres-
sure difference.
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Figure 2-3. Flow in Parallel Paths Affected by Linear Viscosity

The user is encouraged to check the sensitivity of the calculation to the
flow resistance modeling whenever the flow distribution is considered im-
portant. A reduction by a factor of four in "dpref" should be sufficient
to check this sensitivity. 1In some cases, dominant paths exist that
effectively make the configuration serially connected from the practical
point of view. 1In these cases, the overall sensitivity to "dpref" should
be slight.

2,2.3.2.3 User-Specified Flow Rates. The user may want to specify the
flow rate as a function of time instead of the pressure difference be-
tween cells. With the regular flow paths, only constant mass or volu-
metric flow rates can be modeled. Although this flow can be turned on
and off by opening and closing the flow path, the modeling is not very
flexible. With the engineered vent, the flow rate versus time can be
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specified with considerably more flexibility. The mass or volumetric
flow rate can be directly specified as a function of time through tables.

Note that the flow rate for the regular flow paths with a user-specified
flow rate may be completely different from that in versions prior to
CONTAIN 1.1 it opening and closing options are used. In versions prior

to 1.1, & constant {low rate (interpreted as leakage) would occur when
the flow path was ¢ +ed and pressure-driven flow would occur when the

flow path opened. his logic is incompatible with newer features, such
as aerosol settling through flow paths, which also use the area. The old
logic has therefore been revised to permit flow (user-specified and
pressure-driven) only when the flow path is open. 1f flow between two
cells needs to be specified as a rate in one period and as a function of
pressure difference in another, one can now simply use two parallel
paths, which are allowed with the new engineered vent flow paths.

2.2.3.3 Flow Path Configurations and Control Options. The user may

specify at most one regular flow path between a given pair of cells.
However, any number of engineered vents may be specified in parallel.
The suppression pool vent flow path may be placed in parallel with a
regular flow path or any number of engineered vents. However, only one
suppression pool vent flow path may be specified per problem. Note that
the engineered vents and the suppression puol vent may be used orly with
the implicit solution method.

There is no additional restriction on the cvonnectivity of the network of
cells and flow paths. Futhermore, with the implicit wethod, the number
of flow paths or vents has only a minimal impact on calculational
efficiency. The reason is that the size of the solution matrix depends
only on the number of cells and not on the number of flow paths,

A special option is available to increase the computational efficiency in
problems with large cells, called environment cells, whose purpose is to
provide a constant pressure boundary condition or to keep track of
inventories released from other cells. If the environment cells are
sufficiently large, they no longer need to be solved implicitly. In
order to reduce the size of the solution matrix in problems with such
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cells, the user should specify IMPLICIT = “nimpli", where "nimpli" is the
number of interior (or nonenvironment) cells. In this case the implicit
method will “e used to solve for the first "nimpli*" cells, and an
explicit approach (not Runge-Kutta) will be used to solve for the rest.
The interior cells should be numbered lower than the environment cells,
and for the explicit approach to be stable, the environmental cells must

be very large (on the order 10lo -3).

Each flow path or vent may be opened at a specified time (using TOPEN or
VTOPEN) or at a given pressure differential (using P or VDP). Each can
also be closed at a specified time (using TCLOSE or VICLOS). Flow and
aerosol settling will occur in a path or vent only if it is open.

The area of an open path or vent can be specified as a function of time
or pressure difference through tables. For the regular flow paths, the
table input is activated through the keyword VAR-AREA, and the indepen-
dent variable in the table is either time or pressure difference across
the flow path. The dependence on the pressure can either be reversible
or irreversible, depending on the flag set by PDAFLAC. In the irrevers-
ible case, the area returned from the table for an open flow path can
either stay the same or increase, but it cannot decrease. Note that upon
closing of the flow path (through TCLOSE) the table values will be over-
ridden, and the area will be set to zero.

Table input analogous to the above is also available for engineered
vents. A new feature for the reversible area table is that the pressure
used to cdetermine the area from the table is the implicit, end-of-
timestep pressure calculated in the flow solver. In contrast, in the
analogous option for regular flow paths, the pressure used is the
beginning-of-timestep pressure. The use of the end-of-timestep pressure
eliminates chat er in the area chosen from the table when the change in
area with respect to pressure in the table is rapid, as in the modeling
of one-way doors in ice condenser plants. One disadvantage of this
approach is that such rapid changes may cause convergence difficulties.
In case of convergence difficulty in the flow solver, the change in area

with respect to pressure in the table should be reduced.
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2.2.3.4 BWR Suppression Vent Flow Path Model. The vent system of a BWR

is a passive safety system designed to limit the pressure response of the
drywell under accident conditions. Typically, drywell pressurization
forces gas through the pressure suppression pool, which condenses steam

and retains radionuclides. Although three di.fferent vent system designs
are used in the U.S., the model in CONTAIN is of a generic nature; plant-
specific modeling details are generated by specifying generic input
parameters. Figure 2-4 shows the generic model parameters as defined for
the nominally vertical vent configuration used in a Ceneral Electric Mark
1 or Mark 11 BWR; Figure Z-5 shows the generic model parameters as
defined for a horizontal vent configuration used in a Mark 1I1 BWR. 1In
these figures, "elevnt" is the elevation of the vent opening above pool
bottom, "vntlen" is the length of the vent which can support water
without overflow into the drywell, and "avnt" is the area of a single
vent,

The vent model is activated at the global level by the keyword SPVENT and
can be used only in conjunction with the implicit flow solver option. In
the simplest configuration with a vent flow path, two cells are required,
one for the wetwell and one for the drywell. A pool must be specified as
part of the lower cell input of the wetwell cell, and this pool should
include both the vent inventory and wetwell pool inventory. For a Mark
111, it should also include the drywell annular pool inventory. The area
of the pool specified in the lower cell input for the wetwell cell should
include all of the free surface associated with these inventories. If
present, the inventory of aerosols and fission products that have been
scrubbed out of the gas passing through the pool is always associated
with the wetwell lower cell inventory.

The SPVENT input block is used to specify the gas and liquid flow parame-
ters in the vent and the suppression pool. It is also used to specify
the aerosol and fission product scrubbing parameters in the pool. Other
aspects of the suppression vent system can be modeled through other
CONTAIN modules. For example, because the vent path can be specified
independently of other types of flow paths, vacuum breaker operation
between the wetwell and drywell can be treated by separately specifying a

regular one-way flow path or an engineered vent from the wetwell Lo the
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drywell. Other suppression pool features that can be modeled include
recirculation cooling (simulated through the use of the Q-VOL lower cell
volumetric heating model), discharge from the primary system safety
relief valve lines (using the SRV discharge model), and return of pool

overflow from the drywell back to the wetwell (using the engineered
system overflow model).

2.2.3.4.1 Suppression Pool Vent Thermal Hydraulic Model. Liquid levels
in the wetwell and vent (or wetwell and annulus of the Mark 111 design)
are computed explicitly once per system timestep. The liquid levels are
adjusted first according to any change in inventory and density of the
pool over the timestep, and then according to a liquid velocity calcu-
lated from gas pressure differences and liquid heads. A quasi-steady
l1iquid flow model is used to determine the liquid velocity. The equation
for the liquid velocity is based on & Bernoulli mechanical energy balance
equation [Bir60) for isothermal, incompressible fluid flow with an effec-
tive loss coefficient. For flow from the drywell to the wetwell, the
balance equation is

2
APdw + aplAhdw + (1/2)p’ vy fdv -0 (2-11)

where APdw B Pwet' Pdry'

pressures, Ahdw = h

the difference in the drywell and wetwell gas
et hdry' the difference in the liquid levels on the
drywell and wetwell side of the pool, v, is the liquid velocity on the
dryvell side, s, 1s the 1iquid density, and f, = 82 .14+(1 e
"fdw". The variable B is the ratio of the vent total area "nsvnts"*"avnt"
to pool total area and "{dw" is the user-specified liquid loss coeffi-
cient for the drywell to wetwell directior. Here "nsvnts" ls the user-
specified number of vents of area "avnt". Note that the definition of
fdv explicitly includes, through the term (1 - ﬂ)z, the loss coefficient
for sudden expansion and that this should not be included in the user-
defined "fdw". Turning and contraction losses, however, should be
included. For flow fiom wetwell to drywell, there is an analogous
equation to Equation (2-11) but with drywell and wetwell indices inter-

changed. In that equatien, fwd -1 - ﬁ2 + "fwd", Note that in the gas
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pressure difference ir Equation (2-11) and in other equations used for
the vent model no correction is made for the gas gravitational head
between the cell centers, where P and P'.t are defined, and the pool
surface.

dry

The vent, if covered, can have three possible states with respect to gas
flow. It can be open in the normal forward direaction, from drywell to
wetwell; it can be open in the reverse direction, from wetwell to dry-
well; or it can be closed to gas flow. To avoid possible numerical
difficulties in the gas flow calculation, the effective gas flow ares
A.ff is assumed to vary linearly from zero at the opening point to the
value "avnt" over a pressure dir‘erence range specified by the user.
This range is either "dpwet" or ‘dpdry" depending, respectively, on
whether the flow is from the drywell to wetwell, or vice versa. The
opening point is defined as the pressure difference required to support
the liquid head present when the vents just begin to open. The flow rate

of gas W entering the pool is calculated as quasi-steady flow accord-

sup
ing to the formula

o AZ

v eff

- Pdry' p "nsvnts }1/2 (2-12)

sup. [ IPwet

where p is the gas density of the upstream cell and ont and Pdry are the
pressures of the wetwell and drywell, respectively. The actual effective
gas flow area used is calculated self-consistently in the flow solver to

eliminate numerical surging.

For vents in the bypass (uncovei ed) state, the flow equation used is
Equation (2-3) with the { and j indices interpreted to refer to the vent
flow. The turbulent flow coeffi:ient used is CFC = 1, the flow area used
is AU
Lij = "ginlen", which is specifiec ia the SPVENT input. The pressure
difference AP, . is taken to be AP

i) dw’
of a normal flow path are available for the vent in the bypass state. In

= "nsvnts"*"avnts", and th: gas inertial length used is

Note that not all modeling features

particular, choked flow and gas gravitational head corrections are not

modeled,
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For a timestep during which the vent is calculated to open, the gas flow
rate is scaled by the relative amount of time the vent is open. In the
timesteps following the opening, the liquid head at the opening point
(which coincides with the point at which the effective gas flow area goes
to zero) is adjusted according to any change in pool conditions. 1f the
gas pressure difference between the wetwell and drywell becomes inade-
quate to support the liquid head, the gas flow is set to zero. In the
timesteps following the zero gas flow condition, the liquid velocity
defined in Equation (2-11) is used to calculate the liquid levels dynami-:
cally. Note that once open in a given direction, the vent will remain
open until the gas flow ceases. Because of this, it will take at least
two timesteps for a vent to close in one direction and open in the
reverse direction during a pressure reversal even though the liquid
levels may adjust in a much shorter time.

Note that i{f more than one vent is specified ("nsvnts" > 1) , the vents
are assumed to act in unison. There is at present no provision for the
opening of vents ac different elevations as present in a Mark 111. To
some extent one can accommodate vents at different elevations by defining
the value of "dpdry" or "dpwet" to be the difference in pressure between
that required to berely open the upper vents and that required to fully
clear the lower vents, as opposed to that reouired to barely open and to
fully clear a single vent.

The boiling of the suppression pool and the resaturation of bubbles of
noncondensable gas passing through the pool due to vent flow is control-
led by the lower cell BOIL keyword. 1f BOIL has been specified, the pool
will flash as necessary to bring it down to saturation. Vent flow
usually will cause additional vapor to evolve from the pool. If the vent
is covered and noncondensable gas is present in the vent flow, this gas
is assumed to come to temperature equilibrium with the wetwell pool and
to saturate to 99 percent relative humidicy, as determined from a self-
consistently calculated bulk pool temperature and the wetwell cell pres-
sure. The relative humidity limit removes the potential for evolution of
a very large amount of vapor, compared to the noncondensable gas present
in a bubble, for saturated pool conditions. The use of a 99 percent
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humidity limit is probably more realistic than assuming complete equilib-
rium for a pool at saturation, due to the subcooling of the bubble wall
vhen significant amounts of vapor are evolved. The use of a self-
consistent bulk pool temperature, which takes into account the heat of
vaporization of the vapor, also serves to limit the amount of vapor
evolved and is important for shallow pools. If noncondensable gas is not
present in the vent flow, vapor is condensed at the bottom of the pool
and enough is flashed off at the top to leave the pool at saturation,

The disposition of the vapor from the pool depends on the process gener-
ating it. Any vapor produced from the pool when it flashes down to
saturation is directed to the wetwell cell atmosphere. The vapor evolved
from the pool due to vent gas flow is conveyed to either the drywell or
wetwell, whichever is the downstream cell. (The latter applies even when
the vent flow is pure vapor.)

1f the BOIL option has not been selected for the suppression pool, the
vapor in the vent gas flow will condense in the wetwell pool. The
noncondensable gas will come to temperature equilibrium with the pool,
but there will be no resaturation of the noncondensable gas. (However,
running the code without the BOIL option is not recommended.)

Suppression vents are designed to open from the drywell side; normally,
they are prevented from opening from the wetwell side by vacuum breakers.
Under some conditions, hov.ver, the pool may depress enough on the wet-
well side to cause overflow of the suppression pool into the drywell.
This overflow occurs in Figures 2-4 and 2-5 when the liquid level on the
drywell side reaches "elevnt" + "vntlen". This liquid is transferred lo
the drywell pool, if specified; otherwise it is lost from the inventory.
In modeling Mark 1 and 11 designs for situations where overflow may
occur, it can be important to set up a second overflow system using an
engineered system overflow model. (This requires specification of a
lower cell pool in the drywell cell, which should not be confused with
the suppression pool.) The reason is that the overflow should be allowed
to drain back into the suppression pool when the wetwell pressure is

relieved.
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In the relatively urlikely case of reverse opening of the vents, one

should note that there may be a problem with always using the wetwell
pressure to calculate flashing and resaturation in the present single-
pool reviesentation of the suppression pool. In reverse opening, the
relucively small amount of liquid in the vent for a vertical vent system
or in the annulus for a horizontal vent system sees the drywell pressure
rather than the wetwell pressure which is used to calculate the flashing
and resaturation. This difference could be important in & trancient
situation. The problem with a more general two-pool description of the
suppression pool is that the amount of liquid involved on the drywell
side, neglecting amounts which have overflowed, is relatively small. The
thermal mixing of this liquid with the bulk of the suppression pool,
which provides the thermal reservoir for vaporization under transient
conditions, would have to be modeled in order to calculate the vapor
evolved at the drywell pressure. Use of the lower drywell pressure would
increase the resaturation and flashing; limited thermal mixing would tend
to decrease the resaturation and flashing. An appropriate thermal mixing
model is presently not available.

For gas flow in the reverse opening case, the present use of the wetwell
pressure and bulk pool temperature corresponds to the assumption that the
sensible heat and vapor evolving from the pool on the drywell side are
those for bubbles at equilibrium at the entry to the vent. If the
thermal mixing is assumed weak and the water on the drywell side is
assumed to have reached a quasi-steady-state temperature, the present
model gives results close to the anticipated ones. The bubbles evolving
into the drywell actually would be somewhat cooler, with somewhat more
vapor in them, due to the exchange of sensible lLieat to vaporize more
vapor into the bubbles, but this difference is not thought to be signifi-
cant, With respect to flashing of the pool on the drywell side, one
should note that in a transient in which most of the suppression pool
water is available, reverse opening would result in a significant amount
of liquid overflowing into the drywell. If a pool has been separately
specified for the drywell, the flashing of the overflow will be calcu-
lated according to the proper pressure conditions. Thus the errors
introduced by the use of the wetwell pressure in reverce opening for the

drywell side of the suppression pool may not be significant.
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As is generally the case for intercell flow ia CONTAIN, nonaerosol sus-
pended liquid and solid materials flow with the gas and are not trapped
in the pool.

2.2.3.4.2 Suppression Pool Vent Aerosol Scrubbing Models. For thermal
reactors, two models are available for scrubbing aerosol materials pass-
ing through vents; an adaptation of the SPARC code [Owcb5b) and the model
taken from the VANESA code [PowB6), which is referred to in CONTAIN as
SCRUB. For fast reactors only SCRUB is available. These models are also
used for the safety relief valve (SRV) discharge model described in Sec-
tion 2.3.4. The SCRUB model is also used in conjunction with CORCON/
VANESA. These models calculate the decontamination factors that a'.ise
from the scrubbing which takes place in the gas bubbles rising in the
pool., The particle-size-dependent decontamination factors returned from
these models are taken to lie ir the range between 1 and 105. The upper
limit is an attempt to account for effects not modeled, such as resuspen-
slon due to bubble breaking at the pool surface. Both of the models have
been modified slightly for integration into CONTAIN., Note that these
models make their own assumptions about the vapor evolution into rising
bubbles; the discussion in the section above on vapor evolution in the

thermal hydraulic calculation does not apply.

The original SCRUB model from VANESA, which assumes initially saturated
bubbles, has been modified for CONTAIN through the addition of a decon-
tamination factor which takes into account steam condensation in bubbles
at the inlet. This calculation is identical to that used in the SPARC
code. The SCRUB model is a direct application of Fuchs [Fucb4) treatment
of the processes of sedimentation, impaction, and diffusion in spherical
bubbles. In this model, the scrubbing efficiency is sensitive to the
ratio of the gas circulation velocity to bubble rise velocity. The
default ratio of 1.0 corresponds to the value used in the standard
version of VANESA. If desired, the user may specify a larger value
(e.g., to simulate elliptical bubbles with enhanced scrubbing) or a
smaller value (e.g., to simulate the effect of surface impurities which
inhibit circulation). The effects of bubble expansion during its rise

through the pool are calculated assuming a constant number of moles of
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gas in the bubble; & possibly significant approximation is the neglect of
vapor evolution effects in rising bubbles.

The SPARC code [OwcB5b), developed at Pacific Northwest Laboratories, is
& much more detailed model that attempts to mechanistically treat a
nusber of processes. As implemented, that code extends Fuchs' model
explicitly to elliptic bubbles, treats deposition due to initial steam
condensation, and includes sedimentation, diffusion, and inertial deposi-
tion in rising bubbles. It mechanistically accounts for bubile growth
and the deposition limiting effects of vapor evolution during bubble
rise. Details of the model can be found in Reference OwcES5b, Several
options in the original code are not implemented as they are e¢ither not
recommended by the developers or not compatib’e with CONTAIN models.
Particle growth due to condensation, bubble interior heat transfer, and
particle solubility effects are examples of models which are either
incompatible or not recommended. The pool equilibrium temperature
calculation is also not implemented as it conflicts with the CONTAIN pool
calculation.

The scrubbing depth for flow through the vents {s the continually updted
height of liquid covering the vent on the downstream side. If the vents
bypass the pool, no scrubbing occurs. Any aerosols removed from the gas
passing through the pool are considered deposited in the wetwell pool,
along with any fission products hosted by these aerosols. Note that the
scrubbing of fission products not hosted by aerosols, such as vapor phase
{odine, is not modeled. These fission products pass through the pool
without being affected. The targeted release and acceptance formalism
may be useful in simulating iodine scrubbing; see Section 5.2.6,

2.2.4 Aerosol Behavior

Querview

Subjects discussed include general features of the
aerosol modeling, initial aerosol and aerosol source
size distributions, numerical considerations in the
description of aerosol processes, modeling of agglo-
meration and deposition processes, condensation on and
evaporation from aerosols, and transport of aerosols




by intercell flow. Aerosol processes are required for

mechanistic treatment of liquid water in the
atmosphere and of removal of fission products in
aerosol form from the atmosphere. Water aerosol
removed from the atmosphere is transferred to the
structure film or the lower cell pool. Once removed
from the atmosphere, additional transport of solid
aerosols is not modeled; however, the transport of
fission products i liquid pathways may be modeled,
including fission proaucts that were previously
carried by airborne aerosols.

One of the purposes of CONTAIN is to characterize the radiological source
term to the environment in the event of con®as nment failure. Released
fission products are most effectively transported within containment and
into the environment as gases and aerosols. The MAEROS aerosol model, a
state-of -the-art code for modeling aerosol behavior in either wet or dry
environments, forms the basis for the aerosol behavior model in

CONTAIN. [Gel82] MAEROS uses a number "nsectn" of size classes, or
sections, to represent the particle size distribution for the suspended
aerosols. In addition, the code is designed to cope with the fact that
certain aerosols, particularly the radiologically significant ones, may
behave quite differently from other aerosols. Therefore, one may specify
a number "nac" of aerosol species, or conponents, which ave tracked
individually and which can have independent source size distributions and
source rates. Up to eight aerosol componernts can be specified. Thus
MAEROS is said to be a multisectional, multicomponent aerosol model.
Because particle size is an impertant characteristic governing the
respirability of an aerosol, and because composition is important in
determining consequences, MAEROS is particulaily suited to applications
where health effects are important.

The degree of cooperative behavior among the aerosol components is
determined by the extent of agglomeration among different particles and
condensation on the particles. MAEROS tracks the composition of a
particle as a function of particle size according to the agglomeration
and condensation history of the particle. For an LWR, condensed water
can be one of the aerosol components; the condensation and evaporation of

water vapor, as they affect the aerosol composition and size, are
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modeled. Therc are, however, no corresponding wmodels for the case of an
IMR with sodium coolant.

The aerosol processes considered in CONTAIN are discussed in Sections
2.2.4.3 through 2.2.4.6. A more complete discussion is given in
Reference Cel82. Aerosol processes are modeled for each of the upper
cell atmospheres. The atmospheres are taken to be well mixed and
stagnant in the sense that the average velocity of the cell atmosphere is
assumed to be zsro. Some degree of convection or turbulence is required
to keep the atmosphere well mixed in the presence of stratification
effects cansed, for example, by settling. However, the degree of
turbulence is assumed to be small. Turbulent agglomeration is modeled
but has a small effect when the aeroscl physics parameters are set to
their default values. Turbulent deposition is not modeled (except in
conjunction with certain ESFs, as described in Section 2.3.3.4). The
flow of aerosols between cells via the intercell gas flow paths is
modeled. The aerosol flow velocity is taken to be the gas convective
velocity when an explicit flow option is used, and the sum of the gas
convective velocity and the component of the aerosol settling velocity
parallel to the flow path axis when the implicit flow option is used.

To run an aerosol calculation with nominal aerosol parameters, the user
should specify the aerosol names and size distribution parameters
("amean" and "avar") for each aerosol component in the global AEROSOL
block. The aerosol component names may be selected from either the
AERNAMES or the COMPOUND material list (see Section 3.2.1). The size
distribution parameters govern the initial distribution and the distribu-
tion of sizes in a source of new particles. For an LWR, H20L should be
specified as the last aerosol component if modeling of condensation on or
evaporation from aerosols is desired. If H20L is specified as the last
aerosol component, the amounts of any water vapsr condensed on aerosols
will be added to the mass of that aerosol component. One may also
specify an aerosol source table for H20L to introduce water droplets
directly into the problem, with a size distribution given by the "amean"
and "avar" parameters., Initial aerosol masses and aerosol sources are
specified in the cell AEROSOL block (see Section 3.3.1.8).
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2.2.4.1 Initial and Source Size Distributions. Although the distribu-

tion of airborne particles among the “"nsectn" size classes is generally
unrestricted, the initial airborne size distribution and the distribution
of sizes in & source of new particles are taken to be lognormal. The
lognormal size distribution parameters governing the latter types of
distributions are "amean" and "avar". Normally, these parameters are
constants independent of time. However, the AERTIM option may be used to
specify these parameters for aerosol sources as a function of time. A
different size distribution may be specified for each aerosol component
or species.

The lognormal distribution of mass m(D) in particles with a spherical
equivalent diameter between D and D + dD is given by the standard
expression

2 L "
m(D)dD « exp { . % [ 2 ]} dg (2-13)

"avar"

In aerosol terminology, "amean® is the vclume-equivalent mass median
diameter (i.e., the diameter of a fully dense spherical particle with the
same mass as the mass mediar. particle), and "avar" is the natural
logarithm of the geometric standard deviation with respect to

diameter. [Yos79] In CONTAIN, the above distribution function is
integrated over each size class to determine the amount of aerosols
within each size class. The parts of the distribution function lying
outside the range of particle sizes considered by CONTAIN are truncated,
and the distribution function within the range is renormalized.

2.2.4.2 Numerical Considerations. The CONTAIN aerosol module, as with

MAEROS, is designed to use a small number of size classes, or sections,
for computational efficiency. A sensitivity study has shown that a
particle diameter range between 10'7 and 10'“ m can be handled adequately
by ten sections in a typical case.[lLei84] However, because the aerosol
calculation in CONTAIN is typically not a time-limiting factor in a
general containwent calculation, it is recommended that no fewer than 20
size classes (the default number) be used without testing. The upper
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limit on the nunber of size classes that can be used is dictated by the

constraint given in Equation (2-15) below.

The lower and upper diameters for the particle sizes considered in the
calculation are given by "diaml* and "diam2", respectively. These are
defined as the diameters of fully dense, spherical particles having the
same masses as the irregularly shaped aercsol particles. The "nsectn" +
1 size class boundaries are determined by partitioning the interval
[*diam1","diam2") geometrically; that i{s, the interval [In("diaml"),
In("diam2")) is divided evenly. The default values of "diaml" = 10‘7 m
and "diam2" = 10 n gi'e satisfactory results in a number of containment

? m for

situations. The user is cautioned that a value smaller than 10°
*diaml" may introduce stiffness into the calculation and increase the

execution time considerably.

A lower bin and an upper bin have been added to keep track of the mass of
particles that become undersized or oversized, respectively. (Such
masses ave referred to as "me<h" losses in the following discussion.) A
particle can become undersized through evaporation of water. It can
become oversized through condensation o. water vapor or agglomeration.
The disposition of the mass that leaves the mesh is controlled by the
cell OVERFLOW option discussed in Section 3.3.1.11. (This OVERFLOW
option should not be confused with the engineered systems OVERFLOW
component.) By default, the mass in the lower bin is assumed to be
deposited onto the floor structures, if present, in the cell in which the
mesh losses occur. Likewise, the mass in the upper bin is assumed to be
deposited instantly onto the floor structures. If more than one floor
structure is in the cell, the mass is divided among the structures
according to surface area. I1f no floor structures are available in the
nell then the mass leaving the mesh will be diverted to the pool if one
is available. Finally, if a pool has not been defined, the mass will be
lost from the problem and placed into a waste holding location. The cell
to which the mesh losses are directed may be specified through the cell
OVERFLOW cption, (This is the same option that determines the destina-
tion of the condensate runoff from structures.) If the specified over-
flow cell number is positive, the mesh losses will be diverted to the
specifled cell. The rules concerning the repositories in which the mesh
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losses are placed in the specified cell are the same as those for the
default cell. If the specified cell number is negative, all undersized
aerosols are returned to the smallest size class. Oversized aerosols are
considered to be lost from the mesh as usual and are directed to the cell
given by the absolute value of the specified cell number. If the over-
flow cell is specified by the user to be zero, all aerosol mesh losses,
includirg water, are removed from the problem and placed in the waste
holding array.

Note that a defau:. settling surface is pot automatically defined, as in
versions prior to CONTAIN 1.1, for cells without structures. Also mesh
losses are no longer placed in the floor deposition location if floors
&re not present. For cells without floors, aerosol settling through flow
paths should be activated (e.g., by giving the FPCOSN keyword in the
FLOWS input block) and natural circulation should be modeled. Otherwise,
substantial mesh losses will most likely occur (especially under condens-
ing conditions) and will then be placed into the pool or waste holding
location.

The large range of diameters that must be represented by a small number
of size classes implies that standard finite difference methods, which
attempt to represent a continuous function by its value at closely spaced
mesh points, have little utility. The aerosol module, as with MAEROS,
for the most part makes no attempt to model the overall particle size
distribution as continuous. Inetead, it models the aerosol behavior of
bins of pasticles, each bin representing particles within a size class.
The distribution of particles within a size class is not interpolated
from adjacent size classes; rather, it is assumed to be fixed and
logarithmically distributed. The amount q(D)dD of mass per cubic meter
present as particles with diameters between D and D + dD is assumed to

vary as

q(D)dD « d(1nD) = dD/D (2-14)
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Equation (2-14) is used to convert the integro-differential aerosol
behavior equations to ordinary differential equations in time.

To integrate the ordinary differential equations forward in time, the
kernel for agglomeration and the rate constants for aerosol deposition
and condensation on aerosols need to be known on the basis of the size
classes used. For example, the kernel pijk might be the kernel for
agglomeration of all particles in size class i with those in size class
4, which results in a particle in size class k. When defined on the
basis of size classes, the agglomeration kernel and the rate constants
are referred to collectively as coefficients. Most of the coefficients
involve the kernel and require a two-dimensional integration over
particle sizes, using Equation (2-14) for the functional dependence
within a size class.

A simplification in the coefficients occurs if the geometric constraint

nhl/n1 > 2 (2-15)

is satisfied, where m is the particle mass at the i-th size class
boundary. The geometric constraint ensures that the agglomeration of two
particles results in a new particle which will fit into either the size
class which contains the larger of the two original particles or the size
class above it. This constraint thus reduces the number of agglomeration
coefficients: it is assumed to hold in CONTAIN and in MAEROS. The input
mesh values should be checked to ensure that it is satisfled. since
CONTAIN does not check.

The calculation of the coefficients is somewhat costly; a full calcula-
tion for 20 size classes requires about 10 CPU seconds on a CRAY 18
computer. Therefore, the coefficients are either read in from a tape or
calculated on the first call to the aerosol model for use throughout the
entire problem. Using a constant set of coefficients imposes some
modeling constraints, however. This is because parameters embedded in
the coefficients are also effectively held fixed, despite the fact that
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they should vary with changing conditions during the problem. A simple
multiplier in a coefficient should not be considered embedded because the

coefficient can be calculated for a unit multiplier and rescaled when

used. In fact, the deposition coefficients, except for settling, are

calculated for a unit forcing factor. The coefficient set employed in
CONTAIN 1.1, uses 8("nscctn')2 + 28"nsectn" - B sorage locations.

The following constraints pertain to the current coefficient set:

* The aerosol material density is essumed to be the same
for all components.

* The particle shape, as modeled by the dynamic and
agglomeration shape factors, is independent of the
particle composition.

* The medium in which the aerosol processes are assumed
to occur has fixed composition and is taken to be air.

* The degree of turbulent agglomeration, is fixed
throughout the problem. This is controlled by the
turbulent dissipation coefficient, "turbds".

* Other parameters that control deposition rates do not

depend on particle composition. For example, the ratio

of the thermal conductivity of air to that of the

aerosol material, "tkgop", is fixed.
The pressure and temperature of the atmosphere are embedded in these
coefficients and are fixed for a single set of coefficients. However,
the aerosol module actually calculates four sets of coefficients at
points given by combinations of *wo temperatures ("tgasl", "tgas2") and
two pressures (“"pgasl", "pgas2"). Changing thermal-hydraulic conditions
during the problem are accommodated by interpolating between these sets
of coefficients. The “tgasl", "tgas2", "pgasl", and "ppas2" parameters
should be chosen to bound the temperatures and pressures expected.

At the expense of larger sets of coefficients, some of the constraints
above can be removed by interpolating to accommodate other changing
parameters or by separating the coefficients so that a relevant parameter
is not imbedded. For example by neglecting turbulent agplomeration and
approximately doubling the numl er of coefficients, the constraint that

the material density be the same for all components can be removed,
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However, for most aerosol problems, and in particular for LWR containment
applications problems that do not model the reactor coolant system, the
present choice for the coefficient set appears adequate.

The ordinary differential equations governing agglomeration, deposition,
and condensation on aerosols are integrated forward in time using a
Runge-Kutta method with its own timestep control. The parameters
"reltol" and "abstol" control the error tolerance during this integra-
tior. Agglomeration, deposition, and condensation are assumed to occur
in a closed cell during the Runge-Kutta integration, and changes in the
aerosol population due to intercell flow are incorporated separately at
every system timestep.

2.2.4.3 pgglomera.ion. The CONTAIN aerosol module treats the same three
agglomeration procrsses included in the MAEROS code: Brownian, gravita-
tional, and turbulent agglomeration. The aerosol input parameters con-
trolling these processes are the material density "densty", the dynamic
shape factor "chi", and the agglomeration shape factor "gamma". In
addition, the degree of turbulence and the amount of turbulent agglomera-
tion are controlled by the turbulent dissipation coefficient "turbds".
The user also has control over the collision efficiency during gravita-
tional agglomeration. The collision efficiency can be either set to a
nonzers ue. r-specified constant value "coleff" or otherwise defined in
terms o - internal analytic expression.[Cel82] Use of the default
value fr . 1 parameters should give reasonable results for LWR contain-
ment conditions in the absence of a large degree of turbulence. 4s noted
in Section 2.2, CONTAIN is not designed to model aerosvl processes in
conjunction with highly turbulent jets or pipe flow.

2.2.4.4 Deposition. The CONTAIN aerosol model treats four mechanisms
for deposition onto surfaces of heat transfer structures: gravitational
settling, diffusiophoresis, thermophoresis, and particle diffusion,
Diffusiophoresis as defined here is the migration of aerosol particles to
surfaces in the flux of coolant vapor condensing on the surfaces. Note
that these and other deposition mechanisms are also modeled in conjunc-
tion with the operation of engineere. safety features and with scrubbing

in the suppression pool of a BWR.
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The driving forces for all deposition mechanisms except particle diffu-
sion are calculated mechanistically. The diffusiophoretic velocity,
wvhich is related to the drift velocity of the coolant vapor condensing
onto structure surfaces, is calculated if the CONDENSE option is speci-
fied. The diffusiophoretic velocities are calculated for each structure
surface lying in the cell in ‘hich the structure is defined. The temper -
ature gradient in the gas boundary laver at a structure surface is the
driving force for thermophoresis. It is also determined for each surface
and is calculated on the basis of the sensible heat flux to the surfaces
and the gas conductivity in the boundary layer. The parameter "tkgop",
the ratio of the gas thermal conductivity to that of the particle, enters
the expression for thermoplioresis. It is used in the same way in CONTAIN
as it is in MAEROS. [Cel82)

The driving force for particle diffusion is represented by the inverse of
the particle diffusion boundary layer thickness "deldif", which has a
default value of 10'5 m. In general, particle diffusion is considered to
be a relatively unimportant deposition process. Decreasing "deldif"
increases diffusion, and the user can employ this sensitivity to deter-
mine whether his problem could be affected by diffusion modeling.

The user should note that if the outer face of a structure is specified
to be adiabatic or outside of the cell in which the structure is defined,
then aerosols will not deposit onto this surface, even if aerosols are
present in the cell where the outer face resides. The user should also
note that the outer surface of a ceiling structure is considered a floor
deposition area and that the outer surface of a floor structure is
considered a ceiling deposition area. Also, for a half-cylindrical or
hemispherical structure, the actual surface area and not the area
projected on a hori-ontal plane is used for the settling area.

Beginning with CONTAIN 1.1, a floor is no longer created by default when
structures are not explicitly defined by the user. One reason for this
change is that not all cells should have a settling surface. A cell
could have an open bottom connected to a cell below, and settling may
occur through the opening to that cell and nat to a surface in the cell

above. The opening should be modeled as a flow path. Aerosols are
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transported through flow paths by settling if the new FPCOSN option or
VCOSN option is selected in the FLOWS or ENGVENT input blocks,
respectively.

Direct natural deposition (e.g., settling) into the lower cell is not
modeled; however, aerosol mesh losses may accumulate in a lower cell
pool, as discussed above in Section 2.2.4.2. VWhen this happens the
coolant component is added to the mass of water in the pool. Also,
aerosols may accumulate in the pool through the action of containment
sprays, ice condensers, or fan coolers.

Not all phases of aerosol transport are modeled. The processes that
first remove aerosols from the atmosphere are, in general, modeled. An
example of such a process is one such as deposition on surfaces. The
aerosols may not adhere to the surfaces but might be washed into a pool
by the condensate draining from the surface. This is considered a
secondary process because aerosols must first deposit out in order for it
to occur. An example of a tertiary process is resuspension, during pool

flashing, of the aerosols washed into a pool.

One secondary process, the draining of the coolant component of aerosols
deposited on heat transfer structures, is modeled. If the CONDENSE
option has been specified, the coolant componen: is added to the conden-
sate film on the deposition surface (see Section 2.3.1.4). This film may
become too thick, in which case the excess coolant will run off to the
pool of the overflow cell. By default, that cell is the cell in which
the structure is defined. The OVERFLOW option discussed in Section
3.3.1.11 can be used to divert this runoff to another cell. (This is the
same option used to divert aerosol mesh losses to a nondefault cell,) If
a pool is not present in the overflow cell, or if the overflow cell is
set to zero, then the runoff will be lest from the problem. Since the
noncoolant components of deposited aerosols do not have further physical
effects that are presently modeled, they are held on the surface. (How-
ever, the washdown of the associated fission products may be simulated

with the FPLIQUID or targeted release model--see the next paragraph.)
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The fission products carried by aerosols that deposit onto a surface nor-
mally remain on that surface. This can be changed in *wo ways. First,
if the transport efficiency factor for a fission product is set to a
nonzero value in the FPLIQUID input discussed in Section 2.2.5.5, then
that fission product will be carried with the condensate film runoff to a
pool. Second, the user may specify a fission product transfer rate from
the structure surface to a pool or any other host in the same cell
through the targeted release formalism discussed in Section 2.2.5.3.3.

2.2.4.5 Condensation and Evaporation of Water on Aerosols. The CONTAIN

aerosol model for an LWR models the condensation of water vapor onto
aerosols and the evaporation of water from them. The user may employ the
keywords NOCOND to suppress condensation and NOEVAP to Suppress evapora-
tion. Considerable development work has gone into assuring that CONTAIN
runs efficiently for the maximum aerosol loadings that can result from
condensation.

The rate equation for diffusion of water vapor to and from the particle
is not that used in the MAEROS stand-alone code but is one taken from
Reference Bye65. It accounts both for the diffusivity of water vapor in
alr and for the conduction of the heat of condensation away from the
particle. The rate of condensation on a particle is assumed to corre-
spond to the rate for a fully dense spherical particle. Condensation is
assumed to begin on existing particles, which are assumed to have a
spherical core composed of the solid materials, «s shown in Figure 2-6.
The Runge-Kutta integration method is used for condensation.

For evaporation, two methods are used. For high superheat, when the
evaporation of the aerosol water is insufficient to keep the atmosphere
saturated, a method of characteristics is employed. For evaporation
under saturated conditions, the Runge-Kutta method is used. However, use
of the spherical particle rate poses problems because the discontinuous
change in rate at dryout causes the Runge-Kutta integrator to become very
inefficient. Therefore, when the Runge-Kutta method is used during
evaporation, the solid materials are assumed to inhibit evaporation when
the mass of water and the mass of solid are comparable. The rate during

evaporation is assumed to be
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Figure 2-6. Model for Condensation of Water on Aerosols

wd,evap - 1.037\4d t‘nh(zmH2OL/mTOT) (2-16)

where wd {s the uninhibited rate of evaporation from a spherical parti-
cle, and M90L and Ty are the mass of water and total mass,
respectively, of the particle. The amount of water present on aerosols
when the rate is strongly inhibited is typically not significant.

Seed nuclei for condensation can alter the condensation rate on aerosols
considerably. Even if a large number of aerosol particles are avallable
as nucleation sites, the condensation rate carn slow down if these have
grown in size. In CONTAIN, seed nuclei are automatically generated as
needed. They are provided to promote condensation if it would not other-
wise occur or if it would occur but at a sipnificantly impeded rate. The

seed aerosol is placed in the smallest size class. The mass added is
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proportional to the absolute error tolerance ("abstol") and is typically

much less than the error tolerance used in integrating the masses in each
size class,

To implement condensation or evaporation, the user should specify H20L as
the last aerosol component in the "mapaer" input under the global AEROSOL
keyword. This is discussed in Section 3.2.4. The condensation/evapora-
tion modeling for aerosols is available only for an LWR.

2.2.4.6 Intercell Flow of Aerosols. Aerosols are allowed to flow be-

tween cells through regular flow paths and engineered vents. They are
considered to flow at the sum of the gas convective velocity and the
component of the aerosol settling velocity along the flow path axis. The
angle of inclination of regular flow paths and engineered vents, for the
purpose of calculating the settling velocity, i{s specified through the
FPCOSN and VCOSN keywords in the FLOWS and ENGVENT input blocks, respec-
tively. Deposition within such flowpaths is not modeled. However, the
scrubbing of aerosels passing through the suppression vent system of a
BWR is modeled (see Section 2.2.3.4.2).

To account for the effects of flow, the aerosols are redistributed once
per system timestep. The user is warned that no check is made on the
adequacy of the system timestep for aerosol behavior {f Intercell flow
occurs. The effects of aerosol agglomeration, deposition, and condensa-
tion within & cell are calculated with automatic timestep control through
a Runge-Kutta method in a calculation that disregards flow., The flow of
atmosphere gases is also calculated with automatic timestep control,
However, the timestep controls for each process individually may not
ensure that the coupled problem is described adequately. In general, the
user should check the sensitivity of the calculation with respect to the
system timestep whenever both aerosol processes within a cell and inter-
cell flow result in large effects on the aerosols within a cell during a

timestep.
As an example of difficulties that may be encountered in a calculation

with too large a system timestep, the code may predict that the aerosols

agglomerate and settle rapidly in a cell with a large source of aerosols
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before they have a chance to flow out of the cell. A more accurate cal-
culation may predict that the aerosols may flow out of that cell before
significant agglomeration occurs. Because of dilution effects in the
other ceils, agglomeration and settling may not be as rapid in those
cells, and the total aerosol deposition may be significantly less.

2.2.5 Fission Product Decay, Heating, and Transport

Qverview

Detailed modeling of fission product behavior is
described. Fission products can be tracked as
individual nuclides and/or as user-defined fission
product groups. An unlimited number of radioactive
decay chains can be specified with any number of
elements in any one chain. Decay heating can be
included both for individual species and for the
user-defined groups. Fission products are associated
with various "hosts", or repositories. Transport of
fission products associated with atmospheric hosts
(1.e., gases and aerosols) is modeled mechanisti-
cally, as is the removal from the atmosphere of
fission products on aerosol hosts. Except for
removal of gaseous iodine species by certain engi-
neeced systems (see Section 2.3.3), the removal of
gaseous flssion products from the atmosphere 1s not
modeled mechanistically. Further transport of fis-
sion products, once removed from the atmosphere, is
generally not modeled, with the exception of that
resulting from condensate films draining from heat
transfer structures and from pool-to-pool liquid
transport, Simple, yet partially mechanistic, models
are available for the latter processes. Fission
product transfers among the hosts can also occur in
accordance with user-specified transfer rates. Such
rates can depend on the host temperatures; however,
no mechanistic models are provided for the determina-
tion of these transfer rates.

Modeling of decay heating from explicitly specified
fission products requires specification of nonzero
power coefflicients in the FISSION input. (A heating
rate based upon the ANSI standard for decay heating
can also be used in the lower cell as discussed in
Section 2.3.2.2.) Except for effects related to
decay heating, other CONTAIN models should be
unaffected by the presence or absence of fisslon
product modeling.



2.2.5.1 ]Intreduction. 1In any reactor accident, the major concern is the
possible escape of radionuclides from the containment system to the
outside environment. The term "fission product" is used throughout this
manual to represent all radionuclides, including actinides and other
neutron activation products. With CONTAIN, the user can track as many
fission products as desired. The fission products can be specified as
nuclides, elements, compounds, and release groups. Decay of one species
into another is allowed if such decay can be modeled as an exponential
process. The code follows the birth and decay of each fission product
specified, and also accounts for the associated decay heating. 1t tracks
the movement of fission products throughout the containment system, and,
if a breach of containment occurs to a cell that represents the outside
environment, the code will predict the extent of fission product

releases.

For a typical reactor accident analysis, identifying and tracking the
large number of radionuclides present as individual species would be
tedious. Therefore, three levels of resolution of these species are

available to the user:

¢ Individuai radionuclides, which are explicitly represented in the
decay chains and which have constant half-lives and constant
specific decay powers. These species are associated with various
hosts within a cell, can move with hosts from cell to cell, and

can change hosts,

®* Fission product groups, which differ from individual radienuclides
in that the decay of groups generally is not explicitly modeled,
except through a decay power that changes with time.

® A lumped stationary radioactive inventory, which is modeled in

terms of its heating of various layers in the lower cell model.

The user must decide which parts of the radioactive inventory should be
handled at the first or second levels. The species modeled at these
levels are typically important with respect to biological consequences

upon release or with respect to the transport of their decay heat within
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containment. 1In the following discussions, the term "fission product® is
used only to describe radionuclides modeled at the first or second level.

The decay heating model implemented at the third level is discussed in
Section 2.3.2.2. The model ensures that the sum of the decay power from
the inventories at all three levels equals the ANSI-standard decay power
appropriate to the reactor operating power and fuel burnup.[Ame79] Since
only the decay power at the third level is adjusted to bring the total
power into agreement with the ANSI standard, it is referred to as "makeup
decay power."

Fission products in CONTAIN are associated with various "hosts," or
repositories. Some hosts, such as the upper cell atmosphere gas or
aerosols, are mobile, while others, such as the wall surfaces, are fixed.
In general, the initial introduction of fission products onto various
hosts is specified by the user. CONTAIN then tracks the transport of the
fission products according to a variety of mechanistic and nonmechanistic
models enumerated in Section 2.2.5.3. One way in which fission products
are transported is through the movement of the mobile hosts, such as that
resulting from the flow of the atmosphere gas and the deposition of
aerosols on surfaces. Other processes may cause fissi~n products to
change hosts. The depletion of fission products from the atmosphere due
to the action of various ESFs typically results in the transfer of these
fission products to pools.

Fission products also tend to move from one host to another on the basis
of physical or chemical compatibility. For example, when a fission
product decays, the daughter may have different chemical and physical
characteristics, and therefore the subsequent transport may be different
from that of the parent. As an example, a solid fission product trapped
in fuel material may decay to a noble gas, which then escapes. User-
specified release rates within the targeted release and acceptance
formalism discussed in Section 2.2.5.3.3 provide a flexible, although
nonmechanistic way to simulate the change in the affinity of a fission
product for its host when it decays. User-specified release rates may

also be useful in modeling other processes, such as resuspension.
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2.2.5.2 Eission Product Decay. The deczy of fission products and the

accumulation of daughters are modeled by using the technique of linear
chain resolution.[Eng68] The differential equations for decay are
decoupled by breaking the branched decay chains into a system of linear
chains. These chains are independent in the sense that only the masses
in one chain are needed to solve for the effects of decay at any time.
This is illustrated by the example below.

The system shown in Figure 2-7 can be formulated in terms of the three
linear chains shown in Equation (2-17).

Boc' =D
B-+C =-D= (2‘17)
X+Y «C~D=

Because the same fission product can appear in more than one linear
chain, the rules for determining initial masses and half-lives to be used
in the linear chains are not obvious. It can be shcwn, however, that the
half-life to be used for a given fission product in any linear chain
should be the net half-life from all decay branches, even though only one
branch is taken in any linear chain. [Eng68) The initial mass of the
fission products in a linear chain upstream of a branch should be
distributed according to the branching ratio for that chain. In the
example below, the initial mass of B (if any) should be distributed so
that the first chain has a mass

B, . =0 Apc* (2-18)
B,1 8 A * 4+ A
B-C B-C
and the second chain has mass
A
m = m B-+C (2-19)
B,2 B 3 i
B~C B~C
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where the A's are the decay constants. The same fission product can also
occur in more than one linear chain if the same daughter can be formed in
more than one decay path, such as fission product C in Equation (2-19).

A merging of decay paths occurs in this case instead of a branching. The
distribution of the initial mass of a fission product that occurs in more
than one linear chain as a result of merging is arbitrary, as long as the
individual masses give the correct total mass. For complicated decays,

the user may find it helpful to break up the decay sequence into linear
chains one step at a time. Each step corresponds to removing one
branching or merging chain. It may be easier to distribute the mass of a
fission product over all chains if this is done.

Because a fission product or radionuclide can appear in more than one
decay chain, its inventory may be divided among several locations in the
linear chain structure. The code makes a distinction between the number
of radionuclides and the number of positions in the linear chain struc-
ture. The number of radionuclides corresponds to the number of unique
fission product names used in the linear chain structure. The term
*fission chain element" has been adopted to designate a particular
position in the linear chain structure. Because a radionuclide may

appear more than once in the structure, the number of fission chain

Figure 2-7. Example of Fission Product Decay Chains.
This configuration can be broken down into
three equivalent chains.
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elements, "nfce", is therefore greater than or equal to the number of
radionuclides, "nnuc". For example, "nnuc"=6 and "nfce"=10 in the above
three chain example (see Figure 2-7 and Equation (2-17)). A fission
chain element may also represent a fission product group, in which case
it will normally be the only element in its decay chain.

At any time, the inventory of a radionuclide for a given host is given by
the sum of the masses of the linear chain elements that have that
radionuclide name. CONTAIN does not sum over chains. Instead, the mass
for each linear chain element is tracked and displayed separately.

Because the differential equations for decay are linear, a source of
fission products that occurs after the start of the problem can be taken
into account by adding the source masses to existing masses. If fission
product masses are specified through source tables, it is the user's
responsibility to specify amounts for each fission chain element associ-
ated with the radionuclide. Only the species specified in the tables
will be introduced at each timestep; decay to daughter species begins
only after the material enters the active inventory in the problem. (See
Section 3.3.1.9 for a detailed discussion of fission product source table

input.)

Fission product masses, as treated by the code, do not influence the
dynamics of their hosts, except through possible heating effects. For
example, fission products associated with aerosol hosts will not influ-
ence the dynamics of the aerosols. 1In effect, the fission products are
treated as being massless. Similarly, the mass of airborne fission prod-
ucts does not influence intercell flow (other than by possible heating
effects), nor does the mass of fission products in the lower cell add to
the mass of materials in the lower cell. 1In some cases, the neglect of
the fission product masses can be rectified by augmenting the masses of
the hosts; see the discussion in Section 5.3 concerning the augmentation

of aerosol masses.

2.2,5:3 du v t. The transport of
fission products in CONTAIN can occur in the follcwing ways:
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Airborne fission products flow with the atmosphere gas as it
passes from one cell to another. Fission products hosted to
aerosols flow with the sum of the gas convective velocity and
the component of the aerosol settling velocity parallel to
the flow path axis.

Liquid transfers between pools may result in the transport of
fission products from the donor pool to the recipient pool.
Fission products may also be carried from cell walls to a
lower cell pool by condensate film runoff. The amounts of
fission products transferred between pools and carried by the
runoff are controlled by the transport efficiency factors
specified in the FPLIQUID input block discussed in Section
2.2.5.%,

The deposition of aerosols bearing fission products occurs on
surfaces of heat transfer structures. The deposition is
calculated mechanistically for the dominant processes as
discussed Section 2.2.4.4,

The operation of engineered safety systems removes gaseous
fodine fission products and fission products hosted to
aerosols from upper cell atmospheres according to mechanistic
decontamination models, as discussed i{n Section 2.3.3.

Fission products residing on aerosols vented into pools are
scrubbed according to mechanistic models and deposited in the
pool. The scrubbing resulting from flow through suppression
pool vents and discharge through safety relief valves is
discussed in Sections 2.2.3.4.2 and 2.3.4, respectively.

Fission products may transfer from one host to another. For
instance, a solid fission product could decay to a noble gas,
which would then tend to escape to the atmosphere. In the
targeted release model discussed in Section 2.2.5.3.3, this
movement may be simulated nonmechanistically by user-
specified release rates specific to each combination of
fission product and host.

Mechanistic models for resuspension or release of fission
products from the lower cell to the upper cell atmosphere are
not provided at present. The user may, however, simulate
resuspension or release to the upper cell through the
targeted release model.

2.2.5.3.1 Fission Product Hosts. Modeling of the above phenomena is

assigned to various hosts.

made possible through an inventory scheme in which fission products are

host based primarily on the chemical affinity and physical characteris-

tics of the fission product,

products.

tial fission product inventory and for time-dependent sources of fission
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assigned as CONTAIN fission products to CONTAIN aerosol hosts through the
FPTRACK optior as described in Section 3.3.2.3.

The upper cell atmosphere gas #nd each component of the suspended aero-
sols are always hosts in every cell. The code automatically defines
surfaces of heat transfer structures and lower cell layers as hosts.
Both surfaces of each structure and each lower cell layer (including the
lower cell atmosphere layer if a lower cell model has been defined) are
all taken to be individual fission product hosts. Therefore, each cell
will generally have a different number of fission product hosts. In
contrast to prior versions, in CONTAIN 1.1, individual lower cell layers
rather than lower cell materials are taken to be hosts. (Note: this is a
non-upward-compatible change from versions prior to revision 1.1; see
Appendix D for details on how the obsolete material hosts are handled.)
The capability to specify a host not associated with any other entities
in a cell has been maintained by introducing a DUMMY host in each cell.

The transport of CONTAIN host materials within the cell may cause the
fission product to change hosts; for example, aerosol deposition causes a
fission product attached to the aerosols to become attached to the depo-
sition surface. Mechanisti: models for changes in host assignments are
discussed in the descriptions of heat transfer to structures (Section
2.3.1.4) and the ESF models (Section 2.3.3.2 and 2.3.3.11). A semi-
mechanistic model for the washdown of fission products from structure
surfaces to a pool is discussed in Section 2.2.5.5. 1In general, however,
host changes need to be specified by the user through the targeted

release and acceptance formalism described below.

2.2.5.3.2 Host Temperatures. A temperature is associated with each fis-
sion product host. This temperature is used in the targeted release and
acceptance formalism to model transfer rates, as described in the next
section. The gas and aerosol host temperatures are assumed to be the
cell gas temperature. The temperature of the first and last nodes of a
structure are used for the host temperatures of the inner and outer sur-
face, respectively, of structures. In the lower cell, the layer average
temperature is used as the host temperature for all layers except the

concrete layer. The temperature of the uppermost concrete node is used



as the host temperature in concrete layers since fission products are not
expected to penetrate below that node.

2.2.5.3.3 Targeted Release and Acceptance. A nonmechanistic fission
product transfer model is included in CONTAIN. It uses a flexible targe-
ted release and acceptance formalism. In this formalism, the user may
specify transfer rates for individual fission products between any number
of pairs of hosts. For a given pair of hosts (i,j), the fractional
transfer rates per second ri*j' for a particular fission product may
depend on the host temperatures, T1 or Tj' according to the following
expression: .

ri*j - 9 Ti " Tthteshold i€ 2 » 03

0 Ty € Tinrashold

(2-20)

4 3
Frag ® : 8 Ty > Tehreshold p if a < 0

0 Tj - Tchreshold

where a, b, and Tthreshold are user-specified parameters and where i is
the host specified after the FROM keyword in the TARGET input block and j
is the host specified after the TO keyword (see Section 3.3,1.10).
Fission products are assumed to transfer at mass rates proportional to
the amount of fission product mass present. For example, the simple case
of the transfer between one pair of hosts at the fractional rate ri*j per

second is represented by the coupled equations:

(2-21)



where m represents the fission product mass.

For simple coupled equations like those given in Equation (2-21), fission
product mass redistributions are calculated using the analytic solution.
More complex coupled equations are solved by a highly accurate exponen-
tial operator method.[LeeB0] Note that array space for the targeted
release model must be provided through the "ntgt" parameter in the global
CONTROL block.

Targeted release rates, if used, are associated with fission product
names and are applied to all fission chain elements having the specified
name. Therefore, all chain elements having the same fission product name
will transfer at the same rate. For example, suppose a release rate is
defined for nuclide B in Figure 2-7; the masses of the first elements in
chain 1 and chain 2 in Equation (2-17) would then be transferred at the
specified rate.

To illustrate the flexibility of the targeted release formalism when
coupled with fission product decay, consider how iodine and iodine decay
products are affected by the release rates of Figure 2-8. The decay

chain is as follows:

I--%... > 7 Re--%en- >*"'Cs (2-22)

The hosts involved in this {llustrative problem are called GAS (for the
upper cell atmosphere), AEROSOL 1 (for aerosol component 1), INNER STRUC
(for the inner surface of a structure), and LAYER 1 (for a lower cell

layer representing fuel).

The release rates in Figure 2-8 simulate a variety of processes that may
occur within a cell. It is assumed that melted fuel is represented by a
lower cell layer. The gaseous iodine and xenon are assumed to transfer
from the fuel to the atmosphere at the rate of 0.1% per second. The
transfer rate of cesium vapor is assumed to be two orders of magnitude

lower. The rapid release of iodine and cesium from molten fuel in the
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Nuclide Exom To Rate (s ) Process Represented
144 LAYER 1 GAS 1073 Vaporization

1 LAYER 1 AEROSOL 1 0.1 Aerosolization
137X LAYER 1 GAS 1073 Outgassing
137Xo AEROSOL 1 GAS 5.0 Rapid gas escape

Xe INNER STRUC  GAS 5.0 Rapid gas escape
}g;c- LAYER 1 GAS 10°° Vaporization
137C| LAYER 1 AEROSOL 1 0.1 Aerosolization

Cs GAS AEROSOL 1 0.1 Aerosol adsorption

Figure 2-8. 1llustrative Fission Product Targeted Release Rates

form of eerosols is assumed to occur at the rate of 10% per second. Any
xenon hosted to the aercsols or to the inner surface of the structure (as
a result of lodine decay) is assumed to be transferred to the atmosphere
at an essentially Instantaneous rate. Finally, cesium hosted to the
atmosphere (as a result of xenon decay) is assumed to adsorb on the

aerosols at the rate of 10% per second.

Figure 2-9 {llustrates how the above targeted release processes fit into
the overall fission product transport picture. In Figure 2-9, all of the
initial mass {s assumed to be ifodine and hosted to the first lower cell
layer (in this case an intermediate layer). Decay processes govern the
formation of xenon and eventually cesium. Targeted release processes
affect the mass distribution among host materfals. Intercell flow trans-
ports fission products hosted to the gas and aerosols to and from other
cells in multicell problems. Finally, fissfon products in aerosol form

deposit on the structure surfaces in the cell.

2.2.5.4 Flsslon Product Decay Heating and Groups. Fission product
modeling is couplel to the thermal-hydraulics models in CONTAIN through

the effects of fission product decay heating. The decay heat of fission
products hosted t . the gas and to aerosols {s assumed to be deposited in
the atmosphere. The decay heat of fisslon products on structure surfaces

is assumed to h-at the structure node immediately below the surface. The
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Figure 2-9. Example of Decay and Redistribution Transport Paths
for Fission Products Initially Located in the Lower

Cell Fuel Layer

decay heat of fission products in the lower cell layers is assumed to be
distributed uniformly in the layer, with the exception of the concrete
layer where it is always deposited into the uppermost node.

For fission chain elements representing individual radionuclides, a con-
stant decay power in watts per kilogram may be specified by the user. To
accommodate the representation of fission product groups, a time-

dependent decay power option is available through the FCPPWR keyword (see
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Section 3.2.5). Up to four coefficients (ay through a,) may be specified
for each fission chain element, where the specific power p for that
element {s taken to be

P~ a cxp(-nzt) + a, exp(-aat) (W/kg) (2-23)

A coefficient not specified is taken to be zero; for example, if three
coefficients are given, a, will be zero. Note that the time t in seconds
is the somewhat arbitrary problem time and not necessarily the time from
shutdown or the start of the problem.

2.2.5.5 Fission Product Transport in Liquid Pathways. The materials

transported in liquid pathways between repositories of coolant liquid are
presently restricted to the coolant and vo fission products carried by
the coolant. Although materials such as deposited noncoolant aerosols
are not transported, the transport of fission products along with the
coolant allows the user to assess the radiological inventories and the
decay heating resulting from such transport,

The transport of fission products in liquid pathways occurs in two
instances. Fission products present on structure surfaces as the result
of aerosol deposition and other mechanisms may be transported with the
condensate film draining from the surfaces. Note that the formation of
such a film from vapor condensation and its drainage is controlled by the
CONDENSE cell level input in each cell, as discussed in Section 2.3.1.4.
In addition to vapor condensation, coolant aerosol deposition may also
contribute to the film, as discussed in Section 2.2.4,4. Fission prod-
ucts deposited in coolant pools may also be transported along with the
coolant in the tlow between two pools, provided the flow is modeled
through an engineered system component such as a PIPE. The components
which may connect two pools are discussed in Sections 2.3.3.5 through
2.3.3.9 and In Section 2.3.3.11. Note that fisslon products already in
pools are presently not transferred as a result of the operation of
engineered safety features constructed of several components, such as the

SPRAY engineered system discussed in Section 2.3.3.2, even though they
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may have the effect of transferring coolant between pools, as when the

spray {s run in the recirculation mode.

The optional FPLIQUID input block is used (see Section 3.2.5.1) to speci-
fy transport efficiency factors which determine the rate of transfer of
fission products relative to the rate of transfer of coolant. Only those
fission products assigned a finite value of "fpliq" in the FPLIQUID input
will be transferced with the condensate runoff and the flow of coolant
between pools. The value of "fpliq" is defined to be the ratio of the
fraction of the fission product transferred from a repository per
timestep to the fraction of liquid transferred from that repository.

The value of "fpliq" is assigned by fission product name and applies
globally to liquid pathway transfers of that fission product. Fission
chain elements that have the same fission product name are automatically

assigned the same liquid pathway transport efficiency factor.

2.2.6 Calculational Timestep Control

This section discusses the calculational timestep hierarchy under which
the physical models are integrated forward :n time. There is a separate
hierarchy that controls the various output frequencies (long edit, plot,
and restart); this is discussed irn Section 3.2.6.

The modular nature of the code requires that processing of different
models be performed in some sort of sequenced loop. Figure 1-3 shows the
hi-level sequence of calculations, i.e., the global versus cell level
processing. However, it does not show the sequence of physics model
calculations at each of these levels. Section 2.2.6.1 provides addition-
al information concerning the timesteps used for different models and the

manner in which the models are coupled.

Section 2.2.6.2 provides some guidance to the user in selecting reason-
able maximum system and cell timesteps. These suggestions consider only
some of the interactions among the explicitly coupled models. The user

should be aware that other inaccuracies (not necessarily instabilities)
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may result from insufficiently frequent updating of information between
explicitly coupled models. Depending on the level of the model, the up-
dating frequency is controlled by either the cell or system timestep.
The testing of calculated vesults for sensitivity to user-specified

timesteps is always encouraged.

2.2.6.1 Timestep Hierarchy. Four different types of calculational time-
steps are used. Two of these, the system timestep and the cell timestep
(DT4 and DTS in Figure 1-3), are primarily under user control. The third
type, the Runge-Kutta timestep, is selected automatically and used within
certain models. The fourth timestep is that used by the CORCON model.
The maximum and minimum allowed values of this timestep are user-
controlled, The VANESA timestep is a user-controlled fraction of the
CORCON timestep.

The models in CONTAIN are processed in parallel. This type of processing
is somewhat different from the sequential processing normally found in
single purpose codes. In parallel processing, each model, or in some
cases each group of modelc, is integrated forward in time over the
current system timestep. State variables that are external to the model
or model group being processed at any given time are held fixed, for
example, at the values existing at the beginning of the system timestep.
State variables that belong to the mod~l or model group being processed
may be updated at many subintervals within the system timestep. These
subintervals are determined by the model internal timestep. (In some
cases, this is just the cell timestep.) After a model is integrated
forward in time to the end of the system timestep, the state variables
are updated to the end of timestep values for use in the next system

timestep.

The CORCON model uses its own user-specified timestep, which is chosen
independently of CONTAIN timcsteps. Thus, CORCON can advance beyond the
end of a system timestep and generate source rates which CONTAIN will use
until the CONTAIN time advances to the CORCON value, Alternately, CORCON
can be run with a step smaller than the CONTAIN cell timestep. In this
case, the fluxes computed by CORCON are integrated over the CONTAIN cell
timestep.
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In general, the values of the state variables at the subinterval points
are not available outside the model or model group. For example, the
suspended aerosol concentrations are calculated every Runge-Kutta time-
step. However, the values are not available outside the aerosol model
except at the end of the system timestep. The exceptlons occur in the
models that update their state variables every cell timestep.

The maximum system and cell timesteps are specified through input. These
control the frequency with which the control loops in Figure 1-3 are
traversed. There is little in the way of automatic control of these
timesteps; the maximum timesteps are normally the timesteps that are
actually used. The exceptions are as follows: (1) Because a hydrogen
burn is a common event whose timing cannot be predicted, the system
timestep is adjusted automatically during hydrogen burns. (2) Because
the cell timestep cannot exceed the system timestep, the cell timestep is
also adjusted during hydrogen burns. (3) The cell timestep is reduced if
necessary so that it does not straddle a time point in a source table;
that is, the end of the timestep is chosen to correspond to any
intervening time point. This adjustment eliminates interpolation errors
in the integration of source table rates. (4) With CORCON active, the
cell timestep is adjusted so that it does not advance beyond the time to
which CORCON has advanced.

Table 2-2 lists the internal timesteps used for various models. The
internal timestep determines the frequency with which the state variables
belonging to the model are updated for internal use. With respect to the
integration methods listed, the word "integral" implies that a closed-
form solution is used. The words "explicit" and "implicit" refer to the
discrete integration method used internally, as defined in numerical
analysis. (The integration method with respect to the variables at the
model interface is always explicit.) The interface timestep determines
the frequency with which the internal variables are updated for use

outside the model in question.

For example, according to Table 2-2, the temperature profile in heat

transfer structures {s computed every cell timestep. The method used is
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Table 2-2

Internal Timesteps Used Within Various CONTAIN Models

Internal Integration Interface
Model Timestep Method Timestep
Fission Product System Integral/ System
Matrix
Flow/Thermodynamics Runge -Kutta Explicit System
or Convection or Implicit
Aerosol Processes Runge -Kutta Explicit/ System
Integral
Heat Transfer Structures Cell Implicit Cell
Engineered Systems Cell Explicit Cell
Lower Cell Model Cell Implicit Cell

fully {mplicit with respect to the internal variables (the node tempera-
tures). However, as a result of the explicit coupling at the interface
(such as that with the atmosphere), an instability in the profile may
result from tuo large a cell timestep. The next section will discuss the
maximum stavle timestep due to this coupling.

2.2.6.2 guggested Criteria for User-Specified Timesteps. This section

will discuss two criteria for selecting user-specified timesteps. The
first criterion specifies the system timestep required to incorporate
properly the effects of flow on aerosols and fission products. The
second criterion specifies the cell timestep required for stability in
the presence of the explicit coupling between atmosphere thermodynamics

and heat conduccion Iin the structures.
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2.2.6.2.1 Aerosol and Fission Product Flow Timestep. To reduce the
length of the solution vector to be considered at any one time, the
aerosol and fission product behavior within a cell are calculated separ-
ately from the effects of intercell flow. The effects of intercell flow
are incorporated at the end of every system timestep Ly redistributing
the suspended aerosols and fission products according to the gas convec-
tion and aerosol settling rates occurring during the timestep. Although
the timestep used to calculate the flow of atmosphere gases is chosen
internally, the timestep used for the redistribution of aerosols and
fission products due to intercell flow is the system timestep. Under
some conditions, a system timestep that is too long may result in
inaccuracies in the overall aerosol and fission product behavior.

One time constant of interest with regard to accuracy in the calculated
aerosol and fission product behavior is the convection time te for a
cell. The convection time defines the rate at which the composition of
the atwosphere can change. It controls the changes in the aerosol
population, the fission product inventory, and the composition of the

atmosphere gases.

A general discussion of timestep selection is beyond the scope of the
present manual. Nonetheless, a conservative selection criterion can be
given. A conservative choice of the system timestep requires that the
system timestep be smaller than the time constants for =---::l and
fission product dynamics within a given cell. A 20% change in aerosol
quantities per system timestep is probably acceptable. For example,
deposition of 20% of the suspended mass per timestep is usually accept-
able, as is a source which injects mass at a rate of 20% of the suspended

mass per timestep.

In the event that the conservative system timestep is too restrictive,
one should try a system timestep on the order of 20% of the cell convec-
tion time., The effects of engineered systems operation on aerosols, in
particular, may be quite large, and it may not be feasible to choose a
system timestep conservatively as described above. For nonconservative
timesteps, one should check on the sensitivity to the system timestep by

reducing it by a factor of two or more in the time domain of interest.

2-67



The convection time will depend on the relative pressure differences

between cells, The contents of a cell held at much higher pressure than
its neighboring cells and then allewed to blow down will convect out with
a time constant equal to the pressure relaxation time. A simple rule of
thumb for such transient conditions is that if the system timestep is
short enough to resolve a 20% change in the pressures, it should be
adequate with respect to the cell convection time of the blowdown cell.

1f the initial pressure difference is not large, the cell contents will
not convect out significantly during the pressure relaxation to the
steady state. In this case, most of the convection, if any, will occur
under low, steady-state pressure differences. The timestep to use in
this case is less obvious than the one to use for transients. The
steady-state convection time, te for cell { should be obtained from

(O
t = (2-24)
° Ty

where the j sum is carried out for all flows out of cell i. (See
Section 2.2.3 2 for definition of variables.) The sum over j is most
easily evaluated from the code output for the flow rates. The steady-
state convection time is typically much longer than the pressure
relaxation time.

2.2.6.2.2 Atmosphere-Structure Time Constant. Another important poten-
tial source of inaccuracy or instability due to explicit coupling occurs
at the cell level, where the atmosphere may transfer an excessive amount
of heat into the first node of a heat transfer structure, because the
effect on the surface temperature is not properly taken into account. A
criterion for the maximum cell timestep can be obtained if the
atmosphere-structure heat transfer coefficilent h is known. By requiring
the temperature rise in the first node during a single timestep At to be
less than the atmosphere-structure temperature difference, one obtains

for an insulated first node,
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At < pCpL/h (2-25)
and for a node backed by similar material,
At < pCpk/h2 (2-26)

where L is the first node thickness. These expressions should be used as
first estimates for setting cell timesteps. Stable behavior may occur
even if cell time.teps are two or three times these values, but exceeding
these criteria by large factors will generally result in surface tempera-
ture oscillations. Sensitivity to the cell timestep should always be
checked by varying the timestep. A typical heat transfer coefficient for
condensing conditions would be h = 300 U/nz-K.

2.3 Cell Models

The cell is the basic calculational unit used in the code. A CONTAIN
cell is intended to model an entire room, vault, compartment, etc. Dif-
ficulties may arise if the user tries to represent such a volume by more
than one cell. In particular, the flow equations are not intended to
model a continuum, and thus unrealistic flow patterns may occur within

the volume,

Each cell can consist of two parts: an upper cell portion containing the
cell atmosphere and a number of heat transfer structures, and a lower
cell portion that may include a pool, fuel debris, concrete, and various
other layers. Various physical and chemical processes can occur in both
the upper and lower portions of a cell. The upper cell processes are
discussed in Section 2.3.1, and the lower cell processes are presented in
Section 2.3.2.
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2.3.1 Upper Cell Models

The upper cell is the collection of models that determine the rate of
chemical reactions (burns) in the atmosphere and that control transfers
o. energy and mass between the cell atmosphere and the structures in
contact with it. Every cell must have an upper cell, though there may be
many situations in which a lower cell need not be specified. Heat trans-
fer structures are optional in the upper cell, but the atmosphere is not.
There are two ways to specify a floor in a cell: if the floor is in con-
tact only with the atmosphere, it can be treated as an upper cell heat
transfer structure. Otherwise, it can be treated as a layer in the lower
ceil structure, where it can be in contact with the atmosphere, a coolant

pool, or other layers.

In this section, the basic features of the upper cell models and their
interactions with other models in the CONTAIN system will be described.
Atmosphere source tables provide a way for the user to introduce
conserved quantities into the cell atmosphere. These source tables
typically represent phenomena not modeled by CONTAIN, e.g., releases from
the primary system, or from core-concrete interactions if the user
prefers not to use the internal CORCON/VANESA module. The quantities
which can be introduced through tables include mass, heat, aerosols, and
fission products. Also discussed in this section are the models for heat
transfer to structures. Condensation of cnolant vapor onto structures
may be modeled, along with normal dry convective heat transfer. Two
levels of modeling are available regarding radiative heat transfer among
the structures and the atmosphere. In conjunction with the radiation
models, there are also two options available for modeling the emissivity
of gas mixtures in the atmosphere. Finally, the hydrogen and carbon

monoxide combustion models are discussed.

2.3.1.1 (Cell Ceometry. The upper cell representation in CONTAIN in-
cludes only two geometrical characteristics, a cell volume and a height.
The cell volume is the free volume of the gases present. The height is

used as a default to compute containment spray droplet fall times



The cell volume remains constant throughout a CONTAIN calculation, even
though coolant or other nongaseous material is added to the cell. A
reduction of the cell volume, for example, by flooding with coolant is
not modeled by the code,

Various heat transfer structures can be included in the upper cell to
simulate roofs, walls, floors, and internal structures and equipment.
The basic cell does not include any such structures automatically. They
must be separately specified for each cell (see Section 2.3.1.3).

2.3.1.2 Cell Atmosphere Initial Conditions and Sources. The user must

specify the initial conditions for the atmcsphere in each cell. These
initial conditions can be different from one cell to the next. Given the
cell atmosphere mole fractions, pressure, temperature, and volume, the
code calculates the mass of each gas present. Alternatively, the user
may specify the con.tituent masses and temperature. Gases and super-
heated coolant vapcrs are treated as ideal gases, Saturated coolant
vapors are treated according to a two-phase equation of state.

External sources of mass and energy can be provided to a cell atmosphere.
Such sources can be useful for representing phenomena such as the blow-
down of coolant from the reactor coolant system into the containment.
External mass and energy source rates are specified as a function of time
through tables.

Atmosphere sources may consist of three types of materials: gases,
coolant, and other dispersed solids or liquids. Materials of all three
types contribute enthalpy to the atmosphere, but the ways in which their
masses affect atmosphere physics are different. GCases and coolant are
considered in both the intercell flow calculation and the atmosphere
thermodynamics. As described in Section 2.2.3.], the coolant is treated
properly as a two-phase material. The specific heat of dispersed
noncoolant liquids and solids is not taken into account in the
thermodynamics; however, if introduced through source tables, such
materials give up their enthalpy to the gases present. Therefore, the
use of dispersed solid or liquid materials is somewhat limited, except as

a way to Inject energy iuto the atmosphere.



There are four meterial names associsted with the coolant. For water,
the names are H20V and H20L, and for sodium they are NAV and NAL. Theve
{s an important difference between the way vapors are treated as atmos-
phere sources and the way the liquids are treated. H20V and NAV sources
couple to the two-phase atmosphere thermodynamics, and the mass injected
can end up &t & two-phese mixture (s liquid-gas suspension), as
superheated vapor, or (in the case of wateir) condensed onto azrosols.
H20L and NAL atmosphere sourcos are trested in s manner similar to that
for snurec of noncooiant dispersed solids and liguids. 1In particular,
these are sources uve roc a'lowed to change phase in the atmosphere. In
the digcassion in the previocus paragraph, therefore, the vord "coclant"
refers only t, M20V er NAV.  (However, it would be a mistake to think of
these materials as vapor, becsuse they are iraly two-phase materials.)

The user is cautioned not to use atmesphere source tables for materiuls
that are aeroso)l materials, except for H20V and NAV. ‘There should be no
materials that are named bcth as aerosol materials (in the global AEROSOL
block) and as atmosphere materials (in the cell ATMOS block), with these
same two exceptions.

2.3.1.3 Structures and Heat Conduction. This section includes guidance
on how to nodalize heat transfer structures. Rules for defining struec-

tures, the interral heat transfer algorithm, and structure boundary
conditions are discussed. Fission product heating of structures is also

discussed.

2.3.1.3.1 Stru. ures, Heat Conduction, and Boundary Conditions. Heat
transfer structures in the containment building (including walls, roof,
floors, and internal structures) are repositories of the heat released by
the reactor fuel, by fission products, and by chemical reactions. The
pressure and temperature of the atmosphere are determined largely by the
competition between numerous sources of heat on the one hand and the
removal of heat by transfer to the structures on the other hand. Heat
transfer between the structures and the atmosphere takes radiation,
convection, condensation, and evaporation into account (see Sections
2.3.1.4 and 2.3.1.5). Heat transfer within each structure is handled by
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solving a one-dimensional heat conduction equation for the materials
specified for the structure.

Three choices for the one-dimensional structure geometry are available:
planar, cylindrical, or spherical. Structures that are labeled spherical
or eylindrical are actually hemispheros or half-cylinders. Each struc-
ture can consist of arbitreary combirations of layere of different
materials. The therms! properties used (n 2% conducticn equation are
obtal ned from the proverty Library or Irom property tables for ussr-
defived yater'zin. Maverial names for structure iayers must be taken
frow Jable 2:1 or be included in the 1ia: of user-defired natevials
following the USERDEF keyword in the gplobal MATERIAL block. Note that
through the user-cefined matoriel input it is possidble to redetine the
properties uarsociated with the asterials in Tsbls 2.1

The number of heat transfer structures in eack cell and their shapes,
thicknesses, areas, material compositions, and boundary conditions are
specified through input. Figure 2-10 shows an example of a heat transfer
structure. This is a cylindrical structure consisting of a steel liner,
an air gap (modeled as nitrogen), and a thick concrete wall. The type or
orientation of the structure may be efther & ROOF, WALL, or FLOOR., Dif-
ferent structure types use different heat transfer correlatiors and are
treated differently with respect to aerosol deposition. The user must
specify the nodalization of each layer and should take care not to change
the node thicknesses too ebruptly from one node to the next. (Generally,
any change in thickness by a factor of two or less should be acceptable.)
To determnine how finely the structure should be nodalized, it may be
useful to consider the thermal diffusion length,

TR (bkt/pCP)l/z (2:27)

where t is the shortest time scale of interest. The nodes that are in

contact with the atmosphere should be a small fraction of this length, {f
accuracy in the heat transfer to and from the atmosphere is desired. The
user should also consider the stability criteria in Equations (2-25) and
(2-26) in nodalizing structures. For low conductivity materials or very
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Figure 2-10. Cylindrical Structure Consisting of a Steel Liner,
Air Gap, and Thick Concrete Wall

high atmosphere-structure heat transfer coefficients, a surface node thin
enough to resolve the thermal diffusion length may lead to unstable
structure temperatures. The stability criteria are equivalent to
requiring that the cell timestep not be so long that proper account is
not taken of the feedback between the first node temperature and the
atmosphere-structure heat transfer process. An unstable condition is
most easily remedied by reducing the ratio of cell timestep to system
timestep, "ctmfr".

Each structure has two surfaces designated as the "inner" and “outer"
surfaces. The precise meaning of the "inner" surface is that its
location is given by the first number in the list of node positions in
the input for the structure (see Section 3.3.1.3). For spherical or
cylindrical structures, the coordinate given in the list is the radius.
The center of curvature of spherical or cylindrical structures is
determined by whether the radius is increasing or decreasing in the list.

1f it is increasing, the inner surface 1s concave; otherwise, it is



convex. The inner boundary is always inside the cell in which the
Structure is defined and exchenges heat with the atmosphere through
convective heat transfer and through condensation or evaporation of
coolant if the CONDENSE option has been specified (see Section 2.3.1.4),
and through radiation if a radiation model is used.

Several cptious are acailable for the outer boundary condition: The outer
Foundaty can be declared either (1) adiabatic or (2) "isotlermal. "
(Tsothermal boundaries are treated ss if exposed to & gas held st a
fared, ucer-spacifie. temperature snd coupled through & fixed surface
heat transfer coeffizfent of 6.08 h/nz-R. 4 valiwe typical of turbuient
sonvective heat t asfer t» walls.) The cater boundary can also be (%)
declazed to be within the same cell as the stivcrure or (4) in another
cell. Specisl rules apply in the latter iwo cases.

If the outer boundary is within the same eall, then cendensation and
convective heat transfer can take place on the outer surface Just as they
do on the inner surface. However, radiative heat transfer between the
atmosphere and the structure may occur only with respect to the inner
surface or with respect to both the inner and outer surface, depending on
the radiation model chosen. Radiative heat transfer to & heat transfer
structure from the lower cell may occur only with respect to the inner
surface.

If the outer boundary is in another cell, it exchanges heat with that
cell's atmosphere at a rate determined by a surface heat transfer coeffi.
cient of 6.08 w/mz.K. Also, radiative heat transfer and condensation
heat transfer do not take place at the outer boundary. If radiative heat
transfer or condensation heat transfer are important on both sides of a
wall which joins two cells, then it may be better to divide the wall down
the middle, put one half in each cell, and use an adiabatic boundary
condition at each of the adjoining surfaces. Note, however, that there
will be no transport of heat from one half of the wall to the other half
when this is done.

2.3.1.3.2 Fiseion Product Heating of Structures. Fission products may

become attached to structure surfaces as a result of aerosol deposition,
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user-defined targeted release rates, initial conditions, or fission
product source tables. The inner and outer surfaces of structures may be
heated by decay heat from these fission products. The decay heat of
fisslon products residing on a structure surface is deposited into the
node immediately below that surface. Long range heating effects due to
the gamma and beta rays, which would result in some of the decay heat
being deposited in the atmosphere, interior nodes, or other structures,
ere not modeled.

1t whould be pointed out that, unlike earlier versiens of the cude
CONTAIN 1.1 no longer groups siructure surfaces into generic ROUT, VALL,
or FLOOR repositoriss. Each surfsce {s now a sepavate repositovy and is
heated specifically by fission products in that repository. (The KOOF,
WALL, or FLOOR surfare orientation is used primarily 2o oe.ermine the
appropriate heat transfer coefficient and aerosol depositira rete. It is
also used to report aerosol and fisslon product inventories on that type

of surface when a summary is requested.)

2.3.1.4 Convection and Condensation. 1In this section, the model for
atmosphere-structure heat transfer by convection and condensation is

described, including the CONTAIN forced convection option. The role
played by the condensate film thickness is discussed. The user should
note that the modeling described in this section is available only if the
CONDENSE option has been specified. If CONDENSE has not been specified,
a nominal dry heat transfer coefficlent of 6 .08 w/u2-K is assumed for all
nonadiabatic surfaces, and condensation on structures and the formation
of the condensate film are ignored. The user should also note that
condensate draining from structures will be lost from the problem unless
a lower cell with a pool is specified (see Sections 2.3.2 and 2.3.2.5).

The heat transfer between the atmosphere and structures described in this
section occurs by two processes, convection (which can also be considered
conduction through a turbulent gas boundary layer) and condensation
(which for the purposes of this discussion includes evaporation). The
next section describes a third process, radlation. Figure 2-11 shows the
heat transfer configuration assumed for the calculation. A gas boundary
layer in the atmosphere contributes the principal thermal resistance
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under condensing conditions. This {s because the coolant vapor must
diffuse through a region of enhanced noncondensable concentration and
depleted condensable vapor concentration. The modeling for this process
is based largely on Chapter 10 of Reference Col8l. For most calcula-
tions, it would be sufficient to calculate only this boundary layer
resistance. However, this resistance can occasionally become quite
small, and it is therefore desirable to irclude the other resistances
that are in serfes with i1t. These include the condensate '{la and &
leyer of axide or paint at the stiucture surfece. Flgute 2-12 111lus-
trates schenmstically the varievs resistar-es uftecting Lest and maus
Cransfer to structures (although the figur, shosly not e teken Titerelly
as an equivalent chermal cireuit, sfnte convestion 1s driven by « temper-
ature difference, yvhile condensation is driven by a portial pressure
diflernsnce).

After deriving expressions for the mass and heat fluxes across & boundary
layer using an analogy between heat and mass transfer, Reference Col8l
describes an {terative process for correcting the fluxes to account for
the presence of an interfacial liquid film. However, for containment
applications, the film resistance is expected to be quite small compared
with other resistances in series with it, so the computationally expen-
sive iterations can be bypassed by making use of a first.order Taylor
series expansion in (T1 - Tvall) where T‘ is the temperature of the film
surface and 'r‘“11 is the wall temperature. (Note: for convenience, the
term "wall" as used throughout this section refers to any type of heat
transfer structure - ROOF, WALL, or FLOOR.) In the following, we use a
superscript zero in parentheses to refer to the lowest order term in the
Taylor expansion, which is obtained by setting T1 - Tvcll'

The mass flux ) (units of k;/mz-u) is approximated by

(0)
J - KB"(PVb . va) (2-28)
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where

M = vapor molecular weight,
va = partial pressure of vapor in bulk atmosphere (at the

bulk temperature tbulk)'

'vv = saturation pressure at the temperature Tvcll’

Sh 2D
R * ST (2:29)
k nm
vhere
P = cell pressure,
D =
R = gas constant,
T = the average of Tbulk and Twcll'
L = characteristic length,
and

Pnn - (va . Pv')/ln[(P . va)/(P . va)} : (2-30)

|
v = macs diffusivily of vapor in the noncondensabie gas [Bir60).
|
|
|

The Sherwood number Sh itself is determined by using an analogy between
heat transfer and mass transfer: [Kre58)

Sh = Nu(Se/Pr)t/? (2-31)

In this expression, Nu is the Nusselt number, Pr the Prandtl nuaber, and
S¢ the Schmidt number for the bulk gas-vapor mixture.
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The total heat flux q (units of J/m?-s) consists of two components, one
for convective heat transport acros the boundary layer, 9 and one for
the heat transported by the mass flux, U and is approximated by

09 = @ 4 (2-32)

where

0}

q(c T ) 12-13)

b (Tpuik * Teads

for which *he hesat transfer coefficient for convective conduction is
related to the Nussel” rumber by

hc = Nu(k/L) \2+34)

Here, k is the thermal conductivity of the gas-vapor mixture.

The second component of the total heat flux, accounting for the heat
transported by the mass flux, is approximated as

q(2) & J(O)“;g) - J(O)IHV(T

bulk’ - Hp(T

iy (2-35)

where ";3) is defined as the difference between the bulk vapor specific
enthalpy and the specific enthalpy of the liquid at the wall temperature.

Several standard correlations are available in CONIAIN for determining Nu
in either forced or natural convection regimes. For laminar natural

convection,



Nu = 0.27(GrPr) /% (2-36)
For turbulent natural convection,

Nu = 0.13(GrPr)}/? (2-37)
For forced convection,

w1 = 9,037 (Re® %ps177) (2-138)

In these equazions, Or is the Grashof number, and Re is tne Reynolds
nurber.  The larger of the aitural or forced convestion Nussel’ numbers
is a’ways used in modeling the heat transfer.

The forced convection correlation is only used when the keyword FORCED
appears in the input for the CONDENSE block, and the option requires the
specification of a time-dependent gas surface velocity or its equivalent
for each structure. As alternatives, the user may specify time-dependent
Reynolds numbers or Nusselt numbers associated with each structure. The
two surfaces of any structure located entirely within a given cell are
assumed to see the same convective heat transfer conditions.

For the other two correlations, only one input variable is required.

This is the characteristic length for the Grashof number, "chrl",
specified for the structure. Note, however, that there is actually very
little dependence of the heat transfer coefficient on this characteristic
length. For laminar natural convection, the dependence is to the -1/4
power of length, while for turbulent natural convection, there is no
dependence at all.

Note that convection and condensation heat transfer to the surface of a

lower cell pool are also treated according to the above equations if
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CONDENSE has been specified. The poo’ is treated as . {loor with a
characteristic length equal to the square root of the pool area and a
*wall" temperature equal to the pool temperature. The first order
corrections discussed below, however, are not applied.

Equations (2-28) through (2-38) together specify the first approximations
to the mass and heat fluxes to structures. The next step is to cerrect
the treatment for the effects of the changing condensate layer depth by
including the next term in the series expansion in (T1 . Tvall)' The
first order Teylor series expansion of P
is

l.t(Ti) about its value ar Twall

P_(T

PO = B (Toyg) + (4P (T)/aT)y (g « 1

i wvall’  (2.39)

wal
The corrected wass flux can now be written as
1D 2 3O panymQ (2-40)

vhere the correction term B is given by

(0)
B = K‘H[dP'.t(T)/dT]Tw.llH’v (2-41)

and AT by
AT« T, - T

¢ " Toatt (2-42)

Similarly, H’v, Uy and q, are expanded to first order in AT. The heat
flux to the film surface is equated to the heat flux through the liquid
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film and paint layers (using an effective heat transfer coefficient h eff
given by the inverse of the total series resistance):

D e gDy g Ly (343,

Eguation (2-43) can be solved to obtain

q(0)

A\r - - — (2.“{‘)
(0)
h‘ ¥ hf;{: * J CP + B

whure cp is che specific heat of the 1{quid st the tempersture T all’
The coriecved yluxe’ »yve¢ ther sbtainea by sups titating Equation (2 b’
Tor 81 into Eguationa (2-40) ard (2-43),

Reulistic treatme t of sccumilated condensate is important ovecaur: the
condensate constitutes a reservoir of coolant that is available for
evaporation when the atmosphere dries out., The resistance of the paint
or oxide layer is fixed by the code at 5 x 10'“ mzk/w. while that of the
condensate layer is calculated from the thermal conductivity of the water
and the film depth. The film depth is initially zero, and increases with
oroblem time according to a simple model for the accumulated condensate
mass on each exposed surface. The uaxlmun film depth "flmax" is an input
variable with a default of 5.0 x 10 . When the accumulated volume of
condensate on any surface exceeds the product of the surface area and
"flmax", the excess condensate is not allowed to accumulate on the sur-
face, but is instead assumed to drain into the pool of the overflow cell.

By default the overflow cell is the cell in which the structure is
defined, but this can be changed to any other cell with the cell OVERFLOW
option discussed in Section 3.3.1.11. (This overflow cell is also the
destination cell for aerosol mesh lossee.) If no pool has been specified
in Input for the overflow cell, or if the overflow cell is specified to
be zero, the mass of the condensate runoff is lost from the problem.
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Aerosol deposition is very sensitive to whether the atmosphere is
saturated or superheated, because moisture in the atmosphere can condense
on aerosols and affect their settling characteristics. Therefore, it is
important to have a relatively realistic model not only for the coolant
that is available from the pool or sump surfaces, but also for the
limited reservoir of condensate that resides on structures and is
available for evaporation. In choosing a value or performing sensitivity
analyses on the parameter "flmax", the analyst should remember that the
effect of the film on heat transfer to the surface is unlikely to be very
significant, but the effect on the degree of atmospheric superheat could
be quite large. Therefore, the most relevant consideration is probably
the question of what volume of condensate should be allowed to accumulate
(in puddles eand droplets as well #s in films) on a large exposed surface
arca and be avallable {tv evaroration, The question of how .bick a
condensate layer amight be ou ¢ hypothotical wall for the purpose of heat
transfer caleu'at.ons is penerally of secendary importence.

Note that aerosols deposited on structure svrfaces, with the possible
exception of coolant seruscls remain on the surface. 1f CONDENSL has
been specified, coolan. aerosols are incorporated into the condensace
film, which may drain if conditions warranc. Fission products may be
carried with the draining liquid, according to the transport efficiency
factors defined in the FPLIQUID input block and discussed in Section
2.2.5.3.

2.3.1.5 Thermal Radiation. When high gas temperatures occur (e.g.,
during a conmbustion event) in a compartment, gas radiation may become a
significant heat transfer mechanism. The heat transfer is affected by
the large quantities of water vapor that are typically present in
containment, due to its strong emission bands and the optical depth
attainable in typical containments. In addition to steam, carbon
monoxide and carbon dioxide may be present as the result of core-concrete
interactions and may also contribute to the optical properties of the
atmosphere. Aerosols contribute to the scattering and absorptivity of
the atmosphere, and therefore their effects should also be considered in
the radiative process.



Two different methods are available through the RAD-HEAT input block to
calculate radiative heat transfer within a cell. The user can activate
either a net enclosure model, through the keyword ENCLOS, or a simpler
model, through either of the keywords GASWAL or GEOBL. The simple GASWAL
model treats the radiative heat transfer between the atmosphere and the
structures in the cell and between the atmosphere and the uppermost lower
cell layer. The GASWAL model allows radiative heat transfer from the
atmosphere to both the inner and outer surfaces of a structure if they
are within the cell. A separate model consistent with the GASWAL model
but specified through structure input treats the direct radiative
exchange between the uppermost lower cell layer and the inner surface of
struccures. Finally, the net enclosure wethod (ENCLOS) self-consistently
treats radiative Leat transfer among ail sirustures end the lower cell,
berween the atio-phere and structures, and between the armosphere and
lower cell, but anly the inner surfaces of structures within the cell aie
allowed te particlpate,

Both models aake use of gas radlatfon properties that sccoun: for the
sbsoplivity of «eroso.s and the emiseivity of uzo. 002. and CO. Feou
those cases where only water vapor is prisent, a Cess-Lian correlaticn
may be specified with the CESS keyword. [Ces76) 1f this option is chosen
CO and CO2 (1f present) are assumed to be transparent and therefore do
not contribute to the total gas mixture emittance. When either of the
latter two species is present, the default CONTAIN model, based on the
method developed by Modak, {s recommended.[Mod?9)

In the next sections, the models for gas and aerosol optical properties
will be described, followed by a discussion of the two radiative heat
transfer methods. The simpler options for radiative heat transfer are
provided for those cases in which a relatively simple treatment is
adequate. It is the responsibility of the user to assess the appropri-
ateness of the simpler treatments when they are used for a particular
application.

2.3.1,5.1 Radiative Properties of H20. 002. and CO Mixtures. The
characterization of the energy transfer for a participating gas medium
requires the determination of the pgas emittance. This quantity is a
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function of the gas composition, pressure, temperature, and the average
optical depth of the gas. The average optical depth is also referred to

as the mean path, or beam, length.

The emissivity ¢_of a gas mixture is calculated from the emissivities of
the individual CO, 002. and nzo species with a correction for the over-
lapping of absorption bands from different npecies.

The emissivity of each species has been obtained by summing over its
spectral absorption bands.[Edw73] 1In *he parameter space of interest fer
muclear reactor containments, the spectral emissivities and the experi-
sental results agree to withi’n 5%, In the approximate method adopted
hete. the species’ spectral emissivities are approximated by curve fits,
and the overlap correction !s taken te be a temperature-dependert form of
leckner's correction A'cw'[l‘°72]

ere fit to functions of

The spe.les’ emissivities (('02. or ¢

b
‘co’ H20’
partia’ pressure P, pressurc-patalergth PL. and temperature ¥ by the

eApression

1 1,00 T ) £ ey T (2) (2-45)
nee X 3 c z .
(a0 3 gup 3 o HEK

In the above expression,

- +

y = [4; + 1n PL)/4, (2-46)
z = [T - t1}/t2;

cljk denotes a set of 4B coefficients for 002. CO, and H2O. derived from
experimental data and spectral calculations; Py Py ’1' 12. ty and t,
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are Gauss-Chebyshev approximation parameters for partial pressure,
pressure-pathlength, and temperature; and Tn(x) is a Chebyshev polynomial
of order n and argument x.

The gas mixture emissivity c. is computed from

‘e " ‘co* ‘co2

wvhere ‘co' ‘coz’ and ‘oo are the emissivities of CO, 602. and Hzo.
respectively, and A‘cw is the overlap correction factor for CO2 and Hzo.

The overlap correction Ac__ accounts for the 2.7- and 15-um overlapping

ow
bands of 602 and nzo. The overiap correction oiiginally suggested by
Leckner 'ias been modified t« include the “emperature variation of

Accw:[Edv73]

¢ bwingl 1
ew “ | VT ¥ 1010) " 1

2.76

(10;10[101.3(P F(T) (2-48)

co2 * Puoo’tl!
for (Pooy + Pyoo)L 2 1.013 x 10* Pa-m
and ¢ =2 0.01; and

be = 0, otherwise.

cw

The parameter { is defined by
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¢ = Pyoo/ Proo * Foo2) (2-49)

and F(T) is given by

2 3

FOT) = -1.0204 x 10" %1% 4 2.2449 x 107%T - 0.23469 (2-50)

2.3.1.5.2 Aerosol Opacity. The emissivity L of the gas-aerosol mixture
is given by

m s g 88 (2-51)

With ¢ defined 12 the preceding section, it remains to determine L the
acroeol esissivity that the serowols wouléd have in the absence of opti-
cally active pas specinrs.

the method of Felske and Tien is used to obtain c..lrel73] This methed
is applicabie co sbsorbing particles that are small enough to produce
negligible scattering. In this limit, the spectral absorption coeffi-

clent k, is proportional to A'l. the inverse wavelength. Thus,

ky = ﬁfv/l (2-52)

where fv is the aerosol concentration by volume (n3 aerolol/n3 gas), and
P is a constant of proportionality. The expression used for the aervsol
emissivity is

(= 1- By . Ky LTA,/Cy) (2-53)
"
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where '(3) = pentagamma function,
beam length of the path,

-
L

kx. = absorption coefficient at the reference wavelength,

T = gas temperature,

A- = reference wavelength at vhich kx. applies, and

C2 = second Planck constant.

For this implementation, A. is chosen to be 0.94 um, a value representa-
tive of infrared radiation. Note that kA.A' in Equation (2-53) is
independent of wavelength according to Equation (2-52).

There are two methods provided for evaluating kxn' e first is selected
by the ABSORB option in the RAD-HEAT input block. In this option, a
constant value may be specified for kxn' This value will be independent
of total aerosol mass concentration in the problem.

The secrnd method is more mechanistic in that it couples the werosol
cloud emissivity caleulation to the aerosol mass loading. » formu'a for
-ne gerossl cloud surorption coefficient dacivea % Pllat and Ensor is
used to obtain the value of kAn (P1170) {Nas

Ky, = 4000 “kmx* C, (2-54)

Am

where C. is the total aerosol mass concentration (in kg/ma) computed by
the code, and "kmx" is a constant of proportionality specified through
the KMX option of the RAD-HEAT input block. In the limit of zero aerosol
suspended mass, this correlation gives zero absorption. The constant of
proportionality is provided to allow the user to account for the effects
of wavelength, index of refraction, particle size distribution and
aerosol particle material density, as explained in Reference Pil70. A
value of "kmx" = 1 corresponds approximately to soot-like particles with
a density of 2000 k;/n3.[P1170] Note that since fv w7 where Py is
the serosol particle material density, a value of "kmx" of ﬁ/(AOOOpaAn)
will result in kxm - va/An.



2.3.1.5.3 Steam Emittance (Cess-Lian).

The Cess-Lian equations are

300
X = Pyool [ ‘l"]

where H20

.0'.1

- ouf )]

[Im
P+ ls T “+ 0.5] P"20

L

= steam emissivity,

(101325)°

coeffivients determined from Table 2.3,

P e ~ steam partiul pressure,

ran
L « beam Jangth,

~3

= gas tempersuture, snd

P = total gas pressure.

Table 2-3
Coefficients for the Cess-Lian Correlation

1f the CESS keyword is chosen
in the RAD-HEAT input block, an analytic correlation developed by Cess
and Lian is used to calculate the steam/air emissivity and absorptivi-
ty.[Ces76) 1In this model, data from Hottel emittance charts [Hot67) have
been fitted to an equivalent single-band exponential form, which requires
significantly less computation time than that for a wide band exponential
model .

(2-5%)

(2-56)

T a |
(K) (dimensionless) (ll.l/2
273 0.6838 1.16
300 0.683 5 4
600 0.674 1.32
800 0.700 $:87
1200 0.673 1.21
1500 0.624 1.15
2500 0.461 0.95
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2.3.1.5.4 Atmosphere-Structure Radiastive Heat Transfer (Simple Models).
Simple models for the radiative transfer betweon the upper cell atmos-
phere and heat transfer structures, between the atmosphere and the upper-
most lower cell layer, and between the uppermost lower cell layer and

heat transfer structures are available. In contrast to the net enclosure
(ENCLOS) model, in the simple models, secondary r - ~tions between
surfaces are treated only in an approximate fashion. The simple model
for radiative heat transfer between the upper cell atmosphere and
structure and lower cell surfaces is invoked by specifying either GASWAL
or GEOBL in the RAD-HEAT input block. The simple model for direct
radiative exchange between the lower cell and heat transfer structures is
invoked by specifying the "vufac" parameter in the structure input block
(see Section 3.3.1.3).

The net radiative heat transfer flux q between the gas-aerosol mixture at
temperature T‘ and a black enclosure at temperature T' is determined from

“ &
q = a[c‘T' » °m(Tw)TwJ (2-57)

where the emissivity ‘ of the gas-eerosol mixture (hsreafter referrad to
as the "gas") is obtained from correlations evaluated ac the pas tempera-
ture T!' and the gas absorptivity a, is obtained from the same correla-
tions at the surface temperature Tv' Note that the gas absorptivity is
usually not equal to the gas emissivity if TS and Tv are different.

1f the enclosure is gray rather than black, some of the radiation
striking it is reflected back into the gas and to other parts of the
enclosure. Multiplication of Equation (2-57) by the surface emissivity
€ allows for proper reduction of the primary beams (gas-to-surface or
surface-to-gas), but secondary reflections can at best be incorporated
into an effective surface emissivity ¢' in the simple model. [Bau78) The
emissivity corrected for secondary reflections, ¢', lies between € and
1. 1In practice, it may be sufficiently accurate to use an effective
emissivity ¢', which is equal to (ts + 1)/2. The effective emissivity ¢’

depends primarily on the surface properties, but depends also on the gas
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properties and beam lengths. Expressions for ¢’ and their limitations
can be found in Reference Bau78.

Equation /12-57) is modified empirically to give the expression used for
the heat flux between the gas and structures and between the gas and the
lower cell in the GASWAL or GEOBL options:

q = o¢' [c T - a (T )T'] (2-58)

The user must supply the values of ¢' for dry structure or Jower cell
surfaces through the EMSVT keyword., If the surface has a water film, a
value appropriate for water (¢’ = 0.94) is automatically used in the
code .

The gas absorptivity a is calculated from either the Cess-Lian correla-
tion or the Modak model by using Hirchhoff's law of radiation, which
states that spectral emissivity for the emission »f radiation ar tempera-
ture T is equal to the spectral absorptivity for radiation coming from a
vtlackbody at the same temperature T. This law may be considered valid
whetl.et or not thermal equilibrium prevails. Its proper application
greatly simplifies the calculation of radiative transfer.

Equation (2-58) does not consider direct radiative exchange between the
lower cell and structures. However, direct radiative exchange between
the uppermost lower cell layer surface and the inner surfaces of heat
transfer structures is modeled separately if “"vufac" is specified in the
input for heat transfer structures (see Section 3.3.1.3). This input
parameter, as defined below, is the fraction of the blackbody radiant
energy leaving the layer that is intercepted and absorbed by a given
structure. The direct exchange model includes the attentuating effects
of the intervening atmosphere if the GASWAL or GEOBL option has been
invoked. However, the direct exchange model can be invoked even if one
of the former options is not. In that case, the atmosphere¢ has no effect
on the radiative exchange.
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The energy transefer rate due to direct radiative exchange between the
layer surface and a given structure is calculated using the equation

4 4
Qad = [1 ¥ CI(Tlurf)]ApC[Tlutf d T-truc] (2-59)

wvhere a_ = gas absorptivity. (This is set to zero if the GASWAL model
is not invoked.)
= layer surface temperature,

>
§

surface area of layer,

L&)
L]

product of Stefan-Boltzmann constant and user-specified
parameter "vufac", and
T « inner surface temperature of structure.

The "vufac" parameter is a function of the emissivities of the radiating
bodies and thelr geometrical relationships. For gray bodies, "vufac" can
be defined as

Rl e o § | ol
vufac vl e Ap/As . 3 (2-60)
Fp. P l s

where Fp' = standerda view factor. (It is the fraction of the radiation
from the layer surface directed into the solid angle
subtended by the structure and is available in tabulated and
graphical form in most heat transfer texts and handbooks.)
¢ = emissivity of layer surface,
¢ = emissivity of the structure surface, and

area of the inner surface of the structure.

>
.

Because of the possibility of confusion, the user should note ugain that
direct radiative exchange between the lower cell and the structures
through an intervening gas is modeled gnly if the "vufac" parameters are
specified in the structure input  The attenuating effects of the gas on
the direct exchange are taken int. .ccount gply if either the CASWAL or
GEOBL options is also used. Also, neither Equation (2-58) nor Egquation
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(2-59) is used if the next model to be discussed, the net enclosure
model, is invoked.

2.3.1.5.5 Net Enclosure Radlative Heat Transfer (ENCLOS Oytlon). The
net enclosure model in CONTAIN is a treatment of radiative transfer
involving a participating gas-aerosol mixture and the surrounding struc-
tures that takes secondary reflections inte account automatically. It is
based on a formulation for diffuse gray surfaces from Reference Sie8l
(see the derivation in Referenco Ber85)., Since the method as implemented
requires the gas in the enclosure to be isothermal, only one cell is
modeled at a time. When a participating wedium is not present in the
cell (i.e., when steam, CO, 602. and aerosols are absent), the radiation
model reduces to the surface radiative exchange problem with a trenspar-

ent nonattenuating gas medium,

The net radiation flux density q te the {-th surface with area Ai is the
difference between the incoming radiation flux density Ei and the
outgoing radiation flux density, or radiosity, '1‘

(2-61)

i

Q
e _1 - ) -
9 A, 8-

Since the outgoing fiux i th. sum of the reflected flux and the black-

body flux multiplied by the emissivity ¢, of the surface, the féllowing

i
equation is obtained from Kirchhoff's law:

SN ) (2-62)
YW Th, 19 8

)
{ i

net heat flux to the i-th surface,

£

-8
o
~
L
£

(o=

]

¢, = emissivity of the surface,
B1 - aT? =~ blackbody flux emitted from the surface,
¢ = Stefan-Boltzmann constant, and

T‘ = surface temperature,
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The radiosities are determined by solving the following system of
simultaneous equations

N
'1‘(1'.1)zr

dod u(l . 'Ijil'j

N
>
J=1

- 'i't ¢ {1 » ‘1) rlj'lji'; (2-63)

where N = number of surfaces,
Fij = view factor from surface i to surface j (i.e., the fraction
of radiation from { directed toward j),
B = aT: = Planck blackbody flux for the gas, where T. is the gas
temperature, and
= emissivity of the gas that is a function of the beam length

‘mij
to the recelving surface.

The dry surface emlesivities view factors ard characteristic beam
lengths between surfaces are provided by the urer. Whenever a water film
is present .n .urfaces, the emissivity foi that surface is automatically
equated to the emissivity of water, which is set to 0.94. Since the
surface and gas temperacures are known, a network of equations for the
radiative heat transfer among the surfaces can be constructed, and the
resulting linear system of equations is solved to give the aet heat flux
to each su.face. These equations are solved with & standard linear
equation solver. Note that if the gas is transparent, then the last term
of the right hand side and the gaseous emission terms of the left hand
side of Equation (2-63) vanish, yielding equations which are independent
of the gas temperature and composition:

V,= ¢

{ 151 + (1 - ‘1)01 (2-64)
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where C1 - I Flj'j is the irradiance for surface i, which is composed of
J=1

radiation coming frem the other surfaces.

2.3.1.6 Heat Transfer Control Options. The code allows the user to

deactivate the lieat transfer across certain interfaces on a cell-by-cell
basis. The heat transfer that can be deactivated corresponds to:

¢ heat transfer between the stmosphere and all structures,
including convection, condensation, and radiative heat
transfer,

¢ heat transfer between the first node in the lower cell model
and the basemat,

¢ heat transfer bstween different layers in the lower cell,
excluding the atmosphere layer,

¢ heat transfer between the uppermost solid or liquid layer in
the lower cell and the atmosphere above it, including
convection, condensation, and radiative heat transfer,

¢ rvadiative heat transfer between the uppermost layer in the
lower cell and all structures and between the atmosphere and
all structures.
The user can control these ncat transfer processess by setting specified
flags tv ON cr OFF. The default for ali llegs is ON, 1If a flag is set
to UFF, the corresponding heat transter is set to zero.

This optional heat transfer control option is useful for simulating
adiabacic or insulated conditions. It slso provides a means by which the
user can check the effectiveness of various heat transfer mechanisms.

2.3.1.7 Hydrogen and Carbon Monoxide Combustion. The treatment of

hydrogen and carbon monoxide combustion is derived directly from the
HECTR code developed at Sandia National Laboratories for analyzing
hydrogen behavior in containment, [Cam86] The burn model initiates
combustion when threshold parameters are exceeded and the time is within
the window during which burns are allowed. The user may define the burn
window to account for the presence or absence of ignition sources (e.g.,

igniters, sparks from electrical equipment, etc.). The burn continues
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for a time that is based on either an internally calculated or a user-
specified flame speed, and the burn can propagate to adjacent cells if
conditions are favorable.

The molar concentrations required for ignition of a mixture containing
more than one combustible gas are related to the concentration required
for a mixture with a single ~ombustible gas through Le Chatelier's
formula, That formula is expressed here in terms of the initial mole
fractions Yoo and xnz of carbon monoxide and hydrogen, respectively:

crit
tz + uxco 2 xc (2-65)

where xgrit
Values for B are derived from empirical values of the threshold for the

two limiting cases with only one combustible. Values of xérlt and the

is the threshold (or critical) mole fraction for hydrogen.

associated values of B for spontaneous ignition, and for dowrward,
upward, and horizental propagetion ave given in Table 2-4. Table 2-4
also giveu the threshold moie fraciiow »f onygen xgrit for 1gnition aud
the threshold for the sum ng" of the mele fractisns of Carbon dioxide
and waver vapor for inertiag. For the default values in Table 2-4, a
burn is spontaneously initiated if the effective combustible mole
fraction is above 7%, the oxygen mole fraction is above 5%, and the sun
of the carbon dioxide and water vapor mole frzctinons below 558, [lor
sensitivity studies, the various concentra’ion limits can be changed
through input to the code, as described in Section 3.3.1.7. Note that
the concentration limits specified for propagation apply to the adjacent

cells, not the cell in which the burn originates.

All of the energy from the burn is deposited as heat into the cell atmos-
phere. In this respect, the CONTAIN treatment differs from that of
HECTR, which calculates the relative amounts thermalized in the atmos-
phere and radiated directly to heat transfer structures without first
being thermalized. The latter energy is not reflected in the gas temper-
ature and thus does not contribute to the pressurization. Experience
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Table 2-4

Default Values of Concentration Throuholda**

t 1
Condition xétit x;tit

Spontaneous Ignition 0.541 0.07, 0.05
Downward Propagation 0.600 0.09" 0.05
Horizontal Propagation 0.435 0.06 0.0%
Upwerd Propagation 0.328 0.041 0.05

With this setting and burns activated, the cell would spontaneously
ignite before downward propagation would occur

crit crit
}Ttthe threshold for 1*2 l*xco. the threshold for X
.ﬁd -

02'
the threshold for 02 xuzo

Threshold for ignition
Threshold for inerting

with KECTR, however, indicsatas that reletively littie ereipy from hydro-
ger Lurns 1s racisted directly to the structure surfeces. (Radiation of
the thermulized energy 1s, of course a major hext transfer mechaniusm
during and after burng, and this process 1s mwudeled ar discussed in
Section 2.3.1.4 )

The H-BURN input bleck nmust be specified for a céll in whirh hydrogen and
carbon monoxide burns are to be consldered. Besides the parameters
specified in Table 2-4, a number of other parameters controlling the burn
can be specified by the user in the H-BURN input., The cell burn time
"burnt" can be specified by the user or, alternatively, is internally
calculated; in the latter calculation, a cell characteristic length
"chrl" i{s divided by the flame speed. The default for "chrl" is calcu-
lated by taking the cube root of the volume. The flame speed "flam" can
be specified by the user or, alternatively, is internally calculated;
that calculation uses an experimentally derived correlation that depends
on initial combustible gas, oxygen, and steam concentrations. The
fraction of Initial combustible "cfrmng" left following & burn can be
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specified by the user or, alternatively, is internally calculated from a
correlation based on the initial concentration, The final combustible
concentration may never be reached if the burn is oxygen limited. By
default, a burn is considered to be oxygen limited when the oxygen mole
fraction falls below a value "mormng", which by default is 0.005. The
appropriate amount of hydrogen and carbon monexide is burned in each
timestep, based on the remaining concentrations, the final combustible
gas concentrations desired, and the remaining burn time.

In most situations, the user should allow the code to calculate the
values of "burnt®, "flam", and "cfrung". The user should have a know-
ledge of the correlations used and reasons for overriding them before
specifying alternative values. When these values are calculated, they
are calculated for each burn based on the conditions existing at the
start of the burn. When specified, they are held constant throughout the
run. Note that the fact that the flame speed or burn time is not altered
during the course of a burp could result in errors if significant awounts
of gases, including combustible gases, are introduced during a bturn.
Also, note that the flume speed is net used if the burn cime is
specified.

it is possible for ¢ burn co propagete from ine cell to an adjacent cel)
if a connecting flow path is present and the comburt’ble gas, oxygen, ard
water vapor concentrations in the adiacent cell allow propagatioen. The
interconnzacione hetweun the rells must be defined in the FLOWES or
ENGVENT inpat dlocks, ‘rropasatior (hrough BWR suppression pool vents is
not a’loved.) The eriteria 'r "eble 2.4 fo7 the propagation of a burn to
another cell deperd on whether that cell is located above, along side of,
or below the originating cell. The relative locations of the cells are
specified through the elevation variable "elev", which has a default
value of zero. These elevations, given in the H-BURN input block, should
not be confused with the elevations given in the FLOWS input block, which
govern natural convection. For horizontal propagation to occur between
two cells, their "elev" values must be identical. 1If the "elev" value
for cell i is greater than the value for cell j, propagation from cell j
to cell {1 is upward, and propagation from cell i to cell § is downward.
The time delay factor "kprop", 0 < "kprop" = 1, delays the propagation of
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& burn to an adjoining cell by the amount "kprop" multiplied by the total
burn time in the cell from which the burn propagates. The default for
“kprop" is 0.5,

Figure 2-13 illustrates the use of the "chrl" and "kprop" variables. A
flame that starts in cell 1 has the ability to propagate to cell 2 if the
proper conditions exist in cell 2. The "chrl" for cell 1 should be
envisioned as the length of the cell in the flame direction, which in
this 1illustration is X. As the cells are drawn, it will take half of the
total burn time in cell 1 for the flame to reach the passage wey to cell
2, which corresponds to the default "kprop" value of 0.5. In the event
of a relatively long passageway, the passage length could also be taken
into account by increasing the value of "kprop". If there is more than

one downstream cell, an average value of "kprop" should be used.

When conditions tor a burn are satisfied, the burn does net start immedi-
ately but is delayed until the stait of the next system timestep. (This

could cause larger burns than warve d if the system timestep is very

[ FLamE o1 FUmioe 4

CELL 2

CELL

Figure 2-13. Flame Propagation Diagram
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large.) That system timestep and following ones are set to the mimimum
of all of the timesteps calculatsd internally for cells in which burns
are in progress or have just finished. The internal timestep for a cell
by default is set to one-tenth of the burn time for a period correspond-
ing to twice the burn time. Burns within a given cell cannot be reiniti-
ated until twice the burn time has elapsed following ignition in that
cell. The user may adjust the timestep during the burn through the
TSFRAC keyword in the TIMES input block and set the edit frequency
through the EDMULT keyword (see Section 3.2.6).

A message indicating that a burn has started is written to the event
summary and main output files at the time a burn starts.

2.3.1.8 Aerosol Initial Conditions and User-Specified Sources. At the

global level, the keyword AEROSOL is used to specify the global aerosol
characteristics, which are the same for all cells. The same keyword is
used at the cell levei to specify initial suspended masses and sources of
aerosols, For the latter, the general format for source tables is used;
however, because aerosol materials are assumed to have negligible specif-
ic heat, one need not specify a temperature or enthalpy for an aerosol
material, The specific format to be followed for aerosols is discussed
in Section 3.3.1.8,

The size distribution of aerosols initially present or introduced into a
cell is assumed to be lognormal. The distribution is given by the
"amean" and "avar" parameters specified in the global AEROSOL block.
(These correspond to the spherical-equivalent mass median diameter and
the natural logarithm of the geometric standard deviation with respect to
diameter, respectively.) FEach aserosol corionent or species may have a
different distribution. Aerosol dynamice will in general alter the
lognormal distributions as time progresses.

2.3.1.9 User-Specified Fissjon Product Sources. Fission product mass

sources are specified at the cell level under the FISSION keyword, which
must be immediately followed by the keyword SOURCE. For sources of fis-
sion products, the general format for source tables is used. However,

because fission products are assumed to have negligible specific heat,
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one need not specify a temperature or enthalpy for fission products. The

specific format of fission product source tables is discussed in Section
3.5.1.9,

Thv linear chain decomposition of decay processes may result in more than
one occurrence of the same fission product within the set of linear
chains. The location within the chains to which the source table mass is
to be assigned is specified by the fission product name and, if that is
not unique, by the number of the linear chair. It is the user's respon-
sibility to distribute a given fission product preperly among the linear
chains in which it occurs. As with the initial masses, a fission product
should be distributed according to the branching ratio of the fission
product in the chain in question.

Fission product mass specified through a source table is placed on the
host specified through the HOST keyword. This keyword must be followed
by a valid host number. Host number 1 is the atmosphere gas, and hosts
number 2 to l+"nac" represent the "nac" aerosol component hosts. After
1+"nac", there are two hosts for each cell structure (the inner surface
host followed by outer surface host for each structure). These are
followed by one host for each lower cell layer (beginning at the bottom),
including the atmosphere layer, if a lower cell is specified. Finally,
the last two hosts are the DUMMY host and waste holding location. Since
large host numbers are not uncommon in cells with multiple structures,
extreme care should be taken in specifying host numbers for fission
product sources on nonairborne hosts. Input decks with nonairborne
fission product sources written for versions prior to CONTAIN 1.1 should
also be closely checked since host numbers greater than l+"nac" have
different meanings prior to and after CONTAIN 1.1. If a host is not
specified, the host by default will be the atmosphere gas (the first
host) .

Note that the effects of decay on the masses specified in a source table
are not modeled until the mass is introduced into the cell. It is the
user's responsibility to provide source tables that reflect the radio-
nuclide distribution at the time of introduction into the cell.
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As noted in Section 2.2.5.2, fission products are treated as being mass-
less in terms of their impact on aerosol dynamics. For fission products
that are associated with aerosols and have sufficient mass to influence
aerosol behavior significantly, or for fission products that are them-
selves aerosols, mass effects can be simulated. Means of accounting for
fission product mass effects are discussed in Section 5.3,

2.3.2 lower Cell Models

Querview

CONTAIN includes models for a number of processes that can take
place in the lower cell. These include decay heating, core-
concrete interactions, coolant pool behavior (including boil-
ing), and heat and mass transfer between the lower and upper
cells. Many of the models are relatively simple, yet the
availability of numerous user options and user-specifiable
parameters adds much flexibility to the calculation,

The nature of the material covered in each subsection of Sec-
tion 2.3.2 should be reasonably apparent from the abbreviated
model descriptions of Section 1.4.5, together with the titles
of the subsections themselves; hence, separate overviews have
not been provided for each subsection.

The lower cell models provide sources of energy, gases, fission

products, and aerosols to the upper cell models. If the user

can provide these sources by means of source tables as

described in Section 2.3.1, lower cell modeling may not be

required for problems in which only upper cell properties are

of interest. However, liquid water removed from the upper cell

atmosphere by any process can be lost from a problem if a lower

cell model with a pool is not specified.
The lower cell system of models differs from the upper cell system
primarily in that it deals with liquid and svlid layers, as opposed to a
gaseous atmosphere. Many of the lower cell capabilities are designed to
be used as parametric models of the physical phenomena that can take
place in the reactor cavity. In part, this approach is due to the high
degree of uncertainty concerning phenomena involving core debris and its
interactions with the coolant and concrete in the reactor cavity. Al-
though recent experimental research has yielded improved understanding,
for example, in the area of core-concrete interactions (CCl), much re-

meins to be learned. Most of tha lower cell models are intended to be a
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vehicle for ‘mplementing our understanding of these phenomena and, at the
same time, to be a means for the analyst to explore various alternative
hypotheses concerning the disposition and interactions of the debris and
coolant. The CORCON and VANESA models have been included as the best
mechanistic treatments currently available for the simulation of CCl and
ex-vessel aerosol production. But these models are also subject to
improvement and revision as new experimental results become available.

An example of a configuration that can be analyzed by the lower cell
models without invoking CORCON/VANESA is depicted in Figure 2-14. The
various layers shown interact with each other primarily through heat
conduction. Five layers are defined in this case, including the atmos-
phere layer, the coolant pool, two debris layers, and the concrete floor,
(The atmosphere layer is simply an interface to the upper cell model.)
The debris layers shown in Figure 2-14 are considered intermediate
layers, and the user can specify an arbitrary number of them and give
them arbitrary names. The composition of the layers may be specified
through initial conditions provided by the user and/or through material
source tables, if the composition is time-dependent,

If CORCON is not invoked K heat transfer and temperature predictions in
the lower cell are made with an implicit one-dimensional finite differ-
ence conduction model. This model treats the layers in the lower cell as
a coupled thermal system. This thermal system can include the basemat
below the first layer, a nodalized concrete layer, multiple intermediate
debris layers, a coolant pool, and the atmosphere layer. Special
provisions are made to properly handle the heating of a subcooled pool,
the transition to saturation, and the transport of energy to a boiling
pool. Each layer is thermally coupled to adjacent layers by interlayer
heat transfer coefficients as described in Section 2.3.2.7. These
interlayer heat transfer coefficients are by default internally calcu-
lated but may be overridden by the user through the HT-COEF option (see
Section 2.3.2.7.3). 1f CORCON is specified, the conduction model is
operative prior to the start time for the CORCON calculations and after
CORCON finishes, but not while CORCON is active. Moreover, the conduc-
tion model assumes that core debris is absent prior to the start time and

is present after CORCON finishes, as discussed in Section 2.3.2.4.
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The mass transfer processes allowed in the lower cell in conjunction with
the conduction model are limited. Coolant may condense on the pool sur-
face or evaporate from it if CONDENSE has been specified. Pool boiling
{s modeled if BOIL is specified in the pool PHYSICS input block as dis-
cussed in Section 2.3.2.5.1. The gases bubbling through the pool (e.g.,
due to the operation of safety relief valves in a BWR) -re either partly
or completely equilibrated with the pool depending on conditions, as
discussed in Sectlon 2.3.2.5.2. Humidification of the gas in the bubbles
through evaporation of coolant from the bubble wall is modeled if the
BOIL keyword is specified. Coolant liquid can be transferred into the
pool directly through the operation of ESFs, aerosol deposition, and the
draining of condensate films on heat transfer structures. Finally, the
masses in any layer can often be modified through source tables in a
manner which simulates a mass transfer process.

Various options for volumetric heating of the lower cell layers in con-
junction with the conduction model are available., The first is the decay
heating from fission products that the user has explicitly specified to
be in the problem (see Section 2.2.5.4). The second is the Q-VOL optien
discussed in Section 2.3.2.10, which allows the user to specify tables
for the volumetric heating rate as a function of time for any layer. The
third is the DECAY-HT makeup decay power option discussed in Section
2.3.2.2. DECAY-HT allows the user to introduce makeup decay power to
lower cell layers so that the overall decay heating in the ptobloé fol-
lows the ANSI-standard curve. Note that DECAY-HT may also be used for
the CORCON layers, but only if material source tables for the CORCON

layers are not used.

The flexibility of the lower cell input allows the user to simulate a
variety of processes through the conduction model. Not only can the
number of intermediate layers and their composition be specified by the
user, but also the default interlayer heat transfer coefficients can be
overridden by user-defined functions of time, temperature, or the temper-
ature differ:nce between two layers. This flexibility allows the simula-

tion of phenomena that are not explicitly modeled, such as steam spikes
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resulting from fuel-coolant mixing, or even vapor explosions. How this
can be done will be shown in Section 2.3.2.7.3.

However, it often is only in the reactor cavity that complex processes
invelving debris need to be anelyzed. In many cases, intermediate layers
need not be specified, and the required lower cell model may reduce to a
simple coolant pool that can evaporate, boil, or be condensed upon, that
can transfer heat to the basemat by simple heat conduction, and that can
serve as a repository for condensate or containment sprays.

If the user has specified that the CORCON model is to be used in
simulating the effects of CCI, the physical processes occurring within
the core debris and below it are modeled by CORCON. CONTAIN's lower cell
layer architecture is used to specify and initialize the CORCON problem
and to report results. CORCON has been integrated into CONTAIN so that
it receives feedback from the upper cell atmosphere or the coolant pool,
but aside from this connection, CORCON runs quite independently from
CONTAIN. The CORCON calculation acts much like a generator of external
sources to the upper cell models of CONTAIN,

Figure 2-15 presents examples of the use of the CORCON model in two dif-
ferent situations. Shown are configurations both with and without a
coolant pool. A single CONTAIN intermediate layer is used to initialize
and report on the three possible CORCON internal layers. The name of
this intermediate layer will always be "CORCON",

The three CORCON internal layers are associated automatically with three
nodes of the CONTAIN intermediate layer. (Normally, only one node is
available for each intermediate layer.) The intermediate layer input is
used to initialize the CORCON internal layers.

If CORCON has been specified, the use of material source tables, heat
transfer coefficient options, and volumetric heating options for the
intermediate and concrete layers is either modified or restricted. For a
pooi layer, these options still function as they would without CORCON,
For the int~ormediate and concrete layers, however, these options are

Ignered during the time CORCON is active, with the following exceptions:
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(1) material source tables may still be used to add material to CORCON,
as described in Section 2.3.2.3.2; (2) the HT-TRAN heat transfer control
option may be used to turn off heat transfer from CORCON to the upper
cell atmosphere in the sense discussed in the next paragraph; and (3) the
DECAY-HT makeup decay power option may be used to override the CORCON
internal decay power calculation as discussed in Section 2.3.2.2,

CORCON and VANESA interact with the upper cell in several ways. Gases
produced by CCI modeled in CORCON are introduced directly into the atmos-
phere unless a coolant pool is present above the CORCON layers. In the
latter case, the gas bubbles are assumed to equilibrate with the pool as
they rise through the pool, as discussed in Section 2.3.2.5.2. The hot
upper surface of the core debris interacts with either the pool or the
upper cell atmosphere and heat transfer structures. This interaction can
be disabled through the HT-TRAN heat transfer control options (see
Section 2.3.1.6), so that neither the pool or the upper cell "see" any
heat radiated from the core debris. CORCON, however, will still assume
surroundings at the appropriate temperature are present and will radiate
heat accordingly. With the interaction turned off, this heat is simply
lost from the problem.

Aerosols produced by the VANESA model may be scrubbed by an overlying
coolant pool if the scrubbing model is turned on through the SCRUB input
block. 1f scrubbing is not modeled, the aerosols and fission products
directly enter the atmosphere regardless of the presence of a pool. The
VANESA input format allows the user complete flexibility in assigning the
VANESA constituents to specific aerosol components and fission products.
VANESA constituents may not be assigned directly to nonairborne hosts;
however, this assignment may be made through use of the fission product

targeted release formalism.

2.3.2.1 Layer Properties. The material properties in the lower cell

required by the conduction model are based on the temperature and compo-
sition of each node in a lower cell layer. Note that the concrete layer
is the only layer treated by the conduction model that can be comprised
of more than one node. The densities, heat capacities, and thermal con-

ductivities of the various materials in a node are determined from the
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CONTAIN material property routines. The mixture density of a node is

defined as a mass-weighted average of the densities of the materials
present. The mixture heat capacity is similarly a mass-weighted average
of the component heat capacities. The mixture thermal conductivity is
defined as a volume-weighted average of the component conductivities.
Unlike those for upper cell heat transfer structures, the lower cell node
thicknesses are calculated by the code. The total ncde mass, area, and
mixture density are used to define the node thickness to be used in the
conduction model.

When the CORCON model is active, the property functions and tables in
CORCON are used in the calculations.

2.3.2.2 Makeup Decay Power. It would be very tedious to specify explic-
itly all the fission products that contribute to the total reactor decay

heat after shutdown. Therefore, a model has been developed that allows
the user to specify explicitly only those fission products which are of
interest with respect to transport within and release from containment,
yet allows the proper amount of decay heat to be present in the problem.
The model calculates the decay heat not represented by the explicitly
specified fission products and allows the user to distribute that decay
heat among the various lower cell layers in the problem. (The decay heat
not carried by explicitly specified fission products is referred to as
“makeup power.") The model bases the total decay heat on the ANSI
standard ANSI/ANS-5.1-1979, which assumes LWR characteristics. [Ame79) It
{s activated by specifying DECAY-HT in the lower cell input block for
those lower cells in which makeup power is desired.

Makeup decay power can be specified for any number of cells. In the
DECAY-HT input for cell i, a portion Pi.O of the operating power is
specified together with the parameters for the ANSI decay power model for
that cell. The sum of all such operating powers PT should correspond to
the nominal power at which the reactor operated prior to shutdown, unless
not all the core debris is explicitly in the problem. In the makeup
decay power modeling, the heating from all of the explicitly specified
fission products in all cells is summed up to give the total explicit
decay power at each system timestep. A fraction, Pi,O/PT' of this

2-110



explicit decay power is compared to the value of the ANSI decay power

i(t) for that cell. For the vast majority of cases, that fraction of
the explicit decay power will be smaller than the ANS1 decay power P (t).
The makeup decay power for cell i is obtained b7 subtracting the former
from the latter,

If positive, the makeup power is allocated among the lower cell layers
according to the layer distribution fractions specifi-d by the user., All
layers can accept this makeup power (including the atmosphere interface
layer between the lower cell and the upper cell atmosphere).

In the event that the makeup power turns out to be negative, the code
will set it to zero. This condition may arise through a physical
inconsistency introduced by the user or in a situation in which a large
fraction of the core debris is not explicitly in the problem or is
modeled in a manner that does not use the lower cell or explicit fission
products (e.g., a significant part of the debris may be assumed to be
retained in the reactor coolant system). In the latter situation, if the
user wishes to use the makeup decay power model, the decay power from the
missing debris should be made part of the DECAY-HT input., (It could be
placed in a lower cell that is purposely isolated from the rest of the
problem.)

If CORCON is not invoked, the distribution among the layers in a given
lower cell is handled as follows. Within the DECAY-HT input, the layer
distribution keyword DIST-PWR is followed by a list of fractions, "dpwr",
the sum of which should be less than or equal to one, These fractions
define how much of the makeup power will be placed into each of the lower
cell layers specified; the first fraction in the list is associated with
the first or bottommost layer, the second with the next layer up, and so
forth. The last fraction refers to the atmosphere interface layer. The
user should note that the makeup power assigned to the atmosphere layer
Is associated with the lower cell interface with the upper cell and not
with the atmosphere originaliy in the cell. In a multicell problem the
assigned makeup power thus does not flow with the atmosphere irto another
cell but remains fixed in the original cell.
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1f the CORCON model is used along with the makeup power model, provision

has been made to normalize the CORCON internally calculated rate of decay
heating to the makeup power value. In this case, the total amount of
decay heating in all CORCON layers is adjusted at each CORCON timestep to
be equal to the makeup power assigned to the representative (ORCON inter-
mediate layer. Note that the DECAY-HT option should pot be used with
CORCON if core debris is added to CORCON through source tables.

The makeup power model performs a normalization (if possible) over the
layers, such that all the power calculated by the makeup power model will
be placed in the nonnull lower cell layers. If a layer has zero mass,
the enerey of that layer will be split up and distributed among the
remaining layers with nonzero mass. 1f the "dpwr" fractions are not
specified at all for a given cell or are all specified to be zero, the
total makeup power for that cell will be calculated as it normally would
but the power will not be distributed to the layers. 1f CORCON is being
used in conjunction with the makeup power model, such input will also
result in turning off the decay heat source to CORCON.

2.3.2.3 Concrete Layer. 1f CORCON is not invoked, the concrete layer is
nodalized and heat transfer predictions are made with the heat conduction
model. The Q-VOL volumetric heating option and the DECAY-HT makeup decay
power option, if specified, are utilized in the layer and heating by
explicitly specified fission prodvcts is taken into account, 1f CORCON
is invoked, the concrete layer is primarily used as a vehicle for supply-
ing CORCON initial conditions and for reporting the results of the
independent CORCON calculation. Volumetric heating and heat conduction
{n the concrete and intermediate layers are not taken into account by
CONTAIN while CORCON is active. However, during the periods that CORCON
is not active, the concrete layer is included in heat conduction model-
ing. The mass of the concrete layer will be that given by the "cmass"
variable and the material assumed present will be the CONTAIN CONC
material, The volumetric heating options enunerated above are also taken

into account during these periods.

2.3.2.3.1 Nodalization for Conduction Heat Transfer. In the heat con-

duction model, the concrete layer is nodalized and thermally coupled to
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the remaining layers in the lower cell. The concrete layer is the only
layer that may be nodalized by the user, with all other layers consisting
of a single node. By default the concrete layer will initially consist
of five equal size nodes; however, the number of nodes may be increased
by specifying a value greater than five for "jconc" in the cell level
CONTROL block. The number of nodes in a concrete layer may not be
decreased below the default value of five. Node thicknesses are auto-
matically adjusted throughout the calculation based on the mass present
and the temperature-dependent densities of the material in the node.

When used with the conduction model, the concrete layer will normally
consist of CONC material from the CONTAIN material library. However,
since the layer composition for use with the conduction model may be
specified by the user for non-CORCON problems, other materials could be
specified as well in those problems. However, the material used with the
conduction model in CORCON problems, during the periods CORCON is inac-
tive, is restricted to be the CONC material. It should be noted that
specifying the CORCON concrete types discussed in Section 2.3.2.3.4 has
no effect on the properties of the CONC material itself. However, the
properties of CONC may be altered through the user-defined materials
option.

2.3.2.3.2 Core-Concrete Interactions. CONTAIN uses an embedded version
of CORCON-MOD2 for CCI modeling. This code comprises a detailed mechan-
istic model of the physical phenomena that are postulated to occur when
core debris comes in contact with the concrete of a reactor cavity. The
reader is referred to the CORCON-MOD2 User's Manual for details on the

models and assumptions contained in the code.[Col84) Only a brief over-

view of the code's capabilities will be presented here.

CORCON models the thermal attack on concrete by a molten pool of metal
and oxides. The pool is postulated to form after core materials melt
through the reactor vessel bottom head in the advanced stages of a severe
reactor accident. The CCI are driven by the decay heat of radionuclides
in the core debris and the heat from chemical reactions. The heat so
generated escapes the core debris pool vis the top surface or along the

interfaces with the concrete, and a quasi-steady state is soon achieved
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in which heat loss nearly balances heat generation. The heat lost to the
concrete may be sufficient to decompose it, generating pases (320 and
002) and oxide products. The gases are strongly oxidizing at the temper-
atures of the core debris pool and react with metals in the debris.

Two models for computing chemical reactions have been provided in the
version of CORCON incorporated into CONTAIN., The default model is an
{deal solution model, which is the model available in the most recent
(MOD 2.03.00) stand-alone version of CORCON. The second model available
in CONTAIN's version of CORCON is a mechanical mixture model. The latter
is the only chemistry model available in versions of CORCON prior to MOD
2.03.00. The difference between the two models is the treatment of the
activities of the constituents of the metal layer. In the ideal solution
model, the activities are set equal to the constituent mole fractions
rather than unity, as done in the mechanical mixture approach. The user
may override the default and select the CORCON chemistry package to be

used,

Hydrogen and carbon mcnoxide gases may be produced by chemical reactions
between oxidizing gases from concrete ablation and reactive metals in the
melt. These gases can exit the core debris both fror the surface and in
a film along the side. Being combustible, such gases constitute one of
the primary threats to containment associated with CCI.

The thermal response of the concrete is complex, involving the efflux of
both free and chemically bound water and other gases. Because CORCON is
concerned with modeling a quasi-steady state, transient concrete response
is not treated, and a constant temperature profile in the concrete is

assumed. The CONTAIN conduction model is therefore not used when CORCON

is active.

CORCON treats the core debris as being separated into as many as three
layers of oxides and metals. These layers do not have to be homogenous;
axial and radial crusts are allowed to form and melt in each of the
layers. The initial inventory of oxides is usually more dense than the
metals and thus forms a heavy oxide layer at the bottom of the debris

pool below the metal layer. As the interaction proceeds, a light oxide
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layer forms above the metal layer. This light oxide layer consists of
the oxide products created by the ablation of concrete and the chemical
reactions between the gases from the ablation and metallic melt compo-
nents. This three-layer configuration lasts until the heavy oxides are
diluted by the concrete products from ablation and the lower layer
becomes less dense than the metal layer. At this point, CORCON predicts
a "layer flip," and the heavy and light oxide layers are merged into a
single oxide layer above the metals.

Heat transfer between the CORCON layers and from the core debris to the
concrete is modeled in CORCON. The latter heat transfer occurs only
during periods of ablation. Should the melt i{nterface temperature fall
below the concrete ablation temperature, CORCON assumes the interface is
adiabatic and heat transfer across it ceases. The cavity ablation is
followed in two dimensions, assuming axisymmetric conditions. The
consequences of any interactions of the upper surface of the core debris
with either a coolant pool or the upper cell atmosphere are handled by
CONTAIN,

Provision has been made for the addition of materials to the CORCON
system in a time-dependent manner. User-specified material source tables
can be defined in the representative CORCON intermediate layer to specify
mass addition rates and temperatures of CORCON materials as functions of
time. The material added will also be reflected in the VANESA inven-
tories (if it is active) and also in the CORCON decay heat computation.
Metal species will be added to the CORCON metal layer, and oxide species
will initially enter the upper light oxide layer. If this latter addi-
tion results in a light oxide layer density greater than the metal layer,
an "inverse layer flip" will occur, and the contents of the light oxide
layer will be transported to the heavy oxide layer.

Fission products are also added to the CORCON inventories whenever UO2 is
included among the materials being adced to CORCON. The reason for this
association is that CORCON computes the radionuc)ide inventory based on
the user-specified mass of UO2 in the core debris and the values of the
retention factors for fission products. The fission products added in

association with the additional UO2 may thus affect the decay heat

2-115



computation. The added fission products will also be used to modify the
VANESA inventories.

Note that while changes in CORCON can affect VANESA, the converse is not
true. Radionuclides which VANESA calculates as being released from the
core debris are not removed from the CORCON inventories of fission
products. Such a treatment awaits work being done by the CORCON/VANESA
development group to produce an integrated version of the two models.

CORCON' s models are, in some cases, very detailed and {nvolved. Although
rapid progress is being made in their validation with respect to experi-
ments, some phenomenological uncertainty remains. Questions now being
resolved concern the mechanism of heat transfer to the concrete and the
effective heat transfer coefficient that applies to this process. An-
other issue that is still unresolved is the correctness of the assumption
of an initially layered pool with heavy oxides on the bottom, which
results in subsequent layer flip. Also being examined is CORCON's treat-
ment of the carburization reaction. In this treatment, CO2 gas 1is
reduced to CO and carbon by reaction with zirconium metal until the
zirconjum is exhausted. The carbon is then rapidly oxidized to CO until
{t is also exhausted. The onset of carbon oxidation is marked by a rapid
{ncrease in evolved gas flux and an increase in the molten pool void

fraction.

Despite these uncertainties, CORCON is the best available tool for
analysis of CCI. Work is still being done on the CORCON model, and, as
improvements are made, they will be implemented in future versions of
CONTAIN.

2.3.2.3.3 Radionuclide and Aerosol Release During CCI. During CCI,
there can be substantial release of radionuclides from the melt as well
as generation of nonradiocactive aerosol species. These processes are
calculated in the VANESA module which, like CORCON, was developed
independently of the CONTAIN project and is documented in some detail
elsewhere.[PowB6] Hence, only a brief description of the model will be

given here.
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In VANESA, radionuclides are released and aerosols generated by two
processes, mechanical aerosol generation and vaporization. Mechanical
aerosol generation results from the dispersal of small droplets of melt
vhen gas bubbles rising through the melt burst upon reaching the surface.
The composition of the particles is assumed to be that of the light oxide
layer which, in VANESA, is always assumed to overlie the metallic layer.
In the installed version of VANESA, the user may specify the size and
number of particles generated by each bubble and also the bubble size, if
the default values are not satisfactory. The values of these parameters
are assumed to be constant throughout the calculation.

Ir. most scenarios, the vaporization release is more important than
mechanical aerosol generation, and the vaporization release is treated in
a much more mechanistic fashion. Each species within the melt represents
an element or group of elements presumed to have similar physical and
chemical properties. At the start of the calculation, each melt species
is assigned to either the metallic or the oxidic layer, depending upon
the species’ chemical characteristics; in most cases, this assignment
remains fixed throughout the calculation. For each potential vapor
species (typically 4 to 10 vapor species are considered for each melt
species treated), vapor pressures are computed using equilibrium thermo-
chemistry. The user has no control over the treatment of vapor species
and provides no input concerning them., Once the vapor pressures have
been calculated, the rates of vaporization into the gas bubbles rising
through the melt are calculated, taking into account mass transfer rate
limitations in both the melt and the gas phase (usually, the mass trans-
fer rate limitations do not control the vaporization rates). All vapor
species representing a given melt species are converted into a standard
assay form for the corresponding aerosol species and combined before
reporting the release rates. No inferences can be drawn as to the actual
chemical form of either the vapor species or the aerosol species from the
standardized assay form used in the VANESA aerosol report; i.e., only the

elemental (and isotopic) composition of the aerosol may be inferred.
In developing VANESA, several simplifying assumptions were required in

order to cope with the limited available information and to keep the

calculation tractable. In calculating vapor pressures, both the metallic
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layer and the oxidic layer of the melt are tireated as being iCeal solu-
tions. FPurthermore, the oxygen potential of the oxidic layer is assumed
to be the same as that calculated for the metallic layer. (Here, the
oxygen potential may be represented by the ratio P(Hzo)/P(Hz) caleculated
to be in equilibrium with the melt, where P represents the partial pres-
sure.) This assumption is equivalent to the assumption that oxygen
transport between the oxidic and metallic phases is sufficiently rapid to
compensate for various processes that would otherwise increase the oxygen
potential of the oxidic layer. This assumption can be very important to
the results obtained, because many important radionuclides are assumed to
be present as their oxides in the oxidic layer, while the equilibrium

P(H 0)/P(H ) ratio cnlculutad for the metallic phase is typically very
lnall (10° g to 17 ) when substantial zirconium or carbon is present in
the metallic phase. Under these conditions, the dominant vaporization
reactions typically involve reduction of the molten oxidic species to
lower valent vapor species, e.g.:

SrO(m) + H2 ----- > Sr(g) + H20 (2-66)
03(m) + H2 ----- > 2La0(g) + H20 (2-67)

where the '‘m' and 'g' in parentheses refer to species in the melt and in
the gas phase, respectively. The vapor pressures of the lower valent
species associated with Equations (2-66) and (2-67) will vary as
(P(HQO)/P(HZ))’1 and (P(MZO)/P(nz)l“lfz. respectively.

The VANESA model represents a major advance in sophistication over earli-
er models for releases during CCI. Nonetheless, important uncertaintlies
do remain. These include some complexities associated with carbon chem-
istry discussed in Reference PowB6, limitations to the available thermo-
chemical data base for many of the species treated, inadequacies of the
ideal solution assumption, uncertainties concerning the actual speclation
in the melt (e.g., the molecularity and the oxidation state of the
species in the melt), and the assumption of equal oxygen potential for

the metallic and oxidic phases. The latter two sublects are discussed in
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Reference Wil88. Little quantitative study has been made of the impact
of these uncertainties, but they are known to be potentially large

(having order-of-magnitude effects) in rome instances. As an aid to

users interested in studying some of these uncertainties, options have
been installed in the CONTAIN version of VANESA that permit the user to
investigate the consequences of a very limited subset of alternative

assumptions about the melt speciation and oxidic-phase oxygen potential.

Three such options are available:

Molecularity Uncertainty. For odd-valent oxidic species,
VANESA uses a bimolecular representation of the melt
species, e.g., La,05 and Nb,0,. This representation
typically yields vaporization rates varying approximately as
the square root of X, where X is the mole fraction of the
species in the melt. If the MOLEC keyword is specified,
monomolecular representations for lanthanum and niobium,
La0, .5 and NbO; .4, will be used. This typically yields
vaporization rates varying approximately as X. Since X << 1
for radionuclides, the difference can be significant.
Similar questions apply to cesium and several nonradioactive
species, but the MOLEC option is implemented only for
lanthanum and niobium.

Oxidation State Uncertainty. VANESA treats cerium and
niobium in the melt as always being present as Ce(IV) and
Nb(V) oxides in the oxidic phase. If the STABLE keyword is
specified, the possible existence of Ce(II11) oxide and
niobium metal (in the metallic phase) is also considered,
and the actual calculation will be based upon whichever
species (s the more stabie thermodynamically for the
particular conditions of temperature and oxygen potential
existing at the time. In considering Ce(II1l) oxide in the
melt, the monomolecular representation of La(I11l) oxide is
used as a stand-in. The STABLE option is implemented only
for cerium and niobium, although similar uncertainties apply
to the release of several nonradioactive aerosol species.

Oxygen Potential Uncertainties. If the OXPOT keyword is
specified and followed by a value of the variable "vmoxpt",
0 = "vnoxpt" = 1, the vaporization of species assumed to
reside in the oxidic layer will be calculated assuming an
oxygen potential given by

Y= (1.0 - "vnoxpt") Y(met) + ("vnoxpt") Y(ox) (2-68)

where Y = In[P(H,0)/P(H,)) and Y(met) and Y(ox) are,
respectively, the values appropriate for the metallic layer
and the oxidic layer if the layers did not interact at all:
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i.e.,, if there were no oxygen transport between them. The

assumption that Y(ox) = In(0.5) is also made. A value of

"vnoxpt" = 0 ylelds the standard caiculation and is the

default value. All species, radioactive and nonradioactive,

residing in the oxide layer are treated under this option,

while species in the metallic layer are unaffected.
The three options are mutually compatible. Specification of either or
both of the first two options can only reduce the calculated releases,
Specification of the third, with "vnoxpt" > 0, can either increase or
decrease releases, although decreases are expected when reactions of the
type given in Equation (2-67) dominate the release process, It is
extremely important to remember that these options treat enly a small
subset of the many uncertainties involved, and several of the other
uncertainties have the potential to increase releases as well as decrease

them,

Above all, it must be emphasized that the use of the above options is
only recommended as an aid to investigating uncertainties associated with
CCl releases. The options are not present in the released versions of
VANESA, and results obtained using them can claim no support from the
VANESA verification and validation programs, Such results must not be
cited as being "VANESA results" without careful qualification explaining
the option(s) used.

2.3.2.3.4 Concrete Type Definitions. Three predefined concrete types
are available for analysis of CCI. These types are basaltic concrete
(specified through the keyword BASALT), limestone/common-sand concrete
(LIME), and limestone concrete (GENERIC). The concrete type specifica-
tions for the CORCON and VANESA models serve separate functions and
therefore may be different.

For the CORCON model the concrete type is specified with the COMPOS key-
word. The properties and compositions of the three predefined concrete
types are listed in Table 2-5 in terms of the values of the associated
input parameters. In addition the user may specify an arbitrary CORCON
concrete type through the keyword OTHER, followed by the appropriate

values of the input parameters, as described in Section 3.3.2.3,
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Table 2-5
Properties of CORCON Predefined Solid Concrete Types

Species Input Basaltic Limestone/ Limestone
Variable Common Sand
(BASALT) (LIME) (GENERIC)

Mass Fraction

8§10, fsio? 0.5484 0.3580 0.0360
Ti0, ftio2 0.0105 0.0018 0.0012
MnO fmno 0.0 0.0003 0.0001
MgO0 fmgo 0.0616 0.0048 0.0567
Ca0 fcao 0.0882 0.3130 0.4540
Na,0 fnal2o 0.0180 0.00082 0.00078
K,0 fk2o 0.0539 0.0122 0.0068
Fe,04 ffe2o3 0.0626 0.0144 0.0120
Al,0, fai2ol 0.0832 0.0360 0.0160
Cr,04 fcr2old 0.0 0.00014 0.,00004
2 fco?2 0.0150 0.21154 0.35698

H,0 (e) fh2oe 0.0386 0.0270 0.0394
H,0 (b) fh2ob 0.0200 0.0200 0.0200
Ablation Temperature

tabl (X) 1575.0 1575.0 1575.0
Heat of fusion 6 6 6

efusn (J/kg) 1.811 x 10 1.199 x 10 1.199 x 10
Solidus temperature

tsolcet (K) 1350.0 1420.0 1690.0
Liquidus temperature

tliget (K) 1650.0 1670.0 1875.0
Density 3

rhoe (kg/m™) 2340.0 2340.0 2340.0
Emissivity

ew 0.8 0.8 0.8

(e) - Evaporable water
(b) - Chemically bound water
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For the VANESA model the concrete type is specified with the CONCCOMP
keyword, The compositions of the three predefined concrete types refer

to melted concrete and are given in Table 2-6. In addition, the user may
specify an arbitrary concrete type through the keyword OTHER, followad by
the appropriate mass fractions as described in Section 3.3.2.3.

The predefined concrete compositions do not include any allowance for
steel rebar, which can be on the order of 20% of the concrete mass. The
user can specify a rebar mass fraction Uy means of the REBAR keyword in
both the CORCON and VANESA input,

The specific concrete types and the REBAR option described above apply
only to the CORCON and VANESA models and do not pertain to the heat
conduction model. In the heat conduction model, the CONC material in the
CONTAIN material library is typically used, even if one of the above
concrete types is specified. This material is unaffected by the above
concrete type definitions. Since the concrete layer composition for the
conduction model is specified by the user when CORCON is not invoked, the
layer properties may be adjusted by including other materials in the
concrete layer besides CONC. For example, the presence of steel rebar in
the concrete may be simulated by including the appropriate amount of
steel in the concrete layer. The properties of the CONC material may
also be specified through the user-defined materials option.

2.3.2.4 Intermediate lavers. Recall that there are four types of layers
in the lower cell model: the atmosphere layer, the concrete layer, the

intermediate layers, and the coolant pool layer. Only one concrete
layer, pool layer, and atmosphere layer can exist in any cell. If CORCON
is not invoked, there can be any number of intermediate layers. All of
the above layers can participate in the conduction heat transfer model.
However, if CORCON is invoked, only one intermediate layer may be
present. It is used to initialize the CORCON internal layers and to
report results. This layer, named CORCON, will have 3 nodes, one for
each possible CORCON internal layer. The mass appearing in these nodes
will be associated with special material names. These material names are
LCCHOX for the heavy oxide layer, LCCMET for the metal layer, and LCCLOX

for the light oxide layer. These material names are also used in the
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Table 2-6

Mass Fractions of VANESA Predefined Melted Concrete Types

Species Input Basaltic Limestone/ Limestone
Variable Common Sand

(BASALT) (LIME) (GENERIC)
Cal fcao 0.1640 0.4299 0.8752
Al,0, fal2o3 0.0908 0.0487 0.0295
§10, fsio2 0.5984 0.4843 0.06.7
Na,0 fna2o 0.0197 0.0011 0.0014
K,;0 fk2o 0.0588 0.0165 0.0117
FeO ffeo 0.0683 0.0195 0.0205

plot file. The user need not specify these names in the MATERIAL list of
the global COMPOUND block since they are included by default when CORCON
is invoked.

When CORCON is not invoked, the main physical phenomenon analyzed in the
intermediate layers is heat transfer by conduction. Mass transfer within
the intermediate layers is not modeled, and the composition of these
layers can be changed only through source tables.

If CORCON is invoked, volumetric heating of the CORCON intermediate
layer, due to heating by explicitly specified fission products or as
specified through Q-VOL tables, will not be taken into account prior to
or during the time CORCON is active. Fission product heating of core
debris layers is calculated in CORCON through its own decay heat models
or, alternatively, specified through the DECAY-HT option (see Section
2.3.2.2). Mass sources to the CORCON internal layers can be specified
through use of time-dependent material source tables (see Section
2.3.2.8).

Prior to the start of the CORCON calculations, the CORCON layer is
treated as a null layer. Should the CONTAIN calculation continue beyond
the time that the CORCON calculations are completed, the representative

CORCON intermediate layer will become an active lower cell layer with a
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single node composed of U02 and FE. The layer mass will be equal to the
summed final masses of the CORCON layers with UO2 representing CORCON's
internal oxide layers and FE representing the internal metal layer.
After the CORCON calculations are completed, this intermediate layer is
included in heat conduction modeling, along with the concrete layer and
pool layer, if any. The purpose of providing an active intermediate
layer is to allow a smooth transition in the heating of the containment
when the CORCON calculations are completed.

2.3.2.5 Pool laver. The coolant pool layer is a key aspect of the lower
cell model. It is a repository for coolant from sprays, fan coolers, ice
condensers, aerosol deposition, and condensation on structures. Conden-
sation onto or evaporation from the pool surface can also occur according
to the CONDENSE model described in Section 2.3.1.4. The pool is also the
only layer in which boiling can occur. The pool layer can also be a
source of coolant for various ESFs. Aerosols and fission products
produced from CORCON/VANESA or introduced through the SRV model can be
scrubbed by the pool.

If the boiling model is not activated, the pool is treated like other
nodes in the conduction model. If boiling is activated, the pool is
still considered therma.ly coupled to the other lower cell nodes; how-
ever, any energy that would raise the pool above saturation is kept
separate and passed .0 either the semi-implicit or fully implicit pool
boiling routine to aetermine the boiling rate. This energy is determined
by iteration if the conduction routine returns a pool temperature above
the saturation temperature. The pool boiling routine assumes that water
is the pool material for LWRs and that sodium is the pool material for
IMRs. Thus, if boiling is activated, only coolant material may be

present in the pool. Unlike the concrete and intermediate layers,
volumetric heat sources to the pool layer are taken into account

regardless of whether CORCON is active or not.

2.3.2.5.1 Coolant Boiling Model. Two pool boiling models are included
in CONTAIN; one is used with the explicit gas flow solver and the other
with the implicit gas flow solver. 1In either model, the pool is assumed

to be well mixed and at a uniform temperature. Heat can be added to the
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pool either through a boundary characterized by a heat transfer coeffi-
cient, or volumetrically through decay of explicitly specified fission
products, the DECAY-HT makeup decay power option, the Q-VOL option, or
coolant source tables. The coolant specific internal energy is calcu-
lated each timestep, taking mass and energy changes into account. If the
calculated specific energy exceeds the saturated liquid specific energy,
then a boiling rate is calculated that will keep it at the saturation
value., Checks are made in both models to account for the boiloff of the
pool inventory within a timestep.

When the explicit flow solver is used, the boiling rate is calculated
every cell timestep in a semi-implicit, self-consistent manner. Heat and
mass sources to both the pool and atmosphere are considered explicitly,
Mass and energy flows to adjacent cells driven by pressure differe.ces
are estimated semi-implicitly so that their effect upon boiling may be
taken into account. Coolant mass and energy entering the cell atmosphere
as a result of boiling can, in the next system timestep, affect the mass

and energy flows to or from other cells.

When the implicit flow solver is used, pool bolling is calculated fully
implicitly with respect to pressure, in conjunction with the implicit
flow solution. Heat and mass sources to the pool are accumulated every
cell timestep. They are then used to calculate a continuous boiling rate
during the system timestep in which the sources are accumulated. Because
of the fully implicit treatment, the pressurization due to the coolant
mass and energy entering the atmosphere as a result of boiling is consis-
tent with both the pool saturation temperature and the mass and energy

flows to and from other cells.

2.3,2.5.2 Equilibration of CORCON Cases With the Pool. GCases from
CORCON due to CCI that pass through an overlying coolant pool are assumed
to come to temperature equllibrium with the pool. If BOIL is specified
in the pool PHYSICS input, coolant vapor in the gas bubbles is assumed
not only to come to temperature equilibrium, but also to equilibrate with
the pool vapor pressure, unless the amount of vapor evolved from the
bubble wall to achieve equilibrium is too large. Complete pressure equi-

librium is assumed unless the molar ratio of vapor to noncondensables
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exceeds 5 at the pool top surface. In that case, pressure equilibration
is restricted to yleld a ratio which is the larger of 5 or the ratio
present for the gases and vapor as they are introduced to the pool. The
factor of 5 i{s introduced to minimize numerical problems due to the
explicit nature of the vapor evolution calculation. It may unrealisti-
cally inhibit vaporization in some cases when the pool is close to
saturation. In such cases, however, the pool will be brought to satura-
tion in a shormount cf time, and vaporization will proceed tarough
normal boiling. 1f BOIL is not specified, the coolant vapor in the gas
bubbling through the pool is assumed to condense completely in the pool.

2.3.2.5.3 Pool Scrubbing of VANESA Aerosols. If a coolant pool layer is
specified along with CORCON/VANESA, aerosols generated by the VANESA
model may be scrubbed in the pool with the same modified Fuchs' model
that is present in the stand-alone VANESA code. To activete this medel
(referred to in CONTAIN as SCRUB), the SCRUB block must appeur in the
VANESA input. The full pool depth is used as the scrubbing depth. The
user may specify the initial bubble diameter "bsizi", which is defaulted
to 1.0 ecm, in the SCRUB input block. A second parameter "vrovr",
described in the VANESA manual as essentially the ratio of bubble gas
circulation velocity to rise velocity, may be used to incorporate effects
due to bubble swarming and nonsphericity.[Powf6] The default value is 1.

The SCRUB model determines an overall decontamination factor for each
aerosol size class. The processes of sedimentation, impaction, and diffu-
sion to the surface of a bubble are modeled. It is assumed that the
bubble is filled with ideal gas and expands as it rises through an
isothermal pool. The gas temperature is assumed to be the pool tempera-
ture. The effects on aerosols of the evaporation of liquid into the
bubble as it rises are not modeled. (Note that vapor evolution jis
modeled with respect to the material inventory of the rising gas bubbles,
as discusseu in the previous section.) Decontamination factors ranging
from 1 to 105 are possible. 1If SCRUB is not specified, the decontamina-

tion factors will be set to unity,

The aerosols that are scrubbed out are deposited in the pool, with the

remainder passing to the upper cell atmosphere. Fission products hosted
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by the aerosol materials that are scrubbed out are also deposited in the
pool.

2.3.2.6 Atmosphere laver. No physical modeling is carried out for the
atmosphere layer. This layer serves merely as a collector of mass and
energy which are generated by other layers and are to be passed to the
upper cell.

2.3.2.7 Heat Transfer. The correlations for heat transfer coefficients
used in the lower cell model are presented in thi~ section. The section
consists of three parts: the {first presents and briefly discusses the

correlations; the second discusses which correlation is used in a given

situation; the third discusses user-specified correlations.

2.3.2.7.1 Heat Transfer Correlations. Several predefined heat transfer
correlations are provided in the lower cell for modeling heat transport

across a layer interface.

The first three correlations apply to natural convective heat transfer
conditions. The first two apply to hot liquid layers cooled from the
top, and cool liquid (or gas) layers heated from the bottom. The third
correlation applies to cool liquid layers heated from the top, and hot
liquid (or gas) layers cooled from the bottom.

e The first correlation deals with natural convective heat trans-
fer under laminar flow conditions. This is a variation of the
McAdams correlation, [Mca54] the form of which was taken from
Blottner’s work.[Blo79] 1In this correlation, the Nusselt
number is a function of the Rayleigh number (the product of the
Prandtl number and the Grashof number):

1/4

Nu = 0,54(PrCr) (2-69)
¢ The next correlation models natural convective heat transfer
under turbulent flow conditions. This correlation is again a
form of the McAdams relation [Mca54] and is given by
Nu = 0.14(Pror)t/3 (2-70)
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¢ Natural convective heat transfer for cool liquid layers heated
from the top, and hot liquid (¢r gas) layers cooled from the
bottom, is modeled with & correlation given in Blottner. [Blo79)
This correlation applies to both laminar and turbulent flow
12gimes and is given by

Nu = 0.067(Pror)}/? (2-71)

The next two correlations deal with heat transfer coefficients for
L 1"ing coolant pools.

¢ The heat transfer correlation for sodium pools in the case of
an IMR is based on the Rosenhow model of liquid metel boiling.
The reader is reierred to Reference Dwy76, p. 243, for a
discussion of .he correlation,

¢ The heat transfer correlation for boiling water pools is based
on a full boilirg curve computed from expressions and correla-
tions taken from the CORCON ~eode. Due to the number and
complexity of the expressions and correlations, the reader is
referred to the CORCON-MOD2 User's Manual.|Col84)

The final expression gives the effective heat transfer coefficient for
solid layers. It is actually not a correlation but a definition used in
place of & correlation at the outer surfaces of solid layers.

¢ The following heat transfer coeffirient is used 2! the surface
of solid layers, Soli{d layers are assumed to be in perfect
¢: atact with adjacent layers; therefore, the effective heat
t1ansfer coefficient between the cevnter of the node, where the
temperature is defined, and the node surface is simply a func-
tion of the thermt]l conductivity, k, and the characteristic
length, L, of the node at the suriace of the layer. This
coefficient is also use! between the bottommost layer and the
basen t 1f the lowest Luyer is solid. The heat transfer
coefriclent is given by

h = 2k/L (2-72)

2.3.2.7.2 Boundary Heat Transfer Correlations. In the conduction heat
transfer model, an overall heat transfer coefficient is required to model
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the heat transfer across a layer interface. Such a heat transfer cueffi-
clent lumps together processes occurring on both sides of the interface.
An overall heat transfer coefficient that models the boundary layer
effects on both sides of an interface is defined by

;8
eff * A/, + 1)

h (2-73)

In this formula, h, is the coefficiant fur the layer below the interface
and hu is the coefficient for thy layer sbove the interface.

At each interface, the partial heat transier coefficients h, and hu are
evaluated using correlations appropriate to the layers involved. Thus,
if a layer is composed predominantly of solid material, the partial
coefficient is determined by Equation (2:72). The conductivity is
defined to be that of the dominant material, and the characteristic
length is defined to be the thickness of the layer. 1f a layer is
predominantly gas or liquid, a natural convection heat transfer
correlation is employed to determine the partial coefficient. If such a
layer is below the interface and is hotter than the layer above it, or
above the interface and cooler than the one below it, then the natural
convection, laminar flow correlation given by Equation (2-69) is used if
the Rayleigh number Ra = PrGr < 107, 1f Ra > 107. the turbulent flow
correlation given by Equation (2:-70) is used. In other situations with
gas or liquid layers, the correlation used is that of Equation (2-71).

Treatment of the interface adjacent to the pool layer poses a number of
unique requirements. If sodium pool beoiling is being considered, the
Rosenhow boiling correlation discussed in Section 2.3.2.7.1 is used,
while {f the coolant i{s water, the CORCON correlations are used.

User-specified heat transfer coefficients will override the overall
effective heat transfer coefficients and not the partial heat transfer
coefficients. There are two ways the user may specify coefficients. The
first utilizes the HT-COEF table option for the heat transfer coeffi-
cient, discussed in the next section. When conditions fall within the



range of the table, the overall heat transfer coefficient is set equal to
& value obtained from the user-defined tables. The other way involves
the use of the HT-TRAN control option, discussed in Section 2.3.1.6. It
can be used to turn off heat transfer between layers, from the basemat to
the first layer, and from the uppermost lower cell layer to the upper
cell., Another HT-TRAN option will disable radiation heat transfer in the
problem.

2.3.2.7.3 User-Specified Heat Transfer Correlations. One of the
features of the lower cell model Is that it provides the analyst
sufficlient flexibility to explore the consequences of adopting various
alternative hypotheses regarding the disposition of debris and water and
regarding heat transfer among the different materials. There are two
ways in which this flexibility is exercised: (1) The number and
composition of the layers can be specified by the user; (2) through the
HT-COEF option, the user can override the defsult heat transfer
orrelations described in Section 2.3.2.7.1 by specifying any correlation
that is & function of layer temperature, time, or temperature difference
for use between any two adjacent layers or the basemat and the lowest
layer. That correlation is specified in tabular form.

In the HT-COEF option, there are two quantities that need to be defined:
The first (the independent variable) is time, layer temperature, or
interlayer temperature difference; the second (the dependent variable) is
the heat transfer .oefficlent. 1f temperature is the independent vari-
able, it is the temperature of the layer for which the table is speci-
fied., 1f & temperature difference is the independent variable, the
diffe-ence refers to the bottom temperature of the layer above minus the
top temperature of the layer for which the table is specified. In most
cases the bottom and top temperatures are the same as the layer average
temperature. The only exceptions are nodalized layers, i.e., the
concrete layer.

The user may also override the default heat transfer coefficient between
the first nonnull layer in the lower cell and the basemat substructure,
This 1s done by “ccifving BAS-MAT, as opposed to another layer name, in
the HT-COEF input for a layer,

2-130




An important use of user-specified heat transfer coefficients may be to
wodel an enhanced heat transfer area. Because the CONTAIN calculation is
based on the nominal area of the layer, the analyst wishing to consider a
significantly enhanced area, as when molten fuel is in the form of drop-
lets suspended in the coolant layer, must increase the effective heat
transfer coefficient. This can be done by multiplying the nominal heat
transfer coefficient by the ratio of the true area to the nominal area.
The ratio might be several thousand in the case of fragmented fuel. An
example of the use of the table option to simulate a steam spike due to a
fuel-coolant interaction is given in Section 6.3, Other uses of this
option for enhanced-area calculations might include the sii. lation of a
debris bed or the simulation of direct heat transfer between the atmos-
phere and fine, particulate debris produced by high pressure ejection of
molten fuel,

Heat transfer between layers can be set to zero through the use of the
table option, but there is a simpler method. This involves the use of
the keyword HT-TRAN, followed by five flags. This capability is dis-
cussed In Sections 2.3.1.6 and 3.3.1.6,

2.3.2.8 lower Cell Material Source Tables. Material sources can be

introduced into lower cell layers through user-specified source tables,
In the case of sources specified for the representative CORCON inter-

mediate layer only temperature tables will be accepted. This is due to
CORCON's own unique method of referencing its internal enthalpy values.

2.3.2.9 Jlower Cell Layer Processing. A simplified overview of the

processing that occurs each time step in the CONTAIN lower cell modules
is given here. First, any radiart energy exchange between the uppermost
layer and the atmosphere is taken into account., The actual radiant heat
flux is computed by the upper cell radiation controller. External mass
and energy sources are then added to the appropriate layers and new
equilibrium conditions are found. These external sources can include
sources from mechanistic upper cell models (e.g., sprays) and user-
defined material source tables., The pool condensation/evaporation model
is then processed if the CONDENSE option is used (see Section 2.3.1.4.1)
and a pool 1s present. If CORCON has not been invoked, the interlayer
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heat transfer coefficients are then determined and the conduction model
is called. In the absence of the CONDENSE option, the conduction model
accounts for convective heat transfer from the topmost layer to the
atmosphere. Volumetric heating of the layers (e.g., by explicitly
specified fission products, through the DECAY-HT option, and through
user-specified Q-VOL tables) is also incorporated in the conduction
solution, If a coolant pool is present, any energy that would raise the
pool above saturation in the conduction solution i{s kept separate and
passed to the pool boiling routine. This energy is determined by itera-
tion whenever the conduction solution returns a pool temperature above
the saturation temperature. If CORCON is active, the conduction module
is skipped since CORCON assumes a steady state temperature profile in the
concrete and models the heat transfer in the melt layers independently of
CONTAIN.

At this point, the physical models that are specifically associated with
an individual layer are called, starting with the bottom layer. If the
CORCON/VANESA model is used, it is called when the concrete layer is
processed. There are presently no physical models specific to the inter-
mediate layers; however, interfacing between the CORCON arrays and
CONTAIN arrays is carried out when the representative CORCON intermediate
layer is processed. When the pool layer i{s processed, either semi-
implicit pool boiling or energy accounting for the fully implicit pool
boiling model is performed. 1f CORCON is active, the effects of volu-
metric heating of the pool are taken into account, since the conduction
routine which normally incorporates such effects is not called. 1If
CORCON {s active and CONDENSE has not been specified, the effects of
convective heat transfer between the pool and the atmosphere are also
taken into account when the pool layer is processed.

After the completion of individual layer processing, sources accumulated
in the various lower cell modules are gathered together for eventual
transfer to the upper cell. If a pool is present, the gas equilibration
and VANESA pool scrubbing models are also invoked at this time. Any
aerosol and fission product sources produced by VANESA that are not
scrubbed out are transferred to the atmosphere.

2-132



2.3.2.10 Jover Cell Voluwetric Heating Option. Energy sources may be
introduced to the lower cell layers by means of the Q-VOL table option

available for each layer. (Energy may also be intreduced through
material scurce tables, as discussed in Sectiun 2.3.2.8 or the DECAY-HT
makeup power option discussed in Section 2.3.2.2.) The values entered in
the Q-VOL tables refer to rate of energy addition to the entire layer in
units of watts. 1f the layer has multiple nodes, this pover is parti-
tioned ameng the nodes with a4 mass welghting. During the periods that
CORCON 1s active, the specified energy addition is ignored in all layers
except the pool.

2.3.3 dngineered Safety Systoms

Overview

Mechanistic models for three major engineered safety
features (ESFs) are Included: containment sprays, fan
coolers, and ice condensers. Thermal hydraulic effects
and the removal of aerosols (and assoclated fission
products) from the atmosphere are modeled, as Is removal
of gaseous fodine species for spray and fan cooler systems
(but not ice condensers) Varifous individual engincered
components (tanks, heat exchangers, pumps, valves, plpes,
orifices, and pool overflows) are aleo modeled, Restric-
tions on the allowed combinations of systems and compo-
nents are discussed in the appropriate subsections.

As a hypothetical severe accident progresses, the structural integrity of
the containment building, the final barrier to fission product release,
may be challenged. Virtually all nuclear power plants include ESFs
designed to reduce pressure, temperature, and fission product concentra-
tions and thus to reduce the threat to containment integrity and limit
fission product release. CONTAIN has models for three major ESFs for LWR
analyses: containment sprays, fan coolers, and ice condensers. Associ-
ated with these models is a framework for construction of a liquid
transport system which can provide sources and sinks of coolant fov the
ESFs. The liquid transport system can also function independently of the
major ESF models.
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In general, the ESF models are mechanistic in nature, so that their range
of applicability is greater than vould be possible with more empirical
models. The current eugineered safety systems are suited primarily for
application to LWRs. The spray, fan cooler, and ice condenser systems
are applicable only to LWRs. However, the liquid transfer systews can be
used for LMRs.

The arrangements of some of the engineered system components used with an
ESF are illustrated by the containment spray system of an LWR, shown in
Figure 2-16. After initiation of the spray, water from the refueling
water storage tank (RWST) {s pumped through nozzles located near the top
of the containment dome, The resulting fine spray produces rapid steam
condensation, a drop in temperature, and reduction of fission preduct
concentrations in the atmosphere. Upon reaching the floor, the spray
water drains into the cavity sump. When the water in the RWST is exhaus-
ted, recirculated water from the sump is pumped through a cooling heat
exchanger and then to the spray nozzles. The CONTAIN ESF framework
allows a detailed description of such a system, or alternatively, the
user may simply specify the mass flow rate and temperature versus time
through the spray system.

The removal of aerosols and fission products from the atmosphere through
the operation of engineered safety features is modeled. Except in the
case of sprays, the only fission products considered in this modeling are
those attached to aerosols. For sprays, however, the removal of mole-
cular fodine and gaseous organic iodides is also modeled. The removed
aerosols and fission products are conveyed, along with the effluent from
operation of the ESF, to cell "iclout",

The optional FPLIQUID global input block can be specified (see Section
2.2.5.5) to allow the liquid transport system to carry fission products
from one pool to another. Such fission product transport between pools
occurs only in conjunction with single engineered system components, such
as a pipe, that are connected between pools. Such transport does not
occur, for example, when the spray system is operated in a recirculation
mode between two different pools. Only those fission products with

nonzero values of "fpliq" will be transported to the destination pool.
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The fraction of fission products transferred with the liquid is equal to
the fraction of liquid transferred from a pool times “"fpliq".

2.3.3.1 External Engineered System Source. An engineered systems source

table may be used to provide a time-dependent source of coolant at a
specified temperature or enthalyy to an ESF. Because of the nature of
the systems modeled, the only allowed source material is water. This
option otherwise is specified much like the other scurce tables in
CONTAIN. It is activated by the keyword SOURCE. For further details on
this source table, see Section 3,3.3.1.

2.3.3.2 Containment Spray. The containment spray system is a nearly
universal safety feature in LWRs. This system provides a high pressure,

finely divided water spray to the containment atmosphere. Heat transfer
to and steam condensation on the droplets provide a rapid reduction in
temperature, pressure, and fission product concentration. The sprayed
water collects in & sump at the bottowm of the containment. Generally,
the initial spray water is from the RWST. When that source is exhausted,
water is pumped from the sump, through & heat exchanger, and to the spray
nozzles. A model has been developed that determines the heat transfer
between the droplets and atmosphere and the associated condensation of
steam onto or evaporation of the droplets. The removal of f{odine and
aerosols from the atmosphere dus to the spray is calculated.

The calculation involves the simultaneous integratior. of the equations
for drop height, mass, and energy. The spray is assumed to have a single
droplet diameter, which has a default of 0.001 m if a value is not
specified. The assumption is made that the droplets fall at a terminal
velocity that depends upon droplet diameter. The diameter may increase
or decrease as the spray falls through the atmosphere; thus it is a
dynamic variable. The heat transfer and mass transfer te the spray as it
falls are calculated. The model for these processes is basically the
same as that for heat transfer structures described in Section 2.3.1.4.
The Nusselt number correlation used is that of Ranz and Marshall for
forced convection around a spherical droplet.[Ran52] The rate of
evaporation of, or condensation on, a spray droplet is controlled by the

diffusion of water vapor through the gas boundary layer at the surface of
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the drop and is driven by the difference in water vapor pressure between
the atmosphere and the droplet surface.

The spray calculation beginsg with the determination of the number of
droplets n Introduced in a cell timestep. The equations for drop height,
mass, and energy are solved for the entire fall of & single droplet. The
fall height {s an input parameter which is defaulted to the cell height .
The resulting transfers of mass and energy between the droplet and the
atmosphere are then multiplied by the number of droplets. Note that the
effects on the atmosphere due to a piven spray drop are assumed to be
instantaneous and not spread out over its fall time. This assumption is
normally not of concern if the atmosphere conditions are not caleulated
to change rapidly over the droplet fall time.

Spray droplets that reach the bottom of the cell contribute their mass
and energy to the lower cell pool, 1f present, in the cell to which the
engineered system effluent {s directed. That cell is specified by the
user as cell "fclout”, which by default is the cell in which the spray is
defined. 1f no lower cell pool is specified for that cell, the water is
lost from the problem. For most situations that call for the use of
contalnment sprays, one would expect a liquid pool to form as a result of
spray droplets reaching the floor. Therefore, it is recommended that the
user include a lower cell model with a pool in cell "fclout".

The explicit coupling between the spray model and the atmospheric
thermal -hydraulics can lead to oscillations in the atmospheric tempera-
ture and pressure when the system timestep is too large. Though often
small in amplitude, these oscillations can be detrimental; €.g., they can
cause the saturation ratio to oscillate back and forth across unity,
vhich can {n turn cause spurious condensation on the aerosols &nd
artificial enhancement of aerosol scavenging by the sprays. The best
means of testing for this condition is to check the saturation ratio
(written at every long and short edit) for oscillatory behavior. The
only safe procedure i{s to reduce the system timestep until the oscilla-
tions go away, unless the user can establish that they cause no harmful
effects in the particular calculation at hand. The maximum stable

timestep decreases somewhat with increasing spray flow rate and, more
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noticeably, with decreasing spray drop size. The increase in computer
time from reducing the system timestep may be partially recovered by
reducing the number of cell timesteps per system timestep (i.e.,
increasing “ctmfr"; see Section 3.2.6).

For the purpose of discussing the depletion of airborne fission products
by containment spray washout, they may be divided into the following
groups: [Lew?7)

B Noble gases,
. Elemental lodine (1,),

. Methyl lodide (CNSI) and other gasoous organic compounds of
fodine, and

. Aerosol particles.

The noble gases are inert and are not affected by the spray system,
lodine is the only other element that is likely to be in gaseous form in
compartments with sprays operating. It may be present either elementally
(12). in which case it is very reactive, or as methyl iodide, CN,X. which
is paseous but much less reactive. All remaining fission products will
likely be liquid or solid under spray conditions and, if airborne, will
be in the form of aerosols.

The initial removal of molecular lodine by contuinment sprays is experi-
mentally observed to be a relatively rapid process that slovs down
abruptly as equilibrium is approached between competing absorption and
desorption wechanisms. [Hil171] No attempt i{s made to model the observed
late time desorption of fodine within the spray model, because the exper-
fmentally observed desorption probably occurs from reservolrs (such as
walls) that should be modeled outside of the spray model itself. Addi-
tives have been adopted in PWR spray systems to enhance the rate and
extent of removal of {odine. The most common spray additive is sodium
hydroxide.

The depletion rate for iodine i{s defined as the product of an absorption

efficlency and the fraction of the compartment volume swept by spray per
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unit time. The efficiency is culculated from the diffusior rate of
fodine through both a gas-side and a liquid-side boundary layer at the
surface of a droplet. It is assumed that the drop interior is well
mixed. The liquid-side boundary layer is based on a stagnant film model,
which is somewhat crude but provides & simple way to treat the problem.
The input parameter "sppci2® is the partition coefficient used to caleou-
late the elemental {odine absorption efficiency. The partition coeffi-
cient depends on the amount and type of additive used. A value of 5000
for "sppci2" is the default. A good source of recommended values for
this parameter for a wide variety of spray additives is provided in
Reference Grif2. Depletion rates for the organic compounds of iodine
(e.g., methyl iodide) have not been well established. A partition
coefficient for organic {odides, "sppemi", has been provided to allow the
user to model the removal rate for such relatively inert species. A
value of zero for "sppemi® is the default. The depletion rate for
elemental fodine will be applied to those fission products with names
beginning with MOLI...; and that for srganic lodides to those with names
beginning with ORGI.. ..

The depletion rate for airborne aerosols is again defined as the product
of a collection efficiency and the fraction of the cell volume swept out
by spray per unit time. The collection efficiency is integrated over the
fall of a droplet, taking into account the droplet size and temperature,
aerosol size, and containment conditions. Collection mechanisms consid-
ered in deriving the efficiency are Brownian diffusion, thermophoresis,
diffusiophoresis, interception, and impaction. No additional input
parameters beyond the ones specified in the global AEROSOL block are
necessary for control of aerosol washout.

The aerosols and fission products removed by sprays, including the
fission products attached to the aerosols, are all deposited into the
pool, if present, of cell "iclout"., If a pool is not defined in that
cell, the removed aerosols end fission products will be divided up amoag
floor structures in that cell according to surface area. A waste holding

array will be used in case neither of these locations is available.
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The containment spray must be used in either one of two engineered system
combinations. For the simplest system, the spray is paired with «n
engineered system source table, and the spray is active as long as the
source is finite. A more elaborate system may be initiated using a con-
tainment pressure setpoint given by the input parameter “spstpr. In the
latter system, the user must include a tank to supply an initial amount
of fresh water to the spray train (see Section 2.3.3.5). When the tank
is empty, a pump provides recirculated water, which goes through a heat
exchanger and then to the spray trains. Fallure of recirculation may be
simulated by specifying zero flow for the pump or by drawing water from a
source cell "ielin" that contains no pool. Sample input for this system
is given in Section 3,3.3.2.

2.3.3.3 Fan Cooler. Fan coolers are included in large dry PWR contain-
ments both to provide nonemergency cooling and to augment the steam
removal capabilities of the water sprays in the event of a severe acci-
dent., 1f operable during a severe accident, they could be important in
reducing pressure and temperature,.

The coolers consist of banks of finned, service-vater-cooled coils across
which large capacity fans pull the containment atmosphere. Each unit has
several parallel coolant paths, each routing water back and forth across
the path of the circulated atmosphere. The coils are horizontal, with
the coolant entering at the back and leaving at the front, as depicted in
Figure 2-17. The geometry is, therefore, that of a cross-flow heat
exchanger with counterflow, {.e., the atmosphere inlet side corresponds
to the coolant outlet side. For large dry PWRs, the coolers are designed
to work under normal conditions, as well as under accident conditions.
Typical design-basis-accident temperatures are roughly 400 to 420 K, with
a saturated atmosphere, and pressures ranging between 0.3 and 0.6 MPa.
The heat removal capability is in the range of 2 x 107 to 4 x 107 W. BWR
and subatmospheric containments generally include fan coolers that are
designed only for normal operating conditions, but the performence of
such coolers may still be important following an accident.

CONTAIN has two fan cooler models. The simpler of the two models is the
fan cooler model developed for the MARCH code.[Woo83] This model is
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activated by the keyword MARCH. The user input for this model includes
the design cooling capacity *feqr®, the assoclated design inlet gas
temperature "fetpir®, the coolant inlet temperature *feteli", and the
coolant mass flow rate "fcelmd" A correlation for the effective heat

transfer coefficient h as a function of steam vapor fraction has been
derived from the capacity curves for saturated conditions presented in
the Oconee Power Reactor Final Safety Analysis Report. The heat transfer
coefficient h for design conditions is used along with the rated capacity
to caleulate an effective heat transfer area. A cooling capacity for
prevailing conditions is then calculated using this area and a heat
transfer coefficlent corresponding to the prevailing containment vapor
fraction. The default values of Input parameters are those characteris-
tic of the fan coolers in the Zion nuclear pover plant.[Z1000)

The MARCH model 1s simple and fast, and when used with the Zion fan
cooler characteristics, reproduces the Zion published capacity curve with
reasonable accuracy. It does not address the effect of noncondensable
gases other than air or superheated atmospheres. Also, no fission
product or aerosol depletion is calculated for this model. If these
effects are not expected to be important, this model is recommended
because it 1s much simpler to use and faster than the alternative
condensation model described below.

The more mechanistic fan cooler model, activated by the keyword CONDENSE,
is based upon the heat transfer formulation (described In Section
2.3.1.4) that is used elsewhere in CONTAIN. The model uses condensation
and convective heat transfer coefficients that depend on the cell
atmospheric conditions. The Nusselt number used to determine the heat
and mass transfer coefficients is a Reynolds-Prandt]l correlation for flow
over horizontal tubes. [Hol68) The Reynolds number is based upon the coil
outside diameter "feclod" and a stream velocity based upon the alr/steam
flow rate and the cooler frontal area "feflar". The effective heat
transfer area per row is the input parameter “"fcefar". For most applica-
tions, this parameter will not be avallable from cooler design data.
Rough calculations based upon typical cooler fin and tube designs and
prior experience indicate that a value of about ten times the cooler

frontal area is appropriate. A constant heat transfer coefficient
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“fehntr®, is used for heat transfer between the gas/condensate-film
interface and the coolant. An approximate value for this parameter found
reasonable in patanotrtc comparisons with published cocler capacity
curves is 1000 U/. ‘K, which 1s also the default value.

The calculation is carried out {teratively. The steam/alr mixture inlet
conditions and flow rate, given by the input parameter "fewin®, are
known. The cooling water exit temperature is first estimated from the
MARCH model and the input cooler capacity "foeqr". The temperature change
of the cooling water due to convective and condensation heat transfer in
the last row of colls is calculated for the estimated cooling water exit
temperature. (Recall that the last row of coile seen by the cooling
water is the first row seen by the incoming air/steam mixture.) The
water temperature and the air/steam mixture conditions are updated prior
to repeating the calculation for the next row. The process is repeated
for successive rows until the water inlet temperature and exhaust gas
temperature have been determined. The water inlet temperature is com-
pared to the specified value "fcteli®. If there is & significant differ-
ence, the calculation is repeated with a revised estimate for the coolant
outlet temperature. The process is continued until there is sufficient
agreement between the calculated and specified coolant inlet tempera-
tures. Because the total heat transferred is relatively insensitive to
changes in cooling water temperature, convergence is rapid.

The two input parameters that cannot be easily characterized, the effec-
tive heat transfer area and the heat transfer coefficient between the
gas/condensate-film interface and the coolant, present difficulties for
the user of this model. The values recommended above for these parame -
ters will provide reasonable results for typical fan cooler designs. 1If
accurate simulation of a cooler is fmportant, however, the user should
vary the values chosen so that the published cooler capacity is obtained.
Note that the default values for input parameters are suitable for the

Zion plant.
Aerosol deposition driven by diffusiophoresis may be significant across a

fan cooler. Deposition by this process is calculated when the condensa-

tion model is active. Any deposited aerosols and fission products hosted
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by these aerosols are routed to cell "iclout® along with the condensate.
The repository in which the aerosols and fission products are placed in
cell "iclout” is determined in the same manner as for aerosols and fis-
sion products collected by sprays.

2.3.3.4 lce Condenser The ice condenser containment system is an
innovation by Westinghouse Electric Corporation designed to suppress the
pressure rise within a containment arising from a LOCA. The design
incorporates a large volume of subcooled ice that acts as a low tempera-
ture, passive heat cink. A typical ice condenser is shown in Figure
2-18. The only significant flow path from the lower compartment housing
the reactor vessel to the upper compartment is through the ice compart-
ment. The ice, in granulated form, is contained in perforated metal
buckets approximately 0.3 m in diameter, stacked about 15 w high. There
are 24 annular modules, occupying approximately 300° of the containment
periphery. Although the ice containers are perforated, most of the flow
is around the outside of the buckets, so little or no entrainment of ice
or condensate occurs. Because the ice is a highly efficient heat sink,
nearly all of the steam is condensed. As long as a significant amount of
fce remains in the ice condenser, the peak pressure is determined largely
by the accumulation of noncondensable gases in the upper compartment.

Under blowdown conditions, the doors opening into and out of the ice
compartment are held closed by spring and gravity forces, respectively.
These doors may be simulated by using pressure criteria to open the flow
paths representing the doors, or, if the user wishes to simulate the
actual spring or gravity-controlled motion of the doors, the flow area
may be specified as a function of the pressure difference across it using
one of the flow path table options described in Section 2.2.3.

Heat transfer to and condensation on the ice is treated by the
convection/condensation heat transfer model that is used elsewhere in
CONTAIN (see Section 2.3.1.4). Because the ice is contained in buckets,
the cross-sectional area is assumed not to change as the ice melts. The
fce is modeled as a cylindrical heat sink structure; the length and hence
the heat transfer area decrease as heat is absorbed and the ice 1s

melted. The condensate and melted ice are diverted to cell "{clout".
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Because heat is also transferred from the incoming steam/air mixture to
the stream of condensate and melt falling from the baskets, the
performance of an ice condenser system depends to some extent upon the
temperature "citlex" of this effluent. This temperature is difficult to
calculate mechanistically and {s therefore an input parameter.

Most of the input perameters for the ice condenser model are design data
that may be taken directly from plant safety analysis reports. These
parameters include the initial height of the ice column "hitici", initial
{ice mass "tmsici", initial ice temperature "citici", and cross-sectional
area "clarfl® available for flow through the ice compartment.

Others require some discretion on the part of the user. Among these are
the melt/condensate temperature “"citlex" and the initial total surface
area available for heat transfer "arhtin". The effluent temperature is
dependent upon the flow rate through the compartment, and tests have
produced values between 335 and 373 K. In an ice condenser plant, there
is initially over 7 x 105 nz of ice surface potentially available for
heat transfer. However, a reasonable assumption {s that the available
area is that of the outside of the baskets, or about 10 '2' The final
input parameter "icllp" is the number of the cell directly below, or
upstream, of the ice compartment. This may be the lower plenum or the
lower compartment, depending upon the noding scheme.

As noted above, the heat transfer to and steam condensation on the ice is
treated in a manner similar to that found in other modules of CONTAIN,
Pifferences in the ice condenser treatment include a film resistance
corresponding to a fixed 0.5 mm water film and neglect of the unlikely
possibility of evaporation. Conduction within the ice is also neglected.
Heat and mass transfer from the gas flowing through the ice condenser is
assumed to melt ice as long as ice remains. Once the ice has been
exhausted, heat and mass transfer to the ice basket structures is not
considered unless they are modeled separately as heat transfer
structures.

The ice condenser provides conditlons under which significant removal of

suspended aerosols from the atmosphere can occur. An aerosol depletion
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model treating sedimentation, impaction/interception, Brownian diffusion,
diffusiophoresis, and thermophoresis 1s included. The model is based on
Reference WinB3b, with minor modifications to make it consistent with
other CONTAIN models. Aerosol depletion is calculated even in the ab-
sence of ice, because it is believed the large surface areas represented
by the ice baskets would be effective in removing particulates. This
model includes only effects attributable to the fce and ice basket struc-
tures. The walls, floors, and ceiling of the ice compartment should be
modeled separately as structures (see Sections 2.3.1.3 and 3.3.1.9).

The aerosols and associated fission products that are removed from the
atmosphere are placed into the pool, if present, in cell “iclout®. If &
pool is not present in the "iclout" cell, the aerosols and fission
products will be distributed among floor structures, if present. Other-
wise waste holding locations will be used. This treatment assumes that
the aerosols and fission products are immediately c:rried from the ice
compartment along with the effluent. One consequence is that fission
product decay heating does not contribute to the melting of the ice.

Care should be taken in interpreting results of ice condenser calcula-
tions, because few experimental or calculational results are avallable
for comparison.

2.3.3.5 Storage Tank. A storage tank component is provided to allow an
initial amount of fresh water to supply the containment spray, (See
Section 2.3.3.2.) Three input parameters are required following the
keyword TANK: the first, “"tnkmas", is the initial mass of water avail-
able for the spray; "tnktem" is the temperature of the water, and
“tnkflo" is the mass flow rate at which water is delivered to the spray.

2.3.3.6 Pump. The pump component may be used in one of two types of
systems: when used by itself in a system, it controls the flow of cool-
ant liquid from the pool of one cell to that of another. The flow is
directed from cell "iclin" to cell "fclout". When used in conjunction
with a containment spray, it controls the flow oi recirculated water from
a pool to the sprays. When it is used in this mode, the recirculation

flow does not start until the storage tank supply Is exhausted. The user
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must specify "pmpmdt?, the pump flow rate. A sample input is shown in
Section 3.3.3.2,

2.3.3.7 Qrifice. The orifice component is used only by itself in a
single-component system to control the transfer of coolant 1iquid from a
pool in cell "iclin" to that of cell "iclout". The flow is pressure- and
gravity-driven, with the driving pressure calculated from the gas pres-
sures and the elevation difference "delsv" between the bottoms of the
pools in the two cells. (The flow is assumed to occur between the bot-
toms of the pools. Thus, the flow connection cannot be uncovered and the
flow interrupted while there is still water in the donor pool.) The flow
is assumed to be incompressible and to occur at the steady-state rate. A
flow resistance characteristic of an orifice(Flo?9) is used. Input
parameters that describe the geometry of the orifice are "orifid", the
orifice minimum diameter, and “"orifdr", which is the ratio of "orifid" to
the free stream diameter. No defaults are provided for these parameters.
Figure 2-1s !{llustrates the geomet.y of a liquid redistribution network
utilizing an orifice, a pipe, or a valve.

2.3.3.8 Pipe. The pipe component is used like the orifice (see Section
2.3.3.7), except that the flow resistance is characteristic of pipe flow
rather than orifice flow.[Flo79) The geometry of the pipe is described
by input parameters defining the pipe length “"pipel", the inside diameter
"pipeid", and a total loss factor "pipekf", equal to the sum of the Moody
friction factor, entrance and exit loss factors, and any other form loss
factors,

2.3.3.9 Valve. The valve component is used only by itself in a single-
component system to control transfer of coolant liquid from the pool of
cell "iclin" to that of cell "iclout". Two types of control are avail-
able. 1f the keyword PRESSURE is specified, the flow path becomes in
effect a rupture disk. When the difference in hydraulic head between
cell "iclin" and cell "iclout" exceeds the input pressure "valopp", the
flow path is opened, and the flow is characterized by the flow area
"valvar® and a flow loss coefficient "valvkf", equal to the sum of the
Moody friction factor, any form loss factors, and entrance and exit loss
factors. Alternatively, the keyword TIMES indicates that the valve is to
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Figure 2-19. Liquid Redistribution Network

open and close at five user-specified times. The times are alternating
opening and closing times. The valve is assumed to be initially closed
and the first time specified is an opening time; thus, if the valve is to
be initially open, the first entry in the array should be the problem
start time. No defaults are available for valve input parameters.

2.3.3.10 Heat Exchanger. A heat exchanger is available as a component
in a containment spray system to provide cooling of the recirculated
vater. There is only one combination of components in which a heat
exchanger can appear, i.e., along with a spray, tank, and pump. An
example of such a system is given in Sectien 3.3.3.2. Any one of five
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heat exchanger models may be chosen. These correspond to (1) a single-
pass shell and U-tube geometry, (2) a cross-flovw geometry with hot-side
tubes and cold-side shell, (3) a counterflow geometry, (4) a parallel
flow geometry, and (5) a nonmechanistic model with a constant user-
specified hot-leg temperature drop.

The first four models are based on the heat exchanger efficiency formula-
tions of Keys and London, [Kay64] The {fmportant quantity to model for a
heat exchanger is the hot-leg outlet temperature. In this formulation it
is expressed as & function of an efficiency parameter, the inlet hot- and
cold-leg temperatures, the cold-leg mass flow rate, and the product of
the hot-leg flow rate and the cold-leg liquid isobaric heat capacity,.

The hot-leg flow rate and temperature are determined from the pump capac-
ity and pool thermal conditions, respectively. The cold leg flow rate
and temperature are input parameters "hxclmd" and "hxticl". The effi-
cliency depends upon the heat exchanger type, effective surface area, and
the overall heat transfer coefficient, which correspond to the input
parameters "nhxtyp", "hxarea", and "hxcoef", respectively. Expressions
for the overall efficiency are given in Reference Kayb4d. Input for the
last model simply consists of "hxdelt", which is the temperature drop
across the hot leg. Because heat exchanger designs vary greatly, no
default parameters are provided,

2.3.3.11 Engineered Systems Overflow. The engineered systems OVERFLOW

keyword initiates input of data for the pool overflow model. (7This
keyword should not be confused with the cell OVERFLOW keyword which
Jefines the overflow cell for condensation runoff and aerosol mesh
losses.) Three required variables, "iclfrm", "iclto", and "flovht",
indicate the overflow cell number, the destination cell number, and the
height relative to the bottem cf the pool at which overflow occurs,
respectively. 1In the pool overflow model, all coolant above helght
"flovht" in cell "iclfrm" is diverted to "iclto" during each timestep in
which the condition is met. Note that the water level of the destination
pool must be below the overflow height for the pool overflow model to
work properly. Overflow may be Included along with any allowable
combination of components making up an engineered system or it may




constitute the sole component in a system. Its presence thould be
reflected in the nunber of components “numcom” .

2.3.4 Safety Relief Valve Discharge Model

Overview

A model for the scrubbing of gas, aerosol, and

fission product sources which are introduced at the

bottom of a pool, as in the operation of the safety

relief valves in the BWR containment, is discussed.
In a BWR, SRV discharge lines leading from the reactor vessel terminate
in the wetwell pool and are used under both normal and accident condi-
tions for relieving excess pressure buildup. The SRVs are activated
manually or upon reaching a pressure set point. A gas flow distribution
device or quencher (typically with T- or X- shape) is attached to the end
of these lines for efficiently condensing steam and dispersing the gas
through the wetwell pool in & swarm of very small bubbles.

The model for scrubbing gas, aerosol, and fission products from SRVs {s
activated in CONTAIN through the use of the SRVSOR keyword. Source
tables are used to describe the rates of introduction of the various
materials into the pool. Although the model is intended primarily for
modeling the SRVs, it could be used in any situation in which gas,
aerosol, and fission product sources are introduced into a pool. One
restriction on the fission product sources is that the fission products
must be hosted by the aerosol source; one cannot introduce a gaseous
fission product to be scrubbed by the pool. (There is also no gaseous
fission product scrubbing model for the suppression pool vent model
discussed in Section 2.2.3.4.2.) Fission products hosted by aerosols
that are scrubbed out in the pocl are also considered to be removed by
the pool. A new feature of SRV aerusol sources i{s that the lognormal
size distribution parameters for the aerosol source may now be specified
in the source table as a function of time. 1If given, these values are
used for the aerosol source instead of the global size distribution
parameters defined for the aerosol component. (See Section 2.2.4 for a

definition of these parameters.)
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Noncondensable gaseous SRV sources which pass through a pool are assumed
to come to temperature equilibrium with the pool. 1f BOIL has been
specified in the pool PHYSICS input block, coolant vapor in the bubbles
{s assumed not only to come to temperature equilibrium, but also to
equilibrate with the pool vapor pressure, unless the amount of vapor
evolved from the bubble wall to achieve equilibrium is too large. Com-
plete pressure equilibrium is assumed unless the exit molar ratio of
vapor to noncondensables exceeds 5. In that case, pressure equilibration
is restricted to yield a ratlio which is the larger of 5 or the ratio
present for the gasce and vapor as they are introduced to the pool. The
factor of 5 is introduced to minimize numerical problems with the expli-
eit vaporization calculation done in the SRV model. It may unrealisti-
cally inhibit vaporization in some cases when the pool is close to satu-
ration. In such cases, however, the pool will be brought to saturation
in & short amount of time, and vaporization will proceed through normal
boiling. 1f BOIL has not been specified, the coolant vapor in the
incoming gas is assumed to condense at the bottom of the pool. Vapor
evolution is not considered. Note that all nonaerosol liquid and solid
material sources, if specified, are completely trapped in the pool.

For an LWR, the scrubbing ef SRV aerosol sources may be described using
either the SCRUB model or the SPARC model. These two scrubbing models
are described in more detail in Section 2.2.3.4.2 in connection with the
suppression pool vent flow path model. For an LMR, the SCRUB model may
be used, but the SPARC model may not be used hecause of explicit refer-
ence to the properties of water in the latter.

The effectiveness of pool scrubbing can change as the pool depth changes.
The SRV discharge is assumed to be at the elevation above pool bottom
specified by the ELESRV keyword. 1f the pool level drops below the

discharge level, no scrubbing will occur,

The user should take care to ensure that the gas, aerosol, and fission
product source tables are consistent. For example, a finite aerosol
source rate would not make sense unless there is a supporting gas source
rate to convey the aerosols into the pool., A finite fission product
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source rate also would not make sense unless the supporting aerosol
source rate for the component hosting the fission product is nonzero.

However, {f the supporting gas source rate for aerosols is zero and the
discharge level is below the pool surface, the aerosols will be scrubbed
with the maximum decontamination factor of 105. 1f the rate is zero and
the discharge level is above the surface, the serosols will be introduced
directly into the atmosphere without scrubbing. The user should note
that the maximum decontumination factor will also result if the gas flow
consists entirely of coolant vapor, as this flow will condense completely
in the pool. If a fisslon product is hosted by a particular aerosol com-
ponent and the source mass rate for that component is zero during a given
period, the fisslon product source mass introduced during this period
will be placed in the pool if the discharge is submerged and directly on

the airborne aerosol component if the discharge is not submerged.
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3. INPUT DESCRIPTION

The input needed to run CONTAIN and to use its varlous options is de-
scribed in this seciion. The overall format for the input file is first
discussed, followed by the specific data requirements. In general, the
structure of input to CONTAIN is quite flexible. Certain restrictions on
the ordering of the main input blocks are ldentified below, but these are
quite limited.

It is important for the user to understand an important principle
concerning input: 1if a keyword is left out of the input, the model
assoclated with it {s not activated, even if this means physically
unrealistic results. Leaving CONDENSE out of the input, for example,
results in no condensation heat transfer in the problem. Also, leaving
FLOWS or THERMO out of the input will result in cell thermal-hyuraulic
conditions and gas Inventories that do not change with time.

The ordering of the data block descriptions closely parallels the order-
ing of the discussions in Section 2 of the physical models in CONTAIN,
This approach allows the new user to understand the input parameters by
referring to the corresponding subsections in Section 2 (e.g., rvefer to
2.3.1.3 for explanation of 3.3.1.3) and at the same time keeps Section 3
as concise as possible for the experienced user.

3.1 General Input Format and St.ucture

CONTAIN has a large number of models and features, and as a consegquence,
a complete cataloging of input options and Instructions might be somewhat
overvhelming at first sight., To maintain a clear perspective, the input
format will be shown in three successive levels of detail: fivst, an
outline of the input file structure; second, summaries of the global
input and cell inpu® sections; and third (in Sections 3.2 and following),
detailed Instructions for each input option,

Figure 3-1 shows an outline of the input file structure. Note that there
are several sections of the input. A short machine contrel section,
inftiated by the specification of the type of computer to be used, must
be given first. This section may also specify a number of output files
and the type of memory allocation scheme to be used. The global input,
initiated by the word CONTROL, must be given next. This section has
blocks of information common to all cells, including standard CONTAIN
material names, the names of any user-defined materials, infermation on
fisslon products and their properties, and Information that defines
interactions among cells. A number of cell input sections, initiated by
the keyword CELL, must follow the global input. There is one such
section for each cell in the problem. Each section has blocks of
information required by the various physical models used in individual
cells. Finally, the file is terminated by the keyword EOF,

The machine control input usually consists of only one keyword--the
machine name. However, in this Input block, a number of optlons are also
available for specifying the memory allocation method used and for
assigning plot files and the user-defined output file. Because these
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CDC or CRAY ]
N1l data
. 4 mac.ine control input
EOI )
CONTROL data ]
MATERIAL
COMPOUND data
’ q global input
CELL 1 ]
CONTROL data
. i cell 1 input
CELL 2 !
CONTROL data
> cell 2 input
EOF end of input file

Figure 3-1. CONTAIN Input File Structure

features have more to do with hardware than with the code itself, details
are left to Appendix B.

Global and cell level input sections are shown in summary form at the
next level of detail in Figures 3-2 and 3.3, respectively. Each keyword
and parameter will be explained in detail below, Parentheses ( ), square
brackets | ], the symbol &&, and the curly brackets ( ) nave special
meanings which will also be explained below. The purpose of the figures
is to {ilustrate the overall pattern of the global and cell sections of
input.

As shown in Figure 3-2, the first blocks of information required in the
global input group specify control information, materials, and fission
products. The data in these blocks enable the code to allocate the total

amount of global data storage space required. Thus, the first two blocks
of data in the global input must be the CONTROL and MATERIAL blocks,
that order. In the MATERIAL block, the keyword MATERIAL should be

followed {mmediately by the COMPOUND subblock and then by the USERDEF,
FP-NAMES , or AERNAMES subblocks, if used,
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CONTROL
NCELLS«ncells NTITL=ntitl NTZONE=ntzone NFCE=nfce
NCHAIN=nchain NSECTNensectn NACenac NENGV=nengv
NUMTBG=numtbg MAXTBG=maxtbg NTGTentgt NWDUDM=nwdudm
EOI
MATERIAL
COMPOUND (names)
USERDEF (names)
FP-NAMES (names)
AERNAMES (names)
TITLE
(a nuber of fuii .nes)
TIMES couc tstart (timinc edtdto tstop)
{KEY'sURD=value)
EO1
SHORT®DT kshort
LONGEDT k-ong
DEBUG=n (names) routml routm2
THERMAL
FLOWS
IMPLICIT=ninpli (KEYWORD) (KEYWORD(1,j)=value)
ENGVENT
(data)
SPVENT
(data)
EOI
AEROSOL (KEYWORD) (KEYWORD=value) (mapaer amean avar)
FISSION
(NFPCHN=nfpchn FPNAME=(data) HFLIFE~(data)
FGPPWR=data)
EOI
USERDAT
(name phase
MOLEW=molew RHOs~nrho (temp density)
COND=ncond (temp conduct) ...
EOI)
ECI
FPLIQUID
(fpname=data)
EOI
&& output control options
PRFLOW
PRSPRAY
PRLOW-CL
PRHEAT
PRAER
PRFISS
PR-USERO
PRENGSYS
& end of global input

Figure 3-2. Summary of Clobal Level Input
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The subsequent data consists of global blocks of data. These may occur
in any order (provided they precede the cell level input). In Figure
3:2, each left-justified keyword with the exception of EOl denotes the
beginning of & different main input block. The left-justified EOI (end
of information) keyword simply denotes the end of the main block above
it. With the exception of the reactor-type option, if a block is not
specified, then the corresponding model or option is not invoked. The
physical models that require global input information are the fission
product model, the intercell gas flow model, and the aerosol model.

Figure 3-3 shows the structure of the cell level input for one cell. The
first block of information for each cell specifies the information needed
to determine the total storage required by this cell. Thus, the CONTROL
block must immeaiately follow the CELL input line. Also, the GEOMETRY
block should precede gny block with physical parameters since the cell
volume is often needed to calculate physical conditions.

The order of the subsequent main blocks of information is again arbi-
trary. Most, but not all, main blocks are shown in Figure 3-3 with the
same format used in ¥igure 3-2. If a block for a given model is omitted
in a cell, then that model is not used in that particular cell.

In the following sections, the third and final level of detail, the
definition of the main input blocks, will be provided. A number of
alternative input formats are avallable for certain blocks and are
described in Appendix D. These formats will generally be of little
interest since ‘e standard formats will provide the same or more
options, The alternative formats are obsolete but are still supported in
the interest of malntaining upward compatibility with old input decks.

The rest of this section is organized to be roughly parallel with the
model descriptions in Section 2. For example, Secticn 3.2.2 describes
the input for intercell flow, and Section 2.2.2 describes the models for
the thermodynamics and intercell flow calculation. Because Section 2 has
additional detailed discussion, some of the definitions and explanations
in Section 3 will be quite brief.

In order to understand the following input instructions, the reader must
be familiar with a number of conventions, both in the input dataset
format itseit :nd in the instructions for writing the input. The input
data consist of keywords, which are indicated in the following by upper
case letters, and values for variables, which are indicated by lower case
alpha-numeric groups. (In the text, variables are enclosed in quotation
marks to avold confusion.) Appropriate values for some of the variables
are character constants (i.e., names), while other values are integers or

floating point numbers. lpn CONTAIN the ¢
.ave /- . The input data are

specified in a free field format with the exception of titles, which
reserve a number ot entire lires of B0 or fewer characters. Acceptable
end equivalent separators for keywords and values are a blank space, a
comma, an opening parenthesis, a closing parenthesis, a new line (car-
rlage return), or an equal sign. Any number of keywords and values can
be present on a line of input, up to a maximum of 80 characters per line.
Each data block can be continued on as many lines as desired; however, an
individual keyword or value cannot be continued fcom one line tec the
next. At any position on an irput line a comment (which will not affect
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CELL 1 && beginning of input for cell 1

CONTROL NHTM=nhtm MXS:AB=mxslab NSOPL=nsopl NSPPL=nsppl
NSOATM=nscatm NSPATMenspatm NSOSPRensospr NSPSPR=nspspr
NSOAER=nsoaer NSPAER=nspaer JCONC=jconc JINT=jint JPOOL=jpool

NUMTBCenumtbe MAXTBCemaxtbc NRAYCCenray
NSOSAT=nsosat NSPSATenspsat NSOSAE=nsosae NSPSAE=nspsae
NSOSFP=nsosfp NSPSFP=nspsfp NAENSY=naensy

EOI

TITLE
(one line)

GEOMETRY volume height

ATMOS nma pgas tgas (gas frac)
SOURCE data

STRUC

(NAME=data TYPE=data SHAPE~data NSLAB=data CHRLEN=data

TUN]l F=data COMPOUND=(data) X=(data)
EOI)
CONDENSE
FORCED numtb (table data)
STR-COND (data)
HT-TRAN (htflags)
H- BURN
(KEYWORD=data)
EOI
OVERFLOW novcel
FPM-CELL
(HOST=hname (data)) TARGET (data) EOI
EOI
FISSION SOURCE (data)
AEROSOL=naero (mat mass) SOURCE data
LOW-CELL
GEOMETRY carea
DECAY-HT data EOI
CONCRETE (data)
TEMP data
COMPOS (data)
PHYSICS
Q-VOL (table data) EOI
HT-COEF (table data) EOI
SOURCE (data)
CORCON (data) EOI
VANESA (data) EOI
EOI
EO1
INTERM
LAY-NAM data
TEMP data
COMPOS (data)

Figure 3-3. Summary of Cell Level Input
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PHYSICS
Q-VOL (table data) EOI
HT-COEF (table data) EOI
SOURCE (data)
DKPOWER (data) EOI

EOI
EOI
POOL (data)
TEMP data
COMPOS (date)
PHYSICS
Q-VOL (table data) EOI
HT-COEF (table data) EOI
SOURCE (data)
BOIL
EOI
EOI
BC txl
EOI
ENGINEER onmsys numcom iclin iclout delev
SOURCE data

(SPRAY data EOI or
FANCOOL data EOI or
ICECOND data EOI)
TANK data
PUMP data
ORIFICE data
PIPE data
VALVE data
HEX data
OVERFLOW data
EOI
SRVSOR (KEYWORD=value)
AEROSOL. SOURCE (data)
FISSION SOURCE (data)
ATMOS SOURCE (data)
EOI
EGF && end of input file

Figure 3-3. Summary of Cell Level Input (continued)

the input processing) can be inserted after the pair of characters &&. A

: The remainder of the input
line may then contain comments of any sort. The use of && is very con-
venient for annotating input datasets with helpful comments, reminders,
and brief descriptions of the problem. A few examples of the use of the
comment symbol are shown in Figure 3-2.

Default values are available for many of the input variables; these are

listed in the appropriate subsections. Default values are not provided
for input variables which depend strongly on the nodalization selected by
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the user. Thus, for example, the user must specify the ccafiguration of
cells to be used and all heat transfer structures in each cell.

In the descriptions of the input to follow, rows of asterisks are used to
delimit the template for an input block. The template for an input block
gives all of the available keywords and variables in a special format.
That format does not have to be used in the input dataset itself, which
is free field. However, the format defines completely the ordering
requirements that must be taken into account within the input dataset and
indicates to a large extent the option combinations available to the user
in specifying models or modeling features.

The following notation is used in the templates:

e Upper case words are either keywords or character constants
(i.e., names) that must be supplied literally in the input.

¢ Lower case words are considered variables which should be
replaced by values which are either numbers or character strings.
Lower case words representing a integer value follow the FORTRAN
convention of starting ~ith a letter between i and n, and the
value should be specified as an integer. Lower case words
representing character constants (i.e., names) should be replaced
by the appropriate chiaracter constant (i.e., string). (Possible
character cons.ants are also capitalized in the following
discussion.) Lower case words representing floating point values
should be replaced by values in FORTRAN F or E format., (A
decimal point must be present in numbers in the E format. For
example, 1.E6 is acceptable but 1E6 is not.)

e Parentheses ( ) imply that the enclosed quantity or quantitles
should be repeated as necessary.

e Square brackets [ | imply that the enclosed quantity is not
always required.

¢ Quantities within a given set of curly brackets ( ) represent a
number of alternatives, of which the user should select one.
Each alternative 1s delimited by a curly bracket and a bold-face
or or by two bold-face or's, as indicated by the ellipses in
§0 s O . B0}

In the following discussions of the input blocks, the templates for each
block are followed by descriptor blocks which describe each keyword and
variable appearing in the template.

3.1.1. Ordering Requirements in Input Blocks

The input specified within a given input block cannot be in an arbitrary
order but must satisfy two general requirements regarding the order of
variables and the order of subblocks., Due in part to the fact that a
variety of programming styles are represented in the input processing,
these ordering requirements cannot be stated without lengthy definitions
and considerable explanation. However, the system of input that is
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represented {s reasonably natural and flexible in use. Thus, the user
should not feel compelled to dwell too long on the ordering requirements
discussed below, especially if he or she is content simply to follow the
basic order given in the template for that input block.

with regard to the ordering requirements. caveats are usually glven
eaplicitly in the keyword ox varlable descriptor blocks when the ordexr of
specification of a subblock or varjable is restricted in an way that is
net obvious. Such restrictions are also completely defined by the
template format according to the rules given below.

The ordering requirements within an input block are based on a heirarchy
indicated in the template by the indentation level used to display a
group of keywords and variables. A group of such items indented to the
right relative to another group of items occupies a lower positicn in the
heirarchy than that other group.

The first type of ordering requirement is related to the order of vari-
ables: a contiguous group of variables must be specified in the input in
the order given in the template. A group of variables is considered
contiguous if the variables are all at the same level in the heirarchy
and are not separated by a keyword at any level. (Note that a contiguous
group of variables may and often does consist of only one variable,
especially one following a keyword.) Furthermore, a contiguous group of
variables that immediately follows a keyword at the same level in the
hierarchy must be specified immediately after that keyword. Most vari-
ables follow such a keyword. However, in some cases they do not. 1In
such cases, the leading variable of the contiguous group has the same
function as a keyword in defining ordering requirements., Such leading
variables are often character variables representing the name of an
option or material.

As an example, a keyword PVALUE that has "n" values of a variable "p"
ussociated with it might be displayed in the template in the form:

PVALUE n (p)

where the parentheses fuply that the enclosed item(s) should be repeated
as necessary. This group of keywords and variables is considered to be
at the same (the first) level in the heirarchy, since only one (the zero)
level of indentation is used for the group. The variables are contiguous
and follow a keyword in the template and thus must be specified in the
order given immediately after the keyword. If there are four values 1.0,
2.0, 3.0, and 4.0 of "p" associated with PVALUE, the corresponding input
would have the form:

PVALUE 4 1.0 2.0 3.0 4.0

The second type of ordering requirement involves subblocks of data. A
subblock at a given level in the heirarchy is basically a contiguous
group of keywords and variables at the given level or lower that is not
separated by keywords or variables at a higher level. The subblock
boundar’es are not uniquely specified according to this definition. For
present purposes additional rules are needed to make the division into
subblocks at a given level unique. Because of the variety of ways that
subblocks are recognized in the code, these rules are rather complex:
(1) With the exception of an end-of-information (EOI) keyword, a keyword
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or leading variable at the same level as the subblock marks the beginning
of a new subblock, as does an indentation to a lower level than the
subblock. If such a keyword or leading variable is present, {t i,
considered included in the subblock it begins and also is considered to
terminate the subblock at the same level immediately preceding it, If one
exists, If such a keyword is present, it is called a leading keyword.

An EOI keyword at a given level has a different effect: it terminates the
preceding subblock at the same level and is considered included in the
subblock it terminates. Note that a subblock can have at most one non-
EOI keyword or leading variable at the same level as the subblock. Thus,
at the lowest level in an input block, individual non-EOI1 keywords and
leading variables each represent a dlfferent subblock.

A subblock thus can begin with a leading keyword or variable and end with
an EOI. It can begin with a leading keyword or variable and end with the
leading keyword or variable to the next subblock; it can begin with an
indentation without a leading keyword and end with an EOI. (The EOI is
the only keyword at the level of the subblock in the l.tter case.) [From

Bl & € : NGeEnNnL s OIl 48 _Ne : N &
., This consistent positioning of the EOI should be quite
helpful in determining which subblock is terminated by each EOI when
multiple subblock levels are present.

e B B )

»

With the above definitions, it is now possible to give the ordering
requirements for subblocks: (1) A subblock must be specified after the
last keyword or leading variable that precedes it in the template and is
at a higher level than the subblock. Similarly, the subblock must be
specified before the next keyword or leading variable at a higher level.
By induction, this rule constrains quantities within a subblock to be
specified in the order given, with exceptions only as allowed by the
second rule. (2) However, a contiguous group of subblocks at the same
level may be specified in any order amongst themselves. A contiguous
group of subblocks is defined as one that is not separated by a subblock
at 2 higher level. (It is not possible to have subblocks at a given
level separated by a subblock at a lower level since the subblock at the
lower level is by definition included in one of the higher level sub-
blocks.) Since at the lowest level, individual non-EOI keywords and
leading variables each represent a subblock, the second rule implies that
a contiguous group of such items at the lowest level can be gpecified in
any order amongst themselves.

Two examples of the template format are given below. The first is:

e s s vk e 7k e o o o o o e ke ok e o ok vk ok o ok e ok ok e sk o e ok e sk ok o sk sk ok ok ke o s ok ke s ok ol ok ok ok vk o e ok ok ok ok e ok o ok ok sk ke ke ok sk ke ek

KEY n (const)
[OPTION1] (OPTION2 or OPTION3)

EOI

e v v v e v e ke ek e o o e o ok e e e v ok o ok ok o ok vl e ke ok ok ke ke e ke ok ok e e e o ok ok sk ok ol ol ol ok ol e e ke ok e sk ok ok e e ok e ok e ke kot

where "n" is defined as the number of values of "const" to follow the
keyword KEY and OPTION1, OPTIONZ, and OPTION3 are the three options
assoclated with the KEY block. 1In this example, KEY, "n", "const", and
EOI are considered to be at the first level in the input hierarchy, and
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OPTIONY, OPTION2, and OPTION3 are considered to be at the second level,
The "n" and "const" variables are required to immediately follow KEY in
the input because of the ordering requirement for variables following
keywords. OPTION]l is truly optional, as indicated by its square brack-
ets. However, one of OPTION2 or OPTION3 must be selected, as indicated
by the curly brackets, The option keywords selected are required to
follow KEY, the last keyword preceding them at a higher level in the
input hierarchy, and to precede EOI, the next keyword following them at a
higher level. However, they are not required to follow KEY immediately
as are "n" and "const", Since OPTION1, OPTION2, and OPTION3 are each
consf{dered subblocks at the lower level, they are not restricted in the
order in which they may be specified with respect to each other.
(However, the curly brackets indicate that only one of OPTION2 or OPTION3
can be specified.) The EOI terminates the subblock at the same level as
the EO1, in this case the subblock beginning with KEY and not with
OPTION1. In the input one might thus specify

KEY 3 1.0 2.0 3.0 OPTION2 OPTION1 EOI

if n is equal to 3, the three required values are 1.0, 2.0, and 3.0, and
the indicated options have been invoked.

The second example is the template for heat transfer structures, which
gives the format to be used for specifying all of the heat transfer
structures in a cell. (Only the template format is discussed here., The
meanings of the keywords and values are discussed in Section 3.3.1.3.)

ek e e ke ke gk ok ok o o o o o ol o ol ok ok e ke ke o e ke o e ol o ok e vk ke e ol ol ke o sl o o ke ok ol o ok ol ke o ol e o o e e e o o R o e o b e ok ke ke e ke e ok

STRUC
(NAME~name  TYPE~type  SHAPE=shape
NSLAB=nslab CHRLEN=chrlen
[SLAREA=slarea] [CYLHT=cylht)
[TOUTER=touter) [IOUTER=jiouter)
[VUFAC=vufac]
(TUNIF=tunif or TNODE=(tnode))
COMPOUND=(cname )
X=(xvalue)

EOI)

e e ke e sk e sl ke e ke e ol ok ok ol sk o i ok ok o o ok e el ke e ok o ok ok o o o o vk o o ol o o o ol ok ok ok o ok o o ok o o o o o o o o e ok ok ok ok ok ok e ke e ke ok

In this example three levels in the input heirarchy are represented. The
keyword STRUC is at the first level, the EOI is at the second level, and
all other quantities are at the third level. STRUC is the leading
keyword for the subblock at the first level, which encompasses all the
quantities chown. The subblock at the second level begins with NAME and
ends with EOI. However, there is no leading keyword or variable for this
subblock, which actually begins with an indentation. The reason for the
lack of a leading quantity is that the pairs of quantities connected by
the equal signs at the third level are accepted by the code in any order,
and there is no quantity that should be given first. The freedom to
specify these pairs in any order {s indicated in the template by the fact
they are each subblocks at the third level and, according to the above
rules, may therefore be specified In any order. (The keyword STRUC is
not the leading keyword for the subblock at the second level because it
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is not repeated each time & new structure is specified; only the keywords
beginning with NAME and ending with EOI are repeated. Note that the EOI
does not terminate the entire block but each structure. Thus it is not
placed at the first level. Also, the EOI should not be placed at the
third level, because that would imply that it terminates one of the pairs
of quantities, such as the "X = (xvalue)" input. MHowever, according to
the way the code is written, that is not its function. Thus, there is no
ambiguity alout where the EOI should be placed.)

3.2 Global level lnput

The global level input block provides cdata which either is required by a
global model or is common to all cells in the system being modeled. The

MATERIAL blocks, in that order. In the MATERIAL block, the keyword
MATERIAL should be followed immediately by the COMPOUND subblock and then
by the USERDEF, FP-NAMES, or AERNAMES subblocks, if used. Other main
input blocks may occur in any order.

The global CONTROL block is used to specify the storage allocation
associated with the global models.

e e o o ok ok ok e ok e o o e ok ok ol ok ok o ke ke o ok ol o ok e ol e ook ol ke ke ol ok ke e ok ke ok o ol ol ok ok ok ke ol ok sk ol ok o ok ok o ok ol ke ok ok o ke sk e sk ok o

CONTROL
NCELLS=ncells [NTITL=ntitl] NTZONE=ntzone [NFCE=nfce]
[NCHAIN=nchain| [NSECTN=nsectn] [NAC=nac] [NUMTBG=numtbg ]
[MAXTBG=max.bg| [NTGT=ntgt] [NENGV=nengv] [NWDUDM=nwdudm)

EOI

ke ke ke ok ok ok o ok ok ok v e ke ok o e ke ke ok s ke ok ok ol o ok ok o ok ok e o o ok ok ok ok ke ok ol ok ol ol ke ok ok ok ok ok ke ok sk ol ok sk sk ol ke ok sk s sk ek ok ke ok

In specifying this block, the keyword CONTROL is given first. It should be
followed by the keyword and value pairs for each number the user wishes to
specify. The pairs can be given in any order. Only the NCELLS and NTZONE
pairs are required. The block must be terminated by an EOI.

CONTROL keyword to begin specification of the global storage
allocation.
NCELLS = number of cells.
ncells
NTITL = number of title lines with a maximum of 80 characters per
ntitl line. Default = 0.
NTZONE = number of time zones.
ntzone
NFCE = number of fission product chain elements. Default = O,
nfce
=13



NCHAIN =
nchain

NSECTIN =
nsectn

NAC =
nac

NUMTBG =
numtbg

MAXTBG =
maxtbg

NTGT =
ntgt

NENGCV =
nengv

NWDUDM =
nwdudm

EOI

number of fission product linear chains. Default = O,

number of aerosol particle sections or sizes (20 is typical;
maximum = number given by geometric constraint, Equation
(2-15)). Default = 0.

number of aerosol components. Maximum ~ 8. Default = 0.

number of global tables used. This number should be
incremented by one for each table used in the AERTIM, VAR-
AREA, and engineered vent table options (e.g., AREA-T).
(Such tables are considered to be at the global level since
these options are processed at that level.) Each such table
specifies one dependent variable in terms of an independent
variable. These tables should not be confused with source
tables, which are always introduced with the keyword SOURCE
(or, in one case, SRVSOR), or with user-defined material
(USERDAT) tables. Default = 0,

maximum number of points used in any global table.
Default = 0,

a number that reserves space for the targeted release and
acceptance model., The value of "ntgt" must be greater than
or equal to the amount of space required to run the targeted
release and acceptance model in all cells. (See Sections
2.2.5 and 3.3.1,10.) In most instances, "ntgt" is obtained
by summing the number of FROM/TO pairs in gll TARGET input
blocks. However, since "ntgt" is actually defined as the
nuaber of targeted release equations, and because one FROM/TO
pair may represent more than one targeted release equation,
this method is not totally reliable. For example, if a
fission product appears more than once in the linear chain
decomposition, then its FROM/TO pairs must be counted once
for every chain element that the fission product represents.
(Note that such multiple occurrences may result if branching
or merging chains are modeled.) Further guidelines are given
in Section 3.3.1.10 for determining the value ¢f "ntgt" when
generic hosts such as ROOF, WALL, or FLOOR are used in the
TARGET input. Default = 0.

number of engineered vents in the problem. Default = 0.

number of array locations reserved for the user-defined
material (USERDAT) tables. This should be enough space to
hold the pairs of temperature and property values defined in
the USERDAT block for all user-defined materials. Such pairs
of values are stored even if the TEMPS option is used.
Default = 1000,

required keyword terminating the global CONTROL block.



Unless otherwise noted, there are no preset maximum values for the con-
trol variables. However, the amount of storage space needed increases
rapidly as the values of control variables increase. There is a default
total working storage limit specified in the code. If the set of conirol
parameters requires more storage than allowed by that limit, a fatal
input error will occur, and a message about how to update the code to
allow more storage will be printed in the error file.

An additional global control keyword, NHM, is sometimes seen in older
decks. This option is obsolete but still supported by the code; see
Appendix D. Another format for the CONTROL block is available. This
format is discussed in Appendix D. This alternative format may appear in
input files developed for earlier versions of CONTAIN. While upward
compatible, it is considered obsolate.

3.2.1 Material, Fission Product, and Aerosol Names

The material names block specifies the materials to be used in the
problem. Four types of materials may be specified under the keywords
COMPOUND, USERDEF, FP-NAMES, and AERNAMES, respectively.
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MATERIAL
COMPOUND (names)
[USERDEF (unames) |
[FP-NAMES (fnames) ]
[AERNAMES (anames) ]
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A library of material properties is provided in CONTAIN. A list of the
materials included in this library is given in Table 2-1. Any number of
materials from this table may be specified after the COMPOUND keyword.
The user may also specify his own tabular values for properties of
materials specified after the USERDEF keyword, as discussed in Section
3.2.8 on the USERDAT option. The names of all materials (excluding
aerosols and fission products) to be used in any of the input blocks
following the MATERIAL block must be included in either the COMPOUND or
USERDEF input. Fission product names used in subsequent fission product
input blocks must be specified after the FP-NAMES keyword. Aerosol names
used in subsequent aerosol input blocks may either be taken from the
materials specified after COMPOUND or from the names specified after the
optional AERNAMES keyword. The COMPOUND keywords must immediately follow
the MATERIAL keyword. The other keywords may be specified after COMPOUND
as needed.

MATERIAL keyword used to initiate the material block. This keyword
must be the first keyword after the global control block.

COMPOUND required keyword to initiate input of material names from

the CONTAIN material library. This keyword must immediate-
ly follow the MATERIAL keyword.
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names of materials taken from Table 2-1 to be used in any
of the input following the MATERIAL block.

optional keyword to initiate input of the user-defined
material names.

names of materials which will use the properties tables
defined later in the USERDAT input. The names included in
this block are arbitrary, subject only to an eiyht charac-
ter limitation. CONTAIN material names (see Table 2-1) may
be used, in which case the internally defined properties
will be overridden by any user-defined properties speci-
fied. However, USERDEF names which are CONTAIN material
names must also be specified after COMPOUND,

FP-NaMES optional keyword to initiate input of fission product
names. The word FISSION may also be used to define fission
product names for compatibility with older, existing input
files. This obsolete keyword is described further in
Appendix D.

fnames names of fission products, Like user-defined material
names, fission product names are arbitrary. A given name
may appear more than once in the linear chain decomposition
of fission product decay if branching or merging decays are
present,

AERNAMES optional keyword to initiate input of user-defined aerosol
component names. Aerosol names may also be taken from the
names specified after the COMPOUND keyword. Such names
need not be declared after AERNAMES.

anames user-defined aerosol component names. User-defined aerosol
names are also arbitrary; however, aerosol names taken from
the COMPOUND list should not be duplicated.

The user is cautioned that the MATERIAL block is terminated by any valid
global keyword. As a consequence, user-defined material names, fission
product names, and aerosol names should not match any of the global key-
words allowed in CONTAIN input decks. This includes current and obsolete
global keywords such as AEROSOL, FLOWS, TIMES, DUMMY, DEBUG, THERMAL, and
TITLE.

3.2.1.1 User-Defined Material Definition. The materials specified in
the USERDEF block of the MATERIAL input may be defined in this section,
Provision is made for specification of the material properties as a
function of temperature. The properties that may be defined are the
density (except for gases), conductivity, viscosity, specific enthalpy
and specific heat. The density may not be specified for gas phase user-
defined materials due to the assumption of ideal gas behavior in CONTAIN.

The property values may be entered as explicit pairs of temperature and
property values. Alternatively, the temperatures at which all properties
are evaluated may be given first, with the TEMPS keyword input. This is
then followed by groups of property values, with the number of property
|
\
\

values being the same as the number of temperatures specified in TEMPS,




s0 that a one-to-one correspondence may be set up. The user may specify
properties using a combination of these two methods. For example, the
density and viscosity of a user-defined material may be specified with
the RHO and VISC input blocks, which specify density and viscosity,
respectively, along with the temperature, while the conductivity and
enthalpy are specified with the CONDT and ENTHT blocks, which specify
only conductivity and enthalpy, respectively, These blocks may be
specified in any order but ths TEMPS block must precede any block such as
CONDT which specifies only property values and not temperature,

The user-defined materia’ nsme may be a CONTAIN material name, taken from
Table 2-1, provided it has also been specified after COMPOUND in the
MATERIAL block. 1In this case, those properties specified in the tables
described in this section will override the internal properties for that
material. : i

ACCURACY AND RELIABILITY OF RESULTS, PARTICULARLY WHEN THE COOLANT VAPOR
1S RESPECIFIED.

1f the user-defined material name is not a CONTAIN naterial name, then
all properties must be defined for that material with the exception of
(1) the specific heat, which will by default be defined by differentiat-
ing the enthalpy table values, () the density for a gas material, which
is not allowed, and (3) the viscosity for a solid material.

The keyword to begin this property specification section is USERDAT and
the format of the input is described as follows.

*************************************************************************

USERDAT
(name phase
[MOLEW molew!
([RHO nrho (temp density))
[COND ncond (temp conduct)]
(ENTH nenth {temp enthalpy))
[VISC nvisc (temp viscosity))]
[SPH nsph (temp spheat))
or
TEMPS ntemp (temp)
[ (RHOT (density) or RHO nrho (temp density)))
[ (CONDT (conduct) or COND ncond (temp conduct)))
[ (ENTHT (enthalpy) or ENTH nenth (temp enthaipy)}]
[(VISCT (viscosity) or VISC nvisc (temp viscosity))]
[ (SPHT (spheat) or SPH nsph (temp spheat))])
EOI)
EOI
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USERDAT keyword initiating user definition of materials.

name required user-defined material name. Names given must also
be specified after USERDEF in the MATERIAL block.

phase required name of the material phase; may be one of the
words GAS, LIQUID, SOLID.
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MOLEW

molew

keyword for specifying the molecular weight of the
material. The molecular weight is required if "name" is
not a CONTAIN material.

molecular weight.

The following five keywords are used for specifying pairs of temperature-
property values.

RHO

nrho
temp
density

COND

ncond
conduct

ENT"

nenth
enthalpy
VISC

nvisc
viscosity

SPH

nsph
spheat

TEMPS

keyword for specifying density input. The density should
not be specified for a gas but is required if "name" is not
a CONTAIN material and the material is not a gas.

number of temperature-density pairs which follow.
temperature value. (K)

density value. (kg/m®)

keyword for specifying thermal conductivity input. The
thermal conductivity is required if "name" is not a CONTAIN
material.

number of temperature-conductivity pairs which follow.
conductivity value. (W/m-K)

keyword for specifying specific enthalpy input. The
enthalpy is required if "name" is not a CONTAIN material.

number of temperature-enthalpy pairs which follow.

specific enthalpy value. (J/kg)

keyword for specifying viscosity input. The viscosity is
required if "name" is not a CONTAIN material and the
material is not a solid.

number of temperature-viscosity pairs which follow.
viscosity value. (kg/m-s)

keyword for specifying specific heat input. The specific
heat is by default the derivative of the enthalpy table
values for a non-CONTAIN material and the internal expres-
sion for a CONTAIN material.

number of temperature-specific heat pairs which follow.
specific heat value. (J/kg-K)

keyword for specifying a number of temperatures for the

alternate format. This must precede any of the RHOT,
CONDT, ENTHT, VISCT, or SPHT options.
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ntemp number of temperature values which follow. These tempera-
tures will be paired with the values following the keywords
RHOT, ENTHT, CONDT, SPHT, VISCT, which represent the
density, enthalpy, conductivity, specific heat, and
viscosity, respectively. Thus, "ntemp" property values
should follow each of these keywords.

3.2.2 Reactor Type

Only one of two reactor types may be specified.

*********************i**************************t************************

[ (FAST or THERMAL))

*********************************************t***************************

FAST optional keyword to specify a sodium-cooled reactor.
THERMAL optional keyword to specify a water-cooled reactor.

If neither keyword is specified, the default is THERMAL. The keyword for
reactor type specifies the type of coolant (water or sodium) and sets
flags that allow or prevent the activation of certain reactor-specific
subroutines in a calculation.

3.2.3 Flow Options

The flow options specify intercell gas flow path characteristics, includ-
ing those for the special BWR suppression pool vent flow path. The input
is given in terms of three major input blocks: the FLOWS, ENGVENT, and
SPVENT blocks. The FLOWS block describes the modeling options to be used
with the regular flow paths and the solution method (implicit or explic-
it) to be used for the flows. It also activates atmosphere thermo-
dynamics and mass accounting. (In problems without flow, one may also
use the keyword THERMO instead of FLOWS to activate thermodynamics and
mass accounting.) The ENGVENT block describes the modeling options to be
used with the engineered vents. These include all of the options
available for the regular flow paths and some others specific to
engineered vents. The SPVENT block describes the liquid and gas flow
characteristics and aerosol scrubbing parameters for use in the BWR
suppression pool vent model.

Aerosols, fission products in the atmosphere, and other suspended
materials will flow without slip with the gases through the flow paths,
with two exceptions: (1) if FPCOSN or VCOSN is specified, aerosols will
be allowed to settle through the flow path or vent, respectively, (2) if
the flow is scrubbed in the suppression pool vent model, aerosols will
become trapped in the pool. Fission products hosted by the aerosols will
follow the aerosols in these two cases.

3.2.3.1 EFlow Paths. The FLOWS block determines the method to be used to
integrate the mass and energy equations for the cell atmospheres and also
specifies the characteristics of the regular flow paths. 1If FLOWS or
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THERMO, its equivalent for nonflow problems, is not specfied the cell
atmosphere thermodynamic conditions or compositions will not be updated
with time.

The flow model will be the inertial model and the integration method the
Runge-Kutta method, unless the user specifies QUASI or IMPLICIT. QUASI
selects the quasi-steady flow model for all flow paths and the Runge-
Kutta method. IMPLICIT selects the implicit integration method, which is
the generally recommended one. A number of code features, including the
ENGVENT and SPVENT options, are available only with the implicit method.
while the flow model used in general with the implicit method is the
{nertial model, a number of special flow cptions use a quasi-steady flow
model, (Such usage is indicated in the discussion of those options.)
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{FLOWS
([AREA,1,j=area) AVL, 1, j=avl CFC,{,j~cfc [FLOW, 1, j=flow]
[TOPEN, 1, j=topen) [TCLOSE,{,j=tclose] [DP,i,j=dp] [DP,§,1=dp]
[ PDAFLAG, 1, j=pflag] [CFRFLAG,i, j=cflag)
[VAR-AREA, 1, )
FLAG=iflag
VAR - X=xname
X=n (x)
Y=n (y)
EOIL])
[{IMPLICIT [nimpli)
(DROPOUT] [PERROR=perror| [PIVOTMIN=pvtmin]
( [CONTRACT, i, j=contr] [ELEVCL,i=elevcl] [ELEVFP, i, j=elevfp]
[ELEVFP,j,i=elevfp] [FPCOSN,i, j=fpcosn]) or
QUASI [DPREF=dpref] [REDUCE=nred)))
or
THERMO )
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The following keywords determine the characteristics of the regular flow
paths. The keywords immediat2ly below, with the exception of FLOWS
{tself, should all be followed by cell indices i and j representing the
cells connected by the flow path and then by a numerical value for the
variable represented by the keyword. Unless otherwise noted, only one
permutation of the indices i and j need be specified. (Note that in the
input, a comma is simply a field separator just like a blank,
parenthesis, or equal sign.) Only the AVL keyword and the CFC keyword
are always required for each regular flow path. If not explicitly
stated, the quantities discussed in the descriptor blocks below refer to
the numerical value to be given after the cell indices.

FLOWS keyword to initiate the specification of regular flow
paths. It also activates the atmosphere thermodynamics and
mass and energy accounting calculations.

AREA,1,] the (constant) cross-sectional area of flow path when open.
~ area (m?)
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AVL,1,) the ratio of effective flow path area to inertial length.
= avl The value corresponds to Aij/L in Equation (2-3). (m)
CFC,1,] the flow loss coefficient. %his coefficient includes
- cfe entrance, exit, and other discontinuity losses as well as

frictional losses. The value corresponds to Cpe In
Equation (2-3), (dimensionless) .

CFRFIAG,1,) flag that specifies that the "flow" value discussed below
= cflag is a constant rate, as opposed to the initia) flow rate.
Specify 1 if the units of the specified "flow" value are
kg/s, or -1 if the units are w®/s. If CFRFLAG is not
specified, the value specified for "flow" is interpreted as
an initial flow rate rather than a constant flow rate.

FLOW, 1.} a4 constant or initial flow rate. (CFRFLAG, discussed
= flow above, is a flag which indicates that the value speclfied

for "flow" is a constant flow rate. If CFRFLAG is not
specified, then the value for "flow" is taken to be an
initial flow rate.) The value for "flow" should be
positive If the flow is in the directlon from cell i to
cell j. Default = 0. (kg/s or m*/s units are allowed if a
constant flow rate {s spacified; kg/s only is allowed if an
initial flow rate is specified.)

TOPEN, 1, the time to open the flow path., Default = -10%° (g)
= topen

TCLOSE,1,] the time to close the tlow path. Default = 10%°, (g)
- tclose

ne.4.) the positive definite pressure difference which opens the
= dp flow path. Onco the flow path is open, it remains open

even if the actual pressure difference drops below the
opening value. DP,i,j determines the opening pressure
difference when the pressure in cell i is greater than that
in cell j. The value for DP,i,j does not have to be same
as that for DP,1,]. It {s assumed that the values are
equal unless both DP,i,j and DP,j,{ are specified. (Pa)

PDAFIAG, 1, ] flag used with the area-versus-pressure option within the
= pflag VAR-AREA table option. A value of 1 implies a reversible
pressure-dependent area. A value of -1 {mplies an
irreversible pressure-dependent area that can only stay the
same or increase in size. Default = 1,

A flow path to be used in the calculation must be specified with a posi-
tive nonzero value of "avl" for all flow options; otherwise, that flow
path will be ignored. A flow path may be either open or closed. If a
flow path is open, the flow is calculated according to the cell pressure
differences or set to a constant user-specified rate, set by the "flow"
value and "cflag". "Avl" must be the area/length ratio for the flow path
in the default and IMPLICIT flow options. The actual value of "avl" is
ignored in the QUASI flow option. Note that an aree cpecification is
necessary for aerosol settling in the case of a user-specified constant
flow rate even though it is not necessary for calculating the gas flow
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rate. If the flow path is closed, no gas flow or aerosol settling
through the flow path occurs. Note that, beginning with CONTAIN 3.4
constant (leakage) flow is no longer permitted for a closed path. In
part, this is due to the fact that parallel paths, using the ENGVENT
option discussed In the next section, are allowed and leakage can be
modeled through a parallel path.

The logical st .e (open or closed) of a flow path can only be controlled
by DP, TOPEN, or TCLOSE. Beginning with CONTAIN 1.1, the input value of
*area" no longer affects this state. By default, a flow path is open,.
The state of the flow path is initially closed if DP is specified, or if
TOPEN is specified without TCLOSE, or if both TOPEN and TCLOSE are speci-
fied with the value for "topen" less than that for "tclose". Once a flow
path is open, the flow area can be controlled through the VAR-AREA option
discussed below.

The VAR-AREA keyword allows the user to specify a global table for the
flow area. The table keywords FLAG, VAR-Y, X, and Y are discussed in
Section 3.5, as are the values associated with FLAG. Discussion of other
keywords and values follow. (The word global implies that the table is
stored at the global level in CONTAIN. Consequently the number of global
tables "numtbg" and maximum global table size "maxtbg" specified in the
global CONTROL block should take any tables specified in the following
option into account.)

VAR-AREA,i,] VAR-AREA initiates the input of a global table for specify-
ing the flow area as a function of time or pressure differ-
ence. VAR-AREA should be followed by the indices i and },
which refer to the cells connected by the regular flow path
which is to be governed by the table, aud then by other
table keywords.

VAR-X = the name of the independent variable in the table.

Xname "Xname" can either be specified as TIME, which indicates
that the "x" independent variable corresponds to time, or
DELTA-P, which indicates that the "x" variable corresponds
to a pressure difference. Note that for the DELTA-P
option, the PDAFLAG keyword discussed above determines
whether the area corresponding to the dependent variable
"y* {s reversible or lrreversible.

n number of points in the table.

X the independent variable in the table. It corresponds to
time if VAR-X~TIME is specified or to pressure difference
if VAR-X=DELTA-P is specified. The "x" value for the
DELTA-P table corresponds to AP in Equation (2-8). The
values must be monotonically lné}easing. Specify "n"
values. Note that outside of the range of the independent
variable of the table, the table is extrapolated. A con-
stant value equal to the closest endpoint value is used in
the extrapelation. (s or Pa)

y the dependent variable {n the table, which corresponds to
area, Specify "n" values. (m?)

3-20



An example of table input follows:

VAR-AREA 1,2 & table for flow between cells 1 and 2
FLAG=2 & linear interpolation
VAR -X=DELTA-P && pressure difference i{s independent
&& variable
X3 -1.E4 0. 1.B4 && three values of pressure difference
Y=3 0. 0. 10. && three values of area
EOI && table terminator

The following keywords are used only {f IMPLICIT has been specified.

IMPLICIT

nimpli

DROPOUT

PERROR

perror

PIVOTMIN

pvtmin

ELEVCL, 1
= glevel

keyword to select the implicit integration method.

the optional integer value following IMPLICIT which gives
the number of cells to be solved implicitly, The first
"nimpli" cells as numbered by the user are solved implicit-
ly. The remaining ("ncells"-"nimpli") cells, if any, are
solved explicitly. In practice, only environment cells are
tractable when solved explicitly for timesteps typical of
containment analysis. Use volumes of at least 10'° m® for
these cells. The value of "nimpli" cannot be zero.

Default = "ncells".

keyword to remove all suspended liquid coolant from the
atmosphere and deposit it in the appropriate pool. To be
used only in the absence of aerosol modeling.

keyword to define the degree to which the inventory of a
cell, as measured by the pressure, is iterated to self-
consistency. The error in the pressure difference between
cells gives rise to an error in the flow rate. The
cumulative error in the flow over the timestep leads to an
inventory error. This is what is limited by "perror",
(For very large flow areas, the driving pressure differ-
ences between cells have errors much less than "perror".)

value of the self-consistency error. Default = 1. (Pa)

keyword to define the minimum acceptable size of a divisor
in the implicit solver analogous to the pivot element in
Gaussian elimination. A smaller divisor is assumed to
generate an effectively singular inverse matrix and i{s not
used,

the minimum size of the pivot element. Increasing the
value somewhat should increase robustness, at the expense
of efficiency. The decrease in efficiency should be
acceptable for a factor of two to four increase in value.
Default = 0.01, (dimensionless).

the center of mass elevation of cell i. See Figure 2-2.
Default = 0, (m)
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ELEVFP, 1.}
~ elevip

CONTRACT, 1 , §
- contr

FPCOSN, 1,3
=~ fpcosn

the elevation of one snd of the regular flow flowpath
connecting 1 and j. ELEVFP,{,) defines the end of the path
between cells 1 and j that is actached to cell j. Jn

specified. See Figure 2-2. The gravitational head
developed across the flow path can be deduced from Equation
(2-8). The default value for ELEVFP,{,j is that given by
ELEVCL,j. The reader interested in using ELEVFP should
read the cautionary note at the end of Section 2.2.3.2.1.
(m)

area ratio for the yena contracta that may develop
downstream of the flow path. The value between zero and
one specified for "contr" js the ratio of the cross
sectional area of the vena contracta to the geometric cross
sectional area of the flow path. "Cont:" is used only for
¢hoked flow, Default = 1., (dimensionless)

the cosine of the angle of the flow path axis with i1espect
to the vertical direction., The angle is measured between
the upward direction and the flow path axis in the
direction from 4 to j. The value is used to calculate
aerosol settling through the flow path. The value for
"fpcosn" should be 1 if the end of the flow path at cell }
is directly above that at cell i, and -1 if the reverse is
true. Only the component of aerosol settling velocities
parallel to the flow path axis is considered. Default = 0.
(dimensionless)

The following keywords are available only when the QUASI optlon is
invoked, Because the QUASI option is typically much less efficient than
the IMPLICIT option, the latter should be used in most cases.

QUASI
DPREF =
dpref

REDUCE

nred

keyword to select the Runge-Kutta integration method and
the quasi-steady flow model in all flow paths,

the crossover pressure to the artificial lirear viscosity
regime. Default = 1000. (Pa)

keyword to instruct the code to reduce stiffness in the
QUASI flow cption by artificially reducing flow path areas
when the pressure difference across the flow path is less
than "dpref".

an integer that gﬁzarmines the maximum degree of restric-
tion, which is 2 :

The above parameters are discussed in Sectlon 2.2.3.2.2 and in

Appendix C.

The keyword FLOWS can be used by itself in nonflow problems (e.g., single
cell systems) to activate the atmosphere thermodynamics and mass and
energy accounting subroutines. Alternatively, the keyword THERMO can be
used for this purpose.
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THERMO alternative keyword to FLOWS to activate atmosphere
thermodynamics and mass and energy accounting in problems
without flow paths.

3.2.3.2 . The engineered vent is an intercell gas flow
path with a number of additicnal features and fmproved architecture when
compared with the regular flow paths specified in the FLOWS block. For
example, the number of vents which can be specified between any two cells
is not restricted as it is with the regular flow paths. The modeling
options for the flow are also more extensive. For example, the flow area
as a function of pressure is calculated implicitly in the RVAREA-P
option. This option allows the modeling of one way doors and liquid
heads in the flow path without chatter. As another example, the user may
specify either the mass or volumetric flow rate a&s a function of time.
Only constant user-specified flow rates are available with the regular
flow paths.

The ENGVENT engineered vent input block is separate from the FLOWS input
block. One must, however, select the IMPLICIT solver option in the FLOWS
input block whenever engineered vents are to be specified. The keyword
NENGV in the global CONTROL block must also be used to specify the total
number of engineered vents in the system,

*************************************************************************

ENGVENT
(FROM=cellfr TO=cellto [VAREA=varea] [VAVL=vavl) [VCFC=vecfc)
[VMFLOW=vmflow] [VVFLOW=vvflow) [VIFLOW=viflow] [VCOSN=vcosn)
[VCONTRA=vcontra) [VDPB=vdpb] [VDPF=vdpf) [VELEVB=velevb |
[VELEVF=velevf) [VICLOS=vtclos) [VTCONS=vtcons ) (VTOPEN=vtopen)
[(AREA-T or IRAREA-P or MFLOW-T or RVAREA-P or VFLOW-T})
(FLAG=iflag)
X=n (x)
Y=n (y)
EOI)
EOI)

**********************************************ﬁ**************************

If the engineered vent modeling is to be used, the following keywords are
always required:

ENGVENT keyword to begin the specification of engineered vents,
FROM keyword to specify the nominal donor cell.
cellfr the number of the cell from which flow is occurring when

the flow is considered positive. (This arbitrary sign
convention is also used in the code output.)

TO keyword to specify the nominal acceptor cell,

cellto the number of the cell to which flow is directed when the
flow is considered positive.



EO1 keyword to terminate the reading of the parameters of a
given vent,

The keywords from the next group should be selected as necessary to
define the flow for a given vent. Note that they may be used in
conjunction with a number of table options (AREA-T, IRAREA-P, MFLOW-T,
RVAREA-P, and VFLOW-T) defined below. The inertial flow model is used
unless otherwise specified. For this model, VAVL, VCFC, and an option to
define the flow area (VAREA, AREA-T, or IRAREA-P) are required. The
quasi-steady flow model is invoked when the reversible-area-versus-
pressure option RVAREA-P is specified. For this model only VCFC is
required in addition to the RVAREA-P option. When any of the user-
specified flow rate options are specified (VVFLOW, VMFLOW, VFLOW-T, or
MFLOW-T), no other keywords from thz following set are required, although
VAREA should be specified to determine the settling rate of aerosols
through the vent if VCOSN is specified.

VAREA = the (constant) cross-sectional area of the vent when open.
varea This should be specified unless a table option for the area
is used (see below). In the user-specified flow rate
options, VAREA may still be specified. Although it is not
required for the gas flow calculation with those options,
it may be used for calculating aerosol settling through the
vent. (m?)

VAVL = the vent area versus length (analogous to AVL in the FLOWS
vavl input) used to calculate the inertial mass in the flow
path. This is required except in the case of the revers-
ible pressure-dependent-area table option (RVAREA-P), which
assumes quasi-steady flow, or a user-specified flow rate
option. (m)

VCFC = the vent turbulent flow coefficient (analogous to CFC in
vefe the FLOWS block). This is required unless a user-specified
flow rate option is used. (dimensionless)
VMFLOW = the constant mass flow rate for the vent when open. A
vmflow time-dependent rate can be specified through the MFLOW-T
table option discussed below. (kg/sec)
VVFLOW = the constant volumetric flow rate for the vent when open.
wilow A time-dependent rate can be specified through the VFLOW-T
table option discussed below. (m%/sec)
VIFLOW = the flow rate at problem start. This should be specified
viflow only if the vent is initially open and the flow model is

inertial. Default = 0. (kg/sec)

The following keywords are optional and may be specified independently of
any other keyword.

VCOSN = the cosine of the angle between the vent axis and the
veosn vertical direction. The value is used to calculate aerosol
settling through the vent. The angle is measured between
the upward direction and the vent axis in the direction
from "cellfm" to "cellto." The value should be 1 if the
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VCONTRA -
veontra

VDPB =
vdpb

VDPF =
vdpf

VELEVE =
velevb

VELEVF =
velevf

VTCLOS =
vtclos

VTCONS =
vteons

VTOPEN =
vtopen

vent goes straight up in the direction from "cellfm" to
"cellto" and -1 {f {t goes straight down. Only the compo -
nent of the aerosol settling velocities parallel to the
vent axis 1s considered. Default = 0.

the reduction factor for the flow area due to the vena

contracta. Used only when the flow Is choked (analogous to
CONTRACT in the FLOWS block). Default = 1. (dimensionless)

the positive-definite pressure difference to open the vent
in the backward (negative flow) direction. This option
sets the vent initially closed. 1f VDPB is specified, then
VDPF, discussed below, must also be specified. VDPF and
VDPB may be used with VTOPEN and VICLOS as long as the
times specified imply the vent is initially closed. (Pa)

the positive-definite pressure difference to open the vent
in the forward (positive flow) direction. See the comments
regarding usage in thc discussion of VDPB above. (Pa)

the elevation of the vent at cell "cellfr". Default = cell
center elevation given by the ELEVCL keyword in the FLOWS
block for cell "cellfr". The reader interested in using
VELEVB or VELEVF should read the cautionary note at the end
of Section 2.2.3.2.1. (m)

the elevation of the vent at cell "cellto"., Default = cell
center elevation given by the ELEVCL keyword in the FLOWS
block for cell "cellto". The reader interested in using
VELEVB or VELEVF should read the cautionary note at tht end
of Section 2.2.3.2.1. (m)

the time at which the vent should close or begin to close.
Default = 10%°, (sec)

the time period over which the vent should open or close
after a VTIOPEN, VTCLOS, VDPF, or VDPB is satisfied. The
area variation on opening or closing is linear in time. Be-
cause of conflicts with the table values, this option should
not be used with a table option. Default = 0. (sec)

the time at which the vent should open or begin to open.
The vent by default is initially open. Specification of
this option will result in the vent being initially closed
unless “"vtclos" is also specified and "vtclos" < "vtopen."
Default = -103%°  (sec)

The user may introduce a number of different global table options in
which the area or user-specified flow rate is specified as a function of
time or pressure difference. The type of table is specified through a
keyword picked from the list below and then followed by standard table
keywords FLAG, X, and Y as indicated in the ENGVENT input template.
(These keywords are also discussed in Section 3.5.) 1If any tables
described below are used ia the input, the user should take them into
account in setting the number of global tables "numtbg" and maximum
global table size "maxtbg" in the global CONTROL block.
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VFLOW-T

iflag

keyword to initiate the specification of a table for area
versus time. y

keyword to initiate the specification of a table for area
versus pressure c¢ifference. The area is treated as
irreversible in this option. The table value will be used
only if it is larger than the existing area.

keyword to initiate the specification of a table for mass
flow versus time.

keyword to initiate the specification of a table for area
versus pressure difference. The area is considered
reversible in this option. Unlike the reversible area
option for regular flow paths, the vent area is implicitly
calculated as a function of pressure. The flow is calcu-
lated according to the quasi-steady flow expression,
Equation (2-9), with C " 0 and the (1,j) indices
interpreted as referrlkg to the engineered vent in
question.

keyword to initiate the specification of a table for
volumetric flow versus time.

keyword to introduce the interpolation flag for the table,

the interpolation flag for the table. A value of 1 denotes
a step-function table, whereas a value of 2 denotes a

linearly interpolated table. Note that in the RVAREA-P
option, a linearly interpolated table must be used.

keyword to introduce the independent variable of the table.
the number of points {n the table.

the independent variable in the table, In the AREA-T,
MFLOW-T, and VFLOW-T tables, the independent variable
represents time (s). In the IRAREA-P and RVAREA-P tables,
the independent variable represents the pressure difference
API given in Equation (2-8), where i="cellfr" and

i= éellto" (Pa). Specify "n" monotonically increasing
values. Note that outside of the range of the independent
variable of the table, the table is extrapolated. A
constant value equal to the closest endpoint value is used
in the extrapolation.

keyword to introduce the dependent variable of the table.

the dependent variable of the table. 1In the AREA-T,
IRAREA-P, and RVAREA-T tables, the dependent variable
represents the flow area (m?). In the MFLOW-T table, the
dependent variable represents a mass flow rate (kg/s). In
the VFLOW-T table, the dependent variable represents a
volumetric flow rate (m%/s). Specify "n" values.
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A table should not be specified {f VICONS, VMFLOW, or VVFLOW keywords are
specified since these represent modeling options that conflict with those
of the tables. For example, VTCONS gives a time constant for the opening
of the vent to the value given by VAREA. This method of specifying the
vent characteristics obviously could conflict with the vent characteris-
tics given by the tables, and thus the combination is not allowed,
Similarly, only one table may be specified for a given vent, since each
represents an independent modeling option. A table may be used in
conjunction with any of the keywords which change the vent state, such as
VTOPEN. VTCLOS, and VDPF. VAREA may also be used with any table which
does not represent the area, but it is used in that case only to define
the aerosol settling rate through the vent. Note that the table values
are accessed only when the vent is open. When the vent is closed, the
flow and the flow area (if specified) are zeroed out,.

3.2.3.3 . The BWR
suppression pool vent flow path model is activated through the SPVENT
keyword. Only one SPVENT block is -1llowed, and only two cells may be
connected by the suppression pool vents.
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SPVENT
NDRY=ndry NWET=nwet
[NSVNTS=nsvnts] [AVNT=avnt] [VNTLEN=vntlen] [ELEVNT=elevnt)
(DPDRY=dpdry) [DPWET=dpwet| [FDW=fdw| [FUD=fwd] [GINLEN=ginlen)

[ {SCRUB
(BS1ZI=bsiz] [VROVR=vrovr]
EOI or
SPARC
[BSIZI=bsiz] [RATIO=ratio] [NRISE=nrise)
EOI )]
EOI
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The following keywords specify geometrical and physical parameters of the
suppression pool vent flow path system. Note that in addition to the
input described here, a lower cell pool must be defined in the wetwell
cell (see Section 3.3.2.5). Figures 2-4 ard 2-5 {llustrate the
significance of the geometric parameters.

The following keywords are required:

SPVENT keyword to begin the specification of the suppreseion pool
vent path,
NDRY = the number of the cell on the drywell side of the
ndry suppression pool vents,
NWET = the number of the cell containing the wetwell pool.
nwet

The following keywords are optional. (The default values except for that
for "elevnt" correspond to a Mark I configuration.)



NSUNTS =
nsvnts

AVNT =
avnt

VNTLEN =
vntlen

ELEUNT =
elevnt

DPDRY =
dpdry

DPWET =
dpwet

FDW =
fdw

FWD =
fwd

GINLEN =
ginlen

For a THERMAL
bing models.

the number of vent pipes of cross-sectional flow area
"avnt"; used for computing the total flow area. Default =
8.

horizontal cross-sectional characteristic flow area for a
single vent. For a Mark I1I, this should be the annulus
flow area. Default = 6.71. (m?)

for a Mark 1 or 11, this is the vertical extent of the vent
pipe. For a Mark 111, this is the characteristic distance
from the vent to the top of the weir wall. Default = 5,
(m)

height of the vent opening abuve the bottom of the pool.
Default = 0. (m)

the range for the pressure difference between the drywell
and wetwell over which the effective vent gas flow area
goes from zero to its maximum value. This range applies
when the flow is from the drywell to the wetwell. The gas
flow area is taken to be zero at the pressure difference
required to support the liquid head present when the vents
just begin to clear. The total gas flow area changes line-
arly from zero to "nsvnts"*"avnt" over the range "dpdry".
The flow solver may have difficulty converging if this
range is too small. In most cases, if this range is much
less than the cell pressures, the calculaved results will
not be sensitive to the value used. In such cases it may
be adjusted to give better computational efficiency.
Default = 10¢. (Pa)

the range for the pressure difference analogous to "dpdry",
but referring to flow from the wetwell to the drywell. The
total gas flow area changes from zero to "nsvnts"*"avnt"
over "dpwet". Default = 10¢. (Pa)

overall liquid flow loss coefficient for flow from the
drywell to the wetwell, including contraction, turning, and
orifice losses but not expansion losses. (See Equation
(2-11).) Default = 1. (dimensionless)

overall liquid flow loss coefficient for flow from the
wetwell to the drywell., Default = 1. (dimensionless)

the gas inertial length to be used when the vent flow
bypasses the pool (as when the level is too low to cover
the vent). The bypass gas flow is calculated considering
the effects of inertia in the flow. Default = 5. (m)

reactor, the user may choose either of two aerosol scrub-
The keyword SCRUB specifies the aerosol scrubbing model

from the VANESA code.|Pow86] The keyword SPARC specifies the SPARC
scrubbing model.[Owc85b) For a FAST reactor only SCRUB is available.
The SCRUB model is the model by default provided aerosols are present.
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The following keywords and values may be used in conjunction with the
SCRUB model from the VANESA code (see Reference Powf6):

SCRUB keyword to specify the VANESA aerosol scrubbing model.
BSIZI = initial bubble diameter. Default = 0.01. (m)
bsiz
VROVR = ratio of bubble gas circulation velocity to computed rise
vrovr velocity, Default = 1,

The following keywords and values may be used in conjunction with the
SPARC scrubbing model (see Reference Owc8B5b):

SPARC keyword to specify the SPARC aerosol scrubbing model.

BSIZ] = initial bubble diameter. This keyword replaces DIAM of the
bsiz stand-alone version of SPARC. Default = 0.01. (m)

RATIO = ratio of major axis to minor axis for a symmetric oblate
ratio spheroid bubble. The ratio is taken to be greater than or

equal to 1, If a value less than 1 is input, its inverse
is automatically taken. Default = 1.

NRISE = number of integration zones used for bubble rise in the
nrise scrubbing region. Values ranging from 10 te 1000 are
suggested for accuracy. Default = 10,

3.2.4 Aerosol Options.

The global aerosol characteristics are specified in the followi:, .
block. Note that aerosol initial conditions and sources are given on a
cell-by-cell basis and are discussed in Section 3.3.1.9,.
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AEROSOL
[NEWCOF=newcof] [DIAMl=diaml] [DIAM2=diam2] [TGASl=tgasl]
[TCAS2=tgas2] [PGASl=pgasl) [PCAS2=pgas2] [TURBDS=turbds)
[COLEFF=coleff] [DENSTYerho] [CHI=chi] [GAMMA=gamma ]
[DELDIF=deldif] [TKGOP=tkgop! [NOCOND] [NOEVAP)
[RELTOL=reltol] [ABSTOL=~abstol)]
[AERTIM=ntb
(NAME=~aname
[FLAG=1flag]
X=n (x)
VAR - Y=yname
Yen (y)
EOI))
(mapaer amean avar)
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The AEROSOL keyword is required to initiate this input ble~ <. The key-
words following AFROSOL are optional. The block must be te.minated by
*nac" groups of values for "mapaer", “"amean", and "avar".

AEROSOL

NEWCOF =
newcof

DIAM] =
diaml

DIAM2 =
diam?2

TGAS] =
tgasl

TGAS2 =
tgas2

PGAS] =
pgasl

PGAS2 =
ppas?

TURBDS =
turbds

COLEFF =
coleff

DENSTY =
rho

CHI =
chi

GAMMA =~
gamma

DELDIF =
deldif

TKGOP =
tkgop

NOCOND

NOEVAP

ke yword to begin specification of the global aerosol
characteristics.

flag for calculating acvrosol coefficient sets. The pos-
sible values of "newcof" are discussed at the end of this
section, Defauiv = 1,

smallest diameter g%lowod for aerosols.
Default = 1.0 x 10 °. (m)

largest dlameter al)lowed for aerosols.
Default = 1.0 x 10 . (m)

lower temperature in the coefficient interpolation.
Default = 273, (K)

upper temperature in the coefficient interpolation.
Default = 673. (K)

lower pressure in the coefficient interpolation.
Default = 10%, (Pa)

upper pressure in the coefficient interpoiation.
Default = 7.5 x 10%. (Pa)

turbuleat dissipation rate. Default = 0.001, (m?/s%)
constant collision efficiency. If a positive value is
specified, it will be used. A zero value will set a flag

to use an internal analytic expression. Default = 0.

material dengity to use for all aerosol component
materials., Default = 1000. (kg/m?®)

dynamic shape factor. Default = 1,
agglomeration shape factor. Default = 1,

diffusion boundary layer thickness. Default =« 1.0 x 10'5.
(m)

ratio of thermal conductivity of atmosphere to that of the
particle. Default = 0,05,

keyword to suppress condensation on aerosols,

keyword to suppress evaporation from aerosols.
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RELTOL = relative error tolerance per Runge-Kutta timestep.
reltol Pefault = 0,001.

ABSTOL = scaling factor for the absolute error tolerance per Runge-
sbstol Kutta timestep. The actual absolute error tolerance o
"abstol" times the maximum total mass concentration in a
size class. A "reltol" of 0.001 and an "abstol" of 0.0001
have been used successfully for problems with a large
dynamic range. As an example of such a problem, one compo-
nent is present initially at & relative mass concentration
ol one part in ten thousand compared to the total mass
concentration, and the relative and total mass concentra-
810801thon decay by a factor of one million). Default =
.0001.

More complete definitions ¢f the physical parameters introduced above are
given in Reference GelB2.

Through the AEKTIM global table option, the user may specify the aerosol
size distribution parameters "amean" and “"avar" (discussed more fully

along with the "mapaer" variable below) as a function of time. The
AERTIM option uses a number of global tables to specify this time depend-
ence, with one table specifying "amean" or "avar" for one aerosol compo-
nent. The FLAG, X, and Y keywords are standard table keywords defined in
Section 3.5, Other keywords and values associated with the AERTIM option
are discussed below. The us.r should consider the AERTIM tables in
setting the "wumtbg" and "maxtbg" parameters in the global CONTROL block.

When the time is within the renge of the table, the table values of
“amean' and "avar" will override the corresponding values specified after
the "mapaer" variable, as discussed below. Note that the "amean" and
"avar" parameters in usc at o« given time are gloval values that apply to
the aerosol initiel cenditinns and sources in any cell, with the possible
exception of SRV aerosol sources. The size distribution of SRV aerosols
may be specified cumpletely Iindependently of the global values through
the SRV source tables themuelves.

A\ERTIM keyword to initiate the sprcificativn of global tavles for
"amean" and/or "avar" as ¢ funccion of time.
ntb the number of tables to follow.
NAME = the name of the aerosol component to which the table
L ame avplies. 1t should be amony the names specified for
'mapaer" below.
VAR-Y = the name of cthe dependent variable in the table. "Yname"
yname should be specified a« either AMEAN or AVAR, depending on

vhether the dependent variable corresponds to "amean" ¢r
"avar", as defined telow.

n the number of points in the table.
X the independent variable of the table, corresponding to

time. Specify "n" values in gscending order. Note that
for time: prior to the first time in the table, the initial
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values of "amean" or "avar", speciflied after “mapaer” as
discussed below, will be used. Within the range of the
table, the table value deternined according to the
interpolation flag "iflag" will be used. For times grester
thai the last time in the table, the value of "amean" or
"avar®" will remain fixed &t the last value determined from
the table.

y the dependent varlable of the table, corresponding to
"amean® if the AMEAN keyword has been specified after VAR.Y
or to “avar" i{f the AVAR keyword has been specified.
Specify "n" values.

The last group of variables In this block specifies the aerosol compo-
nents to be used in the problem and the initial values of the aerosol
size distriburion parameters "amean" and "avar". This group terminates
the global aerosol block and thus should follow any of the keywords
described above. The following group of three veriables {s repeated
"nac" times, once for each aerosol component.

mapacy aerosol component name. This name must be one of the
materials specified in the COMPOUND or AERNAMES input
blocks. (See Section 3.2.1).

ame un volume -equivalent mass median particle diameter to be used
for inftial distributions and sources of new particles.
See Sectipn 2.2.4 for a definition of "amean"., Default =
1.0x 107, (m)

avar natural logarithm of geometric stardard deviation of the
particle size distribution to be used for initial
distributions and sources of new particles. See Section
2.2.4 for a definition of “"avar"., Default « 0.693.

These "amean" and "avar" values govern the particle size distribution for
initial conditions and sources unless overridden by the AERTIM table
option discussed above or by local size distribution parameters used in
conjunction with SRV aerosol sources.

For aerosol condensation to be active, the last aerosol component speci-
fied for “mapaer” must be H20L or H2QV. 1In addition, the reactor type
must be THURMAL  If THERMAL and either H20L or H20V are specified, the
amount of liquid condensed on aercsols from the vapor phase will be added
to the mass of the last component. However, note that the use of H20V s
obsolets and is not recommended. Note also that there is currently no
provision for condensation of sodium vapor on aercvsols,

Another format for the AEROSOL block is available., This format,
discussed in Appendix D, might be present in input files developed for

ecrlier code versions. While upward compatible, it is considered
obsolete.

The aerosol model uses a set of coefficients that must either be calcu-
lated or read in from an aerosol database file created in a previous
calculation, The user has some control over the coefficient calculation
through the "newcof" parameter, as discussed below.
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The coefficients depend on the number of size classes or sections,
*nsectn”, specified in the global CONTROL block, and all the parameters
that can be set by the keywords listed above, with the exception of
"newcof", "abstol®, and "reltel®. The aerosol database file, if present,
is first scanned for a match in &ll these parameters if 1 £ "rewcof" € 4.
1f an appropriate set of coefficlents is found, it is read in. If a set
of coefficients is found that is appropriate except for & mismatch in
deposition or condensation parameters (e.g., “"tkgop"), only the deposi-
tion and condensation coefficients will be calculated. The other
coefficlents will be read in. Coefficients not otherwise available are
calculated during input processing and then used throughout the rest of
the calculation. 1f a complete set of coefficients is calculated, tle
set can be appended to the end of the aerosol database file.

The aerosol routine by default is set up to interpolate between the
coefficients calculated at each of the four points ("tgasl”, "pgasl";
"tgasl", "pgas?"; “"tgas2", "pgasl"; "tgas2", "pgas2") to account for the
temperature and pressure dependence of the coefficients. For problems
with no temperature or pressure variation, the user may specify that
coefficients be defined at one or two points by setting "newcof" « 2 3,
or 4 as discussed below. If the user specifies such a partial set | the
database file will be scanned for a match in only the “pgasl", "ppas2",
“tgasl®, and "tgas2" parameters relevant to the partial set. However,
the complete set of parameters will be read in. 1f no match with partial
sets on the database file is found, the partial set will be calculated,
and the coefficients not required will be set to zero,

The options selected by various values of "newcof" are as follows:

newcof = 1 coefficients are requested at four combinaiions of tempera-
ture and pressure given by "tgasl", "tgas2",6 "ppasl", and
“peas?”, 1f coefficients are not available on the database
file, they will be calculated and appended to the end of

that file.

newcof = 2 coefficients are requested only at "tpasl" and "pgasl".
This option is appropriate only for constant temperature
and pressure problems.

newcof = 3 coefficients are requested for "pgasl" at "tgasl" and
“tgas2". This option is appropriate only for constant
pressure problems.

newcof = 4 coefficients are requested for "tgasl" at "pgasl" and

“peas2®. This option is appropriate only for constant
temperature problems.

newcof = 99 coefficients are to be recalculated regardless of availa-
bility of coefficients in the database file but are not to
be appended to the end of that file.

A more detailed discussion of the aerosol physics modeling is found in
Section 2.2 .4,
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3.2.5 VFisslon Product Decay and Heating Input

Global fission product characteristics are specified in the following
input block. These characteristics include the structure of the linear
decay chains, the fission product half-lives, and the decay power
coefficients. Initial fission product masses and the targeted release
and acceptance parameters are defined at the cell level in the FPM-CELL
input block (see Section 3.3.1.10).

R e

FISSION
(NFPCHN=nfpchn
FPRAME= (fpname )
HFLIFE=(hflife)
[ (FCFPWR=ndpcon
POVER=(fpq) or
POVER=(fpq))]))
EO1

R L L

FISSION keyword to initiate input of the global fission product
parameters. There should be only one global FISSION block
in any one input file.

NFPCHN keyword to specify the number of fission product elements
in & chain, 1t also marks the beginning of the input sub-
block for that chain. All other keywords and values for
that chain must be given before NFPCHN is specified again
for the next chain. A total of "nchain" NFPCHN subblocks
should be defined in the FISSION block, where "nchain" is
specified in the global CONTROL block.

nfpchn the number of fission chain elements in a chain. The sum
of "nfpchn" over all chaing must add up to the value of
*nfce" given in the glubal CUNTROL block.

FPNAME keyword to initiate the specification of the names of 2ach
element. of a chain,

fpname the tission product name for the chain element. Specify
"nfpchn" names, each taken from the ones declared after
FP-NAMES in the MATERIAL input block.

HFLIFE keyword to initiate the input of fission product half-lives
for all elements in a chain.
hflife the half-life of a chain element (s). Exactly "nfpchn*
values must be entered. The last element in a chain may be
specified as stable with a zero value of "hflife". (Since

there is no such thing as a zero half-life, zero is assumed
to represent an infirite half-life or a zero decay con-
stant). If a negative value is given then its absolute
value will be interpreted as the decay constant, A, where
"hflife" = 1n(2)/).
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FCPPWR = the number of coefficients in the decay power expression
ndpcon for each element in & chain. These coefficients are speci-

fied after the POVER keyword discussed below and &re used
to define a general time-dependent specific decay power
according to Equation (2-23). Note that each chain may
have its own number "ndpcon® of such coefficients. The
minimum value of "ndpcon" is 1 and the maximum is 4. If
FGPPWR is omitted, the value of "ndpcon" is taken to be 1,
and the decay power reduces to & constant. If specified,
FGPPWR should be specified before POWER. Note that a time-
dependent decay power {s useful when fission product groups
are modeled (see Section 2.2.5.4).

POWER keyword to initiate input of the power coefficients.

fpq the value of a power coefficient. Exactly
"nfpchn"*"ndpcon" values should be specified. "Ndpcon"
values for the first element in a chain should be given,
then “"ndpeon” values for the second, and so on. For each
element, the first value is a,, the second, a;, and so
forth, where these coefficients are defined in Equation
(2-23). 1f FGPPWR is not specified, only a, should be
specified. Default « 0, (W/kg for odd cocf%lciontl and 1/s
for even coefficients)

An alternate format i1s also avallable for the FISSION input block as
described in Appendix D. This alternate input format includes the
specification of initial fission product masses and release/acceptance
functions at the global level with the FPM-CELL keyword. The FPM-CELL
input bleck can also be given at the global level when using the input
format described above; however, this is not the recommended procedure.
The recommended procedure is to define the FPM-CELL input block at the
cel) level as described in Section 3.3.1.10.

3.2.5.1 Fission Product Transport Efficiency in Liquid Pathways The
FPLIQUID “lock is used to define the efficlency factors for fission
product (:ansport in liquid pathways. These factors devermine the rate
of fission product transport with structure condensaie runoff and pool-
to-pool transfers of coolant via engineered systems components, as
discussed in Section 2.2.5.5.
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FPLIQUID
(fpname=fpliq)
EOI
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FPLIQUID keyword to initiate the specificaticn of transport
efficiency factors for fission products in liquid pathways.
This keyword should be followed by pairs of the following
two variables.

fpnane fission product name that is among the list of fission
product names given in the global FISSION input block.
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fplig the transport efficiency factor for "fpname" in liquid
pathways. This should be a real value between zero and
one. It specifies the ratio of the relative amount of the
fission product transferred to the relative amount of water
transferred when condensate drains from structure surfaces
to & recipient pool and when direct pool-to-pool coolant
transfers occur through engineered systems components, such
as a PIPE . In the first case, the fission product is
transferred from the structure surface to the recipient
pool. That pool can be designated through the cell
OVERFLOV keyword discussed in Section 3.3.1.11. (This
keyword should not be confused with the engineered systems
OVERFLOW component discussed in Section 3.31.3.11.) In the
second the fission product is transferred from one pool to
another. Default = 0,

EO1 required keyword terminating the FPLIQUID input block.

3.2.6 Timestep and Time Zone Input

The TIMES block establishes the maximum system timestep size, the maximum
edit timestep, and the total allowable CPU calculation time. The edit
timestep by definition {s the interval at which information is written to
the plot file(s). 1t is smaller than or equal to the interval at which
long edits are written to the main output file. The TIMES block also
defines the times at which restart data are written to the restart file.
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TIMES cput tstart (timine edtdto tstop) [((ctmfr) or
CTFRAC=(ctmfr)))
[TRESTART=n (tres))
[TSFRAC=tsfrac)
[ EDMULT=odmult )
[EOT1)
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TIMES keyword initiating timestep and time zone input,
cput maximum CPU time limit. (s)
tstart problem start time. (s)

The following set of three variables (s repeated “ntzone" times, one set
for each time zone:

timine maximum system timestep size in the time zone. (s)
edtdto maximum edit timestep, or interval at which plot informa-

tion is written to the plot file(s). For the long and
short edit frequency, see Section 3.2.7.1. (s)

tstop end time of the time zone. (s)




CTFRAC optional keyword for defining the maximum cell timestep.
It does not have to be specified if "ctmfr" values follow
immediately after the time zone information.

ctmfr the ratio of the naximum allowed cell timestep to the
system timestep. Specify a value less than or equal to one
for each cell, Note that neither CTFRAC nor "ctmfr" has to
be specified if the default value is acceptable.

Default = 1.
TRESTART optional keyword to specify the times at which restart
blocks are to be saved on the restart file.
n number of restart times to yo defined, Maximue = 100,
tres times at which restart blocks are to be saved, Specify "n"

values. If no values are specified, the restart times by
default are taken to be the end times of the time zones.

TSFRAC = a timestep scaling factor for internal system timesteps.
tsfrac Such timesteps are calculated during certain physical pro-

cesses, such as hydrogen burns, as some fraction of the
characteristic time for those processes. When calculated,
the internal timesteps override the maximum user-specified
system timesteps, 1f the latter are larger. The fraction
of the characteristic time used for the internal timesteps
is obtained by multiplying the default Iraction by the
vtsfrac" factor. The default value of "tsfrac" is 1 for an
initial run and the previous value in a restart. In sup-
port of older input decks, the keyword MULTIPLE may also be
given instead of TSFRAC.

EDMULT = a frequency factor for edits during processes for which an
edmult internal system timestep is calculated, such as hydrogen

burns. The edit timestep will be the system timestep
multiplied by "edmult" if the resulting timestep is less
than "edtdto" (even if the internal timestep itself is not
used). The default value of "edmult" is the ratio
*edtdto"/"timine" for an initial run and the previous
"edmult" value in a restart,

EOI optional terminator.

A maximum of 101 restart blocks can be present on the restsrt tape. The
last is always the temporary restart block from the last edit time,

(This block is overwritten each edit time.) Up to 100 restart blocks may
also be permanently saved. These are specified through TRESTART, or if
this is not used, by the "tstop" times marking the ends of the time
zones. Note that on & restart, new restart blocks are added to those
already present on the restart tape, and the original blocks count toward
the maximum of 101 blocks allowed.

The TSFRAC option gives the user control over internal system timesteps.
For example, hydrogen burns are accompanied by calculation of internal
system timesteps which are equal to 0. 1*"tsfrac" times the burn time.
Within a time zone with relatively long "timinc" timesteps, the internal




timesteps will be used. The hydrogen and carbon monoxide combustion
model is the only model that makes use of the TSFRAC and EDMULT options
in CONTAIN 1.1.

The EDMULT keyword is useful for resolving hydrogen burns without
producing massive quantities of output at other times in the run. For
example, "edtdto" may be considerably larger than "timinc"; however, if
"edmult" is, say, equal to 1.2, the edit interval during a burn will be 2
(1.2 rounded up) times the actual timestep used.

3.2.7 Output Control

Several options to control the formatted output written to the main
output file are discussed in this section. However, there are other
types of output, as discussed in Section 4.1. The most extensive of
these is the unformatted output written to the plot file(s). Note that
the latter can be post-processed using the POSTCON code.[Was87)

3.2.7.1 [FEreguency of Print Output. Output is written to the main output

file in printer carriage control format. This output consists of short
sumnary edits and long detailed edits. The frequency at which the short
edits and long edits are produced i{n the main output file can be
controlled with the SHORTEDT and LONGEDT options.
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SHORTEDT=kshort

R S T T T Ty

SHORTEDT = the number of system timesteps between short edits.
kshort Cannot be 0; default = 1.

For example, if the system timestep is 5 s and "kshort" is 4, then the
short edit interval will be 20 s. The short edit interval is completely
independent of other output intervals.
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LONGEDT=klong
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LONGEDT = the number of edit timesteps between long edits. Cannot
klong be 0; default = 1,

The LONGEDT option controls the frequency of the long edits in the same
way that the SHORTEDT option controls the short edit frequercy. Note
that LONGEDT and SHORTEDT have no effect on the frequency with which
information is written to the plot file(s). (That frequency is governed
by the basic edit timestep, which is defined by parameters such as
"edtdte" discussed in Section 3.2.6.) Thus the user can limit the
quantity of long or short edits but still obtain detailed plot informa-
tion on the plot file(s). A long edit will always occur at a “"tstop"
time, a restart time, an opening or closing time for a regular flow path,
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and a CORCON edit time regardless of the number of edit timesteps that
have elapsed since the last long edit.

3.2.7.2 Print Output Optiong. The following single-keyword options can
be used in any order to obtain the indicated block of output in the long
edits.
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| PRFLOV )

[ PRAER )

[ PRAER? )

{ PRLOW-CL)
[ PRHEAT |

[ PRF1SS ]
[PRF18§2)
[ PRENGSYS )
[ PRBURN )
(PR-USERO)
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PRFLOW intercell flow model.

PRAER detailed suspended aerosol inventories and short aerosol
deposition summaries.

PRAER2 detailed suspended aernsol and aerosol deposition
inventories.

PRLOW-CL lower cell model.

PRHEAT heat transfer structure model.

PRFISS fission product mass and decay power summaries.

PRF18S§2 detailed fission product mass inventories and decay power
distribution.

PRENCSYS engineered system model.

PRBURN hydrogen and carbon monoxide burn model.

PR-USERO user-implemented output from the USERO subroutine.

The user may specify as many of these keywords as desired. The asscci-

ated output occurs only in the long edits. (See the section above for a
discussion of the LONGEDT option.) A discussion of the output obtained

with each of the above keywords is presented in Section 4.

The PR-USERO option gives the user additional flexibility in obtaining
output. It controls output from the USERO subroutine, from which essen-
tially any variable in the code can be accessed. The user must add
coding to the USERO subroutine specifying the output and the format to be
used. (See Section 4.1.3.10.)
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3.2.7.3 Iitle. This block specifies @ descriptive title for the
problem, which forms the heading for every long edit and is also wiritten
to the plot {ile<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>