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| ABSTRACT
.

.
l

- The U.S. Nuclear Regulatory Commission's (NRC's) Office for Aralysis and EvaluadonLI ;

of Operational Data (NRC/AEOD) has been pursuing the development of measurement
systems to awcrimin the effecdveaess of maintenance programs in commercial U.S. nuclear

,

|
power plants. The previous reports AEOD/S804A. Preliminary Results of Me 7Wal -)g. . _ Programfor Maintenance Performance !adicators, and S8048. Application of the NPRDS

|
[g for Malatenance EJactiveness Monito,ing, documented the development and vahdadon of J

a maintenance effecdveness indacalor for selected boiling water reactor (BWR) plants and
components. '!he present effort extends the earlier AEOD findin6s and validates the main.' '

,| tenance effectiveness indicator for use with both BWR and p.~ M water reactor j

L W.. (PWR) commercial nuclear power plants.
i-

'

- !he development and validadon of the maintenan6e effeedveness indacator are discussedI in this repen, along with the results of applying the indacalor to component failure data for
PWR and BWR plants over a two-year study period. The appendaces se issued under a
separais volume, because they contain proprietary informadon. For more informadon

-

regarding the appendices contact Ms. B. M. Brady of NRC/AEOD at (301) 492-4499.

*Il
..

I
I

.

:
.

I
I

FIN No. L1345-Maintenance Effectiveness Indacalor Development

|

-- -- __ -____-
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|iSUMMARY'

The U.S. Nuclear Regulatory Commission's should provide indication of improvement or decline E4
(NRC's) Office for Analysis and Evaluation of Opera- in a plant's maintenance program. 3

L tional Data (NRC/AEOD) has been pursuing the:

p developmmt of measurement systems to ascertain the The methodology used to develop the maintenance -

|- effectiveness of maintenance pregrams in commercial effectiveness indicator was pe-formed in a four-step
U.S. nuclear power plants. The previous reports, process. First, tha compor. nts cnd systems whose

'

ABOD/S804A,Ireliminary Results of the Wial rio- failure rates would be monitored were identified for
gramfor Malatenance Performt.nce buficators, and both BWR and PWR plants. Selection of these com- |
S804B, Application of the NPRDSfor Maintenance ponents was based on NPRDS reporting guidelinea, 5

.

Efectiveness Monitoring, documented the develop- on the premise that this equipment would normslly be
ment and validation of a maintanarre effectiveness functioning while the plant is operating, and that in' *

indicator for selected boiling water reactor (BWR) general, their failure could lead to a plant outage. Sec. :

plants and components. De present effort extends the ond, the failure data for the selected systems and com- ' W-
earlier AEOD findings and validates.the meintenance ponents were downloaded from the NPRDS data base
eNectiveness indicator for use with both BWR and and verified as con pletely received. The downloaded

' g'
3

pressurized water reactor (PWR) commercial nuclear NPRDS failure data were then reviewed for reporting
power plants. His effwt is ajoint undertaking by the consistency and accuracy. Third, previously devel-
NRC/AEOD and by EG&O Idaho,Inc., cf the Idaho oped display methods were enhanced and expanded to i
National Engineering Laboratory (INEL). depict the maintenance effectiveness indicator flags.

Dese flags highlight failure data when the failure rate |
exceeds the predetermined threshold value. Finally, IThe :aaintenance effectiveness indicator uses a areas .at may wrant fur er study we WntM gmethodology that evaluates the Nuclear Plant Reliabil-

ity Data System (NPRDS) component failure data for W
The maintenance effectiveness invirasar was then

.

preselected systems and signals any increase in the
failure rate that exceeds a ua.neined value. The validated to show that the indicator was reflecting the -

r
number and frequency of these flagged failure rate parameter being measured, i.e., maintenance effective-

ness; to demonstrate that the indicator was useful in
- Increases is then trended for all systems considered

over he study period to obtain a measum d me level revealing maintenarce-related trenda of equipment

of maintenaria offectiveness at a plant. This approach perfonnance, i.e, resuhs d the mauuenance imess; g,.

is similar to statistical process control analyses used and to show that the indicator was consistemiy applied g-
extensively hv manufacturing industries to indicate across all plants. A cause analysis was performed of

when their quality of manufactured components is the narratives in the m, dividual NPRDS failure reports

degradmg by noting when the component failure rate that contributed m the failure rate increases flagged by g.
is beyond what is expecte:1 from random fluctuations.

** indicator. 'lle results of the analysts showed that a 3:
majonty of the failures that contributed to the firgged

.

failure rate increases involved inadequate or ineffec-
The purpose of this indacator is to aid in trending the tive maintenance. A second analysis us performed

effectiveness of each plant's maintenance program in by comparing maintenance effectiveness indicator re-

ensunng equipment performance, i.e., that the equip- sults with equipment failures documented in individu.

ment will operate as intended. Tb accomplish this pur- al Fcensee event reports (LERs) submitted by plants to 3
pose, the indicator is based on the failure histories of a meet the reporting requirements specified in 10 CFR 3
range of components; histories large enough in number 50.73, the so-called I.ER rule. De analysis showed

'

to provide an adequate sampling of how the plant that plants with a high number of maintenance-related

equipment is performing. In this approach, individual events, at reported in the LERs, were also noted t.s

failures and the increases in failure rate are not neces- having a high number of indicator flags.

sarily safety significant per se. This approach con-
trasts with some other performance indicators such as Finally, the indicator was applied to component 3
automic scrams, safe tv system failure), and safety failure data from ah commercir.1 nuclear power plants 3
system ac'.uations wtere stme level of safety signifi- for a two-year study period (March 1986 through
cance is attached to each constituent event. De main- kne 1988). Five conclusions were determined from
tenance effectiveness indicator flags are not intended the results. First,11 maintenance effectiveness indi- |
to provide a basis for immediate regulatory response. cator was validated for monitoring the maintenance W
Rather, the ia.cumulation of these ' lags over timt, process for alll'WR and BWR plants. This analysis

I
iv

4

I>

. - _ - - . .. __ . _ - _ _-. . _-
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reconfirmed the applicability of the indratar for BWR sion was obtained even though the indicator has an in-
plants and established the applicability for PWR herent sensitivity to outages, and fallares and indica-

* plants. lor flags tend to cluster within outages.

Second, the necessary processes have been devel- Fifth, the maintenance effectiveness indicator does
oped and verified to conclude that the maintenance not have the consistent ability to predict equipment
effectiveness indicator is now ready for production forced outages. A failure within a system that led to anI use. De components were identified that should be equipment forced outage was preceded by an indicator
monitored for evaluating maintenance effec'iveness, flag only 12% of the time.

. De methodology used to download the NPRDS data

I was venfied and found to be effecdve for both BWR ,

and PWR plants. The indicator display methods were In response to Commission direction, the NRC staff

developed to indicate the maintenance effectiveness, broadened its maintenance indicator effort by estab-
-

- first, at a plant level and, second, in compartson with lishing a demonstration project with industry in Sep-

'

its nuclear steam system supplier (NSSS) reactor tember 1989. The goal of this project is to achieve:

technical consensus on feasible methods for monicot-- vendor group as a first spproximation of a peer
com W t ing the area or maintenance performance. The group,

which consists of NRC staff from AEOD and repre-:g
g~ hird, the results of the maintenance effectiveness sentatives from six utilities, the Naclear Utility

indicator calculations for all plants identified an Management Resources Committee, and the Institute

l overall improvement in the icvel of maintenance of Nuclear Power Operations, began work by examin-

I- performance over the two-year period. Each NSSS mg IM component failure-based indicator described '

reactor vendor group showed an improvementin main- above. This project will continue into the early part of

tenance effectiveness. 1990, and the resnits will be considened in planning fu-
> tt te ircrk on maintenance indicators.

Fourth, plants with ineffective maintenance pro-i

Brams consistently produced a higher-than-average The appendices contain material that support the
number of flags, when coripared with their peers. De findings in the body of the report. Much of the data in

1|s .
higher number of flags was observed regardless of the appendices is proprietary and should be protected-

whether or not a plant was in an outage. His conclu- accordingly.
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MAINTENANCE EFFECTNENESS INDICATOR
4z
L

1. INTRODUCTION"

The U.S. Nuclear Regulatory Commission's ment of a practical a..d usable indicator for BWRs,
(NRC's) Office for Analysis and Evaluation of Opera- wnich was Jerived from component failure secords
tional Data (NRC/AEOD) has been pursuink the submitted by each BWR p;a+ to the NPRDS. The
development of measurement systems to ascertain the indicator demonstrated a capuoliity to monitor plant
effectiveness of maintenance programs in commercial maintenance eTectiveness.

[ U.S. nuclear power plants. This document describes
i the development, validation, and application of a 1.2 Present:ffort

maintenance effectiveness indicator for monitadng
both pressurized water reactors (PWRs) and boihng

A Comp ete treatise on the development, validation,l- water reactors (BWRs). This irdcator is now ready
for implementation. This effort was a joint undertak. and application of a maimenance effectiveness indi-

ing by the NRC/AEOD and by EO&O Idaho,Inc., of caer psogram is presented in the following sections of

the Idaho National Eagineering Laboratory (INEL). this report. De indicator described previously in the
3AEOD/S804A and AEOD/S804'B4 Nports was

examined and ex=nded i a be a pe f BWR
1*1 H!stoT outate-dominating systems and equipment. This

k report identifies PWR systems and components com-
I ne NRC has initiated a program whose goal is to parable to those selated for the BWR and validates the

improve maintenance programs at each commercial indicator for PWR use.

1 nuclear power p; ant. A maior part of the program was

j the development of the proposed rule,'' Ensuring the An over view description of the indicator and the
Effectiveness of Maintenanco 1 migrams for Nuclear procedure to imj;lement it for monitoring mais.enance
Power Plants,'' 10 CFR 50.65, xn was issued on effectiveness are described in Section 2.

I
November 28,1988.1 Subsequent to the issuance of
the propased rule, the NRC has released a Stcff The development of the maintenance c8fectiveness
Requirements Memorandum that provides further indicator is presented in Section 3. Much of the meth-
u e standing of the proposed INC position and odology described in this section war extended from

carlier efforts presented in the AE00/S804B repart.*

In support of the proposed rule and in response to

} the Memorandum, the NRC/AEOD and the INEL have The results of validafng the maintenance effeca.ve-
ness indicator are summarind in Section 4. The goal

8 developed a methodology to monitor the effectiveness
was to ecure that the indicator produced an ac: urate

of each plant's maintenance program.
picture of maintenance effectiveness on a plant-by-
P ant basis. The validation methodology was alsol'

The first major reporting of methodology develop. extended from earlier efforts documented in thenent was issued in October 1988 as AEOD/S804A,
AEOD/S8045 tcport.

Preliminary Results of the Trial Programfor Mainte.
sance Performance indicators, transmitted to the

NRC under theletterSECY 88-289.3 Thatreport con. The results from using the indicator to evaluate U.S.'

P ants for determining the industry trends in mainte-lcluded that measurement of mainteau.cc effectiveness

| was feasible and the.t the best measure of maintenance
nance program effectiveness are presented in
Section 5.

[ effectiveness would likely be based upon the compo.
nent reliability and iailure history.

Section 6 includes the conclusions reached from

I A second report on this subject was issued in efforts described throughout th.: mport.

January 1989 as AEOD/S804B, Applicasion of the
NPRDSfor Maintenat:ce Effectiveness Monited ag.d Appendices A thrc, ugh O contain material that sup-
The findings of that report stated that the Nudear Plant port the findings in the body of the report. Much of the
Reliability Data System (NPRDS)5 was a viable data in the appendices is proprietary and should De pro-

source of data to derive maintenance effectivenets tected accordingly. The main body of the report, when
indicators. Dat report also documented the deviilop- detached from the Append!xs,is non-proprietary.

:
1

1
1

. .. .
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--1.3; Future Efforts "How is Plant A performing at the end of fuel cycle 3,
whm compared with its peers when they had reached I
the end of their third fuel cycle?"). j

De maintenance effectiveness indicator described
in this toport represents the completion of the iltst Ii

: phase of a two-phase NRC/ABOD program. De indi. Second, studies will be conducted on how to process 3i
cator is ready for implementatior. Furtkr refinements and portray the outagWinating equipment failure
and additions can be made, however. The second data nccording to rnainienance program cat sgary (e.g.,

- phase willaddress three such areas. mechan' cal. ele:trical, instrumentation atd control).
,

ne intent is to generate an additional ladicator to

First, the nc.nalization of indicator results to each show maintenance effectiveness. De addidonal indi. |

plant's time-m-life will be evalus;ed. During the Chlor could help identify a specific area or areas of a 34
development of the indiuuor, a cursory analysis indi- plant's maintenance program as needmg improvement. 34
cated that additional information about an individual
plaat's maintensra effectiveness raight be obtained if - Third, the AEOD/S804A report described other 3,
the fuel cycle history,ir.cluding the present time within possible maintenance effectiveness ' dicators whose gm
a fuel cycle, would be t acked concurrently with the - merits were notable but the indicators required further

indicato . His system would allow comparison of a co weptual development and : bsequent validation.
plant's performance to its NSSS vendor peera at any. Tne most promising of I'ese additional indicators will
time within the plant's multi-fuel cycle history (e.g., be pursued to complemmt the present indicator. ;

I
I
8'.

l.
I
I

. I

I
I
I
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2. OVERV!EW OF MAINTENANCE EFFECTIVENESS INDICATOR

A descripdon of the maintenance effectiveness indi- electrical, instrumentation and control). The same -
cator and the pmcedure to implement the indicator as indicator formula is again used to scan the component

,
~

'

- part of a monitoring program are the topics of this failure data and flag those failure rates within each
section. maintenance area that exceed a iw6C ..C.Whresh-

| old. It should be noted that this maintenance category

J 2.1 Description Of Maintenance indicator was bued on the same data used for the
maintenance eNecdezu indicatw. t should also beEtfactiveness indicator noted that the number of flags in the maintenance cate-
gory display may not be equal or even exist for the

The malmenance eNectiveness indica'or is deter- aame month as the flags in the system displays. De
mined by scannirg the NPRDS component failure data calculations for the new indicator are based on the

| for each systern being monitored at.d signaling an number of reports for each system. De tieric when the

| - Increase in the failure ride (failures per month) when it theshold value was cacceded coulo be different.
exceeds a predetermined threshold. The number of
these flagged failure rate (failures per month) h WWm Me pmaenW

I
Increases is then trended for all systems considered inth.is repwt represents a step toward developing a
over a specified rudy period to obtain a meazare of the spm fw h canprekasive assessment of the main-
level of maintenance elfectiveness at a plant. Note that

tenance cNectn, reness program. To get a complete pic-
,

| only immediate and degraded failures me monitored ture, the maintenance effectiveness indicator should
| by the indicator, not the incipient failures (as defined not be used alom Mer smirces of infwmat, n ando

by NPRDS repordng criteria), otherindicators wd, lbe required.

The inmediate and degraded component failurea
from 10 to 12 difforcia systems are tracked by the twil- The purpose of this indicator is to aid in trending the

cator. These systems and components historically effectiveness of each piant's maintenance program in

y have been dominant contributors to forced outages and ensuring equipment performa.w, i.e., that the equip-

g reside in either the NSSS or the balance of plant ment will operate as intended. To accomplish this pur-

(BOP). pose, the inhatar is based on the failure histeries of a
rsnge of components; histories large enough in nusaber

6 An indicator result example for a Westinghouse to provide an adequate sampling of how the plant

B . plant is shown on Figure 1. The monthly total number equipment is performing. In this approar h, individual

of flags is displayed in the trend plot in the lower right- failures and the increases in failure rate are not neces-

hand corner of Figure 1. Dese data were derived from sarily safety significant per se. This approach con-
the component failure rate increases that were flagged trasts with some other performance indica * ors such as

for the 10 different systems being monitored. In this automatic scrams, safety system failures, and safety

example, a tota! of 12 fail'ue rate increases were sig- system actestions where some level of safety signifi.
cance is attached to each constituent event. The main-

l .
naledduringtheapproximatelytwo-yearstudyperiod.
The distribution of flags among the systems is seen on tenance effectiveness indicator flags are not intended'

theleft cide of Figure 1. to provide a basis for immediate regulatory response.
Rather, the accumulation of these flags over time

.I To supplement the trending of the indicator data,the should provide indication of improvement or decline
_ trend plot also presents the cumulative number of flags in a plant's maintenance program,
for the plant and the average cumulative number for
that plant's vendor group over the study period. 2.2 Implementation Procedure

Shown in the upper right-hand comer of Fig. ire 1.is
an area of the graphical output display currently under The maintenance effectiveness indicator has been
development. That area depicts the output trend from validated and is ready for immediato use. A quarterly
a new indicator that, when con.pleted, will facilitate reporting of indicator results is presently envisioned
interpretation of maintenance effectiveness. This area by the NRC/AEOD staff. To perform rootine produc-
is identified under the heading of Maintenance Cate- tion. six steps will be followed that result in producing

gory. Here, all failure data, regardless of the system, the indicator graphical output (Figure 1). Most of the
have been grouped by the various organizations that process has been automated through the use of person-

comprise a maintenance program (e.g., mechanical / alcomputers(PCs).
1
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Figure 1. Example display from maintenance effectiveness ind Cator.
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= 1'. Select study period-A 28-consecutive-- - The data ured for the maintenarce effectiveness
month penodis selected. indicator are selected based on failure discovery date.

- The latest failure discovery date for the component
2.' Downloadfailuredato-Bothimmedate .d failure data being g-:-: o i for a specific ma'snenance

I degraded failure data are downW collec- effect veness indicator has a failure discovery date
tively and treated hereafter as a sirigle entity. about six months before the date the hxlicastr was cal.
De transfer is electrenically performed from culated. This delay is based on the length of time

I the NPRDS computer sysicm to a PC. (See required fcr the licensee to report failures, for NPRDS
Sections 3.3.1 through 3.3.3 for more failure report codification, and for data quality
details.) - assurance.

3. Veryy downloaded data--This step ensures
D. - thct all data frort the systems and compo. De implementation pracedure was used to process

nents of interest were obtained as requested. the component failure data for all ple'tts during the -

(See Section 3.3.4.) study period, March 1986 through June 1988. A com.

I .

plete & cf output displays is pre"ided in Appendix C.
4. Perform NPRDS data quality assurance These plots are proprietary anu should be handled

review-The data are reviewrd to ensure accordingly. Appendix G summarizes the overall pro-

I accuracy and consistency. (See Sections cess that will be followed for full implementation of
3.4.1 and 3A.2.) the maintenance effectiveness indicator program.

5. - Processfailure data wHh indicator-The
component f41ure rates are reviewM and the In response to Commission direction, the NRC staff

-E - indicator flags are generated, as are the bmadened its maintenance indicator effort by estab-

vendor trend data and the graphical display lishing a demmstrada project with industry in Sep-

. output. (See Sections 3.5 and 3.6.) tember 1989. The goal of this project is to achieve

B
technical consensus on feasible methods for monitor-

6. Quality veryy the data-Verify the down- ing the area of maintenana performance. The group,
loaded data and accuracy of the indicator which consists of NRC sdT from AEOD and repre-
displays. sentadves from six utilit'es, the Nuclear ManagementI Resources Committee, and the Institute of Nuclear

- This six-step process will be repeated quarterly, . Power Operations (INPO), began work by examining -
-

using a one-month sliding window described in the component failure-based indicator described

B Section 3.5. The oldest three months of data will be abcse. This project will continue into the early part of
deleted, and the next three newer months of data will 1990, and the results will be considered in planning fu-
be added to define the study period, ture workon mainenanceindicators,

i '
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g
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E 3. MAINTENANCE EFFECTIVENESS INDICATOR DEVELOPMENT
e

- Section 3 presents a detailed description of the De display (Figure 1) presents the indicator results
,

__ development activities that led to the establishment of (total indications per montn) for an individual plant, as
; the maintenance effectiveness indicelor. Presented are well as the system-by-system basis, and then shows

the specific activines, analyses, and justifications that _ the overall trends in maintenance effectiveness for the
were used to (a) select system and component failures plant,
fn tracking; (b) Jevelop and apply search strategies to

-

download the appropriate failure data and supparung The scope of the present effort was expanded over
~ information; (c) verify that the data are accurate and - the effort docume.ned in the AEOD/S804B report to
consistent; (d) verify the computer software used to encompass all operating PWR and B WR plants that

p . calculate maintenance effectiveness indicator fings report to theNPRDS.
and display the maintenance effectiveness indicator

--- 'resulte. Before presenting the details of each of these De resul's of this development effort are consistent
areas, t he results are summarized below. with those of tin previous AEOD reports. De follow-

ing general statements can be made based on the

3.1 Summary of Development evaluation of the findings:
s

The number of components that are report-eThe maintenance effectiveness indicator has two
components: (a) the analytical expression that is used able to the NPRDS and the number of compo-

to denote when an increase in the failure rate is indica, nents being monitored for the maintenance,

-

effectiveness indicator were totaled and com-tive of degradation in maintenance effectiveness and
(b) the graphical display techniques for visual depic- pared for all plants for each NSSS vendor.

tion of the results. Approximately the same percentge of the
reportable componems is being monitored for

= The analytical expression chosen for the indicator each of the fourNSSS g oups.~

. was taken from the AEOD/S804B report.
The review of failure reports revealed that the*

He analytical expression can be restated as follows: licensees and INPO correctly categorize the'
failure severitylevel.

De expression involves the number of com-
As a result of the NPRDS data review, no pat-ponent failures discovered during each month *

_-r

in a continuous five-month period for each of terns of deficiencies were identified in the
= the selected systems. Dividing the number of specific arens of failure report codin6. data

camponent failures for each of the systems in entry, or reporting consistency between units
-I a selected time period by the number of from sites or utilitics with multiple units.

months in the time period,it then caletdates
ne, method for processing and displaying thethe average component failure rate for each e

system for (a) the first three mochs of the indicator data and trends was developed, veri-
*

~

five-month time span and (b) the last two fled, and prepared for implementation.
months of the span. The expression then
compares the two average rates and,if the De processing and display methodology was.

rate in the last two months exceeds that of the compared to the traditional statistical control
first three months by more than a threshold process display method. The two methods
value, n indicating mark is placed in thc last were found to correla's well.
monu.of the fit e-month span. The program .

E then adds the aext more recent month and 3.2 System and Component
drops the oldest month, i.e., the five-month
span is shifted forward one month, and the SeleCilon
failure rate calculations and comparison are
repeated. His moving window approach has This section describes th', basis for selecting the sys-M

-| the effect of providing multiple indicating tems and components whose failures were examined

g marks over successive months if an increase by the maintenance effectiveness indicator. De scope

in failure rate exceeds the threshold value or of the present study considered both PWR and BWR
ifit is sustained over a number of months. plants and selected systems and components for each

* 7

-
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NSSS design. The finct list of monitored equipment systems were farther evaluated to determine if they |

. was determined by repeated evaluauons of the systems were standby safety systeras. The purpose of screen. E
and components reportable to NPRDS (e.g., initial ing the list in this manner was to identify components
selection of components using historical data and oper- that were considered ODE with respect to normal plant 3
ating plant experience, evaluation of the candidate list power operation or power ascension activities. De g
to identify outage dominating equipment, comparison other two categories were evaluated to consider equip-
with industry data to assess significance of reported ment that might have been overlooked in ti e initial
failures, and comparison of the list of systems and selection of the components to be analyzed. |

~

45 iequipment with other sources).
_

!The candidate system and component list was
Three criteria were used to select the systems and f*Peatedly screened by retrieving sample NPRDS data I

components to be tracked for maintenance effective. to assest the numbers and types of failures reported ;

ness. The first selectino criterion was that the systems and at other times by referencing earlier studies and

and components had to be included in the reportability IUPorts If a system or component within a system was _!

scopecf theNPRDSi %cidentificationc thereport. c nsidered to not be required for power operation and i

able systems and components was made from the lists had few reported failures, then the system or compo- !

provided in the NPRDS coding manuals. nest was deleted from the list. However,if a system or ;

component was considered to be required f or power i

ne second criterion was to restrict the list of candi-
operations although there were few reporteri failurer,
then other references, such as the Gray Bood or other

dates to systems and equipment that historically have
been dominant contributors to forced outages. Dat is, documents, were reviewed to justify including the

,

the set of equipment was limited to outage.-dorninating
equipment in question on the candidate list. For exam-
Pie, the essential service water system for BWR plants

equipment (ODE) within the scope of NPRDS report. ,

abilhy guidelines and considered to be important to the
was initially removed from the candidate list and later
reinstated based on the review of the number of goverall operation of the plant. The equipment that
NPRDS failure reports and engineering records. 5-meets the ODE criterion could cause a plant outage

should a failure be experienced. Because of the im- 6
portance of the equipment, maintenance would be per-

ne Gray Book data wem reviewed for operadng
P ant histories from January 1986 to June 1988 to |tlformed more uniformly among plants, and failures
verify that the equipment list included all systems and g

would be discoveted and reported to the NPRDS more ,

consisa.ntly regardless of the relative aggressiveness
components important for tracking maintenance offev
tiveness or to verify that adequate justification for g:

of the operatmg crew,
delet.cs existed. The number of events m each cate- g
gory that could affect or be affected by maintenance

-

The third criterion was that the set of c(uipment performance was recorded. The tally of events was
melude NSSS and F OP components for the lignt water grouped into the following failure causes: mainte-
,

reactor (LWR) piants. This condition was observed to nance, design, personnel error, and unkno~/n. Based -

,

ensure that the application of the maintenance offec- on the results of this exercise, the areas with the high-.

,

tiveness indicator was valid for all reactor plant types, est event totals were evaluated further to determine g
h

|
systems,and components- whether specific systems or equipment should be add- g

ed to the list of components considered in this study.
The decision to exclude a system or component

,,

.

from the list was bcued on other criteria, for example. The list of systems and compcnents was also com-
L equipment not covered by the NPRDS, equipment not pared to the results presented in the Generating Avall.
I - meeting ODE criteria, or equipment not pertinent for ability Report 7 prepared by the North American

|
power operation. De effort to substantiate the candi- Electric Reliability Council (NERC). The NERC g

f date list was closely tied to other ongoing activities, report determined and ranked system / component out- g
L such as executing data retrieval, data base develop- ages and deratings because of the event causes based

ment, and analysis of equipment failures, on outage freq.uency. The list of systems and compo-

| nents was also compared to a compilation performed |
INEL personnel reviewed the list of systems and by the S.M. Stoller Corporatior..s-to The Stoller W

equipment that wcre within the scope of NPRDS reports determined and ranked the contributing factors

reportability and obtained a set of components that to plant unavailability down to the comnonent level. g,.

| were ODE candidates. This r.et was further evaluated For the purposes of the present study, some dominant 5
by determining if the equipment was required for pow- contributors from the NERC and Stoller reports were

,

! er operation or during plant shutdown conditions. The not included in the list of candidate equipment. He

! I
8

8
1
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reasons for excluding these items were (a) they were ne NPRDS is a comprehensive source of design
components associated with passive systems, (b) they characteristics (engineering data) and performance -
were components lacking routine maintenance acti- history (failure data) of key equipment installed in
vities and could not be trended, o- (c) they were com- U.S. nuclear power plants. The NPRDS has been
ponents that were outside the NPRDS reportability established as a systematic reporting system for gath-
scope. Further additions were made to the list of ering equipment failure data, enginowing records, and
selected components based on the NERC and the documentation of successful resolutions to failure
Smilerreports. problems. The NPRDS provides a data source to help

the user detect, analyse, correct, and prevent similar

When the selections were finalized,it was de- failures from occurring within his facility. The vigi-

- termined that approximately 30% of the reportable imce of the licensees fw submitdng accurate, can-

B components are being monitored as a part of the main- plcte, and detailed accounts of the events is important

tenance effectiveness indicator prograin for each of the so that the data can be shared and understood by all

NSSS vendors. Approximately 30% of the reportable users. This system is managed and maintained by

components are monitored for Westinghouse type INPO and is located on INPO's competer system in
Atlanta, GA. Access to the NPRDS data base fer the

plants,28% each for General Electric and Combustion
Enginecrmg, and 31% for Babcock and Wilcox. Fur, purpose of this smdy was accomplished via the INEL's

ther discussions are provided in Appendix A. Network Cortrol Center (NCC) Communication sys-

)- tem using StM3278/PC (SIMPC),Il which is
"" I -8UPplied telecommunications software

De lists of monitored systems and components are - .

presented in Tames 1 through 4 for General Electric,
Westinghouse,Combusuon Engineering, and Babcock The NPRDS user guidelines 5 have been developedf

and Wilcox commercial nuclear power plants, respec- to expedite the data downloading process and to
tively. The tables identify the systems and major achieve three generalyg

B equipment by NSSS vendor. Overall, between 31 and
33 different types of components are being monitored. Enable U. S. nuclear plant personnel to enter.

the design characteristics and performance

i
During the component and system selection process, data for key systems and components directly

a limitation was noted in the NPRDS. As dwa inn the database.

in the AEOD/S804B report,NPRDS doesnotcurrent-
Allow the U.S. nuclear plant user to search*

8
ly include certain BOP systen.3 and components that
have historically been significant contributors to plant the data base and retrieve and display infor-

mation desired.outages, such the turbine-generatcr and associated
support systems, the condenser, the circulating waterI o Provide information in a manner best suitedsystem, non-nuclear portions of the service water
and closed cooling water systems, the instrument air for theintended use and study.

system, and the service air system. In December 1988, Meeting these purposes, the NPRDS failure data

I'
May 1989, and June 1989, official steps weie taken by

become pracdcal as a data source fw monitoring main-
the NPRDS User's Group to include the main genera-

tenance effectiveness.
- tor, main turbine, and condenser in the NPRDS report,

Ing scope. The ability to monitor these systems is To satisfy the data requirements of the maintenance

B certainly desirable. However, their absence does not effectiveness indicator, a semi-automated procedure
invalidate the indicator as a monitoring tool. (See was developed. The failure data were first down-

loaded from the NPRDS computer system to PCs'

I
located at the INEL. The downloaded data were

3.3 NPRDS Data Downloading obtained using the NPRDS-provided mftwatc. The

I Once the system and component selection was com-
pleted, the next step was to download the data from
the NPRDS. The download process involved four a. Mention of specific products and/or manufacturers
steps: developing the data base search strategy, verify- in this documentimplies neither endorsement or prefer-

ing the strategy, downloading the component failure ence nor disapproval by the U.S. Government,any ofits
data from the NPRDS, and verifying the integri!y of agencies,TEG&GIdaho,Inc.,of theuseof aspecific
the download. product for any purpose.

I
9

|g,
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Table 1. General Electric systen.s and components

Svenem Camanaa=* Descnntina Svsaem f'- Descr=*aa

| ControlRod Drive CRD Mechar. ism Main Sumn(MS) MS Contamment Isolanon Valve

! (CRD) CRD Fhw ControlValve (continued) Operator CktBkr
CRD Flow Controlh Operator MS Safety /Automanc Depressurizamon"

CRD SupplyPump Discharge Pipe Vacuum Breaker
,

CRD Supply Dump Motor MS Safety Valve' -
CRD Supply Pump Motor Circent Breaker MSTurbine Bypass Valve

(Nkr) MS hrtune Bypass Valve Operneor
;

| Feedwater(FW) . N High Pressure Hester ReactorProtection-Neutron BistatAe/ Switch
N MunP Monitonng Irwhemenrs/ Recorders

; N Parnp Motor Transmii4Z.__y Detector / Element
! F# Pump MotorCktBkr

|
W PumpTwinne ReactorRecuculation BistalAc/ Switch

' N Purnphh (RECIRC) Irubcmors/ Recorders
5 MainFW R%.: .;ValveBypassValve TmWhh

Main FW RegulanngValve Bypass Valve

RECIRCPampMosaw
pw g . _ g

D
MainFWR ValveOperssor%

Bistable / Switch D
Irubcators/ Recorders RECIRC Pump Ducharge ValveOperator
nansm' ser/ Primary Detector / Elementa
imegmenr/Camputanon Module,E-P

RECIRCPump Suenon Valve
Converter
Instrumentation, Controllers RECIRC PumpSuenonValveOperssor

RECIRC Pump Succon ValveOperator
Ck1Bkr

Main Steam (MS) MS AutomancI4 L.ia=iSafety
w RECIRC Pump Motor GenerssorSet -

MS AutomancI4 On-iSafety Generator

Valve Operator RECIRC Pump Motor Genemoor 2 -

MS ContammentIsolanon Valve couphng

MS ContammentIsolationh RECIRC PtunpMotorGeneratorSet

Operator Motor

___N _____ ___ _ _ _ _- -___ _ _ _ _ - _ _ '____ ___ __ ._
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Table 1. (continued) ___

Systern Cc-~=end Descr=minn Sy*= C- W

Reactor Rcdcn 3 don RECIRC Purnp Motor C-o,vi Set NucIcarStearn SupplyShWoff Circuit Brembers,Contactors,Connollers

(RECIRC) Motor CktBkr ' ' (w..G, ') Transenieer/Prunary Deteceor/ Element

(conunued) RECIRC Flow Control Valve Valves,Darnpers

RECIRCFlow CorurolValve Operator ValveOperators

Plant AC Distribubon Unit AuxiliaryTransformer ReactorProsecuon Bistalde/ Switch
Unit AuxiliaryTransfonner Reder Traunnner/Prunary h/Eleman
OtBkr to Bus Irubcators/Recoalers
Unit Start-upTransformer Circuit Brealms, Contactors,Connellens
Unit Start-up Tkansformer Reder CktBkr
to Bus Instrument AC Power Instrument AC PowerSnoplyInverser
Relays Instrument AC PowerSipplyInverter
Electrical Conductors, Bus, Cable, Wire

189atCktBkr
Inseu.nent AC PbwerSipplyInvener

Condensate Che Booster Pump
ChaBooseerPump Motor OmputCk Bkr

Inssument AC Power Motor Generator:: Conde isate Booster Pump Motor CktBkr
CondensateHotwellPump SetGenerator

CondensateHotwellPanp Moeor Insawnent ACPbwerMotor Gencensor
Condensate Hotwell Pump Motor CktBkr SetGenerseorOutpmCktBkr

C=ta==eIm Pressure Hester Ehhh
SetMotor

Steam Shutoff-Radranon Relays g g

Monitormg System *nansmiteer/PrunaryI'h/ Element g
Bistable / Switch

' Integrator /rnnq-**ina Module, E-P EssentialService Water EssenhalService Water Pump
Converter EssennelServiceWaterPump Motor
CircuitBreakers,C-Controllers EssennelServiceWaeerPeny Motor

CktBkr
Nuclear Steam SuppiyShutoff Bistabic/ Switch Valves. Dampers

Integrator /Cornputabon Module, E-P
ValveOperneors

Converter

_ _ _ -

. - -
_ _ _-

_ - . -.
-_
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Table 2. Westinghouse systems and mmponents*

System Camnonent Descriotson Syssern P- DenW6 '

ReactorCoolant RCS Pump Main Steam MS Safety Relief Valves

; (RCS) RCS Pump Motor (MS)
.

MS Atmospheric Discharge Valve -
' RCS Pump MotorCiradtBreaker (e -+ -- ') MS AeccWm._DischargeValve

Primary Safety Relief Valve Opersoor

Pressurizer Spray Valve MS Agnosphenc Discharge van
,

.

nw h Spray ValveOperator OperatorCiremt Breaker

i Pressurizer Spray Valve Operator Circuit Relays
' Breaker

Pressurizer Power-Operated Valve Instrument ACIbwer Insaument AC Pbwer Supply Invener .
, *

PressurizerPower-Operated Valve Instrument AC Pbwer Supply Invener;

i Operator Input Cirant Breaker
na.M Power-Operated Relief Block Instrument AC PbwerSgplyInverter
Valve WCiscus Breaker,

|
Pressurizer Power-Operated Relief Block Circuit Breakers, Contactas,ConsoHers
Valve Operator

'

U Pressurizer Power-Operated Relief Block gg yp,;
Valve Operahr Cintuit Breier yp, %;

1 MFW Pump Motor Circet Breaker
i Control Rod Drive CRD Inverter /Cc.~& g .g.

i (CRD) CRDMotorC,.-- SetMotor yp,
CRD ReactorTrip Circuit Breaker4

# W''
i CRD ReactorTrip Bypass Circuit

MFW Regulating ValveOperator !

; g
MFWRegatannF alveBypassValveV

! CRD
MFW Regulanng Valve Bypass Valve

Main Steam MS Isolation Valve
Operaer
MFWCasammentIsolanon Valve,

(MS) MSIsolanon ValveOperator
MFW ContammesaIsolanon Valve

! MS Isolanon ValveOperator Circuit
i Breaker Operasor

MFWContammesaIsolanon Valve! MS Power-Operated Relief Valve
MS Power-Operated Relief Valve Operator Ciremt Breaker*

Operator Bissable/ Switch

MS Power-Operated Relief Valve hutic=mus/Recostlers

Operator Circuit Breaker TransmiteerE.._y Detector / Element

4

,

- - - - - - - - - - _ - - - - - - - _ _ . _ - - - - - - -- . . . ._ . _ _ . . - _ _. _.
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Table 2. (contmoed)

System Cc-=~*h A Sv*= C- - E- ' ~ --
-

-

Main Feedwater ImegratorN:nnputation Module,E-P Plant ACPower Relays

(MFW) Converter ( + ----%) ElectricalConducents, Bus, Cable, Wire '

(continued
Instrumentation, Controllers Transionner ShuntReactors

MFWContsnmentCheckValves
MFW High Pressure Heater AuxiliaryM e AFW DischafEe to Steam Generator

(AFW) Isolanon Vahe

ReactorProtectionandLogic Bistable / Switch AFW Descharge to Steam Genersoor

Indicators / Recorders Isolanca VaheOperator
Transmitter / Primary Detecew/ Element AFW Dischargeto Steam Cm
Integratorromputation Module,E-P Isolanon Vahe Operseor Circuit Breaker

convertor Apw p,,,
Instrumentanon,h AFWPumpMotor
Relays AFWPumpMaeorCircutBreaker

Chemicaland VolumeControl Charging Pump Condensate CondensseeBooseerPump
Chargmg Pump Motor CondemseeBooseerPump Moer-

ChargingPump Motor CircuitBreaker Condenssee Booseer Pump Moeor Circed"

Valves, Dampers Biesker
ValveOpersoor CondensseeHotweH Ptunp

Come=* HotwellPtenp Motor
Plant ACPower UnitAuxiharyTransformer Condessee HotweH Phmp MotorCircut

Unit AuxiharyTransfonner Feeder
Breaker

Circuit Breaker to Unit Bus CondenseneLowPressure Hesser
Unit Start-up Transformer

Vahes, Dampers
Unit Start-up Tiansformer Feeder Circuit

VaheOpa
Brder to Unit Bus
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Table 3. Combuseon Engineering systems and um,~.sts

i

System ( c'm Descrmuon Syssem P- W
|

ReactorCoolant, Control RC -ce Main Steam (MS) MS Turinne Bypass Valve

! Instrumentation RC, r an.p Motor (unn.4) MS Turinne Bypass ValveOperator

(RCS) ' RCS Pump Motor Circuit Breaker
'

Primary Safety Relief Valve Instrument AC Power Instrument AC Power SupplyInverter

| Pressurizer Spray Valve Insnument AC PowerSupply Inverter
Pressurizer Spray Valve Operator input Ciremt Breaker
Ih asPower-OperatedReliefValve Instrument AC Power Supply Inverter

| Ib kca Power-OperatedReliefValve OutputCucuit Breaker
j Operator Circuit Breakers, Contacsors, Connollers
' Pressurizer Power-Operated Relief Block

Valve Main Feertwater MFWPurnp
Pressurizer Power-Operated Relief Block (MFF) MFW Pany Motor,

Valve Operator MFW Panp MotorCircuit Breaker
Pressurizer Power-Operated Relief Block MFW%Th

j Valve Operator Circuit Breaker MFW%Thh_

!
" MFW Reg =Innnir Valve

j Contre! Element Assembly Control Element Drive Inverter / Generator MFW Reg =Iming ValveOperneor

| *
Circu B

! MFW Regulahng Valve Bypass Valve
Control Element Drive Opastor

,

! "C""""""*"'I'*''"""*'* I
Main Steam (MS) MS Isolation Valve # **

MS isolanon ValveOperatori

I MS Isolation Valve Operator Circuit Opassor
MFW Canammenth Valve .|| Breaker

| MS Power-Operated Relief Valve OperatorCircuit Breaker . ;

Bistable / Switch; MS Power-OperatedRelief Valve ;

Indicann/RhOperator,

| MS Safety Relief Valves Transanner/Prunary Detector / Element

MS Atmosphenc Discha:Ee Valve Irmegrator/ Computation Module,FJ ;
.

'

MS AnnosphencDischargeValve Convertor

Operator - ----- - .Connouers'
-

MS Atmospheric DischargeValve Relays
'

,

Operator Circuit Breaker MFW ContammentCheck Valves

'!
h M M M WW W W W W W: M W W W' W g M N'|2
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TatWe 3. (continued)

System Comnonent Descreuon Sv*m Can= anear Descr=*ia=

Main Feedwater(MFW) MFW High Pressure Heater - Auxiliary /Es.c.p.wyFeedwater AFW Discharge toSteam Generator

(AFW) IsotsoonValve .
(continued) AFW Discharge toSeesm Genersoor

ReactorProtecuen Bistable / Switch
Isolation ValveOperator

Indicators / Recorders
AFW DischargetoSteam Generasor

Transmitter / Primary Detector / Element Isolation Valve Opcator Circuat Breaker

Integratorfnm!=amian Module, E-P AFW Punp

Convertor AFW Ptenp Motor
Instrumentabon, Controllers AFW Peep Motor Cucait Breaker

Relays y,g ,

%bl and Volume Control ChargingPump Bistable / Switch

Chargmg Pump Motor

Condensate CondensaacBooseerPwnp
% CadensateBasser PanpMotor

valveOperator Condensaae Booseer Pump Moeor Cucuit-
u Breaker

Plant AC Power Unit AuxiliaryTransformer CondensseeHotwellPump
Unit AuxiliaryTransformerFeeder CondensaneHoewell% Motor
CircuitBreaker to Unit Bus Condenssee HotwellPwspMotorCacet
Unit Start-upTransformer Breaker
Unit Start-upTransformer Feeder

CondensaaelowPressureHenar
Cirruit Breaker to Unit Bus Valves, Dampers
Relays
Electrical CanArtws, Bus, Cable, Wire ValveOperaeor

_ - _ _ _
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TatWe 4. Babcock and Wilcox systems and cu.m,6..s.ts

:
System Component Descrmuon Svseem Ca=====* Descneman

ReactorCoolant RCS Pump Main Steam MS AenosphericDischargeValve -

(RCS) RCS PumpMotor (MS) Operator
RCS Pump Motor Circuit Breaker (continued) MS Tierbine Bypass Valve -

Pnmary Safety Relief Valve MS Thrbme Bypass Valve Operssor

PressurizerSpray Valve Reisys
PressurizerSpray Valve Operator
Pressurizer Spray Valve Operator Circuit Instrument AC Power Inseument ACPowa Supply Inverter

'

Breaker Inssument ACPbwerSipply Inverter
Pressurizer Power-Operated Relief Valve Input Ciremt Breaker

[ Pressurizer Power-Operated Relief Wive Instrument AC PbwerSupplyInverter

Operator OutputCiremt Bienker
.

Pressurizer Power-Operated Relief Bktk Circuit Brealers,Contactors, Controllers

Valve
Pressurizer Power-Operated Relief Block Feedwater MFW Pump

g Valve Operator (MFW) MFW PhmpTartune
,

Pressurizer Power-Operated Relief Block MFWPumpTurinneGovernor
;

Valve OperatorCircuit Breaker MFW Reguistag Valve
Valves, Dampers MFW Regulatmg Valve Operator'

Bistable / Switch MFW Regulatag Valve BypassValve
"IYanstnitter/ Primary Detector / Element MFW Regulaang Valve Bypass Valve

;

| Operssor

Control Rod Drive CRD MFW ContamunentIsolapoa Valve -
<

'

(CRD) CRD ReactorTrip Circuit Breaker MFW ContanunentIsolaeon Valve
Operssor

i Main Steam MS Isolation Valve MFWCua ~.aIsolationValve .

(MS) MS Isolation Valve Operator OpassarCircuitBreaker
,

MS Isolation ValveOperator Circuit Bistable / Switch

| Breaker Irutic=anrs/ Recorders

; MS Power-Operated Relief Valve T.--- JJ 2y Detector / Element
MS Power-Operated Relief Valve Integranor/Compueshon Module,E-P

j Operator Convernor

MS SafetyRelief Valves I- - _: .ControDersr

MS Ai.--w;."--/c Discharge Valve Relays-

,

f

_ . - - - - _ _ _ _ _ _ _ _ - _ - _ _ . . _ . _ . . . - _ . . __ _ __
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Table 4. -(continued)

!

System Co...m a;Descnnuon Sv*= - Cnennnens Descrinhan
,

|

Feedwater(MFW) MFW ContainmentCheck Valves Eirue cyI'A.ar EFW Pump Motor

(continued) MFW High PressureHeater System (EFW) EFW Pump MotorCiremtBreaker
! (continucxl) . Valves, Dampers
,

| ReactorProtection Bistable / Switch Valve Opersoor

Indscators/ Recorders Bistable / Switch .1

Transmitter / Primary Detector / Element '
Integrator / Computation Module, E-P CurArwSystem CondenseneBooseerPump'

Convertor Condensane BoosterPumpMotor

Instrumentation,Co..uubs Condenssee Booster Pump Moeor Circuit
>
,

Relays Breaker
3 Condensase HoewellPump'

Plant AC Power Unit Auxiliary Transformer Condensse HotwellPump Motor
;

; Unit AuxiliaryTransfonner Feeder Condensane Hotwell Pump Motor Cirent

Circuit Breakerto Unit Bus Breaker
Unit Start-upTransformer CondensaneLew Pressure Hesser

4

Unit Start-up Transformer Feeder Circuit . Valves,Demoers-

? Breaker to Unit Bus Valve Operaeor >

| Relays

! ElectricalConductors, Bus, Cable Wire IreyMControlSyseem Carmt Breakers, Contactors, Conmouers
Transminer/ Primary Desector/ Element

Eraususy Feedwater EFW Dischargeto Steam Generator IraeM.- rn- Module.F,-P-

i System (EFW) Isolanon Valve Convernor
,

EFW Discharge to Steam Gm~s= Elecaonic PbwerSupply' -

i Isolaeon Valve Operator

! EFW DischarEcto Steam Gmai&,r Letdown Panfication ChargegPimmy-

{
Isolation Valve and Makeup Charging Pump Motor

Operator Circuit Breaker Valves,Darapers

EFW Pump Valve Operator,

i 4

!

hj

;

|

'i

i

!

i
'
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downloaded data were then converted to data files that that it matches exactly what was desired. Ifit
'

could be used by dBase III Plus,12 a PC data base man- is found to be unacceptable, modify the,

~ agement system, to determine the number of compo- scarth strategy and repeat thc query until the

;|
nent failures. The number of component failures desired data file appears to be satisfactory.
became input for the graphical displays of the indicator
data. The graphical displays were generated using a 6. Select the destination for the downloading I

specially tailored written in the MODULA 2 output file (e.g., PC hard disk, PC printer, or
programing language. 3 in a separate but similar pro- storage onto a PC floppy disk for printout |j>

l cedure, the engineering data contained in the NPRDS later). W
computer system were also downloaded to analyze and ,

verify the selected systems, components, and applica- 7. Transfer the NPRDS failure data to the PC g'
tions required to generate the indicator data. hard disk (if it is not altcady there) as an gi

ASCil file. Convert the ASCII file to a
3.3.1 Search Strategies. To expedite the dBase 111 Plus data file using the programs

download of the desised data from the NPRDS, several describedin Section 3.33. |
'

preliminary searches and cursory analyses were per-
formed. The extent of the data records had to be 3.3.2 Vertilcation of Search Strategies. Once
defined, which involved repeated searches and evalua. the search strasegies were constructed, they were veri- gi
tions based on the initial list of candidate equipment. fled to confirm that they captured the desired data. To 5'

| ':
Downloading the failure dsta by NSSS vendor was verify the search strategies and criteria used to obtain

' found to be the most expeditious method to retrieve the failure data from the NPRDS, test runs to download
failure data, data were made. The test runs specified presclected |I|

systems, applications, and components from eight g|
The preliminary activities also determined that two plants (two from each vendor). Several methods of i

| search queries of, and downloads from, the NPRDS verification were used- Ei
l' data base were required to obtain the data representing g:
!- each NSSS vendor. Ths first query downloaded data 1. Access the NPRDS computer and review the

by system and application codes r.ad the second by sys. failure data to identify the number of failure 4

tem and component codes. This procedure resulted in report counts fo- Ge appropriate systems and E|
a total of eight queries and downloads (two downloads applicatb.i and component codes to be 5i
for each of the four reactor vendors). A set of data for

"!%d during the query. These data were |

L cach vendor was maintained separately during the dat, compared to the search criteria for complete- g,
|-

manipulation process to ensure that the evaluation r.as ness and accuracy, g'
performed on a NSSS vendor-specific level.

2. Download the test data and convert to a

The search and download activities involved numer, dBase 111 Plus data file. Compare the number ||'

of records generated in the NPRDS failure 5:I ous steps. The search process was modified repeatedly
count to the number of records in the data file ]! to obtain all data that were considered for this study.
forconsistency.

(. Following is a summary of the process used to obtain
v fy s h egy completethe search '

E 3. Compare the data fields requested by the
ue

query to the data files. Verify that they were |

transferred to the data files as specified. |
1. Select the NPRDS search and display Review the records for completeness and 1

variables (i.e., data fields).1-
! accuracy.

2. Verify the search strategy before executing The above process was also used to verify the engi-

|
the search query' neering data that were downloaded. However, for the |

l engineering data, the comparison was performed using
'

| 3. Store the search strategy for future reference, the total number of components selected rather than

|~
actual failure records. The results of the count of the

4. Verify the appropriateness of the query components and failure records are presented in
[

L criteria or modify accordingly. Appentx A. i

5. When the data query has been executed, 3.3.3 Component Failure Data Retrieval.
scroll through the output data file to verify After the search strategies and criteria were verified

Il
18 |

El
!

.- - - _ - -. - -. -- __ _ . . . . ._ _ u.



.
.

[,

using the process discussed above,it was possible to As the entire data file was verified, some pre-
download all data from the NPRDS mquired for devel- liminary analyses were performed. These analyses
oping, validating, and analyzing the effectiveness of consisted of evaluating each licensee's reporting
plant maintenance. Once the download was complete, consistency for all systems and components and ver-
a customized computer program was developed to ifying that plants from the same site and udlity were
automate the conversion to a data file. The SIMPC reporting in a consistent manner. In addition, the
softwere package was used to download the data from reporting pauerns of each licensee were compared to

s

{
the NPRDS to ASCII files. De ASCll files were in other licensees having the same NSSS vendor. Dese
turn convened to the desired output files using a dBase analyses were performed by counting the records for
Ill Plus program which, at the same time, verified that each plant and verifying that no apparent GL w.sies

j selected fields were downloaded correcdy, were noted in specific components and systems being

j reported.

s.s.4 Retrievai verincation. Re iniegrity of me 3.4 NPRDS Quality Assurance
downloaded NPRDS data was venfied using three
methods: (a) automated verification checks; (b) manu- Review
ally counting the number of datu entries in the NPRDS
and verifying that the appropriate number of systems, The NPRDS was selected as the principal data
components, application codes, and plant records were source for equipment failure information based on the
actually_ downloaded; and (c) randomly scanning the same logic as presented in the AEOD/S804B report.4
data records as they were downloaded and/or entered The use of NPRDS data for indicating maintenance
to ensure dataaccuracy. effectiveness was based on the assumption that the

data were entered accurately. To ensure that this
assumption was correct, it was necessary to verify the

The first method involved automated verification accuracy. De verification process included an assess-
checks. The dBase III Plus programs we e developed ment of the licensee's categorization of equipment
to verify the accuracy and consistency of selected failures, e.g., incipient, degraded, or immediate; entry
fields havmg interdependent relationships. of interdependent ficidst and entry of codes that were

I
specified for a particular NSSS vendor. For the pur-
Poses of this study, incipient failures were not included

Other miscellaneous automated checks were made m edenvad nof eruantenanceeNectivenessindi-
on several of the remaining data fields to enhance the cator, as meanepons do not appear to k condstendy
evaluation and validation process. Examples of the Provided by allplants,
fields that were verified were the discovery and the

g dates and appropriate system and component g;g; 97 ; g g
NPRDS was, and will continue to be, a concern. At*

present, the average time between failure discovery

The second method for verifying the data retrieval and NPRDS reporting is 60 to 90 days. A 180-day

was to count the number of data entries in the NPRDS delay is generally used to ensure that essentially all

i and verify that the appropriate number of systems, reportings have been submitted A review of reporting
timeliness was not conducted 'or this effort. However,

components, application codes, and plant records were
actually downloaded. If the initial search request did upon implementation of the indicator program, a

not yield any data, the original data count was rein, review of reporting timeliness will be conducted on a

vestigated to ensure that there were indeed no data calendar quaner schedule.

available for retrieval. His exercise was performed in
conjunction with the data checks descrit',d for the 3.4.1 Reporting Consistency. Thelicensee
search strategy verification in Section 3.3.1. reporting practices were addressed first. A representa-

tive sample of equip:nent failure records for each
licensee was studied to identify and assess differences

The third method was to randomly scan the data and similarities in the reporting patterns. 'Ib simplify
records as they were downloaded to ensure data accu- and standardize the basis for establishing a pattern of

racy. These data checks were perfonned repeatedly to reporting failures, only the fundamental attributes
ensure that the data appeared to be complete before were considered, such as types of failures, systems and

.

executing the extensive data download process This equipment involved. failure cause codes, plant operat-
activity was performed in conjunction with the ing condition, and consistency in reporting from sites

verification reviews described earlier. or utilities having more than one unit.

|
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One consideration was the consistency in reporting . not reported consistently. his decision was based on h
for the situation where multiple units share the same the knowledge that the NPRDS does not require that 5
site, organizational structure, or NSSS vendor main. incipient failures be reported. A sample of failure - ;

tenance philosophy. For these plants, the reporting reports for each plant was examined to confirm correct a
patterns were found to be nearly identical, particularly classifiestion of events by severity type. The classifi. g
if an event occurred in a system or component com- cation of severity level was verified during a review of
mon to these units. reports having the classification of immediate and

dag=W and then in a review of reports having a clas- |
. Another consideration was the possibility of sification ofincipient. W

' inconsistencies in reporting specific systems and com-
ponents. No inconsistencies were noted. De results of the evaluation of the failure categories g,

indicate that there appears to be a high degree of accu- 5
From the results of the reporting panem analyses, racy in the failure categorization. During the review of ,

no significant deviations were noted from the NPRDS reports classified as immediate and degraded failures,

guidance for reporting systems, components, failure One report appeared to have been misclassified. The- .

cause codes, or plant operating status. Minor differ- review of the reports classified as incipient identified ,

ences existed in the level of detail reported at various 13 reports out of 142 reviewed as h ving a classifica-
tion that was incorrect. De 9% error was considered 3-plants.' However, examination of selected failure
to be acceptable. The results are * %, further in greports provided assurance that the important details

were accurately preserved. No significant deviations Appendix B.

were noted for reporting consistency between units -

g;3.5. Indicator Formulafrom utilities or sites with multiple units.

3.4.2 . Verification of NPRDS Coding. To he methodology used by the maintenance effec-

ensure that the NPRDS coding had been performed tiveness indicator has been evolving since early 1988. g
correctly, the data were verified two' ways: (a) com. De basic concept of an NPRDS-based indicator was 3-
puter progtam verification during data file con. introduced in the AEOD/S804A report and later

struction and (b) manual verification during a failure refined for the AEOD/S804B report. Mathematically.
the indicator notes when the failure rate of individual '- report narrative review,
components within a system increases by a prede-
termined threshold value. Physically, the continued

The first way of verifying coding accuracy, as
presence of flags by the indicator denotes a degrada- ?

discussed previously in Section 3.3.4, was performed
u n of maintenance eHecdvenen -

during the data file construction. During the construc-
tion, several key fields were verified as having been

No distinction is made between an immediate fall- i

coded accurately and consistently. No inconsistencies ure and a degraded failure. The NPRDS data from -

wemidendfacd both types of failures are consolidated and evaluated
'

collectively. .

As a portion of the narrative review, described in ;

more detailin Section 4.2, a sample of NPRDS records ne indicator formula consists of two parts: the time
was studied to verify that the failure data were correct * spans over which component failure rates are com-
ly entered in the appropriate data fields. Accuracy of pared and the threshold value that the failure rate
the data entry process was verified by comparing the nerease between two consecutive time spans must
licensee's narrative descriptions of the event with the exceed to set the flag.
corresponding NPRDS-coded failure data. The
results of the evaluation of the field codes indicate a Determining the time spans for failure rate compari- g
high degree of accuracy in the fic!d codification. The sons involved several considerations. On one side, the g
results are discussed funher in Appendix B. time spans had to be short enough to give the quickest

response times and possibly allow the plant personnel
3.4.3 Accuracy of Failure Severity Determi- to mitigate further degradation of maintenance. On the
nation. Three severity levels for failures have been other side, the time spans had to be long enough to

5 mmediate, ensure that the formula was not overly sensitive and setdefined in the NPRDS coding manual:
degraded, and incipient. As discussed in S804B, the a flag too quickly. 3
decision was made that incipient failures should not be g
included in the trending of failures tracked by the A basic trial-and-error approach was used to opti-
maintenance efrectiveness indicator because they were mize the time spans for comparison. He smallest time

5
20

8
. -__ ._ _ . _ - _ _ . _ _ ___ - _



%

I
,

M;.3, M -2' %3, My = number of failures forspans were determined to be one month because of the i
g ; practicality of implementing the indicator program months that are one,
E and to obtain a reasonable (i.e., manageable) sample two, three, and four'

size Rus, one-month intervals became the smallest months previous to Mg
increment for developing the data fde of failure report respectively _

counts. The comparison of indicator flags from a
one-month sample to another, however, exhibited an

thresholdvalue(1.01forC =
undesired overly sensitive response. % reduce the his study)'
sensitivity, a time-averadng method was used. Each
time span was progressively increased by averaging

,If the threshold value was exceeded, then a flag wasthe failure rates of consecutive months (e.g., averaging
the failure rates of January and February) and denoted at the reportmg period, M , comeponding toi
comparing that average with the average failure rate of the last month under consideration (that is, the most
the next set of months (e.g., the average failure rate for recent month).
March and April).

De results of applying the formula on a system-by-
The combination that provided the desired level of system basis are used to obtain the indicator data,

sensitivity was to compare the average failure rates namely, the total number of indicator flags per month,
over a continuous five-month period. The average summed across all systems being monitored.
failure rate over the first three months was compared to
the average failure rate over the next two months. %
determine a history of rate change indications, the time To further support the use of the formula, a statisti-

spans were shifted forward one month (e.g., add the cal process control analysis was performed on the
next most recent month and drop out the oldest - same data used by the maintenance indicator formula.

month). Den, the failure rate averages were recalcu- The purpose of this analysis was to verify that the
lated and again compared to determine if the failure maintenance effectiveness indicator was highlighting

rate between two consecutive time spans had increased possible degradation of maintenance effectiveness,

enough to set a flag. De basis for companson is a r-nimi applicable
statistical methodology known as statistical process

The threshold value to set a flag was established in control, which produces a graphical output called con-
trol charts.AEOD/S804B through an evaluation and companson

process. Several available sources of operational ,

events data were examined to identify which events These control charts are used throughout the
warranted a maintenance effectiveness flag. Then, the manufacturing industry to track defect levels by
NPRDS failure data were processed with the. indicator visually and statistically separaung random variations
formula, and the threshold value was adjusted until the (such as random equipment failures) from the
appropriate sensitivity of the formula was obtained- assignable variations that can be tied to a cause (such
The threshold valuc of 1.01 was chosen from this eval- as equipment failures because of ineffective main.
uationprocess, tenance). Random variations are characteristic of the.

process and tend to be statistically predictable. In con-
- The formula for deriving the maintenance indicator trast, assignable variations tend not to be predictable

flag was the sarae as that described in the by statistical means. For this study, plant operation
~ AEOD/S804B report,namely: was considered as the process, and equipment failures

that lead to, interruption of operation were considered
Trigger the maintenance effectiveness indicator flag as variations of the process,

if over a five monthinterval

ne control charts for the plants were derived from
[(M + M;.i) / 2) - [(M -2 + M .3 + My) / 3] > C the same set of NPRDS component failure data thati i 5

was used for the maintenance effectiveness indicator
calculations. The control charts cover the same period

where as the indicator data and display the cumulative num-
ber of the equipment failures on a monthly basis for

numberof total failures each plant. An example of a control chart along with aM =i
for month underconsid- corresponding maintenance effective indicator plot is
eration shown in Figure 2.
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Figure 2. Comparison of maintenance effectiveness indicators to a control chart.
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It is important to recognize that control charts and Figure 2 is an example of the control chart and indi-
maintenance effectiveness indicator plots do not dis- cator plot to illustrate the compartson of the results,
play exactly the same information. in this study, the The control chart shows that the middle limit was
control charts displayed the failures associated with exceeded for the month of May 1988. Also, the control
both assigned and random variations. Conversely, the chart shows that there is a marginal indication for the

maintenance effectiveness indicator screened the fail- month of April 1987, because its count (7) approached

ures that were associated with random fluctuations of the middle limit (8). By comparing the reposting peri-
the plant operation. *1b compare data representative of ods in the indicator plot,it can be seen that the mrre-
a more common level of performance of the plant and sponding reporting periods each had two indicator
equipment, it was necessary to disregard the random flags. De associated trends were increasing, which

' failures of the control chart. By not considering the indicated that a disect relationship exists between the

random failures on tl.e control chart for the validation control chart and the indicator display, Thus, when
analysis, the mWority of the failure data remaining on comparable setpoints were used, the results were com-

the control charts were those instances when the con- parable. Similar analyses were performed for all
trollimits were reached or exceeded. Dat is, the num- BWRs and PWRs. The complete results are presented

ber of failures during a month was beyond what was in AppendixF.
expected from random failures alone.

Briefly, the results of the correlation analysis deter.

The control limits were used to indicate the degree mined that direct relationships exist between the con-

to which the process was performed within acceptable
tml charts and the indicator displays. De degree of

limits. For this study, the control limits were statis, correlation for the high, middle, and marginalcontrol -
limits was 88%,84%, and 83%, respectively. When

tically derived for each plant to separate the random
failures from the failures attributed to an assignable the three limits were combined, the correlation to the

maintenance effectiveness indicator plot indication
cause. was 87%. That is, when the control chart indicated

8 mun componenWures was W a
The control chart for each plant displayed the random levci, then the maintenance eifectiveness indi-

number of equipment failures summed across all cator also illustrated, for 87% of the comparisons, a
systems for the month. Two control limits were in- noticeable increase in the cumulative number of.
dicated directly on the charts: (a) the high threshold indicaw flags'
represented the level beyond which the process was
considered to be ineffective if it was exceeded once As expected, the closest relationship occurred for
during the reporting penod and (b) the middle thresh- the comparison of the high threshold cases with the
old represented the level beyond which the process indicator counts. The relatively high percentage of
was considered to be ineffective if it was exceeded two correlation for all control levels demonstrated that the
out of three times during the reporting period. maintenance effectiveness indicator was a valid mea-

sure of those periods when the individual plant's rate
For this stud,r, a third control limit was used to eval- of failures increased beyond what was expected from

uate the instances when the middle limit was closely random fluctuations.
approached but not exceeded. For these cases, the
indicationwasconsideredtobemarginatif thenumber 3.6 Display Methods
of failures for the month approached within two fail-
ures of the middle controllimit. After the maintenance effectiveness indicator for-

mula was finalized, a computer program for calcu-
As mentioned earlier, an analysis was performed by lating the indicator results was developed. De output

comparing the control charts with the maintenance from the calculations program was entered into a
effectiveness indicator plots for each plant. He pur- computerizeddisplay program.
pose was to verify that the maintenance effectiveness
indicator was highlighting possible degradation of This section describes the methods chosen for dis-
maintenance effectiveness. For this analysis, each playing the maintenance effectiveness indicators. A
time that the high, middle, or marginal limit was brief history of the selection and development of past
reached or exceeded, the corresponding reporting peri- and present display methods is discussed. Human
od was examined on the indicator plot. A direct corre- factors engineering experts were involved with the
lation was considered to exist only if the control chart selection of the optimum indicator display methods.
and 'he indicator plot both showed trends of increasing The merits and limitations of other display options
failures, were also considered.
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In the ABOD/S804B report,the maintenance offec. To enhance a trend analysis, a second trend line was
tiveness indicator was portrayed by a plot showing the . added to display NSSS vendor trend information. De -)
cases where the failure rate exceeded the threshold addition of the vendor trend information allowed a

L value for the systems being considered; Examination comparison of each plant's performance to a peer 3
of the plots for a given plant enabled the reader to iden- group, 'g
tify changes in the failure rate and to identify increases
that exceeded the predetermined threshold value For this study, the NSSS vendor group was selected
(1.01). The increase in failure rate was signified on the as a first approximation of a peer group. To obtain |

. plot by a flag at the w. Wag failure rate change legitimate comparisons among the members of a peer W,
and monthly reporting period. Based on this informa- group, de membership needs to be carefully seleced.

b tion, a companson of the failure data with the cpera!- It is anticipated that a continual re-evaluation of peer - 3;
- ing performance of the plant could detennine whether group membership will be performed while the indica- 5i

"

'- the licensee's maintenance program was effectively tor program is fully implemented and later used in pro-
.'

~

implemented by visually demonstrating when the fail- duction cM-A
'

ure rate exceeded the threshold value.
De NSSS vendor trend line was created by totalling

L The evaluation of the original display techniques de mon &ly systern cents for all plants with the same

used in the AEOD/S804B r port identified four areas reacta vendai De mon &ly totals were divided by g
>

the number of plants being considered. A cumulative gthat required extension or addition for the expanded
trend line was then calculated, using the same equation

scope of the present study. The first requirement was
as was used for calculating the plant trend h,ne. The

to expand the display to accommodate the increased ,

vendor trend line was then plotted on the same graph as -

number of systems that would be monitored. That the plant trend line. The display techniques are
expansion was performed. The second requirement

desenbed in more detailin Appendix C.
was to identify for each system the number of failure

ma pwtson f sp p t
d ator The td playno ide uf that

number based on the number of reports that were - - - -. di8p y
ONaimenance Categwy. Under this headmg are two .;downloaded to validate the indicators for a system.
displays: (1) Instrument and Control and (2) Mechans-

This information is provided near the plot for the cach
cal and Electrical. Dese two displays present results -

! system. Also, a total of the reports that is downloaded fran an indicata sat is stH1 under developawnt. In
for all systems was provided at the bottom of the plot

thesedisplays,allfailuredata,regardlessof thesystem 3page. De third requirement was to identify the cumu-
being monitored, have been grouped by the various ' 5,,

lative number ofindicator flags for all systems for the
organizations that comprise a maintenance program tentire study period. His information is provided at the (medsmcal ami electrical, and instnnnent and con-

bottom of theplot page.
trol). De maintenance effectiveness indicator formu-

-

la has been used to flag those failure rates that exceed |

The final addition was a trend display method to the predetermined threshold value. De maintenance-

portray the actualindicator results. The revised pre- category indicator calculations have been based on the 3
sentation method had to meet two criteria: same ODE data as used for the maintenance effective- g-'

ness indicator. Note that the number of flags in the

1. De display should be simple so that it could maintenance category display may not be equal in

be easily evaluated. number or appearin the same month as the flags for the |
system displays. The calculations for the new indica- Ei

'

lor are based on the total number of reports for all sys-
2. He display should be comprehensive enough tems, where the system flags are based on the number 3

to clearly depict t' e trend. of reports for each system. He time when and if the g
threshold value was exceeded could be different.

The display method that was finally selected as
meeting these criteria was a histogram to display the The mechanical and electrical activities are com- j

indicator data, along with a cumulative indicator trend bined into one group for this maintenance category
line to enhance the interpretation of the data. To derive study because of the difficulty encountered when try-
the cumulative indicator trend line, the system flags ing to segregate these two interrelated areas. As more g
are totaled for each month, and a line is calculated by data become available, it may be possible to divide the 5
adding the failures over the study period. The line is maintenance activities into three categories: mechani-

then plotted on the plant trend graph. cal, electrical, and instrument and controls. After the

I
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data were segregated, the indicator formula was used performance to its NSSS vendor' peers at any
.

to flag failure rates within each maintenance area that time within the plant's multi-fuel cycle histo-
I exceed the predetermined threshold. This area ry (e.g.,"How is Plant A performing at the

requires furtherdevelopment. end of fuel cycle 3, when compared with its
peers when they had reached the end of their

Once the display methwis were completed, a quality third fuel cycle?"),
k assurance review of the programs was undertaken to

ensure that the indicator displays that were generated 2. Another example is the use of ODE com-J correctly represent the data. He quality assurance ponent failures to identify operations areas or -
review started with the development of files simulat- categories whhin the plant that appear to be

1
ing the data that would be downloaded from the experiencing the major portion of the |
NPRDS computer. The simulated data contents were failmes. De proposed method for evaluating j
developed to verify the data accuracy, including a field the categories is to separate the type of
verification as described in Section 3.4.2. When the equipment that failed into groups based on
data verification was completed, the data were entered the organization that would be responsible for -

' into the display prograin, and indicator displays were the maintenance.' On a trial basis, the equip-
printed, he indicator displays were compaied to the ment has been separated into two categories:

| original simulated data to ensure that the graphical
(a) mechanical and electrical and (b) instru- :

B presentations demonstrated the data correctly. mentation and controls. The advantage of I

considering the data in this manner is that it j
g All of these display methods are based on a two- mimics the typical organizational structure of '

g year study period. For final implementation, the dis- many licensee maintenance programs. It is
plays will likely be extended to portray a threo- or thought that the results for each indicator
possibly four-year study period. The extended display category will identify the stronger and weak-| will allow comparison of a plant's performance during er maintenance organizations at each plans

y the current fuel cycle to its performance during the pre- and possibly note any biases in the main-
vious fuelcycle. tenance philosophy. Also, this indicator pro-

I 3.7 Areas of Further Study rization or the equipment and system failures.
vides another check on the licensee's catego-

' The maintenance effectiveness indicator presented 3. Indicators that can provide a quantitative

I in this report represents a step toward developing a assessment of the component failure rates for
system for the comprehensive assessment of the main- each plant and the failures of standby safety
tenance effectiveness program. To get a complete systems are being considered. Both proposed

I picture of the licensee's operation, the maintenance indicators provide data for use in cordunction
effectiveness indicator should not be used alone, with the maintenance effectivenessindicator.
Other sources of information and other indicators will One indicator under consideration is a ratio

B hkely be required. During the preparation of this that compares the number of failures that

| report and the other NRC reports. additional candidate have occurred for a system relative to the
indicators were identified, which are still under con- total number of system components. A
sideration. Examples are discussed below: second indicator under consideration pro-

vides a method for evaluating maintenance
1. INEL and NRC personnel have identified, effectiveness on standby safety systems.

and are in the process of developing, a Standby safety systems are those systems
raethod for presenting a normalized time-in- whose functions are interrelated to the sys- t

life of a plant as part of the maintenance tems and equipment that have historically !

effectiveness indicator display. During the played roles in causing forced outages. Both
development of the indicator, a cursory of these indicators are an expansion of the
review indicated that additional information original efforts of the previous AEOD/S804 A
about an individual plant's maintenance and S804B reports and are acknowledgments
effectiveness might be obtained if the fuel of the importance of considering quantitative
cycle history, including the present time with- measures and other plant systems to assess
in a fuel cycle, would be tracked concurrently maintenance effectiveness. He development
with the indicator data. This display tech- of these indicators is in the preliminary stage

nique would allow comparison of a plant's at this time.
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4. VALIDATION |
. In the NRC' Staff Requirements Memorandum 2 because of the relative aggressiveness of the operating - I

dated June 26,1989, the Commission defined the crew, in addition,information obtained from licensee - ,

criteria for validation of performance indicators as personnel at plants indicates that , although the
follows. NPRDS reporting rate may vary widely from unit to

unit, important failures (failures that could influence
" Prior to implementing and seeking Commis- plant operation to such a degree that a plant outage
sion approval of any performance indicator, could occur at their plant or another plant) are general- -

the staff should demonstrate the efectiveness ly reported to NPRDS with a high degree of consisten- ;

of each indicator by retrogressive analysis cy and regularity. !

with actualplant data." ;

His consistency across plants was supported and,- . . . 'The validation method employed for the reinforcedbytheanalysisdescribedinSection 4.3. In -
maintenance effectiveness indicator was a series of this analysis, the indicator resuhs were compared with -

-

analyses based on comparisons between the indicator maintenanco-caused equipment failures documented -

and actual plant data. De intent was to ensure that the in individual licensee event reports (LERs) submitted
indicator: (a) measured the attribute of interest, i.e., by licensees to meet the reporung requirements speci-
maintenance effectiveness; (b) was useful in revealing fled in 10 CFR 50.73, the so-called LER Rule his
maintenance-related trends of equipment performance rule ensures that LERs are consistently reported across
(l.c., results of the maintenance process); and (c) was plants. The results showed a direct relationship

'

,

consistently applied across plants. between the number of maintenance-related events
reported in the LERs and the number of flags gener.

1 The remainder of this section summanzes the vali- ated by theindicator.
h dation activities and their findings. Detailed results -

are presented in the Appendices or in selected refer * De industry historical trends and other related anal-
ences. Before presenting the details of each of these ysesdiscussedinSection 5provideadditionalsupport o
areas, the results are summarized below, and credence to the validity of the indicator. De num-

'

ber of failure reports for the individual plants was gen- -

4.1- Summary of Validation erally within the cxpected statistical range over the
time span considered.- In addition, the cyclic behavior

The first step in the validation process consisted of of the indicator data shows the influence of relatively
'

demonstrating that the indicator measured the auribute long outage periods, such as refueling, which corre-
_

of interest,i.e., maintenance effectiveness. This crite. spond to periods of e =ed maintenance activities,

rion was satisfied through a detailed analysis of the ,

narratives in individual NPRDS failure records that Finally, a plant-specific retrospective trend anal-
caused the failure rate increases flagged by the indica- ysis, using actual plant data, demonstrated that the
tor. De results of this analysis showed that a majority indicator reveals improvements to or degradation of -

,

of the failures that contributed to the flagged failure maintenance at a plant. His analysisconsisted of the -

rate increases involved ineffectively performed main- review of routine monthly inspection reports for the
.

tenance. The details of this analysis are discussed in period July 1986 through June 1988 for two sites,
Section 4.2. cach with two unhs of similar design, residing in the

same NRC region. In this analysis, the monthly
,!- While selecting the systems and components whose inspection reports were reviewed for indication of

failures would be trended by the indicator programmatic problems with the maintenance pro- g
(Section 3.2), a specific goal was to ensure that the grams at both sites, and the results were compared with g
failure data analyzed were consistent across plants. As the calculated indicator results for the four units. He

' ~ a result, the set of equipment chosen for monitoring plant-specific conclusions derived from the review of

: has historically been a dominant cause of equipment the inspection reports were verified through telephone :
p outages, so-called ODE. In particular, emphasis was contact with the cognizant NRC regional office. He '

placed on selecting major components in systems that indicator results for the two sites illustrated that both
support power operation. Failures of this equipment sites had increasing component failure rates, i.e.,
are much more likely to be identified for repair in a ineffective maintenance programs during the time
timely manner, thereby minimizing the potential period considered. He reviews of the monthly inspec-

impact of the variations in the identification of failures tion reports and the discussion with NRC inspectors

*
. 8
m
1 .

- . . -.
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. supponed this finding. Further details of the analysis narrative descriptions of 3881 NPRDS component

[

. can be found in an AEOD technical report.14 failure records that contributed to approximately 400
failure rate increases were reviewed during the exami-

} Overall, the results of the root-cause analysis and nation. Based on the NPRDS narrauve descriptions

J . LER correlation analyses satisfied the NRC Staff and the extensive review personnel knowledge of

L Memorandum criteria for validation of performance operating plants, the cause of each failure was assigned

) - iMW De retrospective analyses of actual com. to one of five distinct categories, in particular, the

j ponent data were used, in part, to add credence to the categories were analyzed to assess the relative contri-

validationanalyses, bution of ineffective maintenance to equipment fall-
|

' ures.

The discussion of the root-cause analyses and the
- LER correlation analyses are presented in Section 4.2 1. InegectiveMalasenance-Recordedaseither

- and 43, respectively. Section 5 presents the results of corrective or prevenLive and includes failures

I-
- the retrospective analyses regarding historical trends experienced while conducting, of as a conse-

in the industry, the influence of plant status on indica. quence of, maintenance, upkeep, repair, sur-

tor results, and the capability of the maintenance effec, veillance, testing, and calibration of plant

' tiveness indicator to predict system failures. equipment. Examples include personnel

I
errors of omission and commission by main-
""*""''*"' P'Ecdum pmbleans nauldng in4.2 Root-Cause Analysis inadequate / improper maintenance, problems
traceable to maintenance program admin.

'A key assumption in the development of the mainte- istrative control, and eoulpment failures
nance effectiveness indicator is that the indicator is a he== ofimproper previous repair.
direct or nearly direct measure of maintenance effec-

[ tiveness. 'Ib be accurate,the data base being evaluated 2. Random-Failures of this type usually occur
p by the indicator must reflect failures resulting from in electronic equipment and are rare in oper.

Ineffective maintenance, nat assumption was vali- ating equipment. As the term implies, no pat-
dated using the data from the narrative descriptions of tem is associated with the failure; therefore,

- 3881 selected NPRDS failure records that produced this type of failure would not be expected to
the indicator flags. De failure reports were reviewed be a recurring problem.
by persons familiar with systems and components of

| commercial nuclear power plants, participation in 3. Design / Installation / Construction-Failures
y plant maintenance inspections, and the use of the experienced while performing, or es a

NPRDS. consequence of, design, fabrication, con-

a struction, and installation of equipment,

| Each failure record within the NPRDS contains the systems, and structures. Examples include
licensee's narrative description of the failure event. personnel errors of omission and commis.
An analysis of selected narratives was performed to sion, procedures problems resulting in inade-

[ confirm that most of the reported failures that contrib- quate or improper design or installation, and
y uted to producing indicator flags had a root cause problems traceable to design or construction

attributable to ineffective maintenance. His informa- program administrative cont ol.

a tion was obtained in earlier studies reported in the

| AEOD/S804B report,4 which addressed only BWR 4. Normal Aging /Wearout/End of Life-Fall-
plants. A complete treatment of both BWR and PWR ures caused by a component or system reach-
plants was performed for the present analysis, ing its end oflife by normal aging or wearout.

The data for the analysis were gathered by first 5. Unknown-Insufficient information was pro-
reviewing the maintenance effectiveness indicator vided in the failure narrative to determine the
results for each plant over a two-year period and iden. root cause of the failure,

tifying the periods when failure rate increases were
flagged. A sample of the failure record narratives was The conclusion was that about 80% of the
then examined that corresponded to component failure component failures reported in the NPRDS that pro-
rate increases flaggcd by the indicator. The exami- duced the indicator flags, did involve maintenance
nation of the NPRDS narratives was performed to con- ineffectiveness. On a plant-specific basis, the contri.

firm the relationship between the component failure bution ascribed to ineffective maintenance ranged

rate increases and maintenance effectiveness. The from 0% to 100%. Ilowever, for a majority of cases,

27



~

f

<

the maintenance effectiveness indicator can confl. flags also experienced a low number of maintenance-
dently be said to reflect maintenance effectiveness, related operational events. This trend is consistent for "

The percentage of maintenance..related failures is not both BWR and PWR plants. A discussion of the LER
necessarily a profile of all NPRDS failures,just the analysis follows, *

3- .

NPRDS components and their failure reports that were
'

considered for this study. The root causes of operatiorial events were eva- [
luated as part of the validation process in this analy.

The evaluation results ric summarized and depicted sis, the maintenance effectiveness indicator results ,

in Figures 3 through 6. The percent contribution is were compared with root cause data derived from the .

shown for each of the five failure cause categories rePmable events documented in me LERs.
(random, design, normal, maintenance, and unknown).
Again, these figures show that the overwhelming De source of the LER data was the Sequence Cod- -

'

ing and Sea ch System (SCSS),37acomputerizeddata
mgjority of failures are attributed to maintenance-

base of LERs maintained by the Nuclear Operation
n ated cauws.

and Analysis Center staff at the Oak Ridge National- -

Laboratory (ORNL). As part of the SCSS program, -

4.3. Correlation with Licensee the ORNL staff has developed a technique to classify :

Event Report Maintenance * rat auas of *e evat8 ICPeed in LERs. One of g
*** **"" *'*"**d "' i' m'iat*"'ac*- vData a

. .

The maintenance cause category covers the entire
Much of the NRC staff's current efforts rely on its range of programmatic derciencies related to mainte-

routing monitoring of plant and licensee operations, nance, surveillance, testing, and calibration. These
generic guidance, and plant-specific oversight to deficiencies are deemed attributable to:

improve consistency in the application of the reporting
requirements. For routine monitoring, the resident I- M818te888Ce Personnel errors-Personnel
NRC inspectors monitor operations on a daily basis errors associated with the performance of sur. -

through their review of plant logs and other plant veillance, testing, calibration, or radiation

reports while they and the NRC regional personnel are protection activities,and

involved in daily event reviews. The licensecs' deter-
2. Poor maintenone / ractices-Equipmentmination of reportability is mutinely subject to NRC

regional oversight. Generic guidance, NUREO failures that are strongly indicative of prob-

1022,15 information notices, and generic letters are lems wnh maintenance implementation, such

. employed to provide feedback to licensees. In some as improper lubrication, corrosion because of
,

cases, the NRR/AEOD Headquarters staffis tequested boric acid precipitation, short circuits, and

by the NRCregions or licensees to provide an interpre. ImPmperprionepairs.

tation of the reporting requirements. De NRC Offices As described in the AEOD/S804B report, this vall-
of Nuclear Reactor Regulation (NRR) and AEOD dation task determined whether plants with high (or *

coordinate interpretations during the daily event low) frequencies of maintenance-related operating,

tevtews and other special activities. The goal is to pro- events also exhibited high (or low) numbers of mainte-
vide consistent guidance to licensees and to ensure the nance effectiveness indicator flags,
reporting of all safety significant events.

To perform this comparison, the mean number of
An analysis was performed to compare the mainte- maintenance-related events occurring per month dur-

nance effectiveness indicator results with the equip- ing the period ofinterest was calculated for each of the'

ment failures documented in individual LERs sub- selected PWR and BWR plants. This calculation was
mitted by plants to meet the reporting requirements based on the number of events identified in the SCSS

-

specifiedin10 CFR 50.73,theso-calledLERrule.16 data base that involved maintenance deficiencies (i.e.,
This rule ensures that LERs are consistently reported maintenance-related events). Then, the total number
across plants. The analysis showed a direct relation- of maintenance effectiveness indicator flags for each
ship between the number of maintenance-related plant was also calculated for the same study period.
events reported in the LERs had the number of flags
generated by the indicator. That is, plants with a high Only the plants identified on Table 5 were selected
number of indicator flags also experienced a high for this analysis. The selected plants are those plants
number of maintenance-related operational events. which were in commercial power operation for the 28

And conversely, plants with a low number of indicator months between January 1986 to June 1988. This

28
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Figure 3. Component failure causes identified from NPRDS narratives for BW plants.--

-

,

29

|



. . . . . - . . . - . - - -

_,

;,# .i' -

-

I!
e, ;

'

.: \',

F EQUIPMENT FAILURE .CAUSES
'

COMBUSTION? ENGINEERING PLANTS: {i,

<. .

,!

h!Maintenance'

.

81%-
'

I

l'
L 3:

t g-7..

^^ Normal

Unknown Design
1% 1%Random ,

16 %

Il
(BASED ON NPRDS FAILURE NARRATIVES) .

3L , . . . c _,___..em,_ _s_e_,.e -

8

I

I
30

8
_ . .. .- ._ - -. . _ _ _ . .. .



.

.1,* t

*
.g

EQUIPMENT FAILURE CAUSES-*

),. WESTINGHOUSE PLANTS
L,

-

3.

|m Maintenance 85%

|.

I

I

I

| .

Normal

| 0%

| Unknown 2% Random 10%

i
(BASED ON NPRDS FAILURE NARRATIVES)

Figure 5. Component failure causes identified from NPRDS narratives for WE plants.
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Figure 6. Component failure causes identified from NPRDS narratives for GE plants.
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Table 5. . Plants selected for validation

,, ,

'

PLANT NAME PLANT NAMR PLANTNAMR

I Arkansas 1 ~ Hatch 2 - Quad Cities 1 <

Arkansas 2 Indian Point 2 - Quad Cities 2 j

l Beaver Wiley 1 - 1 Indian Point 3 - Robinson 2 >

Brunswick 1- Kewounce Salem 1 - |

Brunswick 2 .LaSalle 1 Salem 2

Byron 1 ~ LaSalle 2 San Onofre 1 -

< Calvert Cliffs l' Limerick 1 SanOnofre2 ,

' Calvert Cliffs 2 Maine Yankee San Onofm 3 ;
,

Catawba 1 McGuire 1 St.Lucie 1

I Cook 1 - McGuire 2 St. Lucic 2 -

Cook 2 Millstone 1 Summer

Cooper Station ~ Millstone 2 Surry 1

Crystal River 3 Millstone 3 Surry 2

DiabloCanyon 1 Monticello Susquehanna 1 -

Diablo Canyon 2 Nine Mile Point 1 Susquehanna2

Dresden2 North Anna 1 'Ihree MileIsland 1

I
,

Dresden 3 North Anna 2 'IYojan

DuaneArnold Oconec 1 'Ibrkey Point 3 ' >

: Farley 1~ Oconee 2 'Ibrkey Point 4

Farley 2: Oconee3 Vermont Yankee

Fitzpatrick OysterCreek Wash. Nuclear 2

L~ Fort Calhoun PaloVerde 1 Waterford 3

_'Ginna Point Beach 1 WolfCreek
,

- ' Grand Gulf Point Beach 2 Zion 1

HaddamNeck PrairieIsland 1 Zion 2

..
- Hatch 1 PrairieIsland 2

L ,

|| |

L

3 i

I:

I
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the outliers removed is 0.39, with an observed signifi-
'

j, selection ensured that the effects from initial plant
.

| startup would not bias the failure data reponed in the ' cance of 0.003. Thus, the maintenance effectiveness

L NPRDS. 'Ihe plant participates in the NPRDS after the indicator and the LER maintenance cause codes were -

L unit enters commercialoperation. found to be correlated, i.e., plants with higher numbers ,3
of maintenance-related operational events will pro- g,
duce higher numbers of maintenance effectiveness

. The total count of maintenance effectiveness indica- ca ags,and & m a. gstor flags was compared to the cause code rate using the
' SAS computer program's procedure named CORR.18 |ggg gg g
Scatter plots and distribuuons of each variable withm

tiveness indicator was found to be correlated for
the NPRDS were reviewed to identify outlier cases,

mature BWR plants. As explained previously, the gThe extreme outliers were removed, and final correla-
present study considered a slightly different BWR ga

tions for the BWRs and PWRs were calculated. plant population and a different set of systems and
*

components. .The relationship found in the
Figure 7 provides the final scatter plot for all mature AEOD/S804B report was revisited in this study to

PWR units combined. The line shown in the figure is determine whether the correlation found in the pre- ''

a linear regression through the LER cause code and the vious work still existed. The results of the present -
maintenance effectiveness indicator points. The data analysis indicated that a positive correlation still exists g
for three units were removed, because they were between the maintenance effectiveness indicator and g~
deemed to be outlicts. The correlation coefficient with the LER maintenancecause codes.
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h5. RESULTS

Following the validation of the maintenance effec- tion of the indicator flag (s) preceded an equipment

'| .tiveness indicator, three studies were conducted to forced outage.
' determine the stat::4 of maintenance effectiveness for W

E U.S. commesial plants, the influence that plant outage 5.1 HistoricalTrends
- has on the indicator results, and the ability of the indi- g
cator to predict system failures. De results of these The indicator was used to assess maintenance 5
studies are presented in this section. effectiveness for mature commercial nuclear power

_ 31
]

plants. %e intent was to identify the overall historical
1The industry trends analysis was conducted first- trend and the outlier plants for the study period 5|Overall, a trend of improvement in maintenance etrec- (January 1986throughJune 1988).Theanalysesalso

tiveness was noted for the two-year study period identify the most troublesome systems, that is, the sys- |
'

(July 1986 through June 1988). De total number of tems for which the highest number of indicator flags
maintenance effectiveness indicator flags decreased, are noted. De Appendices contain discussions on the

'

!This trend was consistent for all PWR and BWR reac* last two areas: the proprietary plant-specific data and
tor vendor groups, with some groups showing more trends, along with the results from the statistical outlier g
improvement than others. analysis. gj

The second analysis addressed the distribution of The industry and vendor results are presented
indicator flags during a fuel cycle based on plant sta- below. The operational plants considered for the anal- $;
tus. As noted in Section 4, the indicator evaluates the ysis are those plants listed on hble 5. During the W
NPRDS-reported failures from ODE that supports study period, these plants collectively discovered and
power generation. The equipment is generally main- reported about 11,000 failures for the components a
tained during outages, which is also when failures of monitored by the maintenance effectiveness indicator. .g

I the equipment are frequently discovered. Dese 11,000 failures were generated among 160,000
components monitored for these plants, out of the

During this analysis, the influence of plant status on 520,000 components tracked by the NPRDS.
the indicator results was also considered. Two major

|- findings were noted. First, the failure discovery rate 5.1.1 Pressurized Water Reactors. De main-
! (number of discoveries per month) does increase tenance effectiveness indicator was calculated using 3
i during planned outages. About 32% of all discovered the component failure data for all mature PWRs. Fig- g'
| failures and 70% of all maintenance effectiveness indi- ure 8 shows the trend in the monthly plant average

L cator flags are noted for months inside of plant out- number of indicator flags for the PWRs. The trend
ages. Rus, the indicator flags are more concentrated indicates that the number of maintenance effectiveness |

| during periods of plant outages. However, the plants indicator flags on the average,is decreasing, denoting 5
with the higher number of component failures will also general improvement in maintenance effectiveness
produce a higher number of flags outside of plant out- over the two-year period ofinterest. Several individu- 3
ages. Second, and more importantly, the plants with al PWRs were observed to have increasing trends, but I
higher numbers of component failures (i.e., less effec- these plants were a minority of the total population.
tive maintenance programs) are regularly producing a
higher cumulative number of indicator flags, regard- For the PWR group evaluated, a total of 695 indica- |
less of whether or not the plamt is in a planned outage. tions, or flags, were trended. On a per-plant basis, the W
Thus, plants with ineffective maintenance programs total number of indications ranged from 2 to 33, with

| will likely be noted by indicator flags throughout the an average of 12.2 indications per plant. He median a
tracking period. Also, the methods to retrieve failure of this distribution was 12. g
data and to calculate the indicator are valid regardless
of plant operational status, such as a plant outage. It is interesting to note on Figure 8 that the indicator

is tracking seasonal variations in maintenance activi-

|_ A final analysis using plant status and system failure ties, ne monthly number of indicator flags reaches a
mformation was performed to address the question, peak twice each year (spring and fall), corresponding'

"Do maintenance effectiveness indicator flags precede to the seasons when most refueling outages and ODE g_
l system failures that result in power outages?" The maintenance activities occur. This tracking pattern is g
| results showed that for only 12% of the cases, an also seen for each PWR vendor group and for the

increase in component failures as noted by the genera- BWRs.

I
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Figure 9 shows the distribution of the number of Wesdaghome PWRs. Figure 14 indicates only a |.

Indications tallied on a PWR per-plant basis. De data slightly decreasing trend for Westinghouse (WE) W tL
appear to have a normal distribution. One outlier PWRs, in contrast to the BW and CE cases. A total of .

(greater than two standard deviations from the mean) 472 indicator flags were noted for the mature WE g"
wasidentified for the group of PWR plants, with a total PWRs. The number per plant ranged from three to 25, g>

: of 33 indications.- with the average being 12.8 per plant and a median of
13. No outliers were observed for this distribution. ,

(See Figure 15 for the distribution.) .

Looking at the indicator results on a system basis for
'

all PWR NSSS vendors, the reactor protection system

(RPS) dominated the distribution for PWRs.
The total number of indicator flags on a system basis

war dominated by component failures in three sys- g
tems: the RPS, the main feedwater system, and the 3

Aabcock and W#cox PWRs. De trend of the aver. CVCS. These systems produced about two-thirds of
age number of maintenance effectiveness indicator the total number of indicator flags for this group of

'

flags for Babcock & Wilcox (BW) PWRs is shown in plants.
Figure 10. For the study period,a decreasing trend was

-

noted, which indicates that the maintenance effective- 5.1.2 Bolling Water Reactors. De maintenance
.

s
nessatBWPWRshadimproved. Atotalof 58 indica-

effect,veness indicator was applied to the componenti
tor flags were noted for BW PWRs. On a per-plant failure data for BWRs. Figure 16 shows the trend in
basis, the number of flags ranged from 4 to 14, with the

the average number of indicator flags trended per
average being 9.7 per plant and a median of 10. No month om the study period for the group of BWR 3 |,outliers were observed in this group,

plants. As m, the case of the PWRs, the decreasmg g,
trend indicates that the effectiveness of maintenance at !

Of the systems monitored for BW PWRS,(see Fig- BWRs, on the average, improved over the study perie
!

ure 11 for the distribution), the letdowrvpurificatiorv od. These results are consistent with the results pub-

charging system was the dominant generator ofindica- lishedin AEOD/S804B. .,

tor flags, accounting for more than twice the number of -)
flags as the next highest contributors, the reactor cool- For the group of all BWR plants, a total of 330 indi- ~Ei
ant system (RCS), and the RPS. cator flags were noted. On a per-plant basis, the total 5l

number ranged from 1 to 33, with an average of 14.4

Combadon Engineering PWRs. Figure 12 shows indicator flags per plant. ne median of this distribu- 3_
the trend of the indicator flags for Combustica Engi. tion was 14. gj
neering (CE) PWRs. This figure clearly shows a 1

decreasing trend, indicating that, on the average, the Once again, the data appear to have a normal distri- g{
maintenance effectiveness at CE PWRs improved dur- bution. Figure 17 shows the distribution of the indica- 511ing the study period. A total of 165 indicator flags tor flags tallied on a per-plant basis. One outlier was
were calculated for CE PWRs. De number of indica- observed in this distribution. n!s plant accumulated a
tions per plant ranged from 2 to 33, with the latter plant total of 33 indications, with component failures in I
being an outlier for this group and also for the entire three systems (the nuclear steam supply shutoff, the W
PWR population as a whole. The average number of neutron man!toring, and the feedwater systems) con-
indicator flags per plant was 13.8, with a median of tributing nearly an equal number (6,5, and 5 flags, g
10.5. respectively)to this total, g,

Of the systems monitored for CE PWRs (see On a system basis, unlike the PWR cases on a sys- m
Figure 13 for the distribution), the generation of indi- tem basis, the indicator flag distribution for the BWRs 5
cator flags was dominated by the control element was not dominated by failures in a specific system, or

assembly system, with the chemical and volume con- even two or three systems. In fact, out of the 12 BWR

trol system (CVCS) being the next highest contributor. systems monitored,8 accounted for roughly 90% of 3
Out of the 33 indicators flags calculated for the outlict the total number of indicators flags for this group of 3
plant, roughly one-third (10) were due to component plants, with each system contributing almost an equal

failures that occurred in the RPS. This number was share. These systems are: feedwater, main steam, m: ,

significantly higher than the next highest contributors, nuclear steam supply shutoff, neutron monitoring, g|'

the auxiliary feedwater system (AFW) and the RCS, control rod drive, reactor recirculation, essential ser-

which were responsible for four indications each. vice water, and RPS.

|
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6.1.3 Example Uses. De historical trends anal- generated outside of outages. Rus, the intense main- |
!ysis was evaluated to provide more plant specific tenance activities that occur during the early periods of

results. Because these remits are proprietary,only two scheduled plant outages will produce a large portion of ,

anonymous examples will be discussed. theindicator flags.
,

i

Figure 18 illustrates the history of the cumulative Further research of the data revealed two note-
number of indicator flags generated during the most worthy results. First, even though the majority of com- ,

recent fuel cycle (lower curve) in comparison with the ponent failures are discovered and indicator flags are
cumulative number generated during the previous noted during outages, the plants with the higher num-
18-month fuel cycle (upper curve). This plant appears bor of component failures will also produce a higher
to be performing more effectively through the first number of indicator flags outside of plant outages.

,

12 months of the most recent fuel cycle. Both the mag- Second, the plants with higher numbers of component ;

nitude and slope of the flag histories have decreased. failures regularly produce a higher cumuladve number
of indicator flags, regardless of whether or not the

A comparison of cumulative flag histories for five plant is in a planned outage. hus, plants with ineffec-
FWRs of comparable design power output and time- tive maintenance programs will likely be notable by ,

!in-life (i.e.. fuel cycle) is shown in Figure 19. All indicator flags throughout die tracking period. Also,
resuhs are very comparable through the first 15 months die methods to retrieve failure data and to calculate the
of the fuel cycle. After that time, one plant is possibly indicator are valid regardless of plant operational sta-
becoming an outlier as noted by its steep cur,e slope, tus, such as a plant outage.

'

5.2 Retrospective Analysis ne naimerana effectiveness indicator flags, the
plant outage histories, and the system failure histories

'

were then compared with component failure histones
Further, more detailed analyses of the industry his- that were tracked by system. An example of such a :

torical trends were performed to gain additional companson is shown on Figure 20. De intent was to
msight on the influence of plant status.11is known that note whether a discemible increase in component fail-
the indicator has an inherent sensitivity to outages, ures, as noted by the generation of an indicator flag or s

because the components whose failures are tracked by flags, pmceded a fdure within that system that led to '

the indicatos are most likely to be discovered while an equipment forced outage. This comparison was '

being maintamed during outages. To conduct this made to answer the question,"Could the maintenance
analysis, the mamtenance effectiveness indicator data effectiveness icdicator by used to predict an outage?"
and the component failure data from the study period
(January 1986 to July 1988) were compared against Tb address the question, the data were reviewed in
the periods of power outages. Iwo steps. First, a sample of 34 plants was selected for

study, with essentially equal representation of plants
The source of the plant outage information was the for all four vendors. Within each vendor group, plants

NRC's Oray Book (NUREG-0020),6 which is issued with high, average, and low number of failures were
'

on a monthly basis. Both scheduled (e.g., refueling) represented.
and forced system outages were extracted from these ,

reports. The Gray Books were used to (a) identify Second, the data for each plant were reviewed in J

periods when the plant outage occurred and (b) obtain two ways. Initially, each time an equipment forced i

data when the outage was caused by a component or outage occurred within a system, the history of indica- i

system failure. tor flags for that system was reviewed to determine I
whether a flag or flags could be observed during a

The periods of scheduled outages were first com- four-month period before the outage. A tally of results |
pared with the component failure histories and the was maintained for each plant. Then, the remaining in- )
indicator flag histories. A tally for each plant was dicator flags for each system were reviewed to note die 1

constructed with the number of failures and flags that number of times that no subsequent outage occurred I
'

occurred inside and outside of the plant outages, during the four-month period after these flags were

The results from this process showed that, on the
average,32% of the component failures are discovered The results indicated that in about 12% of tha cases

within periods of plant outages and 68% are dis- where an indicator flag was noted, a subsequent sys-
covered outside of outages, in contrast, about 70% of tem failure occurred; and for all other cases, no system

the maintenance effectiveness indicator flags are gen- failure was noted. Thus, the indicator flags were a
crated for periods within outages and about 30% are poor predictor of equipment forced outage.
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gjs. CONCLUSIONS

his section sununuizes the :esults of the develop- LER system. A direct correlation was
ment, validation, and use of the indicator to monitor noted. (See Section 4.3.) |
maintenance effectiveness in both PWR and BWR W

* De indicator formula was verified as aplants. Each conclusion is described below, togemer
with the pertinent findings and references to the appro.

methodology that highlights degrading

==Mes contain maintenance effectiveness. Analysis ||.
priate section of the report. De =ln conclusions. Indicated that a correlation exists W'

materialto support these findings a
between statistical control charts based
on NPRDS fallure reports and the main- gi1. The maintenance dectiveness indicator was tenance eUecdoneas indicator. When gvalidatedfor monitoring the maintenance
be contml chans indicated that the nn-'

efectivenessfor both PWR and BWR plants.
ber and rate of component failures was

* "' ' "*"**
The present task verified that the effectiveness indicator also illustrated

*
4

asseptions underlying the eslMdi- that in 8M of the casu th was a
calor development were still valid for the n Liceable increase in the cumulative g,

BWRs. Much of the methodology M ""*ber f indicator flags. (See g& valida%mWece d
culations for a maintenance effectiveness
indicator for this study was borrowed 2. The maintenance efectiveness indicator is g
from the previous efforts in the readyforingplementation, g
AEOD/S804A and S804B reports and

Selected components from systems tra-*shown to be valid for the PWR plants.
(See Sections 2,3, and 4.) ditionally causing outages have been |'

identified for use in monitoring mainte- W
The results of the root cause analyses and nance. The list of systems and compo-*

|

|
LER correlation analyses satisfied the nents was expanded above what was g
NRC Staff Requirements Memorandum presented in AEOD/S804A and S804B g,

criteria for validation of performance for the BWR plants to more fully track2!

| indicators, i.e., the indicator measured the BOP systems. A comparable list of
| maintenance effectiveness, was useful in systems and components was developed I

tevealing maintenance-related trends of for monitoring all PWR plants. (See W
equipment performance, and was con- Section 3.)
si ntly plied across plants. (Se

e maintenance effectiveness indicator Eo

|'
display method was expanded to include 5;

A significant correlation was demon. PWR plants. %c maintenance effective-e

strated between the maintenance effec. ness of a plant and its vendor peers is g
i tiveness indicator and maintenance inef. depicted by cumulative trend lines on the g

fectiveness, The results of reviewing indicator display. (See Section 2.)

3881 narrative descriptions from De NPRDS methodology for obtaining* .

NPRDS failure records found that about the failure data for monitoring mainte- >

; 80% of the component failures that p nance effectiveness was confirmed. The

|-
duced indicator flags for the equipment download method was confirmed as
monitored by the indicator, involved in- being eNecdve for bom BWR and PWR |

|
effectively performed maintenance. plants. (See Section 33.) W
(See Secuon 4.2.)

3. Historically, on the average, commercial +

The component fallure data used by the PWRs and BWRs shond an improving trend*
indicator were verified to be consiste.ntly in maintenance efectiveness over the two-
obtained across plants. De number of year studyperiod.
failures reported to the NPRDS and g

On the average,each PWR NSSS group gtracked by the indicator were compared *

with the number of maintenance-related (WE,CE,andBW)showedanoverallim-
,

,

events reported through the mandatory provement in maintenance effectiveness

I
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s
for the two-year study period. Some ven- outage periods and the plants with
dor groups showed more improvement ineffective maintenance programs. (Seeg
than others. On a plant-specific basis, Section 5.2.)y
some plants showed a worsening trend,

* Based on the evaluation of the samewhile others showed noticeable improve-
NPRDS reports, about 68% of all com-

r- ment. (See Section 5.1.)
i ponent failures were noted for months

The average plant from the BWR reactor outside of plant outages. During these

I
*

vendor group (General Electric) showed non-outage periods, plants that experi-

an overall improwment in maintenance ence a higher-than-average number of
effectiveness for the two-year study component failures, i.e., plants with in-

period. On a plant-specific basis, some effective maintenance programs will
plants exhibited a worsoning trend, while also produce a higher-than-average
others showed noticeable improvement. number of indicator flags. Therefore,

(See Section 5.1.) plants with ineffective maintenance pro-
grams will be notable by indicator flags

4. Plants with ineffective maintenance pro * throughout the tracking period. i.e., dur-
grams consistently produce a higher-than- ing both outages and non-outages. (See
overage number ofindicatorflags. regardless Section 5.2.)
of whether or not a plant is in an outage.

5. The maintenance efectiveness indicator does
Based on the evaluation of Gray Books not have a consistent ability topredict opera-e

for 34 plants, about 70% of all mainte- tional events or systemforced outages.

nance effectiveness indicator flags were
System failures were prodleted by thenoted for months inside of plant outages. *

A direct relationship was verified be- maintenance effectiveness indicator
tween plants that producc a higher-than- about 12% of the time. (See Sec-
average number of indicator flags during tion 5.2.)

t

I
I

I
I

I
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tenance effectiveness indicator for use with both BWR and pressurized water reactor
(PWR) commercial nuclear power plants.

De development and validation of the maintenance effectiveness indicator are discussed,_

in this report, along with the results of applying the indicator to component failure data for
PWR and BWR plants over a two-year study period. De appendices are issued under a

I acparate volume, because they contain proprietary information. For more information
regarding the appendices contact Ms. B. M. Brady of NRC/AEOD at (301) 492- 4499.
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