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ABSTRACT

The U.S. Nuclear Regulatory Commission's (NR O's) Office for Ar alysis and Evaluation
of Operational Data (NRC/AEOD) has been pursuing the development of measurement
systems (0 asceriain the effectiveness of mainienance programs in commercial U.S. nuclear
power plants. The previous reports AEOD/S804A, Preliminary Resulis of the Trial
Program for Maintenance Performanc. 'ndicaiors, and S804B, Application of the NPRDS
Jfor Maintenance E,Jectiveness Monito.ing, documented the development and validation of
a maintenance effectiveness indicator tor selected boiling water reactor (BWR) plants and
components. The present effort extends the earlier AEOD findings and validates the main-
enance effectiveness indicator for use with both BWR and pressurized water reacilor
(PWR) commercial nuclear power plants.

The development and validation of the maintenan.e effectiveness indicator are discussed
in this repozt, along with the results of applying the indicator to component failure data for
PWR and BWR plants over a two-year study period. The appendices are issued under a
separece volume, because they contain proprietary information. For more information
regarding the appendices contact Ms. B. M. Brady of NRC/AEOD a2 (301) 492- 4499,

FIN No. L1345—Maintenance Effectiveness [ndicator Development
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SUMMARY

The U.S. Nuclear Regulatory Commission's
(NRC's) Office for Analysis and Evaluation of Opera-
tional Data (NRC/AEOD) has been pursuing the
development of measurement systems 10 ascertain the
effectiveness of maintenance programs in commercial
U.S. nuclear power plants. The. previous reports,
AEOD/S804A, Freliminary Results of the Trial Pro-
gram for Maintenance Performance 'ndicators, and
SBO4B, Application of the NPRDS for Maintenance
Effeciiveness Moniioring, documented the develop-
ment and validation of a maintenance effectiveness
indicator for selected boiling water reactor (BWR)
plants and components. The present effort extends the
earlier AEOD findings and validates the meintenance
eifectiveness indicator for use with both BWR and
pressurized water reactor (PWR) commercial nuclear
power plants. This eff..:t is a joint undertaking by the
NRC/AEOD and by EG&G Idaho, Inc., of the Idaho
National Engineering Laboratory (INEL),

The .aaintenance effectiveness indicator uses a
methodology that evaluates the Nuclear Plant Reliabil-
ity Data System (NPRDS) component failure data for
preselected systems and signals any increase in the
failure rate that exceeds a predetermined value. The
number and frequency of these flagged failure rate
increases is then trended for all systems considered
over the study period to obtain a measure of the level
of maintenan.e effectiveness at a plant. This approach
is similar (o statistical process control analyses used
extensively bv manufacturing industries to indicate
when theis quality of manufactured components is
degrading by noting when the component failure rate
is beyond what is expected from random fluctuations.

The purpose of this indicator is to aid in trending the
effectiveness of each plant’s maintenance program in
ensuring equioment performance, i.e., that the equip-
ment will operate as intended. To accomplish this pur-
pose, the indicator is based on the failure histories of a
range of components; histories large enough in number
to provide an adequate sampling of how the plant
equipment is performing. In this approach, individual
failures and the increases i failure rate are not neces-
<arily safety significant per se. This approach con-
trasts with some other performance indicators such as
automa.c scrams, safi tv system failuce, and safety
system actuations where sume level of safety signifi-
cance is attached to each constituent event. The main-
tenance effectiveness indicator flags are not intended
to provide a basis for immediate regulatory response.
Rather, the awcumulation of these flags over time

v

should provide indication of improvement or decline
in a plant’s maintenance program.

The methodology used to develop the maintenance
effectiveness indicator was performed in a four-step
process. First, the cumpor.2nts end svatems whose
failure rates would be monitored were identified for
both BWR and PWR plants. Selection of these com-
ponents was based on NPRDS reporting guidelines,
on the premise that this equiptnent would normally be
functioning while the plant is operating, and that in
general, their failure could lead to a plant outage. Sec-
ond, the failure data for the selected systems and com-
ponents were downloaded from the NPRDS data base
and verified as conipletely received. The downloaded
NPRDS failure data were then reviewed for reporting
consistency and accuracy. Third, previously devel-
oped display methods were enhanced and expanded to
depict the maintenance effectiveness indicator flags.
These flags highlight failure data when the failure rate
exceeds the predetermined threshold value. Finally,
areas that may werrant further study were identified.

The maintenance effectiveness indicator was then
validated to show that the indicator was reflecting the
parameter being measured, i.c., maintenance effective-
ness; to demonstrate that the indicator was useful in
revealing maintenarce~related trends of equipment
performance, i.e., results of the maintenance pr~>ess;
and to show that the indicator was consistenuly applied
across all plants. A cause analysis was performed of
the narratives in the individual NPRDS failure reports
that contributed « the failure rate increases flagged by
the indicator. Tt e results of the analysis showed thaia
majority of the failures thet contributed to the flagged
failure rate increases involved inadequate or ineffec-
tive maintenance. A second analysis w s performed
by comparing maintenance effectiveness indicator re-
sults with equipment failures documented in individu-
al licensee event reports (LERs) submitted by plants to
meet the reporting requirements specified in 10 CFR
50.73, the so—called L.LER rule. The analysis showed
that plants with a high number of maintenance-related
events, as reporied in the LERs, were also noted &s
having a high number of indicator flaes.

Finally, the indicator was applied to component
failure daw from au commercicl nuclear power plants
for a two-year study period (March 1986 through
June 1988). Five couclusions were determined from
the results. First, tr maintenance effectiveness indi-
cator was validated for monitoring the maintenance
process for all FWR and BWR plants. This analysis



reconfirmed the applicability of the indicator for BWR
plants and established the applicability for PWR

plants.

Second, the necessary processes have been devel-
oped and verified to conclude that the maintenance
effectiveness indicator is now ready for production
use. The components were identified that should be
monitored for evaluating maintenance effec iveness.
Tae methodology used to download the NPRDS data
was verified and found 0 be effective for both BWR
and PWR plants. The indicator display methods were
developed 0 indicate the maintenance effectiveness,
first, at a plant level and, second, in comparison with
its nuclear steam system supplier (NSSS) reactor
vendor group as a first approximation of a peer

compariso:.

Third, the results of the maintenance effectiveness
indicator calculations for all plants identified an
overall improvement in the ‘evel of maintenance
performance over the two-year period. Each NSSS
reactor vendor group showed an improvement in main-
tenance effectiveness.

Fourth, plants with ineffective maintenance pro-
grams consistently produced a higher-than-average
number of flags, when coripared with their peers. The
higher number of flags was observed regardiess of
whether or not a plant was in an outage. This conclu-

sion was obtained even though the indicator has an in-
herent sensitivity to outages, and failures and indica-
tor flags tend o cluster within outages.

Fifth, the maintenance effectiveness indicator does
not have the consistent ability to pred.ct equipment
forced outages. A failure within a system that led to an

equipment forced outage was preceded by an indicator
flag only 12% of the time.

In response to Commission direction, the NRC staff
broadened its maintenance indicator effort by estab-
lishing & demonstration project with mduary in Sep-
tember 1989. The goal of this project is to achieve
technical consensus on feasible methods for monicor-
ing the area o maintenance performance. The group,
which consists of NRC staff from AEOD and repre-
sentatives from six utilities, the Nuclear Utility
Management Rescarces Committee, and the Institute
of Nuclear Power Operations, began work by examin-
ing th* component failure-based indicator described
above. This project will continue into the early part of
1990, and the results will be considered in planning fu-
tre v ark on maintenance indicators.

The appendices contain material that support the
findings in the body of the report. Much of the data in
the appendices is propriciary and shouid be protected
accordingly.
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MAINTENANCE EFFECT'VENESS INDICATOR
1. INTRODUCTIONM

The U.S. Nuclear Regulatory Commission’s
(NRC's) Office fur Analysis and Evaluation of Opera-
tional Data (NRC/AEOD) has been pursvin the
developmen' >f measurement systems (o ascertan the
effectiveness of maintenance programs in commercial
U.S. nuclear power plants, This document describes
the development, validation, and application of a
maintenance effectiveness indicator for monitoting
both pressurized water reactors (PWRs) and boiling
water reactors (BWRs). This ind cator is now ready
for implementation. This effort was a joint undertak
ing by the NRC/AEOD and by EG&G Idaho, Inc., of
the Idaho National Eagineering Laboratory (INEL).

1.1 History

The NRC has iniilated a program whose goal is to
improve mawntenance programs at each commercial
nuclear power piant. A major part of the program was
the development of the proposed rule, “Ensuring the
Effectiveness of Maintenance | grams for Nuclear
Power Plants,” 10 CFR 50.65, oh was issued on
November 28, 1988.! S ibsequen! 10 the issuance of
the proposed rule, the NRC has released a Steff
Kequirements Memorandum? that provides further
understanding of the proposed i¥{C position and
direstion,

In support of the proposed rule and in response Lo
the Memorandum, ihe NRC/AEOD and the INEL have
developed a methodology 10 monitor the effectiveness
of each plant’s maintenance program.

The first major reporting of methodology develop-
ment was issued in Cctober 1988 as AEDD/S804A,
Preliminary Results of the Trial Program for Mainte-
1ance Performance Indicators, transmitted to the
NRC under the letter SECY ¥8-289.% That repart con-
cluded that measurement of mainte:....ce effectiveness
was feasible anu that the best measure of maintenance
effectiveness would _ikely be based upon the compo-
nent reliability and .ailure history.

A second report on this subject was issued in
January 1989 as AEOD/SB04B, Applicadion of the
NPRDS for Maintenarce Effectiveness Monitc+ 18
The findings of that report stated that the Nuc'2ar Plant
Reliability Data System (NPRDS)® was a viable
source of dat2 te derive maintenance effectiveness
indicators. That report also Gocumented the deveiop-

ment of a practical a.d usable indicator for BWRs,
which was Jerived from component failure records
suhmitied by each BWR p.a- to the NPRDS, The
.ndicator demonstrated a capuuliity 10 monitor plant
maintenance eifectiveness.

1.2 Present ..5ont

A compleie treatise on the development, validation,
and application of a mainwnance effectiveness indi-
cator program is presented in the following sections of
this report. The indicator described previously in the
AEOD/SB04A? and AEOD/SB04B* r.ports was
reexamined and extended to a broade” scope of BWR
outage-~dominaiing systems and equipment, This
report ideatifies PWR systems and components com-
parable 10 those selected for the BWR and validates the
indicotor for PWR use.

An over view description of the indicator and the
procedure to imf lemen: it for mouitoring mair. snance
effectiveness are described in Section 2.

The development of the maiatenance ¢ffectiveness
indicator is presented in Section 3. Much uf the meth-
ndology described in this section vas extended from
carlier efforis presented in ithe AEOLD/S804B report.

The results of valida:'ng the maintenance effective-
ness indicator are summarized in Section 4. The goal
was 1o eocure that the indicator produced an & curate
picture of maintenance effectiveness on a plant-by-
plan: basis. The validation methodology was alsc
extended from earlier efforts documented in the
AEOD/S804E report.

The results from using the indicator o evaluate U.S.
plants for determining the industry trends in mainte-
nance program effectiveness are presented in
Section 5.

Section 6 includes the conclusions reached from
efforts described throughout th.. “=port.

Appendices A through G contain material that sup-
port the findings in the body of the report. Much of the
data in the appendices is proprictary and should ve pro-
tected accordingly. The main body of the report, when
detached from the Append:zes, is non-proprietary.




1.3 Future Efforts

The ma:ntenance effectiveness incicator described
in this :port represents the complet.on of the first
phase of a two—-phase NRC/AEOD program. The indi-
cator is ready for implementatior. Furth r refinements
and additions can be made, however The second
phase will address three such areas.

First, the n...nalization of inuicator results to each
plant’s time-m-life will be evaluaied. Durin; the
developmeni of the indicator, a cursory analysis indi-
cated that additiona! information about an individual
plant’s maintenance effectiveness might be obtained if
the fuel cycle history, it.cluding the present time w ithin
a fuel cycle, would be tacked concurrently with the
indicator. This system would allow comparison of a
plant's performance to its NSSS vendor peers at any
time within the pant's multi-fuel cycle history (e.g ,

“How is Plant A performing at the end of fuel cycle 3,
whan compared with its peers when they had reached
the end of heir third fuel cycle?™).

Second, studies will be conducted on how Lo process
and portray the outage-dominating equipment failure
data according to raainienance program cat2gory (..,
mechanical, electrical instrmentation ard conirol).
The intent is to generate an additional indicator to
show maintenance effectiveness, The addiuional indi-
cutor could help identify a specific area or areas of a
plant’s maintenance program as needing improvement.

Third, the AEOD/S804 4. report described other
possible maintenancs effectiveness indicators whose
merits were notable but the indicators required further
conceptual development and subsequent validation.
Tne m.ost promising of  ese additional indicators will
be pursued to complem .nt the present inuicator.



2. OVERVIEW OF MAINTENANCE EFFECTIVENESS INDICATOR

A descripcion of the maintenance effectiveness indi-
cator and the procedure 1o implement the indicator as

part of & monitoring program are the topics of this
section.

2.1 Degeription Of Malntenance
Effectivenese indicator

The maintenance effectiveness indica‘or is deter-
mined by scannirg the NPRDS component {ailure data
for each systerm: being monitored ai.d signaling an
increase in the failure rale (failures per month) when it
exceeds a predetermined threstiold. The number of
these flagged failure rate (failures per month)
increases is then trended for all systems considered
over a specified s"udy period to obtain a measure of the
level of mainterance effectiveness at a plant. Note that
only immediate and degraded failures me monitored
by the indicator, not the incipient failures (as defined
by NPRDS reporiing criteria).

The \ nmediate and degraded component failures
from 1010 12 differe... systems are tracked by the indi-
cator. These sysiems and components historically
have been dominant contributors to forced outages and
reside in either the NSSS or the balance ot plant
(BOP).

An indicator result example for a Westinghouse
plant is shown on Figure 1. The monthly total number
of flags is displayed in the trend p'ot in the lower right-
hand corner of Figure 1. These data were derived from
the component failure rate increases that were {lagged
for the 10 different systems being monitored. In this
exanple, a totz! of 12 failure rate increases were sig-
naled during the approximately two-year study peried.
The distribution of flags among the systems is seen on
the left cide of Figure 1.

To supplement the trending of the indicator data, the
trend plot also presents the cumulative number of flags
for the plant and the average cumulative number for
that plant's vendor group over the study period.

Shown in the upper right-hand corner of Figare 1 is
an area of the graphical output display currently under
develooment. That area depicts the output trend from
a new indicator that, when con:pleted, will facilitate
interpreiation of maintcnance effectiveness. This area
is idenufied under the heading of Maintenance Cate-
gory. Here, all failure data, regardiess of the system,
have been grouped by the various organizations that
comprise a maintenance program (e.g., mechanical/

electrical, instrumantation and control). The same
indicator formula is again used 10 scan the component
failure data and flag those failure rates within eech
maintengnce area that exceed a predetermined thresh-
old. 1t should be noted that this mainienance category
indicator was based on the sam# data used for the
maintenance effectiveness indicator, 1t should also be
noted that the number of flags in the meinienance cate-
gory display may rot be equal or even exist for the
same month as the flags in the system displays. The
calculations for the new indicator are based on the
number of reports for eash system. The time when the
theshold value was caceeded coula be different.

The maintenance effectiveness indics.or presenied
in this report represents a step wward developing &
system for the comprehensive assessment of the main-
tenance effectiveness program. To get & complete pic-
wure, the maintenance effectiveness indicator should
not be used aione. Other sources of information and
other indicators will be required.

The purpose of this indicator is 10 aid in trending the
effectiveness of each plant's maintenance program in
ensuring equipment performas. 3, i.e., that the equip-
ment will operate as intended. To accomplish this pur-
pose, the indicator is based on the [ailure histcries of a
range of components; hisorics large enough in nuaber
1o provide an adequate sampling of how the plant
equipment is performing. In this approar n, individual
failures and the increases in failure rate are not neces-
sarily safety significant per se. This approach con-
trasts with some other performance indica*ors such as
automatic scrams, safety system failures, and safety
system actuations where some level of safety signifi-
cance is atached 1o each constituent event. The main-
tenance effectiveness indicator flags are not intended
10 provide a basis for imme..iate regulatory response.
Rather, the accumulation of these flags over time
should provide indication of Linprovement or decline
in a plan:’s maintenance program,

2.2 Implementation Proesdure

The maintenance effectiveness indicator has been
validated and is ready for immediatc use. A quarterly
reporting of indicator results is presently envisionod
by the NRC/AEOD staff. To perform roatine produc-
tion, six steps will be followed that result in producing
the indicator graphical output (Figure 1). Most of the
process has been automated through the use of persoa-
al computers (PCs).
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Select study period—A 28-consecutive~
month period is selected.

Download failure daia—Both immediate =4
degraded failure data gre downloaded collec-
tively and treated hereafier as a single entity.
The transier is electronically performed from
the NPRDS computer system to a PC. (See
Sections 3.3.1 rhrough 3.3.3 for more
details.)

Verify downloaded data—This step ensures
thot all data fror the systems &nd compo-
nents of interest were obtained as requested.
(See Section 3.34.)

Perform NPRDS data quality assurance
review—The data are reviewed to ensure
accuracy and consistency. (See Sections
34.1and 34.2.)

Process failure data with indicator—The
componen! failure rates are reviewed and the
indicator flags are generated, as are the
vendor trend data and the graphical display
output. (See Sections 3.5 and 3.6.)

Quality verify the data—Verify the down-
loaded data and accuracy of the indicator

displays.

This six-step process will be repeated quarterly,
using & one-month sliding window described in
Section 3.5. The oldest three months of data will be
deleted, and the next three newer months of data will
be added to define the study peried.

T.. data ured for the maintenarce effectiveness
indicator are selected based on failure discovery date.
The latest failure discovery date for the component
failure data being processed for a specific ma nienance
effectiveness indicator has a failure discovery date
about six months before the date the indicatr was cel-
culated. This delay is based on the length of time
required fcs the licensee to report failures, for NPRDS
failure report codification, and for data quality
assurance.

The implementation procedure was used 1o process
the component failure data for all plents during the
study pericd, March 1986 throngh June 1988. A com-
plete «= of output displays is pre-ided in Appendix C.
These plots are proprietary any should be handled
accordingly. Appendix G summarizes the overall pro-
cess that will be followed for full implementation of
the maintenance effectiveness indicator program.

in response to Commission direction, the NRC staff
broadened its maintenance indicator effort by estab-
lishing a demonstration project with industry in Sep-
tember 1989, The goal of this project is to achieve
technical consensus on feasible methods for monitor-
ing the area of maintenanve performance. The group,
which consists of NRC su.ff from AEOD and repre-
sentatives from six utilit.es, the Nuclear Management
Resources Committee, and the Insticute of Nuclear
Power Operations (INPO), began work by examining
the component failure-based indicator described
abc-ve. This project will continue into the carly part of
1990, and the results will be considered in planning fu.-
ture work on maintenance indicators.







3. MAINTENANCE EFFECTIVENESS INDICATOR DEVELOPMENT

Section 3 presents a detailed description of the
development activities chat Jed 10 the establishment of
the maintenance effectiveness indicetor. Presented are
the spenific activities, analyses, and justifications that
were used to (a) select system and component failures
fr - wracking; (b) develop and apply search stralegies W
download the ap.propriate failure data and supporting
information; (¢) verify that the data are accurate and
consistent; (d) verify the computer software used to
calculate maintenance effectiveness indicator fiags
and display the maintenance effectiveness indicdtor
resulte. Before prasenting the details of each of these
areas, 1 % results are summarized below.

3.1 Summary of Development

The maintenance effectiveness indicator has two
components: (a) the analytical expression that is used
10 denote when an increase in the failure rate is indica-
tive of degradation in maintenance effectiveness and
(b) the graphical display techniques for visual depic-
ton of the results,

The analytical expression chosen for the indicator
was taken from the AEOD/S804B report.

The analytical expression can be restated as iollows:

The expression involves the number of com-
ponent failures discovered during eaci: month
in a continuous five-~-month period for each of
the selected systems. Dividing the number of
component failures fo. each of the systems in
a selected time period by the number of
months in ths time period, it then calculates
the average component failure rate for each
system for (&) the first three mow.ths of the
five-month time span and (b) the last two
months of the span. Thke expression then
compares the two average rates and, if the
rate in the last two months exceeds that of the
first three months by more than a threshold
value, 2" indicating mark is placed in the last
monti. o the fi* e-month span, The program
then adds the aext more recent month and
drops the oldest month, t.e., the five~-month
span is shifted forward one month, and the
failure rate calculations and comparison are
repeated.  This moving window approach has
the effect of providing multip'e indicating
marks over successive montns if an increasc
in failure rate exceeds the threshold value or
if it is sustained over a number of months.

The display (Figure 1) presents the indicator results
(wtal indications per montn) for an individual plant, as
well as the system-by-sysie'n basis, and then shows
the overall trends in maintenance effectiveness for the
plant.

The scope of the present cffort was expanded over
the effort documeted in the ALOD/SB04B report to
encompass all operating PWR and BWR plants that
report to the NPRDS.

The resul's of this development effort are consistent
with those of th- previous AROD reports. The follow-
ing general statements can be made based on the
evaluation of the findings.

e The number of components that are report-
able to the NPRDS and the number of compo-
nents being monitored for the maintenance
effectiveness indicator were totaled and com-
pared for all plants for each NSSS vendor,
Apnroximately the same percentage of the
reportable components is being monitored for
each of tha four NSSS groups.

¢ The review of failure reports revealed that the
licensees and INPO correctly categorize the
failure severity level.

¢ Asaresultof the NPRDS data review, no pat-
terns of deficiencies were identified in the
specific areas of failure report coding, data
entry, or reporting consistency between units
from sites or utilitics with multiple units.

¢ The method for processing and displaying the
indicator data and trends was developed, veri-
fied, and prepared for implementation.

e The processing and display methedology was
compared to the traditional statistical control
process display method. The two methods
were found to correlare well.

3.2 System and Component
Selection

This section describes th- basis for selecting the sys-
tems and componeuts whose failures were examined
by the maintenance effectiveness indicator. The scope
of the present study considered both PWR and BWR
plants and selected systems and components for each



NSSS design. The fincl list of monitored equipment
was determined by repeatcd evaluations of the systems
and components 1eportable to NPRDS (e.g., initial
selection of components using historical dawa and oper-
ating plant experience, evaluation of the candidate list
10 identify outage doiminating equipment, comparison
with industry data to assess significance of reported
failures, and comparison of the list of systems and
equipment with other sources).

Three criteria were used to select the systems and
components to be tracked for maintenance effective-
ness. The first selection criterion was that the systems
and comnonents had to be included in the reportability
scope cf the NPRDS  The ideniification . the report-
able systems and components was made from the lists
provided in the NPRDS coding manuals.

The second criterion was to restrict the list of candi-
dates to systems and equipment that historically have
been dominant contributors to forced outages. That is,
the set of equipment was limited to outage~dominating
equipment (ODE) within the scope of NPRDS report-
ability guidelines and considered to be important (¢ the
overall operation of the plant. The equipment that
meets the ODE criterion could cause a plan’ outage
should ¢ failure he experienced. Because of the im-
portance of the equipment, maintenance would be per-
formed more uniformly among plants, and failures
would be discovered and reported to the NPRDS more
consis.ontly regardless of the relative aggressiveness
of the operating crew.

The third criter.on was that the set of e uipment
include NSSS and F OP components for the lignt water
reactor (LWR) piants. This condition was observed to
ensure that the application of the maintenance effec-
tiveness indicetor was valid for all reactor plant types,
systems, and components.

The decision to exclude a system or component
from the list was baied on other criteria, for example,
equipment not covered by the NPRDS, equipment not
meeting ODE criteria, or equipment not pertinent for
power operation. The effort to substantiate the candi-
date list was closely tied to other ongoing activities,
such as executing data retrieval, data base develop-
ment, and analysis of equipment failures.

INEL personnel reviewed the list of systems and
equipment that were within the scope of NPRDS
repertability and obtained a set of corncnents that
were ODE candidates. This set was further evaluates
by determining if the equipment was required for pow-
er operation or during plant shutdown conditions. The

systems were further cvaluated to determine if they
were standby safety systeras. The purpose of screen-
ing the list in this manner was to identify components
that were considered ODE with respect to normal plant
power operation or power ascension activities. The
other two categories were evaluated to consider equip-
ment that might have been overlooksd in the initial
selection of the components (o be analyzed.

The candidate system and component list was
repeatedly screened by retrieving sample NPRDS data
to assess the numbers and types of failures renorted
and at other times by referencing earlier studies and
reports. If a system or component within a system was
considered to not be required for power operation and
had few reported failures, then the sysiem or compo-
ne it was deleted from the list. However, if a system or
component was considered to be required 1or power
operations although there were few reportei failures,
then other references, such as the Gray Boo). or other
documents, were reviewed to justify including the
equipment in question on the candidate list. For exam-
ple, the essential service water system for BWR plants
was initially removed from the candidate list and later
reinstated based on the review of the number of
NPRDS failure reports and engineering records.

The Gray Book data® were reviewed for operating
plant histories from January 1986 to June 1988 1o
verify that the equipment list included al! systems and
components important for tracking maintenance effe. -
tiveness or to verify that adequate justification for
delet... existed. The number of ~vents in each cate-
gory that could affect or be affected by maintenance
performance was recorded. The tally of events was
grouped into the following failure causes: mainte-
nance, design, personnel error, and unkno.n. Based
on the results of this exercise, the areas with the high-
est event totals were evaluated further 1o determine
whether specific systems or squipment should be add-
ed 1o the list of components considered in this study.

The list of systems and compcnents was also com-
pared to the results presented in the Generating Avail-
ability Report,’ prepared by the North American
Electric Reliability Council (NERC). The NERC
report determined and ranked sys‘em/component out-
ages and deratings because of the event causes based
on outage frequency. The list of systems and compo-
nents was also compared w0 a compilation performed
by the §.M. Stoller Corporatior.®~!0 The Stoller
veports determined and ranked the contributing factors
to plant unavailability down to the comnonent level.
For the purposes of the present study, some dominant
contributors from the NERC and Stoller reports were
not included in the list of candidate equipment. The



reasons for excluding these itoms were (a) they were
components associated with passive systems, (b) they
were components lacking routine maintenance acti-
vities and could not be trended, 0- (¢) they were com-
ponents that were outside the NPRDS reportability
scope. Further additions were made to the list of
selected components based on the NERC and the
Stoller reports.

When the selections were finalized, it was de-
termined that approximately 30% of the reportable
components are being monitored as a part of the main-
tenance effectiveness indicator program for each of the
NSSS vendors. Approximately 30% of the reportable
components are monitored for Westnghouse type
plants, 28% each for General Electric and Combustion
Engineering, and 31% for Babcock and Wilcox. Fur-
ther discussions are provided in Appendix A.

The lists of monitored systems and components are
presented in Tatles 1 through 4 for General Electric,
Westinghouse, Combustion Engineering, and Babcock
and Wilcox commercial nuclear power plants, respec-
tively, The tables identify the systems and major
equipment by NSSS vendor. Overall, between 31 and
33 different types of components are being monitored.

During the component and system selection process,
a limitation was noted in the NPRDS. As discussed
in the AEOD/S804B report, NPRDS does not current-
ly include certain BOP systen.: and components that
have historically been significant contributors to plant
outages, such the turbine-generatur and associated
support systems, the condenser, the circulating water
system, non-nuclear portions of the service water
and closed cooling water systems, the instrument air
sysiem, and the service air system. In December 1988,
May 1989, and June 1989, official steps were taken by
the NPRDS User's Group to include the main genera-
tor, main tuibine, and condenser in the NPRDS report-
ing scope. The abitity to monitor these systems is
certainly desirable. However, their absence does not
invalidate the indicator as a monitoring tool. (See
Section 4.)

3.3 NPRDS Data Downloading

Once the system and component selection was com-
pleted, the next step was to download the data from
the NPRDS. The download process involved four
steps: developing the data base search strategy, verify-
ing the strategy, downloading the component failure
data from the NPRDS, and verifying the integrity of
the download.

The NPRDS is a comprehensive source of design
characteristics (engineering data) and performance
history (failure data) of key equipment installed in
U.S. nuclear power plants. The NPRDS has been
established as a systematic reporting system for gath-
ering equipment failure data, engineering records, and
documentation of successful resolutions to failure
problems. The NPRDS provides a data source to help
the user detect, analyze, correct, and prevent similar
failures from occurring within his facility. The vigi-
lonce of the licensees for submitting eccurate, com-
pluie, and detailed accounts of the events is imporiant
s0 that the data can be shared and understood by all
users. This system is managed and maintained by
INPO and is located on INPO's comprter system in
Atlanta, GA. Access to the NPRDS data base fer the
purpose of this study was accomplished via the INEL's
Network Cortrol Center (NCC) Communicsation sys-
tem using SIM3278/PC™ (SIMPC),!! which is
an INPO-supplied telecommunications software
package.*

The NPRDS user guidelines® have been developed
to expedite the data downloading process and to
achieve three general purposes:

o Enable U. 8. nuclear plant personnel to enter
the design characteristics and performance
data for key systems and components directly
int? the data base.

Allow the U.S. nuclear plant user io search
the data base and retrieve and display infor-
mation desired.

Provide information in 8 manner best suited
for the intended use and study.

Meeting these purposes, the NPRDS failure data
become practical as a data source for monitoring main-
tenance effectiveness.

To satisfy the data requirements of the maintenance
effcctiveness indicator, a semi-gutomated procedure
was developed. The failure data were first down-
loaded from the NPRDS computer system to PCs
located at the INEL., The downloaded data were
obtained using the NPRDS-provided <oftwarc. The

a. Meniion of specific products and/or manufacturers
in this document implies neither endorsement or prefer-
ence nor disapproval by the U.S. Government, any of its
agencies, 2+ EC&G Idaho, Inc., of the use of a specific
product for any purpose.




Table 1. General Electric systen.s and components

System Component Description Sysiem Component Description
Control Rod Drive CRD Mecharism Main Sicam (MS) MS Containment Isolation Vaive
{(CRD) CRD Flow Control Valve (continued) Operator CktBkr
CRD Flow Control Valve Operator MS Safety/Automatic Depressurization
CRD Supply Pump Discharge Pipe Vacuum Breaker
CRD Sapply Pump Motor MS Safety Valve
CRD Supply Pump Motor Circuit Breaker MS Turbine Bypass valve
(CktBkr) MS Turbine Bypass Valve Operator
Feedwater (FW) FW High Pressure Heater Reactor Protection — Neutron Bistable/Switch
Transmitter/Primary Detector/Element
FW Pump Motor CktBkr
FW Pump Turbine Recirculats istable/Switct
FW Pump Turbine Govemor (l‘lRECIRC) IBMMS
= Main FW Regulating Valve Bypass Valve T Pri n i
Main FW Regulating Valve Bypass Valve RECIRC P
Operator X
Main FW Regulating Vaive %“"’”““‘
Main FW Regulating Valve Operator lew“m' CxtBhe
Bistable/Switch 5 [.'" aiemmam
Indi - 3 RKZRCMMWOW
Transmitier/Primary Detector/Element RECIRC Pump Discharge Valve Operater
Converter Rmcmsqonvm
Instrumentation, Controllers RECIRC Pump Suction Valve Operator
RECIRC Pump Suction Valve Operator
Main Steam (MS) MS Automatic Depressurization Safety ClaBkr
Valve RECIRC Pump Motor Generator Set
Valve Operator RECIRC Pump Motor Generator 5.*
MS Containment Isolation Valve Coupling
MS Containment Isolation Vaive RECIRC Pump Motor Generator Set
Operator Motor



Table 1. (continued)

S o

Component Description

Reactor Recirculation
(RECIRC)
(continued)

Plant AC Distribution

Steam Shutoff —Radiation
Monitoring System

Nuclear Steam Suppry Shutoff

RECIRC Pump Motor Generator Set
Motor CktBkr

RECIRC Flow Control Valve
RECIRC Flow Conirol Valve Operaior

Unit Auxiliary Transformer

Unit Auxihary Transformer Feeder
CktBky io Bus

Unit Stari—up Transformer

Unit Start—up Transformer Feeder ClaBkr
to Bus

Relays

Electrical Conductors, Bus, Cable, Wire

Condensate Booster Pump
Condensate Booster Pump Motor
Condensate Booster Puinp Motor CkiBkr
Condensate Hotwell Pump
Condensate Hotwell Pump Motor
Condensate Hotwell Pump Motor CktBkr
Condensate Low Pressure Heater

Relays

Transmitier/Primary Detector/Element
Bistable/Switch

Inte grator/Computation Module, E-P
Converter

Circuit Breakers, Contactors, Controflers

Bistable/Swiich

Inegrator/Computation Module, E-P
Converter

System

Descrigti

Nuclear Steam Suppiy Shutoff
(continued)

Essential Service Water

Circuit Breakers, Comtactors, Controllers
Transmitter/Primary Detector/Element
Valves, Dampers

Valve Operators

Bistable/Switch

Transmitter/Primary Detector/Element
Indicators/Recorders

Circeit Breakers, Contactors, Controfiers

Instrument AC Power Swply Inverier
Instrument AC Power Supply Inverter
Input CitBkr
instru.rent AC Power Supply Inverier
Output CktBkr
Instrument AC Power Motor Generator
Set Generator
instrument AC Power Motor Generstor
Set Generator Gutput ChtBkr
Instrument AC Power Moior Generator
Set Motor
Instrument AC Power Motor Generator
Set Motor CktBky Relays

r.ssential Service Water Pump
Essential Service Water Pump Motor
CkiBkr

Valves, Dampers

Valve Operators




Table 2. Westinghouse systems and components

System Component Description System ComponeniDescnption
Reactor Coolant RCS Pump Main Steam MS Safety Relief Vaives
(RCS) RCS Pump Motor (MS) MS Atmosphenic Discharge Valve
RCS Pump Motor Circuit Breaker {conumued) MS Atmospheriz Discharge Valve
Primary Safety Relief Valve Operator
Pressurizer Spray Valve MS Atmospheric Discharge Valve
Pressurizer Spray Valve Operator Operator Circuit Breaker
Pressurizer Spray Valve Operator Circuit Reiays
Breaker
Pressurizer Power-Operated Valve Instrument AC Power Instrument AC Power Supply inverter
Pressurizer Power-Operated Valve Instrument AC Power Supply Inverter
:r:asmm?ower--OpusedszefBlock Instrument AC Power Supply Inverter
ve :
Pressurizer PowerOperated Relief Block cqm“m&wmc .
L Valve Operator
N Pressurizer Power-Operated Relief Block ;
Valve Operatr Circuit Bre-sker W m“"","
Control Rod Drive CRD Inverter/Generator gwwmmmm
(CRD) CRD Motor Generator Set Motor ml-’l-l",
CRD Reactor Trip Circuit Breaker Pamp Turbine Governos
CRD Reactor Trip Bypass Circuit MFW Regulating Valve
Bresher MFW Regulating Valve Operator
CRD MFW Regulating Valve Bypass Valve
MFW Regulating Valve Bypass Valve
Main Steam MS Isolation Valve Operator : ;
(MS) MS Isolation Valve Operator MFW Containment Isolation Valve
MS Isolation Valve Operator Circuit MFW Containment Isolation Valve
Breaker Operator
MS Power-Operated Relief Valve Operator Circuit Breaker
Operator Bistable/Switch
MS Power-Operated Relief Valve Indicators/Recorders
Operator Circuit Breaker Transmitter/Primary Detector/Element




Tadble 2. (continved)

Main Feedwater
(MFW)
{continued

Reactor Protection and Logic

Chemical and Volume Control

__ Component Description

Inegrator. omputation Module, E-P
Convener

Instrumentation, Controllers

MFW Containment Check Valves
MFW High Pressure Heater

Bistable/Switch

Indicators/Recorders
Transmitter/Primary Detector/Element
Integrator/Computation Module, E-P
Convertor

Instrumentation, Controllers

Relays

Charging Pump

Charging Pump Motor

Charging Pump Motor Circunt Breaker
Valves, Dampers

Valve Operator

Unit Auxiliary Transformer

Unit Auxiliary Transformer Feeder
Circuit Breaker to Unit Bus

Unit Stars—up Transformer

Unit Start-up Tiansformer Feeder Circuit
Breaker to Unit Bus

S -

Relays
Electrical Conductors, Bus, Cable, Wire
Transformer, Shun¢ Reactors

AFW Discharge to Steam Generator
Isolation Valve

AFW Discharge o Stcam Generator
Isolation Valve Operaior

AFW Discharge 10 Stzam Generator
Tsolation Valve Operator Circuit Breakey
AFW Pump

AFY Pump Motor

AFW Pump Motor Circuit Breaker

Condensate Booster Puemp
Condensate Boasier Pump Motor
Condensate Booster Pump Motor Circunt
Breaker

Condensase Hotwell Pump
Condenszie Hotwell Pump Motor
Condensaie Hotweli Pump Motor Circuit
Breaker
Condensate Low Pressure Heater
Vatves, Dampers




Table 3. Combustion Engincering systems and components

System ponens Description System Component Description
Reactor Cootant/Control R : Main Steam (MS) MS Turbine Bypass Valve
Instrumentation Ke_ r unip Motor (continued) MS Turbine Bypass Valve Operator
(RCS) RCS Pump Motor Circuit Breaker
Primary Safety Relief Valve Instrument AC Power Instrument AC Power Supply Inverter
WSmyWn Instrument AC Power Supply Inverter
WSmdevcw Input Circuit Breaker
Pressurizer Power-Operated Relief Valve Instrument AC Power Supply Inverter
Pressurizer Power—Operated Relief Valve Output Circuit Breaker
Operator Circuit Breakers, Contactors, Controllers
Pressurizer Power-Operated Relief Block
Valve _ Main Feedwater MFW Pump
SRE— MFW Pump Motor Circuit Breaker
Pressurizer Power-Operated Relief Block MFW Pump Turbine
Valve Operator Circuit Breaker .
- mmmm
Contri ! Element Assembly Control Element Dnive Inverter/Generator MFW 2 “ill
Control Element Drive Reactor Trip m"“""?"‘“ B:' ||u“|
Circuit Breaker mm Bm
Control Element Drive Regulating Valve Bypass Valve
Operator
Main Steam (MS) MS Isolation Valve 2 .
MS Isolation Valve Operator MFW Containment Isolation Valve
MS Isolation Valve Operator Circuit Operator ,
Breaker MFW Containment Isolation Valve
MS Power-Operated Relief Valve Operator Circuit Breaker
MS Power-Operated Relief Valve Bistable/Switch
Indicators/Rccorders
Operator S
MS Safety Relief Valves Transmitter/Primary Detector/Element
MS Atmospheric Discharge Valve Integrator/Computation Module, E-P
MS Asmospheric Discharge Valve Convertor
Operator Instrumentation, Controllers
MS Atmospheric Discharge Valve Relays
Operator Circuit Breaker MFW Containment Check Valves



Table 3. {(continued)

o NS

Main Feedwater (MFW)
{continved)

Reactor Protection

Chemical and Volume Control

 ComponentDescription
MFW High Pressure Heater

Bistable/Switch

Indicators/Recorders
Transmitter/Primary Detector/Element
Imegrator/Computation Module, E-P
Convertor

Instrumentation, Controllers

Relays

Charging Pump

Charging Pump Motor

Charging Pump Motor Circuit Breaker
Valve:, Dampers

Valve Operator

Unit Auxiliary Transformer

Unit Auxiliary Transformer Feeder
Circuit Breaker to Unit Bus

Unit Start-up Transformer

Unit Start-up Transformer Feeder
Cirenit Breaker to Unit Bus

Relays

Flectrical Conductors, Bus, Cable, Wire

— . Syscm

Auxiliary/Emergency Feedwater
(AFW)

. Descrigti

AFW Discharge to Stcam Generator
Isotation Valve

AFW Discharge to Steam Generator
Isolation Valve Operator

AFW Discharge 0 Steam Generstor
Isolation Valve Ope-ator Circuit Breaker
AFW Pump

AFW Pump Motor

AFW Pump Motor Circuit Breaker
Valves, Dampers

Valve Operator
Instrumrneation, Bistable/Switch

Condensate Booster Pump
Condensate Booster Pump Motor
Condensate Booster Pump Motor Circuit
Breaker

Condensate Hotwell Pump
Condensate Hotwell Pump Motor
Condensaie Hotwell Pump Motor Circunt
Breaker
Condensaie Low Pressure Heaier
Valves, Dampers

Valve Operator




Table 4. Babcock and Wilcox systems and components

— S Component Description System Component Description
Reactor Coolant RCS Pump Main Steam MS Ammospheric Discharge Valve
(RCS) RCS Pump Motor (MS) Operator
RCS Pump Motor Circuit Breaker (continued) MS Turbine Bypass Valve
Primary Safety Relief Valve MS Turbme Bypass Valve Operator
Pressurizer Spray Valve Relays
Pressurizer Spray Valve Operator
Pressurizer Spray Valve Operator Circuit Instrument AC Power Instrument AC Power Supply Inverter
Breaker Instrument AC Power Supply Inverter
Pressurizer Power-Operated Relief Valve Input Circuit Breaker
Pressurizer Power-Operated Relief Valve Instrument AC Power Supply Inverter
Operator Output Circuit Breaker
Pressurizer Power-Operated Relief <ier X Circuit Breakers, Contactors, Controllers
Valve
Pressurizer Power-Operated Relief Block Feedwater MFW Pump
— Valve Operator (MFW) MFW Pump Turbine
Pressurizer Power-Operated Relief Block MFW Pump Turhine Governor
Valve Operator Circuit Breaker MFW Regulating Valve
Valves, Dampers MFW Regulating Valve Operator
Bistable/Switch MFW Regulating Valve Bypass Valve
Transmitter/Primary Detector/Element MFW Regulating Valve Bypass Valve
Operator
Control Rod Drive CRD MFW Containment Isolation Valve
(CRD) CRD Reactor Trip Circuit Breaker MFW Containment Isolation Valve
Operator
Main Steam MS Isolation Valve MFW Containment Isolation Valve
(MS) MS Isolation Valve Operator Operator Circust Breaker
MS isolation Valve Operator Circuit Bistable/Switch
Breaker Indicators/Recorders
MS Power-Operated Relief Valve Transmitter/Primary Detector/Element
MS Power-Operated Relief Valve Integrator/Computation Module, E-P
Operator Convertor
MS Safety Relief Vaives Instrumeniation, Controllers
MS Atmospheric Discharge Valve Relays
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Table 4. (continued)

Feedwater (MFW)
{continued)

Reactor Protection

Plant AC Power

Emergency Feedwater
System (EFW)

_____Component Description System

MFW Containment Check Valves Emergency Feedwater

MFW High Pressure Heater System (EFW)
{continned)

Bistable/Switch

Indicators/Recorders

Transmitter/Primary Detector/Element

Integrator/Computation Module, E-P Condensate System

Convertor

Instrumentation, Controllers
Relays

Unit Auxiliary Transformer

Unit Auxiliary Transformer Feeder
Circuit Breaker to Unit Bus

Unit Start-up Transformer

Unit Start-up Transformer Feeder Circuit
Breaker to Unit Bus

Relays
Electrical Conductors, Bus, Cable, Wire

EFW Discharge to Steam Generator
Isolation Valve

EFW Discharge to Steam Generator
Isolation Valve Operator

EFW Discharge to Steam Generator
Isolation Valve

Operator Circuit Breaker

EFW Pump

Integrated Control System

and Makeup

EFW Pump Motor
EFW Pump Motor Circuit Breaker

Valve Operator
Bistable/Switch

Condensate Booster Pump
Condensate Booster Pump Motor
Condensate Booster Pump Motor Circunt

Condensate Hotwell Pump
Condensate Hotwell Pump Motor
Condensate Hotwell Pump Motor Circust

Condensate Low Pressure Heater
Valves, Damoers
Valve Operator

C'lcu"nldu_s.CmGo-ohs
Imegrator/Computation Module, E-P
Electronic Power Supply

Charging Pump

Charging Pump Motor

Valves, Dampers

Valve Operator

- -,



downloaded data were then converted 1w data files that
could be used by dBase 111 Plus,'? a PC data base man-
agement system, 1o determine the number of compo-
nent failures. The number of componen: failures
became input for the grephical displays of the indicator
duta. The graphical displays were gencrated using a
specially tailored program written in the MODULA 2
programing language.'? In a separate but similar pro-
cedure, the engineering data contained in the NPRDS
computer system were also downloaded to analyze and
verify the selected systems, components, and applica-
tions required o generate the indicator data.

3.3.1 Search Strategles. To cxpedite the
download of the desired data from the NPRDS, several
preliminary searches and cursory analyses were per-
formed. The extent of the data records had to be
defined, which involved repeated searches and evalua-
tions based on the initial list of candidate equipment.
Downloading the failure data by NSSS vendor was
found to be the most expeditious metnod to retrieve the
failure daa.

The preliminary activities also determined that two
search queries of, and downloads from, the NPRDS
data base were required 1o obtain the data representing
each NSSS vendor. The first query downloaded data
by system and application codes &nd the second by sys-
tem and component codes. This procedure resulted in
a total of eight queries and downloads (two downloads
for each of the four reactor vendors). A set of data for
each vendor was maintained separately during the date
manipulation process to ensure that the evaluation *.as
performed on a NSSS vendor-specific level.

The search and download activities involved numer-
ous steps. The search process was modified repeatediy
10 obtain all data that were considered for this study.
Following is a summary of the process used (o obtain
the data, verify the search strategy, compiete the search
query, and download the data:

1. Select the NPRDS search and display
variables (i.e., data fields).

2. Verify the scarch strategy before executing
the search query.

3. Swore the search strategy for future reference.

4, Verify the appropriateness of the query
criteria or modify accordingly.

5. When the data query has been executed,
scroll through the output data file 1o verify

that it matches exactly what was desired. If it
is found to be unacceptable, modify the
sear-h strategy and repeat the query until the
desired data file appears to be satisfactory.

6. Select the destination for the downloading
output file (¢.g., PC hard disk, PT printer, or
storage onto a PC floppy disk for printout
later).

7. Transfer the NPRDS failure data to the PC
hard disk (if it is not alicady there) as an
ASCII file. Convert the ASCIi filetoa
dBase 111 Plus data file using the programs
described in Section 3.3.3.

3.3.2 Verilication of Search Strategles. Once
the search stracegies were constructed, they were veri-
fied to confirm that they captured the desired dats. To
verify the search strategies and criteria used 1o obtain
failuie data from the NPRDS, test runs to download
data were made. The test runs specified presclected
systems, applications, and components from eight
plants (two from each vendor). Several methods of
verification were used:

1. Access the NPRDS computer and review the
failure data to identify the number of failure
report counts for wie appropriate systems and
applicat’ .. and component codes to be
eal-_led during the query. Thesc data were
compared to the search criteria for complete-
ness and accuracy.

2. Download the test data and convert to a
dBase 111 Plus daw file. Compare the number
of records generated in the NPRDS failure
count to the number of records in the data file
for consistency,

3. Compare the data fields requested by the
query 1o the data files. Verify that they were
transferred to the data files as specified.
Review the records for completeness and
accuracy.

The above process was also used to verify the engi-
neering data that were downloaded. However, for the
engineerinig data, the comparison was performed using
the towal number of components selected rather than
actual failure records. The results of the count of the
components and failure records are presented in
Appen ix A,

,.3.3 Component Fallure Data Retrieval.
After the search strategies and criteria were verified
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using the process discussed above, it was possible 10
download all data from the NPRDS required for devel-
oping, velidating, and analyzing the effectiveness of
plant maintenance. Once the download was complete,
a customized computer program was developed to
automate the conversion to a data file. The SIMPC
software package was used to download the data from
the NPRDS 1o ASCII files. The ASCII files were in
turn converted to the desired output files using a dBase
111 Plus program which, at the same time, verified that
selected fields were downloaded correctly.

3.3.4 Retrieval Yeriieation. The intogrity of the
downloaded NPRDS data was verified using three
methods: (a) automated verification checks; (b) manu-
ally counting the number of datu entries in the NFRDS
and verifying that the appropriate number of systems,
components, application codes, and plant records were
actually downloaded; and (¢) randomly scanning the
data records as they were downloaded and/or entered
1o ensure data accuracy.

The first method involved automated verification
checks. The dBase I11 Plus programs we-- Jeveloped
to verify the accuracy and consistency of selected
fields having interdependent relationships.

Other miscellaneous automated checks were made
on several of the remaining data fields to enhance the
evaluation and validation process. Examples of the
fields that were verified were the discovery and the
reporting dates and appropriate system and component
codes.

The second method for verifying the data retrieval
was to count the number of data entries in the NPRDS
and verify that the appropriate number of systems,
compenents, application codes, and plant records were
actually downloaded. If the initial search request did
not yield any daia, the original data count was rein-
vestigated 10 ensure that there were indeed no data
available for retrieval. This exercise was performed in
conjunction with the data checks descrit2d for the
search strategy verification in Section 3.3.1.

The third method was to randomly scan the data
records as they were downloaded to ensure data accu-
racy. These data checks were perforined repeatedly to
ensure that the data appeared to be complete before
executing the extensive data download process This
activity was performed in conjunction with the
verification reviews described earlier.

As the entire data file was verified, some pre-
liminary analyses were performed. These analyses
consisted of evaluating each licensee's reporting
consistency for all systems and components and ver-
ifying that plants from the same site and utility were
reporting in a consistent manner. In addition, the
reporting patterns of each licensee were compared 1o
other licensees having the same NSSS vendor. These
analyses were performed by counting the records for
cach plant and verifying that no apparent discrepancies
were noted in specific components and systems being
reported.

3.4 NPRDS Quality Assurance
Review

The NPRDS was selected as the principal data
source for equipment failure information based on the
same logic as presented in the AEOD/S804B report.4
The use of NPRDS data for indicating maintenance
effectivencss was based on the assumption that the
data were entered accurately. To ensure that this
assumption was correct, it was necessary (o verify the
accuracy. The verification process included an assess-
ment of the licensee's categorization of equipment
failures, .., incipient, degraded, or immediate; entry
of interdependent fields; and entry of codes that were
specified for a particular NSSS vendor, For the pur-
poses of this study, incipient {ailures were not included
in the derivation of the maintenance effectiveness indi-
cator, as these reports do not appear 1o be consistently
provided by ull plants.

The timeliness of reporting failure data to the
NPRDS was, and will continue to be, a concern. At
present, the average time between failure discovery
and NPRDS reporting is 60 to 90 days. A 180-day
delay is generally used to ensure that essentially all
reportings have been submitied A review of reporting
timeliness was not conducted ‘or this effort. However,
upon implementation of the indicator program, a
review of reporinig timeliness will be conducted on a
calendar quarter scheduie.

3.4.1 Reporting Consistency. The licensee
reporting practices were addressed first. A representa-
tive sample of equip:nent failure records for each
licensee was studied 1o identify and assess differences
and similarities in the reporting patterns. To simplify
and standardize the basis for establishing a pattern of
reporting failures, only the fundamental attributes
were considered, such as types of failures, systems and
equipment involved, failure cause codes, plant operat-
ing condition, and consistency in reporting from sites
or utilities having more than one unit
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One consideration was the consistency in reporting
for the situation where multiple units share the same
site, organizational structure, or NSSS vendor main-
tenance philosophy. For these plants, the reporting
patierns were found to be nearly identical, particularly
if an event occurred in a system or component com-
mon 1o these units.

Another consideration was the possibility of
inconsistencies in reporting specific systems and com-
ponenis. No inconsistencies were noted.

From the results of the reporting pattern analyses,
no significant deviations were noted from the NPRDS
guidance for reporting systems, components, failure
cause codes, or plant operating status. Minor differ-
ences existed in the level of detail reported at various
plants. However, examination of selected failure
reports provided assurance that the important details
were accurately preserved. No significant deviations
were noted for reporting consistency between units
from utilities or sites with multiple units.

3.4.2 Veritication of NPRDS Coding. To
ensure that the NPRDS coding had been performed
correctly, the data were verified two ways: (a) com-
puter progiam verification during data file con-
struction and (b) manual verification during a failure
Teport NATALVe review.

The first way of verifying coding accuracy, as
discussed previously in Section 3.3.4, was performed
during the data file construction. During the construc-
tion, several key fields were verified as having been
coded accurately and consistently. No inconsistencies
were identified.

As a portion of the narrative review, described in
more detail in Section 4.2, a sample of NPRDS records
was studied to verify that the failure data were correct-
ly entered in the appropriate data fields. Accuracy of
the data entry process was verified by comparing the
licensee's narrative descriptions of the event with the
corresponding NPRDS-coded failure data. The
results of the evaluation of the field codes indicate a
high degree of accuracy in the field codification. The
results are discussed further in Appendix B.

3.4.3 Accuracy of Fallure Severity Determi-
nation. Three severity levels for failures have been
defined in the NPRDS coding manual:®* immediate,
degraded, and incipient. As discussed in S804B, the
decision was made that incipient failures should not be
included in the trending of failures tracked by the
maintenance effectiveness indicator because they were

not reported consistently, This decision was based on
the knowledge that the NPRDS does not require that
incipient failures be reported. A sample of failure
reports for each plant was examined to confirm correct
classification of events by severity type. The classifi-
cation of severity level was verified during a meview of
reports having the classification of immediate and
degraded and then in & review of reports having a clas-
sification of incipient.

The results of the evaluation of the failure categories
indicate that there appears 1o be a high degree of accu-
racy in the failure categorizaiion. During the review of
reports classified as immediate and degraded failures,
one report appeared to have been misclassified. The
review of the reports classified as incipient identified
13 reports out of 142 reviewed as huving a classifica-
tion that was incorrect. The 9% error was considered
1o be acceptable. The results are discussed further in
Appendix B,

3.5 Indicator Formula

The methodology used by the maintenance effec-
tiveness indicator has been evolving since carly 1988,
The basic concept of an NPRDS-based indicator was
introduced in the AEOD/SB04A report and later
refined for the AEOD/S804B report. Mathematically,
the indicator notes when the failure rate of individual
components within a system increases by a prede-
termined threshold value. Physically, the continued
presence of flags by the indicator denotes a degrada-
tion of maintenance effectiveness.

No distinction is made between an immediate fail-
ure and a degraded failure. The NPRDS data from
both types of failures are consolidated and evaluated
collectively.

The indicator formula consists of two parts: the time
spans over which component failure rates are com-
pared and the threshold value that the failure rate
increase between two consccutive Lune spans must
exceed to set the flag.

Determining the time spans for failure rate compari-
sons involved several considerations. On one side, the
time spans had to be short enough to give the quickest
response times and possibly allow the plant personnel
1o mitigate further degradation of maintenance, On the
other side, the time spans had to be long enough to
ensure that the formula was not overly sensitive and set
a flag 150 quickly.

A basic trial-and-error approach was used 1o opti-
mize the time spans for comparison. The smallest time
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spans were determined to be one month because of the
practicality of implementing the indicator program
and to obtain a reasonable (i.c., manageable) sample
size. Thus, one-month intervals became the smallest
increment for developing the data file of failure repori
counts. The comparison of indicator flags from a
one-month sampie to another, however, exhibited an
undesired overly sensitive response. To reduce the
sensitivity, a time~averasing method was used. Each
time span was progressively increased by averaging
the failure rates of consecutive months (¢.g., averaging
the failure rates of January and February) and
comparing that average with the average failure rate of
the next set of months (e.g., the average failure rate for
March and April).

The combination that provided the desired level of
sensitivity was 10 compare the average failure rates
over a continuous five-month period. The average
failure rate over the first three months was compared 10
the average failure rate over the next two months. To
determine a history of rate change indications, the time
spans were shifted forward one month (e.g., add the
next most recent month and drop out the oldest
month). Then, the failure rate averages were recalcu-
lated and again compared to determine if the failure
rate between two consecutive time spans had increased
enough to set a flag.

The threshold value to set a flag was established in
AEQD/S804B through an evaluation and comparison
process. Several available sources of operational
events data were examined to identify which events
warranted a maintenance effectiveness flag. Then, the
NPRDS failure data were processed with the indicator
formula, and the threshold value was adjusted unti! the
appropriate sensitivity of the formula was obtained.
The threshold value of 1.01 was chosen from this eval-
uation process.

The formula for deriving the maintenance indicator

flag was the same as that described in the
AEOD/S804B report, namely:

Trigger the maintenance effectiveness indicator flag
if over a five month interval

(M + M) /21 - [(Mp+ M3+ M /3] > C

where

M, = number of total failures
for month under consid-
eration

M ;M5 M 5, M 4 = number of faiiures for
months that are one,
two, three, and four
months previous o M,

respectively

threshold value (1.01 for
this study).

If the threshold value was exceeded, then a flag was
denoted at the reporting period, M, corresponding to
the last month under consideration (that is, the most
recent month).

The results of applying the formula on a system: -by-
system basis are used to obtain the indicator data,
namely, the total number of indicator flags per month,
summed across ali systems being monitored.

To further support the use of the formula, a statisti-
cal process control analysis was performed on the
same data used by the maintenance indicator formula.
The purpose of this analysis was to verify that the
maintenance effectiveness indivator was highlighting
possible degradation of maintenance effectiveness.
The basis for comparison is a recognized, applicable
statistical methodology known as statistical process

control, which produces a graphical output called con-
trol charts.

These control charts are used throughout the
manufacturing industry to track defect levels by
visually and statistically separating random variations
(such as random equipment failures) from the
assignable variations that can be tied to a cause (such
as equipment failures because of ineffective main-
tenance). Random variations are characteristic of the
process and tend w be statistically predictable. In con-
trast, assignable variations tend not to be predictable
by staustical means. For this study, plant operation
was considered as the process, and equipment failures
that lead to interruption of operation were considered
as variations of the process.

The control charts for the plants were derived from
the same set of NPRDS component failure data that
was used for the maintenance effectiveness indicator
caiculations. The control charts cover the same period
as the indicator data and display the cumulative num-
ber of the equipment failures on a monthly basis for
each plant. An example of a control chart along with a
corresponding maintenance cffective indicator plot is
shown in Figure 2.
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It is impornant 10 recognize that control charts and
maintenance effectiveness indicator plots do not dis-
play exactly the same information. In this study, the
control charts displayed the failures associated with
both assigned and random variations. Conversely, the
maintenance effectiveness indicator screened the fail-
ures that were assc<iated with random fluctuations of
the plant operation. To compare data representative of
a more common level of performance of the plant and
equipment, it was necessary 1o disregard the random
feilures of the control chart. By not considering the
random failures on ti.e control char for the validation
analysis, the majority of the failure data remaining on
the control charts were those instances when the con-
trol limits were reached or exceeded. That is, the num-
ber of failures during & month was beyond what was
expected from random failures alone.

The control limits were used to indicate the degree
to which the process was performed within acceptable
limits, For this study, the control limits were statis-
tically derived for each plant to separate the random
failures from the failures attributed to an assignable
cause.

The control chart for each plant displayed the
number of equipment failures summed across all
systems for the month. Two control limits were in-
dicated directly on the charts: (a) the high threshold
represented the level beyond which the process was
considered to be ineffective if it was exceeded once
during the reporting period and (b) the middie thresh-
old represented the level beyond which the process
was considered to be ineffective if it was exceeded two
out of three times during the reporting period.

For this study, a third control limit was used to eval-
uate the instances when the middle limit was closely
approached but not exceeded. For these cases, the
indication was considered to be marginal if the number
of failures for the month approached within two fail-
ures of the middle control limit.

As mentioned earlier, an analysis was performed by
comparing the control charts with the maintenance
effectiveness indicawr plots for each plant. The pur-
pose was to verify that the maintenance effectiveness
indicator was highlighting possible degradation of
maintenance effectiveness. For this analysis, each
time that the high, middle, or marginal limit was
reached or exceeded, the corresponding reporting peri-
od was examined on the indicator piot. A direct corre-
lation was considered to exist only if the control chart
and the indicator plot both showed trends of increasing
failures.

Figure 2 is an example of the control chart and indi-
cator plot to illustrate the comparison of the results.
The control chart shows that the middle limit was
exceeded for the month of May 1988. Also, the control
chart shows that there is & marginal indication for the
month of April 1987, because its count (7) approached
the middle limit (8). By comparing the reposiing peri-
ods in the indicator plot, it can be seen that the corre-
sponding reporting periods each had two indicator
flags. The associated trends were increasing, which
indicated that & direct relationship exists between the
control chart and the indicator display. Thus, when
comparable setpoints were used, the results were com-
parable. Similar analyses were performed for all
BWRs and PWRs. The complete results are presented
in Appendix F.

Briefly, the results of the correlation analysis deter-
mined that direct relationships exist between the con-
trol charts and the indicator displays. The degree of
correlation for the high, middle, and marginal control
limits was 88%, 84%, and 83%, respectively. When
the three limits were combined, the correlation to the
maintenance effectiveness indicator plot indication
was 87%. That is, when the control chart indicated
that the number of component failures was beyond a
random levcl, then the maintenance effectiveness indi-
cator also illustrated, for 87% of the comparisons, &
noticeable increase in the cumulative number of
indicator flags.

As expected, the closest relationship occurred for
the comparison of the high threshold cases with the
indicator counts. 'The relatively high percentage of
correlation for all control levels demonstrated that the
maintenance effectiveness indicator was a valid mea-
sure of those periods when the individual plant's rate
of failures increased beyond what was expected from
random fluctuations.

3.6 Display Methods

After the maintenance effectiveness indicator for-
mula was finalized, a computer program for calcu-
lating the indicator results was developed. The output
from the calculations program was entered into a
computerized display program.

This section describes the methods chosen for dis-
playing the maintenance effectiveness indicators. A
brief history of the selection and development of past
and present display methods is discussed. Human
factors engineering experts were involved with the
selection of the optimum indicator display methods.
The merits and limitations of other display options
were also considered.




In the AEOD/S804B report, the maintenance effec-
tiveness indicator was portrayed by a plot showing the
cases where the failure rate exceeded the threshold
value for the systems being considered. Examination
of the plots for a given plant enabled the reader to idsn-
tify changes in the failure rate and to identify increases
that exceeded the predetermined threshold value
(1.01). The increase in failure rate was signified on the
plot by a flag at the corresponding failure rate change
and monthly reporting period. Based on this informa-
tion, & comparison of the failure data with the Gperat-
ing performance of the plant could determine whether
the licensee’s ma:ntenance program was effectively
implemented by visually demonstrating when the fail-
ure rate exceeded the threshold value.

The evaluation of the original display techniques
used in the AEOD/SBO4B raport identified four areas
that required extension or addition for the expanded
scope of the present study. The first requirement was
to expand the display to accommodate the increased
number of systems that would be monitored. That
expansion was performed. The second requirement
was 10 identify for each system the number of failure
reports that were used to calculate the maintenance
indicator flag. The present display now identifies that
number based on the number of reports that were
c¢ownloaded to validate the indicators for a system.,
This information is provided near the plot for the each
system. Also, a total of the reports that is downloaded
for all systems was provided at the bottom of the plot
page. The third requirement was to identify the cumy-
lative number of indicator flags for all systems for the
entire study period. This information is provided at the
bottom of the plot page.

The final addition was a trend display method to
portray the actual indicutor results. The revised pre-
sentation method had to meet two criteria:

1. The display should be simple so that it couid
be easily evaluated.

2. The display should be comprehensive enough
to clearly depict the trend.

The display method that was finally selected as
meeting these criteria was a histogram to display the
indicator data, along with a cumulative indicator trend
line to enhance the interpretation of the data. To derive
the cumulative indicator trend line, the system flags
are totaled for each month, and a line is calculated by
adding the failures over the study period. The line is
then plotted on the plant trend graph.

To enhance a trend analysis, a second trend line was
added to display NSSS vendor trend information. The
addition of the vendor trend information allowed &
comparison of each plani's performance 10 a peer

group.

For this study, the NSSS vendor group was selected
as & first approximation of a peer group. To obtain
legitimate comparisons among the members of a peer
group, the membership needs to be carefully selevied.
It is anticipated that a continual re-evaluation of peer
group membership will be performed while the indica-
tor program is fully implemented and later used in pro-
duction operation,

The NSSS vendor trend line was created by totalling
the monthly system counts for all plants with the same
reactor vendor. The monthly totals were divided by
the number of plants being considered. A cumulative
trend line was then calculated, using the same equation
as was used for calculating the plant trend line. The
vendor trend line was then plotied on the same graph as
the plant trend line. The display techniques are
described in more detail in Appendix C.

One additional portion of the display plots has not
been discussed, noted on the display under the heading
of Maintenance Category. Under this heading are two
displays: (1) Instrument and Control and (2) Mechani-
cal and Electrical. These two displays present results
from an indicator that is still under development. In
these displays, all failure data, regardiess of the system
being monitored, have been grouped by the various
organizations that comprise a maintenance program
(mechsnical and electrical, and instrument and con-
trol). The maintenance effectiveness indicator formu-
la has been used to flag those failure rates that exceed
the predetermined threshold value. The maintenance
category indicator calculations have been based on the
same ODE data as used for the maintenance effective-
ness indicator. Note that the number of flags in the
maintenance category display may not be equal in
number or appear in the same month as the flags for the
system displays. The calculations for the new indica-
tor are based on the total number of reports for all sys-
wms, where the system flags are based on the number
of reports for each system. The time when and if the
threshold value was exceeded could be different.

The mechanical and electrical activities are com-
bined into one group for this maintenance category
study because of the difficulty encountered when try-
ing 0 segregate these two interrelated areas. As more
data become available, it may be possible to divide the
maintenance activities into three categories: mechani-
cal, electrical, and instrument and controls. After the
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data were segregated, the indicator formula was used
10 flag failure rates within each maintenance area that
exceed the predetermined threshold. This area
requires further development.

Once the display methxis were completed, a quality
assurance review of the programs was undertaken w
ensure that the indicator displays that were generated
correctly represent the data. The quality assurance
review started with the development of files simulat-
ing the data that would be downloaded from the
NPRDS computer. The simulated data contents were
developed to verify the data accuracy, including a field
verification as described in Section 3.4.2. When the
data verification was completed, the data were entered
into the display prograin, and indicator displays were
printed. The indicator displays were compared 1o the
origina! simulated data to ensure that the graphical
presentations demonstrated the data correcdy.

All of these display methods are based on a two-
year study period. For final implementation, the dis-
plays will likely be extended to portray a three— or
possibly four~year study period. The extended display
will allow comparison of a plant's performance during
the current fuel cycle to its performance during the pre-
vious fuel cycle,

3.7 Areas of Further Study

The maintenance effectiveness indicator presented
in this report represents a step toward developing a
system for the comprehensive assessment of the main-
tenance effectiveness program. To get a complete
picture of the licensee’s operation, the mainienance
effectiveness indicator should not be used alone.
Other sources of information and other indicators will
likely be required. During the preparation of this
report and the other NRC reports, additional candidate
indicators were identified, which are still under con-
sideration. Examples are discussed below:

1. INEL and NRC personnel have identified,
and are in the process of developing, a
method for presenting a normalized time~in-
life of a plant as part of the maintenance
effectiveness indicator display. During the
development of the indicator, a cursory
review indicated that additional information
about an individual plant's maintenance
effectiveness might be obtained if the fuel
cycle history, including the present time with-
in a fuel cycle, would be tracked concurrently
with the indicator data. This display tech-
nique would allow comparison of a plant’s

performance 0 its NSSS vendor peers at any
time within the plant's multi-fuel cycle histo-
v (¢.g., “How is Plant A performing at the
end of fuel cycle 3, when compared with its
peers when they had reached the end of their
third fuel cycle?™).

Another example is the use of ODE com-
ponent failures 10 identify operations areas or
categories within the plant that appear 1o be
experiencing the major portion of the
failures. The proposed method for evaluating
the categories is to separate the type of
equipment that failed into groups based on
the organization that would be responsible for
the maintenance. On a trial basis, the equip-
ment has been separated into two categories:
(a) mechanical and electrical and (b) instru-
mentation and controls, The advantage of
considering the data in this manner is that it
mimics the typical organizational structure of
many licensee maintenance programs. It is
thought that the results for each indicator
category will identify the stronger and weak-
er maintenance organizations at each plan.
and possibly note any biuses in the main-
tenance philosophy. Also, this indicator pro-
vides another check on the licensee's catego-
rization of the equipment and system failures.

Indicators thai can provide a quantitative
assessment of the component failure rates for
each plant and the failures of standby safety
systems are being considered. Both proposed
indicators provide data for use in conjunction
with the maintenance effectiveness indicator.
One irdicator under consideration is a ratio
that compares the number of failures that
have occurred for a system relative to the
total number of system comporents. A
second indicator under consideration pro-
vides a method for evaluating maintenance
effectiveness on standby safety systems.
Standby safety systems are those sysiems
whose functions are interrelated to the sys-
tems and equipment that have historically
played roles in causing forced outages. Both
of these indicators ar¢ an expansion of the
onginal efforts of the previous AEOD/S804A
and S804 B reports and are acknowledgments
of the importance of considering quantitative
measures and other plant systems L0 assess
maintenance effectiveness. The development
of these indicators is in the preliminary stage
at this time.




4. VALIDATION

In the NRC Staff Requirements Memorandum?
dated June 26, 1989, the Commission defined the
criteria for validation of performance indicators as
follows.

“Prior to implementing and seeking Commis-
sion approval of any performance indicator,
the stafi should demonstrate the effectiveness
of each indicator by retrogressive analysis
with actual plant daia.”

The validation method employed for the
maintenance effectiveness indicator was a series of
analyses based on comparisons between the indicator
and actual plant data. The inient was (o ensure that the
indicator: (a) measured the attribute of interest, i.e.,
maintenance effectiveness; (b) was useful in revealing
maintenance~-related trends of equipment performance
(i.e., results of the maintenance process); and (¢) was
consistently applied across plants.

The remainder of this section summarizes the vali-
dation activities and their findings. Detailed results
are presented in the Appendices or in selected refer-
ences. Before presenting the details of each of these
areas, the results are summarized below.

4.1 Summary of Validation

The first step in the validation process consisted of
demonstrating that the indicator measured the aturibute
of interest, i.e., maintenance effectiveness. This crite-
rion was satisfied through a detailed analysis of the
narratives in individual NPRDS failure records that
caused the failure rate increases flagged by the indica-
tor. The results of this analysis showed that & majority
of the failures that contributed to the flagged failure
rate increases involved ineffectively performed main-
tenance. The details of this analysis are discussed in
Section 4.2,

While selecting the systems and component: whose
failures would be trended by the indicator
(Section 3.2), a specific goal was to ensure that the
failure data analyzed were consistent across plants. As
a result, the set of equipment chosen for monitoring
has historically been a dominant cause of equipment
outages, so-called ODE. In particular, emphasis was
placed on selecting major components in systems that
support power operation. Failures of this equipment
are much more likely to be identified for repair in a
timely manner, thereby minimizing the potential
impact of the variations in the identification of failures

because of the relative aggressiveness of the operating
crew. In addition, information obtained from licensee
personnel at plants indicates that , although the
NPRDS reporting rate may vary widely from unit to
unit, important failures (failures that could influence
plant operation to such & degree that & plant outage
could occur at their plant or another plant) are general-
ly reporied to NIPRDS with & high degree of consisten-
¢y and regularity.

This consistency across plants was supported and
reinforced by the analysis described in Section 4.3, In
this gnalysis, the indicator results were compared with
maintenance-caused equipment failures documented
in individual licensee event reports (LERS) submitted
by licensees 1o meet the reporting requirements speci-
fied in 10 CFR 50.73, the so-called LER Rule. This
rule ensures that LERs are consistently reported across
plants. The results showed a direct relationship
between the number of maintenance-related events
reported in the LERs and the number of flags gener-
ated by the indicator.

The industry historical trends and other related anal-
yses discussed in Section S provide additional support
and credence to the validity of the indicator. The num-
ber of failure reports for the individual plants was gen-
erally within the ¢xpected statistical range over the
time span considered. In addition, the cyclic behavior
of the indicator data shows the influence of relatively
long outage periods, such as refueling, which corre-
spond to periods of enhanced maintenance activities.

Finally, a plani-specific retrospective trend anal-
ysis, using actual plant data, demonstrated that the
indicator reveals improvements to or degradation of
maintenance at a plant. This analysis consisted of the
review of routine monthly inspection reports for the
period July 1986 through June 1988 for two sites,
each with two units of similar design, residing in the
same NRC region. In this analysis, the monthly
inspection reports were reviewed for indication of
programmatic problems with the maintenance pro-
grams at both sites, and the results were compared with
the calculated indicator results for the four units. The
plant-specific conclusions derived from the review of
the inspection reports were verified through telephone
contact with the cognizant NRC regional office. The
indicator results for the two sites illustrated that both
sites had increasing component failure rates, i.e.,
ineffective maintenance programs during the time
period considered. The reviews of the monthly inspec-
tion reports and the discussion with NRC inspectors
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supported this finding. Further details of the analysis
can be found in an ABOD technical report.'4

Overall, the results of the root-cause analysis and
LER correlation analyses satisfied the NRC Steff
Memorandum criteria for validation of performance
indicators. The retrospective analyses of actual com-
ponent data were used, in part, to add credence (o the
validation analyses.

The discussion of the root-cause analyses and the
LER correlation analyses are presented in Section 4.2
and 4.3, respectively, Section 5 presents the results of
the retrospective analyses regarding historical trends
in the industry, the influence of plant status on indica-
tor results, and the capability of the maintenance effec-
tiveness indicator 1o predict system failures.

4.2 Root-Cause Analysle

A key assumption in the development of the mainte-
nance effectiveness indicator is that the indicator is a
direct or nearly direct measure of maintenance effec-
tiveness. To be accurate, the data base being evaluated
by the indicator must reflect failures resulting from
ineffective maintenance. That assumption was vali-
dated using the data from the narrative descriptions of
3881 selected NPRDS failure records that produced
the indicator flags. The failure reports were reviewed
by persons familiar with systems and components of
commercial nuclear power plants, participation in

plant maintenance inspections, and the use of the
NPRDS.

Each failure record within the NPRDS contains the
licensee's narrative description of the failure event.
An analysis of seiected narratives was performed to
confirm that most of the reported failures that contrib-
uted to producing indicator flags had a root cause
attributable to ineffective maintenance. This informa-
tion was obtained in earlier studies reported in the
AEOD/S804B report,* which addressed only BWR
plants. A complete treatment of both BWR and PWR
plants was performed for the present analysis.

The data for the analysis were gathered by first
reviewing the maintenance effectiveness indicator
results for each plant over a two-year period and iden-
tifying the periods when failure rate increases were
flagged. A sample of the failure record narratives was
then examined that corresponded to component failure
rate increases flagged by the indicator. The exami-
nation of the NPRDS narratives was performed to con-
firm the relationship between the component failure
rate increases and maintenance effectiveness. The

narrative descriptions of 3881 NPRDS component
failure records that contributed to approximately 400
failure rate increases were reviewed during the exami-
natior  Based on the NPRDS narrative descriptions
and the extensive review personnel knowledge of
operating plants, the cause of cach failure was assigned
to one of five distinct categories. In particular, the
categaries were analyzed 10 assess the relative contri-
bution of ineffective maintenance o equipment fail-
ures.

Ineffective Maintenance—Recorded as either
carrective or preventive and includes failures
experienced while conducting, 7 as a conse-
quence of, maintenance, upkeep, repair, sur-
veillance, testing, and calibration of plant
equipment. Examples include personnel
errors of omission and commission by main-
tenance stafl, procedure problems resulting in
inadequate/improper maintenance, problems
traceable to maintenance program admin-
istrative control, and eouipment failures
because of improper previous repair.

Random—Failures of this type usually cccur
in electronic equipment and are rare in opsr-
ating equipment. As the term implies, no pat-
tern is associated with the failure; therefore,
this type of failure would not be expected (0
be a recurring problem.

Design/Installation/Construction — Failures
experienced while performing, or &s a
consequence of, design, fabrication, con-
struction, and installation of equipment,
systems, and structures. Examples include
personnel errors of omission ané commis-
sion, procedures problems resulting in inade-
quate or improper design or installation, and
problems traceable (o design or construction
program administrative cont-ol,

Normal Aging/Wearout/End of Life—Fail-
ures caused by a component or system reach-
ing its end of life by normal aging or wearout.

Unknown—-Insufficient information was pro-
vided in the failure narrative to determine the
root cause of the faiiure.

The conclusion was that about 80% of the
component failures reported in the NPRDS that pro-
duced the indicator flags, did involve maintenance
ineffectiveness. On a plant-specific basis, the contri-
bution ascribed to ineffective maintenance ranged
from 0% to 100%. However, for a majority of cases,




the maintenance effectiveness indicator can confi-
dently be said to reflect maintenance effectiveness.
The percentage of maintenance--related failures is not
necessarily a prefile of all NPRDS failures, just the
NPRDS components and their failure reports that were
considered for this study.

The evaluation results ere summarized and depicted
in Figures 3 through 6. The percent contribution is
shown for each of the five failure cause calegories
(random, design, normal, maintenance, and unknown).
Again, these figures show that the overwhelming
majority of failures are attributed to maintenance~
related causes.

4.5 Correlation with Licensee
Event Report Maintenance
Data

Much of the NRC staff's current efforts rely on its
routing monitoring of plant and licensee operations,
generic guidance, and plant-specific oversight to
improve consistency in the application of the reporting
requirements. For routine moritoring, the resident
NRC inspectors monitor operations on a daily basis
through their review of plant logs and other plant
reports while they and the NRC regional personnel are
involved in daily event reviews. The licensecs' deter-
mination of reportability is routinely subject to NRC
regional oversight. Generic guidance, NUREG
1022,'S information notices, and generic letters are
employed to provide feedback to licensees. In some
cases, the NRR/AEOD Headquarters staff is iequested
by the NRC regions or licensees to provide an interpre-
tation of the reporting requirements. The NRC Offices
of Nuclear Reactor Regulation (NRR) and AEOD
coordinate interpretations during the daily event
reviews and other special activities. The goal is to pro-
vide consistent guidance to licensees and to ensure the
reporting of all safety significant events.

An analysis was performed to compare the mainte-
nance effectiveness indicator results with the equip-
ment failures documented in individual LERs sub-
mitted by plants to meet the reporting requirements
specified in 10 CFR 50.73, the so-called LER rule.'®
This rule ensures that LERs are consistently reported
across plants. The analysis showed a direct relation-
ship between the number of maintenance-related
events reported in the LERs and the number of flags
generated by the indicator. That is, plants with a high
number of indicator flags also experienced a high
number of maintenance-related operational events,
And conversely, plants with a low number of indicetor

flags also experienced @ low number of maintenance-
related operational events. This trend is consistent for
both BWR and PWR plants. A discussion of the LER
analysis follows.

The root causes of operatioral events were eva-
luated as part of the validation process. In this analy-
sis, the maintenance effectiveness indicator results
were compared with root cause data derived from the
reportable events documented in the LERs,

The source of the LER data was the Sequence Cod-
ing and Sea-ch System (SCSS),!” a computerized data
base of LERs maintained by the Nuclear Operation
and Analysis Center staff at the Oak Ridge National
Laboratory (ORNL). As part of the SCSS program,
the ORNL staff has developed a technique to classify
the root causes of the events reported in LERs. One of
these cause classifications is maintenance.

The maintenance cause category covers the entire
range of programmatic deficicncies related to mainte-
nance, surveillance, testing, and calibration. These
deficiencies are deemed attributable .

1. Maintenance personnel errors—Personnel
errors associated with the performance of sur-
veillance, testing, calibration, or radiation
protection activities, and

2. Poor maintenanc . ractices—Equipment
failures that are strongly indicative of prob-
lems with maintenance implementation, such
as improper lubrication, corrosion because of
boric acid precipitation, short circuits, and
improper prior repairs.

As described in the AEOD/S804B repon, this vali-
dation task determined whether plants with high (or
low) frequencies of maintenance~related operating
events also exhibited high (or low) numbers of mainte-
nance effectiveness indicator flags.

To perform this comparison, the mean number of
maintenance~related events occurring per month dur-
ing the period of interest was calculated for each of the
selected PWR and BWR plants. This calculation was
based on the number of events identified in the SCSS
data base that involved maintenance deficiencies (i.e.,
maintenance~related events). Then, the total number
of maintenance effectiveness indicator flags for each
plant was also calculated for the same study period.

Only the plants identified on Table § were selected
for this anaiysis. The selected plants are those plants
whic: were in commercial power operation for the 26
mon«ns between January 1986 to June 1988, This
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EQUIPMENT FAILURE CAUSES
BABCOCK & WILCOX PLANTS

(BASED ON NPRDS FAILURE NARRATIVES)

Figure 3. Component failure causes identified from NPRDS narratives for BW plants.




EQUIPMENT FAILURE CAUSES
COMBUSTION ENGINEERING PLANTS

Maintenance

81%

(BASED ON NPRDS FAILURE NARRATIVES)

Figure 4. Component failure causes identified from NPRDS narratives for CE plants.
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EQUIPMENT FAILURE CAUSES
WESTINGHOUSE PLANTS

(BASED ON NPRDS FAILURE NARRATIVES)

Component failure causes identified from NPRDS narratives for WE plants.




EQUIPMENT FAILURE CAUSES
GENERAL ELECTRIC PLANTS

(BASED ON NPRDS FAILURE NARRATIVES)

Figure 6. Component failure causs identified from NPRDS narratives for GE plants.



l Table 5. Plants selected for validation
ELANTNAME ELANTNAME PLANTNAME
' Arkansas | Hatch 2 Quad Cities 1
Arkansas 2 Indian Point 2 Quad Cities 2
' Beaver Valley 1 Indian Point 3 Robinson 2
Brunswick 1 Kewaunee Salem 1
. Brunswick 2 LaSalle 1 Salem 2
Byron 1 LaSalle 2 San Onofre 1
' Calvert Cliffs 1 Limerick 1 San Onofre 2
Calven Cliffs 2 Maine Yankee San Onofre 3
Cawawba 1 McGuire 1 St. Lucie 1
' Cook 1 McGuire 2 St. Lucie 2
Cook 2 Millstone 1 Summer
' Cooper Station Millstone 2 Surry 1
Crystal River 3 Milistone 3 Surry 2
' Diablo Canyon 1 Monticello Susquehanna 1
Diablo Canyon 2 Nine Mile Point 1 Susquehanna 2
Dresden 2 North Anna 1 Three Mile Island 1
' Dresden 3 North Anna 2 Trojan
Duane Amold Oconee 1 Turkey Point 3
' Farley 1 Oconee 2 Turkey Point 4
Farley 2 Oconee 3 Vermont Yankee
' Fitzpatrick Oyster Creek Wash. Nuclear 2
Fort Calhoun Palo Verde 1 Waterford 3
. Ginna Point Beach 1 Wolf Creek
Grand Gulf Point Beach 2 Zion 1
Haddam Neck Prairie island 1 Zion 2
' Haich 1 Prairie Island 2
' 33



selection ensured that the effects from initial plant
startup would not bias the failure dats reported in the
NPRDS. The plant participates in the NPRDS after the
unit enters commercial operation.

The total count of maintenance effectiveness indica-
tor flags was compared to the cause code rate using the
SAS computer program's procedure named CORR.. ¥
Scatter plots and distributions of each variabie within
the NPRDS were reviewed to identify outlier cases.
The extreme outliers were removed, and final correla-
tions for the BWRs and PWRs were calculated.

Figure 7 provides the final scatter plot for all mature
PWR units combined. The line shown in the figure is
a linear regression through the LER cause code and the
maintenance effectiveness indicator points. The data
for three units were removed, because they were
deemed to be outliers. The correlation coefficient with

the outliers removed is 0.39, with an observed signifi-
cance of 0.003. Thus, the maintenance effectiveness
indicator and the LER mainienance cause codes were
found to be correlated, i.e., plants with higher numbers
of maintenance~related operational events will pro-
duce higher numbers of maintenance effectiveness
indicator flags, and visa versa.

In the AEOD/S804B report, the maintenance effec-
tiveness indicator was found to be correlated for
mature BWR plants. As explained previously, the
present study considered a slightly different BWR
plant population and & different set of systems and
components, The relationship found in the
AEOD/S804B report was revisited in this study to
determine whether the correlation found in the pre-
vious work still existed. The results of the present
analysis indicated that a positive correlation still exists
between the maintenance eflectiveness indicator and
the LER maintenance cause codes.
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5. RESULTS

Follewing the validation of the maintenance effec-
tiveness indicator, three studies were conducted to
determine the stat:s of maintenance effectiveness for
U.S. commerc.al plants, the influence that plant outage
has on the indicator results, and the ability of the indi-
cator to predict system failures. The results of these
studies are presented in this section.

The industry trends analysis was conducted first.
Overall, & trend of improvement in maintenance effec-
tiveness was noted for the two-year study period
(July 1986 through June 1988). The total number of
maintenance effectiveness indicator flags decreased.
This trend was consistent for all PWR and BWR reac-
tor vendor groups, with some groups showing more
improvement than others.

The second analysis addressed the distribution of
indicator flags during a fuel cycle based on plant sta-
ts. As noted in Section 4, the indicator evaluates the
NPRDS-reported failures from ODE that supports
power generation. The equipment is generally main-
tained during outages, which is also when failures of
the equipment are frequently discovered.

During this analysis, the influence of plant status on
the indicator results was also considered. Two major
findings were noted. First, the failure discovery rate
(number of discoveries per month) does increase
during planned outages. About 32% of all discovered
failures and 70% of all maintenance effectiveness indi-
cator flags are noted for months inside of plant out-
ages. Thus, the indicator flags are more concentrated
during periods of plant outages. However, the plants
with the higher number of component failures will also
produce a higher number of flags outside of plant out-
ages. Second, and more importantly, the plants with
higher numbers of component failures (i.e., less effec-
tive maintenance programs) are regularly producing a
higher cumulative number of indicator flags, regard-
less of whether or not the plait is in a planned outage.
Thus, plants with ineffective maintenance programs
will likely be noted by indicator flags throughout the
tracking period. Also, the methods to retrieve failure
data and to calculate the indicator are valid regardless
of plant operational status, such as a plant outage.

A final analysis using plant status and system failure
information was performed to address the question,
“Do maintenance effectiveness indicator flags precede
system failures that result in power outages?” The
results showed that for only 12% of the cases, an
increase in component failures as noted by the genera-

tion of the indicator flag(s) preceded an equipment
forced outage.

5.1 Historical Trends

The indicator was used Lo assess maintenance
effectiveness for matvure commercial nuclear power
plants. The intent was to identify the overall historical
trend and the outlier plants for the study period
(January 1986 through June 1988). The analyses also
identify the most troublesome systems, that is, the sys-
tems for which the highest number of indicator flags
are noted. The Appendices contain discussions on the
last two areas: the proprietary plant-specific data and
trends, along with the results from the statistical outlier
analysis,

The industry and vendor results are presented
below. The operational plants considered for the anal-
ysis are those plants listed on Table 5. During the
study period, these plants collectively discovered and
reported about 11,000 failures for the components
monitored by the maintenance effectiveness indicator.
These 11,000 failures were generated among 160,000
components monitored for these plants, out of the
520,000 components tracked by the NPRDS.

5.1.1 Pressurized Water Reactors. The main-
tenance effectiveness indicator was calculated using
the component failure data for all mature PWRs. Fig-
ure B shows the trend in the monthly plant average
number of indicator flags for the PWRs. The trend
indicates that the number of maintenance effectiveness
indicator flags on the average, is decreasing, denoting
general improvement in maintenance effectiveness
over the two-year period of interest. Several individu-
al PWRs were observed to have increasing trends, but
these plants were a minority of the total popuiation.

For the PWR group evaluated, & total of 695 indica-
tions, or flags, were trended. On a per-plant basis, the
total number of indications ranged from 2 w 33, with
an average of 12.2 indications per plant. The median
of this distribution was 12.

It 1s interesting to note on Figure 8 that the indicator
is trackirg seasonal variations in maintenance activi-
ties. The monthly number of indicator flags reaches a
peak twic. each year (spring and fall), corresponding
to the seasons when most refueling outages and ODE
maintenance activities occur. This tracking pattern is
also seen for each PWR vendor group and for the
BWRs.
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Figure 8. Monthly average number of indicator flags for PWR plants over two-year study period.



Figure 9 shows the distribution of the number of
indications tallied on a PWR per-plant basis. The data
appear 1o have 8 normal distribution. One outlier
(greater than two standard deviations from the mean)
was identified for the group of PWR plants, with a total
of 33 indications.

Looking at the indicator results on a system basis for
all PWR NSSS vendors, the reactor protection system
(RPS) dominated the distribution for PWRs.

Babcock and Wilcox PWRs. The trend of the aver-
age number of mainienance effectiveness indicator
flags for Babcock & Wilcox (BW) PWRs is shown in
Figure 10. For the study period, a decreasing trend was
noted, which indicates that the maintenance effective-
ness at BW PWRs had improved. A total of 58 indica-
tor flags were noted for BW PWRs. On a per-plant
basis, the number of flags ranged from 4 o 14, with the
average being 9.7 per plant and a median of 10. No
outliers were observed in this group.

Of the systems monitored for BW PWRS, (see Fig-
ure 11 for the distribution), the letdown/purification/
charging system was the dominant generator of indica-
tor flags, accounting for more than twice the number of
flags as the next highest contributors, the reactor cool-
ant system (RCS), and the RPS.

Combustion Engineering PWRs. Figure 12 shows
the trend of the indicator flags for Combustica Engi-
neering (CE) PWRs, This figure clearly shows a
decreasing trend, indicating that, on the average, the
maintenance effectiveness at CE PWRs improved dur-
ing the study period. A total of 165 indicator flags
were calculated for CE PWRs. The number of indica-
tions per plant ranged from 2 to 33, with the latter plant
being an outlier for this group and also for the entire
PWR population as & whole. The average number of
indicator flags per plant was 13.8, with a mediar of
10.5.

Of the systems monitored for CE PWRs (see
Figure 13 for the distribution), the generation of indi-
cator flags was dominated by the control element
assembly system, with the chemical and volume con-
trol system (CVCS) being the next highest contributor.
Out of the 33 indicators flags calculated for the outlicr
plant, roughly one~third (10) were due to component
failures that occurred in the RPS. This number was
significantly higher than the next highest contributors,
the auxiliary feedwater system (AFW) and the RCS,
which were responsible for four indications each.

Westinghouse PWRs. Figure 14 indicates only &
slightly decreasing trend for Westinghouse (WE)
PWRs, in contrast to the BW and CE cases. A total of
472 indicator flags were noted for the mature WE
PWRs. The number per plant ranged from three to 25,
with the average being 12.8 per piant and a median of
13. No outliers were ohserved for this distribution.
(See Figure 15 for the distribution.)

The total number of indicator flags on a system basis
was dominated by component failures in three sys-
tems: the RPS, the main feedwalter system, and the
CVCS. These sysiems produced about two-thirds of
the total number of indicator flags for this group of
plants.

£.1.2 Bolling Water Reactors. The mainienance
effectiveness indicator was applied o the component
{ailure data for BWRs. Figure 16 shows the trend in
the average number of indicator flags trended per
month over the study period for the group of BWR
plants. As in the case of the PWRs, the decreasing
trend indicates that the effectiveness of maintenance at
BWRs, on the average, improved over the study peri-
od. These results are consistent with the results pub-
lished in AEOD/S804B.

For the group of all BWR plants, a total of 330 indi-
caior flags were noted. On a per-plant basis, the total
number ranged from 1 to 33, with an average of 14.4
indicator flags per plant. The median of this distribu-
tion was 14,

Once again, the data appear to have a normal distri-
bution. Figure 17 shows the distribution of the indica-
tor flags tallied on a per-plant basis. One outlier was
observed in this distribution. This plant accumulated a
total of 23 indications, with component failures in
three systems (the nuclear steam supply shutoff, the
neutron monitoring, and the feedwater systems) con-
tributing neariy an equal number (6, 5, and 5 flags,
respectively) to this total.

On a system basis, unlike the PWR cases on a sys-
tem basis, the indicator flag distribution for the BWRs
was not dominated by failures in a specific system, or
even two or three systems. 'n {act, out of the 12 BWR
systems monitored, 8 accounted for roughly 90% of
the tota! number of indicators flags for this group of
plants, with each system contributing almost an equal
share. These systems are: feedwater, main steam,
nuclear steam supply shutoff, neuiron monitoring,
control rod drive, reactor recirculation, essential ser-
vice water, and RPS.
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§.1.3 Example Uses. The historical rends anal-
ysis was evaluated to provide more plant specific
results. Because these recults are proprietary, only two
anonymous examples will be discussed.

Figure 18 illustrates the history of the cumulative
number of indicator flags generated during the mosi
recent fuel cycle (lower curve) in comparison with the
cumulative number generated during the previous
18-month fuel ¢ ycle (upper curve). This plant appears
10 be performing more effectively through the firsi
12 months of the most recent fuel cycle. Both the mag-
nitude and slope of the flag histonies have decreased.

A comparison of cumulative flag histories for five
PWRs of comparable design power output and time-
in-life (i.e.. fuel cycle) is shown in Figure 19. All
resulis are very comparable through the first 15 months
of the fuel cycle. Afier that time, one plant is possibly
becoming an outlier as noted by its steep cur ¢ slope.

5.2 Retrospective Analysis

Further, more detailed analyses of the industry his-
torical trends were performed to gain additional
insight on the influence of plant status. 1t is known that
the indicator has an inherent sensitivity 1o outages,
because the components whose failures are tracked by
the indicato: are most likely 1o be discovered while
being maintained during outages. To conduct this
analysis, the maintenance effectiveness indicator data
and the component failure daa from the study period
(January 1986 10 July 1988) were compared against
the periods of power outages.

The source of the plant outage information was the
NRC's Gray Book (NUREG-0020),® which is issued
on & monthly basis. Both scheduled (e.g., refueling)
and forced system outages were extracied from these
reports. The Gray Books were used 10 (a) identify
periods when the plant outage occurred and (b) obtain
data when the outage was caused by & component or
system failure.

The periods of scheduled outages were first com-
pared with the component failure hisiories and the
indicator flag histories. A tally for each plant was
constructed with the number of failures and flags that
occurred inside and outside of the plant outages.

The results from this process showed that, on the
average, 32% of the component failures are discovered
within periods of plant outagus and 68% are dis-
covered outside of outages. In contrast, about 70% of
the mainienance effectiveness indicator flags are gen-
erated for periods within outages and about 30% are

generated outside of outages. Thus, the intense main-
tenance activities that ocour during the early periods of
scheduled plant outages will produce a large poruon of
the indicator flags.

Further rescarch of the data revealed two note-
waorthy results. First, even though the majority of com-
ponent failures are discovered and indicator flags are
noted during outages, the plants with the higher num-
ber of component feilures will also produce a higher
number of indicator flags outside of plant outages.
Second, the plants with higher numbers of component
failures regularly produce o higher cumaulative number
of indicator flags, regardiess of whether or not the
plant is in a planned outage. Thus, plants with ineffec-
tive maintenance programs will likely be notable by
indicator flags throughout the tracking period. Also,
the methods 10 retneve failure data and 1o calculate the
indicator are valid regardless o1 plant operational sta-
ts, such as a plant ovtage.

The maintenance effectiveness indicator flags, the
plant outage histories, and the systom failure histonies
were then compared with component failure histonies
that were tracked by system. An example of such &
comparison is shown on Figure 20. The intent was to
note whether a discernible increase in component fail-
ures, &s noted by the generation of an indicator flag or
flags, preceded a failure within that system that led 1w
an equipment forced outage. This comparison was
made 10 answer the question, “Could the mainienance
effectiveness irdicator by used 1o predict an outage?”

To address the quesuon, the data were reviewed in
two steps. First, a sample of 34 plants was selected for
study, with essentially equal representation of plants
for all four vendors, Within cach vendor group, plants
wiih high, average, and low number of failures were
represented.

Second, the data for each plant were reviewed in
two ways. Initially, each time an equipment forced
outage occurred within a system, the history of indica-
tor flags for that sysiem was reviewed 1o determine
whether a flag or flags could be observed during a
four-month period before the outage. A tally of results
was mainzained for each plant. Then, the remaining in-
dicator flags for each system were reviewed 1o note the
number of times that no subsequent outage occurred
during the four-month period afier these flags were
generated. These results were added 1o the tally.

The results indicated that in about 12% of the cases
where an indicator flag was noted, a subsequent sys-
tem failure occurred; and for all other cases, no system
failure was noted. Thus, the indicator flags were &

poor predictor of equipment forced outage.
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Figure 19. Comparison of cumulative indicator flag histories for five PVRs with comparable power ratings in their eighth fuel cycle.
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6. CONCLUSIONS

This section summarizes the “esults of the develop-
ment, validation, and use of the indicator ©© monitor
maintenance effectiveness in both PWR and BWR
plants. Each conclusion is described below, together
with the pertinent findings and references w the appro-
priate section of the report. The appendices contain
material 10 support these findings and conclusions.

1. The mainienance effectiveness indicator was
validated for monitoring the maintenance
effectiveness for both PWR and BWR planis.

The present task verified that the
assumptions underlying the earlier indi-
cator development were still valid for the
BWRs. Much of the methodology used
10 develop, validate, and perform the cal-
culations for a maintenance effectiveness
indicator for this study was borrowed
from the previous efforts in the
AEOD/SB04A and S804B reports and
shown 10 oe valid for the PWR plants.
(See Sections 2, 3, end 4.)

The results of the root cause analyses and
LER correlation analyses satisfied the
NRC Staff Requirements Memorandum
criteria? for validation of performance
indicators, i.e., the indicator measured
maintenance effectiveness, was useful in
revealing mainienance—related trends of
equipment performance, and was con-
sistently applied across plants. (See
Sections4.2and 4.3.)

A significant correlation was demon-
strated between the maintenance effec-
tiveness indicator and mainienance inef-
fecuveness. The results of reviewing
3881 narrative descriptions from
NPRDS failure records found that about
80% of the component failures that pro-
duced indicator flags for the equipment
monitored by the indicator, involved in-
effectively performed maintenance.
(See Section 4.2.)

The component failure data used by the
indicator were verified 1o be consisteatly
obtained across plants. The number of
failures reported to the NPRDS and
tracked by the indicator were compared
with the number of mainiznance~related
events reporied through the mandatory
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LER system. A direct correlation was
noted. (See Section4.3.)

The indicator formula was verified as &
methadology that highlights degrading
mainienance cffectiveness. Analysis
indicated that a correlation exists
between statisticel control charts based
on NPRDS failure reports and the main-
tenance effectiveness indicator. When
the control charts indicated that the num-
ber and rate of component failures was
beyond & random level, the maintenance
effectiveness indicator also illustrated
that in 87% of the cases there was &
noticeable increase in the cumulative
number of indicator flags. (See
Section 3.5.)

2. The maintenance effectiveness indicator is
ready for implementation.

Selected components from systems tra-
ditionally causing outages have been
identified for use in monitoring mainte-
nance. The list of systems and compo-
nents was expanded above what was
presented in AEOD/S804A and SBO4B
for the BWR plants to more fully track
the BOP systems. A comparable list of
systems and components was developed
for monitoring all PWR plants. (See
Section 3.)

The maintenance effectiveness indicator
display method was expanded o include
PWR plants. The maintenance effective-
ness of a plant and its vendor peers is
depicted by cumulative trend lines on the
indicator display. (See Section 2.)

The NPRDS methodology for obtaining
the failure data for monitoring mainte-
nance effectiveness was confirmed. The
download method was confirmed as
being effective for both BWR and PWR
plants. (See Section 3.3.)

3. Historically, on the average, commercial
PWRs and BWRs showed an improving trend
in mainienance effectiveness over the iwo-
year study period.

On the average, cach PWR NSSS group
(WE, CE, and BW) showed an overall im-
provement in maintenance effecuveness



for the two-year study penced. Some von-
dor groups showed mare improvement
than others. On a plant-specific basis,
some plants showed a worsening trend,
while others showed noticeable improve-
ment. (See Section 5.1.)

The average plant from the BWR reactor
vendor group (General Electric) showed
an overall impros ament in mainienance
effectiveness for the two-year study
period. On a plant-specific basis, gome
plants exhibited a worsening trend, while
others showed noticeable improvement.
(See Section 5.1.)

Plants with ineffective mainienance pro-
grams consistently produce a higher—than-
average number of indicator flags, regardiess
of whether or not a plant is in an outage.

Based ¢n the evaluation of Gray Books
for 34 plants, about 70% of all mainte-
nance effectiveness indicator flags were
noted for months inside of plant outages.
A direct relationship was verified be-
tween plants that produce a higher-than-
average number of indicator flags during

outage periods and the plants with
ineffective maintenance programs. (See
Section 5.2.)

Based on the eveluation of the same
NPRDS reports, about 68% of all com-
ponent failures were noted for months
outside of plant outages. During these
non-outage periods, plants that experi-
ence & higher-than-average number of
component failures, i.¢., plants with in-
effective maintenance programs will
also produce a higher-than-average
number of indicator flags. Therefore,
plants with ineffective maintenance pro-
grams will be notable by indicator flags
throughout the tracking peried, i.e., dur-
ing boik outages and non-outages. (See
Section 5.2.)

The maintenance effectiveness indicator does
not have a consistent ability to predict opera-
tional events or system forced oulages.

e System failures were predicied by the
maintenance cffectiveness indicator
about 12% of the time. (See Sec-
tuon $.2.)
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