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ABSTRACT

A one-dimensional model for transient analysis of coolant flow and heat
'

transfer. in LMFBR piping systems is presented, in which energy equations are form-

ulated for the coolant and pipe wall using the nodal heat balance approach.

. An implicit integration scheme is applied to the coolant equation with explicit

wall heat flux, allowing the solution to march in the flow direction. Uncertain-

ties in Nusselt number correlations are shown to have the greatest impact

en overall heat transfer coefficients at low flow conditions. For coolant

dynamics, each pipe run between components is treated as a lumped control

volume. For the transient cases studied: a) The predicted response using the
| coolant-wall model is in excellent agreement with a more detailed model that

includes insulation heat losses, while the transport delay and coolant mixing

models appear to be inadequate. b) The degree of axial nodalization required

for a converged solution is indeed bounded. c) Timestep control is found to

be most efficiently achieved using the characteristic time approach. d) The

predicted flow decay is found to be only marginally affected by the Reynolds

| number dependence of friction factor in the pipings and IHX.
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FOREWORD

As a part'of the Super' System Code (SSC) development project for simulating

-thermohydraulic transients in LMFBRs, a'model for the sodium-carrying pipings in

the heat transport system was developed. This topical report describes the model

in detail and presents results of some sample transient cases.

This work,-covered under budget activity.No. 60-19-20-01-1, was performed

for the Office of the Assistant Director for Advanced Reactor Safety Research,

Division of Reactor' Safety Research, Unite 1 States Nuclear Regulatory Commission.,
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2.- INTRODUCTION

In a loop-type Liquid Metal-cooled Fast Breeder Reactor (LMFBR) plant,

reactor-generated heat is transferred to the steam generator by reans of

liquid sodium flowing through large diameter stainless steel piping connecb

ing the various components in the primary and intermediate heat transport

systems. The piping runs are insulated on the outside to minimize heat losses

to the ambient. As an example, Fig.1 is a plan view of the piping system

for the Clinch Fiver Breeder Reactor Plant (CRBRP). An isometric view of

one of the primary piping loops for the same plant is sho'wn in Fig. 2. The

loops and bends are provided to accommodate thermal expansion imposed on the

piping during operation, without exceeding acceptable stress limits. It can

be seen that the piping runs are extensive, and by far the longest time the

coolant will spend in its passage through the heat transport circuit is in

these piping runs. Hence, a thermal-hydraulic model for coolant flow in

piping should form an important part of the overall system simulation model.

In pool-type designs, the pipes in the primary system, being enclosed in

the main tank, are shorter and, being submerged in pool sodium, are not

insulated on the outside. However, since the intermediate system is generi-

cally identical to that in loop-type designs, the pipe model would be just

as important.

t Due to their length, the piping runs create a significant time delay
f
| in the impact of a temperature transient as coolant is tra.nsported from the

reactor to the components in the rest of the primary system, or from the

! steam generator to the rest of the intermediate system. This pher.omenon
! 2

can be represented by a simple transport time-delay model . However, thic

. is 'not believed to be sufficient for two reasons. Firstly, the temperature

-1-
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Figure 1. Plan view of CRBR Heat Transport System Piping Arrangement
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signal is not only delayed in its passage from inlet to outlet of a pipe run,

but also altered. This makes it necessary to model the mixing in the fluid

and heat transfer process between the coolant and pipe wall during transients.

Secondly, a detailed temperature distribution is needed for a more accurate

determination of the gravitational heads, hence, the natural circulation

c9 ability of the heat transport system under loss-of-forced-flow conditions.

This report describes the. thermal-hydraulic model for the piping, as it i

has been developed for the Super System Code (SSC)3 The therma'l model is a.

one-dimensional, discrete parameter representation, witt two radial nodes

(coolant, pipe wall) and a user specified number of axial nodes, giving

rise to a spatial temperature distribution in the piping at any time during

a transient. The momentum equation itself can be solved for very large control

volumes since the intermediate pressures along a pipe run are c,f no interest

(unless a leak occurs, in which case the large control volume is divided into

two volumes at the break location). This is due to the incompressible nature

of the flow in the piping. Thus, each pipe run between components is treated as

a lumped control volume, and hydraulic equations are written in terms of pressure

losses in that run. Frictional losses are accounted for by a flow-dependent

friction factor. Gravity terms are dependent on system hydraulic profile (ele-

vations) and sodium density distribution. The density of sodium at any location

is a function of temperature and is evaluated from thermal calculations. Model

equations for the piping, when incorporated into the system equations, will

yield the temperatures, pressures and flow rates in the heat transport system.

Results of some sample transients are presented. Comparisons between the
,

I

coolant-wall model and a more detailed model that includes heat loss through in-

I sulation are made to demonstrate the adequacy of the former for system simu-
!

!

-4-
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1ation. Also included in the comparison are the transport delay model and a

coolant-mixing (adiabatic wall) model. Studies are carried out to test the

sensitivity of the predicted results to degree of axial nodalization. Estab-

lished correlations for Nusselt number are compared, and the impact of their

uncertainties on overall heat transfer coefficient is shown. The effects of

including a flow-dependent friction factor on predicted system hydraulic re-

sponse as compared to a constant loss coefficient,are studied for a pump coast-

down.to natural circulation transient.

In the discussion on areas of future work, a brief reference is made to

stratification effects and their impact on the temperature distribution within

the pipe and on the validity of 1-D models for system simulation.

I
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3. ANALYSIS

3.1 Basic Assumptions

The following assumptions are inherent in the .inalysis: -

(1) The flow is one-dimensional, implying uniform velocity and temp-

erature profiles normal to the flow direction for all flow regimes.

(2) The coolant is single-phase liquid. This assumption rests on the

consideration that, for the events within the scope of the SSC code,

sodium in the piping remains subcooled. Under normal operating con-

ditions, the maximum temperature of sodium in the piping circuit is

approximately 340K less than its saturation temperature at atmospheric

pressure. Therefore, during abnormal or accident conditions, aside

from the fact that temperature transients in the core are damped by

the timc the coolant exits from the reactor vessel, there is also a

wide margin to boiling in the piping circuit.

(3) The coolant is incompressible, i.e., coolant properties are not press-

ure dependent. This is a good assumption for most liquids.
1

(4) Single mass flow rate model, i.e., at any instant of tirre, the mass

flow rate would be uniform everywhere in a circuit, except at a free '

surface, or a pipe break, or branch or junction. This comes about by

neglecting the time derivative of density in the continuity equation.
i

(5) Axial conduction in walls is neglected.

(6) Pipe walls are perfectly insulated on the outside. From a full-power

baat balance for the CRBR Nuclear Steam Supply System,'+ the fraction of l
|

wr power lost to the ambient through all primary and intermediate |
|

pipe runs is 0.00055. This is small enough to justify the above '

assumption. The adequacy of this assumption for transients of

| -6-
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interest to SSC will be-investigated in Chapter 4.

(7) Frictional heating is neglected.

(8) Fully developed flow and heat transfer are assumed.

3.2 Heat Transfer Model

3.2.1 Background

Analytical solutions to the energy equations in partial differential form

are only available for restricted specific cases, and so a general, detailed

thermal model would involve dividing the pipe section into many nodes, and then

solving the energy equations locally. Several different multi-node representa-

tions are available and have been used in reactor system simulation work. Most

of the investigations have been for the intermediate heat exchanger, and can be

5 started with the par-advantageously used for the piping. In 1966, Gerhardstein

tial differential equations and finite-differenced the space-derivative terms to

obtain a multi-node model consisting of a set of ordinary differential equations.

He used central and backward differencing but preferred the backward difference

for the Fast Flux Test Facility (FFTF) system simulation. Earlier, in 1965, Clist
7and Hopkinson6 had used central differencing in their model. In 1969, Jennings

compared several multi-node models including the finite-difference method (backward

and central difference), and the nodal heat balance method (applying energy balance

over a nodal control volume) for a constant flow heat-exchanger, and concluded that

n::dal' heat balance models were better. In 1970, Gunby" carried out a more general

study in which he compared models under variable temperature and flow transients.

A mixed-difference (alternating forward and three-point backward difference)

model was also added to the comparisons. He concluded from his study that back-

ward and central differences were the poorest performers in terms of accuracy

and response. The mixed difference was considered the best, with the nodal heat
-7-
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balance a close second, and hence, a good alternative.

The present analysis uses the nodal heat balance method, partly because it

is simpler to formulate, and partly because it bears a physical relation to the

heat transport process, making it a good model for most transients.

3.2.2 Model Features ,

////////////

- -
, rw

/////////

T, , , ,

'/.wsCC/////// Y
'

'
-w -. - -

////i///////////_
NCOOLANT

.

Figure 3. Model Configuration for Flow in Piping

Fig. 3 shows the model configuraticn. Some features of the heat transfer

model are:

(1) Each pipe section is divided axially into several nodes, N, all with fixed

positions in s: 2ce and equidistant. Selection of the number of nodes for

each pipe run is influenced by the pipe length and the cooJant velocity

at full flow.

.(2) There are two radial nodes (coolant and pipe wall), forming a staggered

arrangement, as shown in the figure. Heat transfer between coolant and

and pipe wall is included.

-8-
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(3) The energy equation is applied locally, using nodal heat balance.

.(4) Heat. transfer coefficients are evaluated locally as functions of temp-

erature and flow conditions.

(5) Material properties are expressed as curve-fitted polynomial functicns

of temperature.

Other features, not mentioned here, will become apparent in the subsequent

discussions.

3.2.3 Governing Equationr

Energy balance is applied over the control volume formed between two ad-

jacent fluid nodes to give the coolant equation, and the wall equation is re-

lated to the coolant equation through the heat flux term. The equations can

be written for i = 1 to N - 1 as follows:

Coolunt:
i

de i

(1)- e ,j) - U A TV = W (e j cw cw 4, 4 ) - T,jP i, i+1 d j

is the average cool-where e ,) is the coolant enthalpy at node i+1, Tj , j ,)j

ant temperature in the control volume between nodes i and i+1, expressed as:,

!

Tj + T ,jj
(}Tj , j ,j = 2

is the coolant density corresponding to Tj , j,j , W is the mass flowp g , j ,)
rate .in the pipe, V is the coolant volume between nodes i and i + 1 U is

cw

the overall heat transfer coefficient between coolant and wall, evaluated at

the midpoint between coolant nodes i and i + 1, and A is the area for heat
cw

-9- |
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transfer between coolant and wall, given by

A = wD ax W
cw j

Ini.erent in Eq. (1) is the assumption that

de ,3 *dej , j ,3j
dt dt (4)

This approximation. commonly referred to as ' donor cell' approach, has some

advantages in minimizing numerical diffusion effdcts.8

Wall:

dT
W

A i , i +1 - T, (5)NC "
wW dt cw cwj

where M, is the mass of wall of length ax , and C,I its temperature-dependent
specific heat.

3.2.4 Finite-difference Forms

A ft11y implicit single-layer time integration scheme is applied to Eq.

(1), with the exception of the wall heat flux term, which is allowed to be

determined explicitly. With this, Eq. (1) becomes:

\k

Y (*k+1
/ I

cw cw fi, i+1 - T,j);j (6)i +1 - 8 +1 ; * W +1 k f k k1 k k+1 k+1k
i, i+1 h 'i ~ *i+1[ - U

AP

and Eq. (5) becomes

I k+1
- T"k)T

k ( "i il k fk
1, i+1 - T,j)j

k (7,s-=U A TM,C h cw cww i

|.
i

- 10 -
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where the index k represents previous time, k+1 represents the current (advanced)
Itime, and h is the size of the timestep. W is the current value of coolant

flow rate. When computing the pipe module on a stand-alone basis (i.e., decoupled

from system), W and inlet temperature signal T would have to be input as a func-j
Ition of time. Equations (6) and (7) are uncoupled, and unknowns e and T

i
I can be determined algebraically in a marching fashion going from i=1 to N-1. In

a system model, the inlet temperature signal to the pipe run is obtained as bound-

ary condition from its preceeding component, and W is obtained from system hydraulic

calculations.

Note that Equations (6) and (7) are for forward flow only. However, the

model as implemented in the code is formulated in terms of general node

counters, so that the equations, the marching direction and inlet boundary condi-

tions for each pipe section are automatically adjusted depending on the flow direc-

tion, be it forward or reverse.'

Equation (7) is explicit. However, due to its large time constant, the sta-
i

bility limit on timestep is much larger than the maximum step sizes to be used by

the code based on numerical accuracy considerations.

For accuracy, h is decided based on the relative change in the variables during

the timestep, as follows:

h"'" = 2 hold jf,,,j,

ld
h jf g ,,,,=

0
H:re, c = x -x /x , and c c2 provide the user-specified convergence band.i

In this study, the recommended value for ej = 0.001, with c2 = 2c). The vari-

able x is tested for temperatures at all nodes, and the largest change is thenI

solected for c. If c is greater than c , the calculation is repeated with h"'" =
2

old0.5h ,

- 11 -
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The size of timestep is also limited by the transit' time for coolant or

the temperatur4 signal to travel from one node to the next, i.e.

hs- (9)

Since the convective term in Eq. (6) is implicit, this is not a stability

limitation. This limitation is more restrictive for smaller Ax, or larger

number of nodes. Also, allowable h becomes larger with decreasing flow.

To derive the stability limitation for Eq. (6), we can use the ' common
9

sense' method due to Karplus , which gives

2pVC

hs (10)U A
CW CW

This constraint arises due to the explicit formulation of the heat flux term.

Both Eqs. (9) and (10) have to be satisfied simultaneously.

Alternately, the characteristic time for T ,) in Eq. (1) can be evaluatedj
(see appendix A) as

c ' pVC WC + 0.5 Ucw^cw (II)T
p p

If h s'c is used, Eq. (11) reduces to Eq. (9) for an adiabatic wall and to Eq.

(10) for zero flow. Thus, h sT ,where 'c is given by Eq.'(ll), gives the com-e

bined stepsize limitation. An example of the growth of timestep based on Eqs.

(8) and (11) will be given in the next chapter.

3.2.5 Heat Transfer Coefficients
.

.In Eqs. (i) and (5), U is the overall heat transfer coefficient betweencw

coolant and pipe wall,~ and is defined, her,ed :n tv 7eistance concept, as

|
'

- 12 -
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U "h + " wall (12)
cw film '

where r ,j) is defined in Eq. (16), and the film heat transfer coefficient is |g

given in terms of Husselt numer Nu as
C

Nu k
h c
79) , , (13)D i

k is the thermal conductivity of the coolant, and D is the pipe inner diameter.
c j

Correlations for convective (film) heat transfer coefficients in pipes

are generally based on either a uniform temperature of a uniform heat flux at
1the wall; for fully developed profiles, the coefficient with uniform heat flux ;

being higher than that with uniform wall temperature. For flow in LMFBR todium

piping, the type of wall boundary condition applicable will depend on the re-

sponse of wall temperature to changes in coolant temperature distribution. In 'I

general, if the wall temperature follows the coolant temperature changes, the

more appropriate boundary condition is uniform heat flux. This will depend on

the ratio of wall to coolant heat capacities. Typical values of these ratios

for CRBRP and FFTF primary piping are provided in Table I. In all cases, since

the wall heat capacity is lower than the coolant heat capacity, the wall temper-

ature will closely follow the temperature distribution in the cooloni., and hence,

uniform heat flux is the appropriate boundary condition.
'

TABLE I |

|

Heat capacity ratio of pipe wall to coolant

(MC), (MC)cPlant *

Hot leg Cold leg,

,

CRBRP 0.250 0.355

FFTF 0.235 0.392

- 13 -
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'Nusselt number is correlated in the SSC code in the general form as

Nu = A + B (i Pe) (14) .c

For the calculations thus far, the coefficients A, B, C and i have

been provided by Aoki's correlation for' fully developed turbulent flow of

liquid metal in a pipe, under uniform heat fluxll:

Nu = 6.0 + 0.025 (F Pe) (15)
c

where
~71,8x

7 , 0.014 (1 - e )
,

x

1'

* "
te **' Pr **

Fig. 4 showns comparisons among some commonly used correlations for uni-

form heat flux, with Pr = 0.0044, in the Peclet number range from 20 to 100,000.

As an example of the range to.be expected, for the CRBRP primary piping, under
7 5

full flow, Reynolds number (Re)~10 and Pe = 45,000; at 2% flow, Re= 2 x 10 and4

Pe==900. _It is unlikely for Pe to go below 100 in the piping, except during a

pipe break accident, when flows can reverse. Within the IHX tube bundle, however,

Pe is much lower, ranging from _700 during full flow to about 14 at 2f. flow.

All the correlations shown in Fig. 4 agree with certain sets of experimental l

12data The Aoki correlation compares very well with the measurements of

Kuroyanagi, et al.18 for fully developed flow of liquid sodium in a nickel tube,

under uniform heat flux, in the Pe range from 100 to 500. However, the correla-

tions exhibit some deviations among themselves. The maximum deviation occurs

at low Peclet numbers (Pe =100), where the difference between the Lyon-Martinelli
!

!
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and Subbotin correlations is greater than 25%. The Aoki correlation lies bet-

ween the two. They all converge at higher values of Pe, where the deviations

are minimal.

' ' ''

' h ;; D'= A + 0.025(;Q8 -

' ' ' '''
Nu g

~ i. LYON-MARTINELLID A=7, y=l
~

- 2. DWYER : A = 7, i=1-1.82/Pr(e,/w/[ax -US)

_ 3. AOKl("': A= 6, f = 0.Ol4 (1-e-71.8 x)f ,
._IC2 -o.45 ,-o.2 4 3

~- x=Re p
,

. 4.SUBBOTIN et al : A = 5, y = 1 .

E .
. / .

'
- A.A - --

/ /-

3 4
.

.

..I ..t ...I. . . . ... .

i id 0 10 10 ICb2 4

Pe

|Figure 4. Comparison of Nusselt numbers from correlations for liquid
|metals (Pr = 0.0044) with uniform wall heat flux.

In Eq. (10), the wall resistance term is obtained by considering half the

wall thickness (since that is where T, is defined), and is expressed as

(D9+D)
f.n l

D 2D

# wall =d (16): ,
k
W

|

|
where D , D are the pipe inner and outer diameters, respectively, and k, isj g

( the thermal conductivity of wall material .

|
!
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,r and for the CRBR primaryIn Fig. 5, the behavior of
h gj U
film cw

piping (vessel-to-pump), is plotted over Reynolds numbers ranging from
4 74 x .10 to 2 r 10 . The wall resistance is assumed constant. For low Re,

the film resistance is predominant, whereas at high Re, the film resistance

becomes very small, and nearly all the resistance is due to the wall. Fig. 6

shows the behavior of the conductance Ucw,.hfj),and over the same
r

Re ringe. -It can be seen that U is always limited by the smaller component
cw

of conductance. Thus, at. low Re, where h is smaller, U is limited byfilm cw
'

hfj g , and, at higher Re as hfj) , increases very dramatically, and to a much
1higher'value than U approaches the wall conductance. Any further,

r cwwall
increases in hfj) ,have only a marginal effect on Ucw'

FLOW (%)

180 } _
:

100

:
160 - i . -

g |- |

) 14 0
- '

; -

N 12 0 - ' -

E '
|c ,

'O 10 0 - '
_! | -

.U ,I e*
c '

80 - 5,
|

-

< e

y60 -

,

|
-

e

m e,
40 - r,,,, | .|

-

5 g

20 -

| |
-

' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ''O
10 - 105 go6 to74

Re

Figure 5. Thermal resistances as a function of Reynolds
number for the CRBR primary piping (vessel-to-pump). J

*
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i
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-
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''' ' ' ''" ' ' ''' ' ' ''d 'O 4 5 6 710 10 10 10
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Figure 6. Thermal conductances as a function of Reynolds number for
the CRBR primary piping (vessel-to-pump) .

Assuming a 10% uncertainty in the evaluation of h via the Aoki
film

correlation, we can examine its effect on the calculation of U Eq. (12)cw.

can be re-written as
b
III"

Ucw " r h (17)
wall fj) ,)

Expressed in perturbation form, this becomes

Ah
II*

AU (18)=

hcw (rwall film + 1)

- 17 -
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In Eq. '(18), if Ahfj) ,is'the uncertainty.in hf g),, AU give the uncer-
cw

:tainty in U .
CW

2
At Pe = 40,000 (full flow), hfjj, = 14,728 W/m - K, and, with a Ahfjj ,=

.

0.1 a id r,33) = 0.00031, Eq. (18) gives AU = 0.003, or 0.3%. At Pe = 1000
cw

2
(2% flow),'_hfjj,. = 1312 W/m - K, and AU = 0.05 or 5%. Thus,' for a given -

cw

uncertainty'in hfg) ,, the uncertainty in U is greater at lower values ~ of
cw

hjj),.,
In the laminar region (Re < 3000 or-Pe < 13.2), the Nusselt number is

derived theoreticallyl7 'for uniform heat flux, as

Nu = 4.364 (19)

-This value is independent of the coolant flowing through the pipe.

3.3 Fluid Flow Model .

<

3.3.1 Pressure losses

The pressure losses in the pipe section are calculated as

(APf,g) pipe = acceleration loss + frictional loss + gravity loss (gain)
+ other-losses.

L L

\+2I WIWI fI I dx + g psinedx |= -

2 p2
A ( pN P j- DA1

e
o o

]

.

+K (20) i
pA i

where f is a-flow-dependent frictkn factor'(see next subsection for details), ,

Sincefisacontinuousfunction,.fdxcanbeand p-is the coolant' density.
o

evaluated using Simpson's rule. Oj (see Fig. 3) is the effective flow angle

<

- 18 -
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between nodes i and i+1 of the pipe run, and sins; is evalt.ated as

where Az is the elevation change and Ax the axial distance along the pipe

from i to i+1. Since sine $ depends on the pipe geometry and is, in general,

not a continuous function, Simpons' rule is not applicable and the integral
L N-1

,Ipg,g) sin 9 . K in Eq. (20){psinedxisevaluatedthroughthesummationAx 4
1 =1

is a loss coefficient to account for losses due to bends, fittings, etc.

The importance of these pressure loss evaluations will be seen in the

discussion of Section 3.5.

3.3.2 Friction Factor

The friction factor, f, depends on the Reynolds number (Re) of the flow,

and the surface roughness (c) of the pipe or channel. Curves of f vs. Re for'

various values of surface roughness are provided in the Moody chart. For

commercial steel, c = 0.000046 m.17 It is most likely that the reactor pipes

will be even smoother that this. The curves for turbulent flow in the Moody

chart are generated by the Colebrook relation!':

(c/D )
( 3.7 ,2.51

I e (21)= -2.0 log
Re # /10/f

where D is the hydraulic or equivalent diameter in the case on non-circular
e

channels. Note that f is the Weisbach friction factor. Another form of the

friction factor, called the Fanning friction factor (f ), is related to f byp

f = 4f (22)
F

- 19 -
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For smooth pipes, i.e., for c /D, = 0. Eq. (21) simplifies to the following

transcendental equation:
|

I = 2.0 logia (Re O - 0.80 (23)/f

20
which is the same as Prandtl's Universal Law of friction for smooth pipes.

A simplified form of friction factor rather than the above-mentioned

transcendental equation is desirable, and the following explicit relation
21'

for f, which is accurate to within 5%, was exniined:

1/3

f=0.0055{1+
-

[e+I0
(24)20,000

Re
-

For smooth pipes, the above equation reduces to

f = 0.0055 + 0.55(Re)-1/3 (25),

22
which is very similar in form to the Koo correlation .

A comparison for computing efficiency in calculating f from either

Eq. (21) or Eq. (24) was made. The approximate representation, Eq. (24),

was found to be 25% more efficient. Since the friction factor needs to

be evaluated for each node section _of each pipe run, this can result in

substantial-savings in computing time every timestep.
21

The friction factor for laminar flow, i.e., Re < 2000, is given by

f=h (26)

A 1inear interpolation for f is used .in the transition region, i.e.,

2000 < Re < 3000.

|- l

t
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Note that -the Moody charts are for isothermal fluid flow. In the
.

presence of heat transfer at the wall, either the fluid properties, such

as p, p should be evaluated at a ' film' temperature = (T, + T )/2, whereb

T, is the wall temperature and Tb the bulk temperature of coolant, or the
21

computed value for f should be modified by the Seider and Tate relation

0.14p

(# *
modified

For flow in pipes,-under steady-state, f = f. Under transient,
modified

f / f. However, this difference is considered small enough tomodified

y be neglected. In fact, it is not uncommon in system codes to lump fric-

tional and form loss into an overall CW|W|, where C remains unchanged

during transients. A sample transient will be presented in tne next

( chapter to ' compare predicted flow decay using variable frictional factors

and the constant loss coefficient.

3.4 Steady-State Model

To compute the steady-state conditions (pre-transient initialization), the

energy equations are solved by setting the time derivatives to zero. With the

assumption of perfect insulation, the wall equation reduces to

,

IT + T ,jj 9
T, 2 for i = 1 to N - 1 (28)

=

I

and the coolant equation to

T = T; for i = 1 to N. (29)
9

l
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-This equation also-implies constant fluid' properties over the pipe run.

The' formulation for pressure -losses in the pipin0 is the same as for

transient, except that the acceleration term drops out,~ and f and o'are con-

stant, simplifying the evaluation of the frictional loss term. Since under

ste:</-state, momentum balance yields

pressure drop = pressure losses, (30)

there being no flow transient, the terms ' loss' and ' drop'' can be used

interchar.geably. Generally, the term ' drop' is used in the steady-state

analysis.

t

3.5 System Thermal-hydraulics

Fig. 7 is an-example configuration of the primary heat transport sys-

tem of a loop-type LMFBR plant, for two-loop-simulation of a multi-loop

system. One of the loops has a pipe-break near the reactor vessel and

all intact loops are lumped together as the other loop. The physical arrange-

ment corresponds to the CRBR (or FFTF) design. For a pump coastdown tran-

sient, one loop simulation with all loops being lumped together is suffici-
|

ent. The configuration would look much like Fig. 7 without the broken loop.

In our discussions here, we focus attention on the primary system due to

its more direct impact on core flow. Similar analysis is performed for the

intermediate circuits.

Transient flow rates are described by volume-averaged momentum equa-

tions of the form

h Ef- = P, - P -EaP (31)
out f,g

t

- 22 -
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Figure 7. Primary system configuration for two-loop simulation

Here, { k is the fluid inertia; Pfor each uniform mass flow rate section. in'

f P are the endpoint pressures; and [ AP is the sum of frictional loss, gra-
out fg

vitational head, and other losses in the pipes and/or components in the section.

For each pipe, the losses have been defined by Eq. (20).s'

Equation (31) for each section, together with equations for pumps, levels,

vessel inlet pressure, and, in case of pipe rupture, equations for break, guard
,

vessel, etc. form a system of ordinary differential equations and associated al-

; gebraic equations to be solved together tG yield the flow rates, pressure and

free surface levels in the system. These equations are solved using a sophis-

ticated predictor-corrector algorithm of the Adams type.
t

Sodium properties in the heat transport system are assumed to be functions

of temperature only. In addition, they are seen to be very weak functions of

temperature. This enables us to almost decouple the momentum equation from the

. energy equation, the only coupling being through temperature dependent material
i

properties, and allows them to be solved separately. However, the energy equa-

tion is strongly coupled to the momentum equation, since convective terms in the

- 23 -
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. energy equation are directly flow-dependent. Therefore, for transient simulation,.
~

the hydraulic equations are solved first, using properties corresponding to temp-
~

eratures at the previous time. With new . flow rates thus determined, the energy

equations are then solved. As mentioned' e'arlier, the wall energy equations are

decoupled numerically from the coolant equations in each pipe module, eliminating

the need for matrix inversions, and allowing the thermal solutio, to march in the

direction of flow.

<

<.

[

l

..
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4. RESULTS-

4.1 Stand-alone Testing

* sample transient representing a fairly severe temperature downramp of 127K

in 80 ' seconds (which may occur at a heat exchanger outlet), was applied to a pipe

section (see Fig. 8) with flow decaying according to

!I - kg/s. (32)W=W
ref t 6

r

23 to the flowFor the stand-alone test case, Eq. (32) is a good approximation

coastdown that would be obtained from solution of the coolant dynamic equations.

Values of W = 805.1 kg/s and 6 = 5.5 s were used.

4.1.1 Model Selection
(

Fig. 8 compares the predicted outlet temperature response from the coolant-

wall model with a more detailed formulation that-includes heat losses through in-

sulation (see Appendix B). Also included in the comparison are the transport

delay model (see Appendix C for calculations) and a coolant mixing (adiabatic

wall) model . Excellent agreement is observed between the coolant-wall model and

the more detailed reference model, the maximum deviation being less than 0.lK.

The insulation conductivity used was 0.065 W/m-K. When this was doubled to 0.13
e

W/m-K, the maximum. deviation was still less than 0.2K. In contrast, the trans-

i port delay and coolant mixing models are seen to grossly underpredict the outlet
I

| temperature. Earlier, Johnson 24 had compared predictions from the detailed model

with the transport delay predictions and with a 2-radial node model, but using
|

coolant and insulation (instead of the wall) nodes, and concluded that the 2-

radial node model was inadequate. In his comparisons, if he had used the cool-

ant-wall model (also a 2 radial-node model), his con;lnsion would have been

different.
- 25 -
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Figure 8. Comparison of predicted coolant temperatures at pipe
outlet using various models

4.1.2 Nodalization

Fig. 9 examines the sensitivity of the predicted outlet signal to axial nodal- y

ization. The maximum deviation between N = 3 and N = 5 is 4K, decreasing to less

than 0.5K between N = 20 and 40, and converging for N > 40. A good number to use
_

for system simulation would be N > 2(0 + 1), where 0 is the coolant transport time
_

in seconds at full flow. For the. sample transient considered, this corresponds to
1

| N > 10.
-

,

4.1.3 Accuracy and Growth of Tireestep
I

| In Fig.10 we see that the computed outlet temperature response is insensitive

to the selection of ci, c2 in the accuracy criterion of Eq. (8). This can be

explained by examining Fig.11, where the growth of timestep with transient time

is shown plotted along with the growth of the characteristic time, Tc , Eq. (11 ) .

With c1 = 0.001, the timestep size is controlled by Eq. (8) for the first 265

seconds, after which it follows the growth of T With c, = 0.01, the growthc.

- 26 -

,



'| [i i L|

( k
~

U2U h k ~2 W2gy?E g
< 4 3 5 S 5 6 4 4 5 5 5 5 6M6 8 0 2 .c % 8 0 2 8 0 2 6 8 00 0 0 0 O O 0 0 0 0 0 0 O 0 0 0et F '0 t F Og ei - _ - - - - - - ei - - I - - - -mg

cp u mg N
2 er p u P

re 4
ia 0

'
'

er 4 Ure
nt 1 a 0

' AT i

L N
u0 t 9 =

ce 0
' u. Nar. 8

= N
c

' r 8 ' 3 = ie 0urS S 2=ree 1 re
1 ,0

cp s 0
'

' en
1 0asn 2

ss 42 ' Op iyoi

rev T0
'

00 '
ni I U ,0 s

csi 61

.O ,8 ot 0 Snt =
T00 G 8. sv

1 N U i

P 0eii i
IM 00 (

t T 6 '

A T bt t t 8
,1 ty I 0eoy E2 L )

r 0 '
8 ' o M

(_ 0 o E2it o s
) = afohf 0 ' i(

2 O x s0.n e
sr 0' D '

ipp 4 )ar
ee

I

le 2,

ld d 4 '
1 M a

ei 2 ni 0 0
cc 8 '

0
' oc

0 dt 2tt 2
ie ae
od 3

'
'

i 0
' 0 eld 8

n 2 4
o 0 zo

ou au 3 ,0
t t 2 ' 8 ift 3 - - - - - - - il 0 0- l 6 oee 0 .n tt

2 3 _ - _ - -7 6
0

-

h 0 U a' h a 9 E2w 3_:

F 2 4i 0 | 2 4 5 6 7 0 0ag
0{nu - - ~ ~ - - _ - -

dr
e

t
i1
m1 6 ' - -

|e. 0 - -
s

m{
- -t

eG
pr -J2i I

T CT
Hso 1

' r M IM A
|

ft 0 - E E Rw 2 -

- S S A
oh T - T T C
r R E E T-

t f N 1
J|. ,P ,P Eo A

ec I
8'

p at it IR|j

h S = = S
_ 0 T

|

E 0

ar T
.

. 0 Ih N
. O 0 Csa

ma I:j O 1

T
p .r IT 2' .j M

',r
-

.
I

I

lL M 4 4

0 Eee E
r ,r(

,t i srs )

at 3

sc 0'
'

ni 0 I

,

',i
et

/,ni
tm 3 - - ~ - ~ - - -'e 6

0

1 I | l;|l| ||||| i |||!||



5

of timestephis governed entirely' by T Since in both cases, the size of time-c.

step remains within the enve' ope.of Tc, the accuracy of the solution is main-_

tained. The latter' calculation, however, required less than one-fifth the comp-

uting time used by the former. Hence, it seems advantageous to use T # **~
c

~

step control.

Also slotted'in Fig.10 is the time constant for T Eq. (A.8). It is seen,

1

to be se that the explicit formulation of the wall equatian, Eq. (7), cans

be considered stable (and accurate) for all practical purposes.

Note tho when the pipe calculations are performed together with the rest of

tha system, Rs timestep is restricted by the overall timestep for the heat trans-
>

port system thermal-hydraulics, which is controlled either by the IHX thermal or

system hydraulic calculations.

h
4.2 System Simulation

A pump coastdown to natural circulation transient in CRBRP was simulated us-

ing the SSC-L code. Fig. 12 shows predicted temperatures in the primary system.

The combined effect of transport delay, coolant mixing and wall heat capacity in

damping the temperature signal is clearly evident from the plots of IHX and re-

actor vessel inlet temperatures.

'4.3 Effects of Modeling Frictio'n in Pipings *

Once again, the SSC-L code was used to simulate flow coastdown to natural

circulation in CRBRP. An approximate model and a detailed model were used, in
i

turn,'to represent frictional losses in .the pipings and IHX. Gravity heads ~and

other details were kept the same in both models. In the approximate model, all
'

frictional and form losses (excluding those in reactor vessel) were treated as

,

- 28 -
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AP % CW|W|, where C is independent of the flow rate W. In the detailed model,

the frictional resistances were explicitly included in the form

L
W

f dx, (33)AP '= 0.5
f DA

e
o

where f is the friction factor described by Eq. (24) in the turbulent region,

and form losses were treated as where K is also a constant. Fi g. 13
pA

compares the predicted. transient core flow using these models. The scale is

considerably expanded to exaggerate small differences. The effect is seen to

be small, the results agreeing to within 2%. Note, however, that if friction

in the reactor vessel were also ~ included in CW|W|, the difference would indeed

be very signifi; ant, since most of the frictional resistance of the circuit is

; in the core.

' . I I i i
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T) '

T, , xip
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6
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Figure 12. Predicted temperatures in the Figure 13. Effect of modeling friction in
P P ngs, IHX on predicted transient core flow. jiiPrimary loop for a pump coastdewn to

natural circulation transient in CRBRP
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'5. DISCUSSION
'

A one-dimensional model for coolant flow and heat transfer in the LMFBR

sodium-carrying piping has been presented. The model forms an important part

- of the overall system simulation model . The heat transfer mcdel has several

axial nodes and two radial nodes. Energy equations are written for the cool-

ant and pipe wall using the nodal heat balance approach. Perfect insulation

is assumed on the wall outer surface. The coolant equation is formulated

implicitly, with explicit heat flux, allowing the solution to march in the

flow direction without the need .t'o invert matrices. Uncertainties in Nusselt

number correlations were saca to have the greatest impact on overall heat trans-

fer coefficients at low flow conditions. Also, in .this region, the correlations

commonly used exhibit the widest disparity. From the transient cases studied,
)

the following conclusions can be drawn:

1) The coolant, wall model is adequate for system simulation. The added

complexity of including insulation losses is not-justified; also, the

simpler models such_ as transport-delay and coolant mixing appear to

be-inadequate.

2) The axial nadalization with the nodal heat balance method is seen to

be bounded. A good number to use for system simulation would be

N > 2(0 + 1), where 0 is the . transport time, in seconds, at full flow.

3) Timestep control is found to be most efficiently achieved by restrict-

ing the step size to the characteristic time for coolant temperature.

4) .The Reynolds number dependence of friction factor in the pipings and
.

| IHX is found not to be a sensitive parameter for flow predictions.

! For future work, it will be necessary to examine the development of velocity
|

| and thermal- boundary layers, as well as the heat transfer. to the pump casing and

!
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f

their influencc on predictions. Whereas all models used in current system

simulation studies are one-dimensional, the impact of multi-dimensional-effects

such as local stratification and consequent profile distortions should also be

evaluated. Recently, Khatib-Rahbar, et al .2" compared the 1-D heat transfer
27,28

model presented in this report to a very detailed 3-D calculation , for a

severe thermal transient occurring at the CRBRP evaporator outlet. It was ob-

served for this case.that the influence of radial temperature and velocity pro-

file distortions on the axial temperature distribution was small, and the 1-D

model was in good agreement with the 3-D predictions. This indicates that the

1-D model may be quite adequate for large system simulation codes. Further
t

work, however, needs to be done to clearly validate this observation.

,
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APPENDIX A' j

CHAkACTERISTIC-TIMES FOR COOLANT AND WALL TEMPERATURES

Eq.-(1) can be re-written as:
~

- dT *+ ~T +T
)j - T ,)) - U A - T ,j_p (Tp VC = WC j cw cw 2p d

_

'or

U A - ~

dT ,) y4 cw -(A.2)j + T ,) - 2T,i(Tj - T ,j ) - 2pVC T"
gj.dt pv

P
-.

F-=

In Eq. (A.2), the characteristic time for T ,) is obtained as10j
-1

f 3F ) -(A.3)*
* i +1

-

aT ,j-j ,

where - [ aT
i)i (A.4)3F- W g ) U A Ifat + 1-2

cwcw(aT,) aT ,);*

aT ,) oV aTj ,)
- - j2pVC gj p

Assuming upstream temperatures are not influenced by downstream

0temperatures, we get i 0'=

aT ,)g

!W
U A U A W+ cw cw cw cw i (A.5)aF

3T ,) . (pV _2pVC j ,pVC, , ,

aT ,)
"

$9 p p

BT
3F

Neglecting Simplifies the expression for Note, however,.

aT +1
9

1 i +1

that this term is not always negligible, and could become important in judging

| the overall system response.
|

! -
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aT,
For:the present case, neglecting yields

aT +1i i

-l !

I U A
W cw cw

T i +1 pv + 2pVC"'

jp

or
( )

s pVC j WC + 0.50 A (A.6)=
c p p cw cw I

( /

The wall energy equation, .Eq. (5) can be re-written as

dT"i ,

U A T T'
w (A.7)cw cw g,g ,) ,

M,C,1
-

g
dt -

TThe characteristic time for w is obtained asg

-1

T Cw CW (A.8)w =

(N C,j )I
g

w

:

|
' l

:

i

|

|
1

|
I
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APPENDIX B

ENERGY BALANCE INCLUDING HEAT LOSSES THROUGH INSULATION
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Figure B.I. Model configuration for energy balance with insulation losses.

s

If heat losses through insulation are included, the wall equation (Eq. (5))
modifies to

dT
W

"w W A T -U Aj dt cw cw j , $ ,) - T,j
"

T,j - T (B.1)wins wins ins j

In addition, equations for the insulation and its surface can be written,
respectively, as:'

dT ins

" ins ins, =U A T,j - T -U A Tins, - T (B.2)dt wins wins ins inss inss sg j

e,nss,nss(,ns,-s,) - <ho ( s, - 1.h)
A <e.osa
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i

where the overall heat transfer coefficients are defined by

"S
U "2 #" + 2k in (B.4)Dwins w w ins g

D D

U 2k A" D (B.5)"

inss ins ins

h +h (B.6)h =
sa sc sr

where hsc, h are the convective and radiative components of the surface !sr
hzat transfer coefficient, as fo110ws24:

,

h = 0.8512 (T -Tamb) - (B.7)sc s j
|

h = 2.3035 x 10-9 (T 4
4-Tg) (T -Tamb) (B.8)sr s s

| Here, T and T are in absolute units (K).s amb

Taking advantage of the physical process, we can make the following sim-

plifying assumptions:

a) The insulation and surface temperatures are uniform,

i.e.

T =T =T*
ins $ ins ' s s

g

b) kins, the insulation conductivity, is constant throughout the trans-
ient. -Hence, U is constant.inss

Eqs. (1), (B.1) - (B.3) can be solved in a similar manner to the coolant

( wall equations te obtain the transient response. However,.the temperatures at

the start of the transient are not as readily obtained as with the coolant, wall

- 35 -
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model. Steady state' energy balances have to be obtained by setting the

time-derivatives' of Eqs'. (1), (B.1) - (B.3) _to zero. Eq. (B.3) can be

re-written as

inss ins sa amb (B.9)T =
3 inss sa

(0.2) reduces to

g wins T, +D TD U s inss s
(B. 0)

Tins "' ~ D Uwins + D Uo s inss

and Eq. (B.1) reduces to

U A T +U A Tcw cw j,j ,) wins wins insT,i , (B.11)U A +U Acw cw wins wins

Eq. (1) can be re-written as
.

c
cw (T -T ) (B.12)e ,) =ej j- j , $ ,)

Initial guesses for the temperatures are made, for i = 1 to N - 1, as

e,j=e.g j

T ,) = T)j

T, =T j ,

T, =Tamb + 50K

= (T,] + T )/2T ins s

Tamb.1s' assumed known.

|
,
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With these guesses, Eqs. (B.9) - (B.12) are solved-iteratively, along
1dwith equations for Ucw, hsa,until.convergencegivenby|T"**-T j<_0.01K,

is satisfied. ~ This completely specifies the pre-transient conditions.
.
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APPENDIX C

TRANSPORT DELAY CALCULATIONS

The' instantaneous velocity of a particle of fluid in the pipe can be

written as-

=h (C.1 )
y

In addition, if v = v(t) is known, Eq. '(C.1) can be integrated as follows:

t
L

dx = v(t)dt (C.2)

I

where t) is the time at which the particle or signal originated at the pipe

entrance, and t is the time at which it traveled a length L of the pipe.2

For the transient analyzed in Chapter 4,
,

I t Iv(t) = v
ref (I ~ t + 6)|

(C.3)

so that

f2
= 6v dt

ref (C.4); t+6

t)
Or

(tg + 6)
L = ovref *" tj+6j

l (C.5)

1.e.
L

t2+6 6v
ref=e (C.6)t) +6

- 38 -



where vref "

2
=and A= {D (C.7)j

3
For- Wjef =-805.1 kg/s, o = -855 kg/m , D = 0.4318 m, and 6 = 5.5, we obtain. 9

v = 6.43 m/s, and
ref

t2 + 5.5 = 2.027665 (C.8)
-tj + 5.5

>

Applying 'Eq. . (C.8) to the input temperature signal of Chaper 4, we
.

generate the values shown in Table C.I below and plotted in Fig. 8 for

the outlet signal.

TABLE C.I.,-

Transport Delay Times for the Temperature Signal

Temperature t) (s) t2 (s)Signal (K)

| 616.0 0.0 5.65

552.5 40.0 86.76 ;

! 520.75 60.0 127.31

489.0 80.0 167.87 ;

|

|
.

i

> I

4

1 .
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