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ABSTRACT

This report describes and applies a process for validating a model for a
risk-based performance indicator, The purpose of the risk-based indicater
evaluated, Safety System Function Trend (SSFT), is to monitor the unavaila-
bility of selected safety systems. Interim validation of this indicator is
based on three aspects: a theoretical basis, an empirical basis relying on
statistical correlations, and case studies employing 25 plant years of histor-
ical data collected from five plants for a number of safety systems. Results
using the SSFT model are encouraging. Application of the model through case
studies dealing with the performance of important safety systems shows that
statistically significant trends in, and levels of, system performance can be
discerned which thereby can provide lesading indications of degrading and/or
improving performances.

Methods for developing system performance tolerance bounds are discussed
and applied to aid in the interpretation of the trends in this risk-based in-
dizator,

Some additional characteristics of the SSFT indicator, learned through the
data-collection efforts and subsequent data analyses performed, are also dis-
cussed. The usefulness and practicality of other data sources for validation
purposes are explored. Further valication of this indicator is noted. Also,
additional research is underway in developing a more detailed estimator of
system unavailability,
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EXECUTIVE SUMMARY

Brookhaven National Laboratory (BNL) and its subcontractor, Science Ap-
plications International Corporation (SAIC), have been conducting research in
the development, evaluation, and validation of an indicator which can be used
to monitor the performance of safety systems. The purpose of this research,
sponsored by the Office of Research of the U.5S. Nuclear Regulatory Commission,
is to develop more responsive indicators of system performance using available
data basically associated with safety performance.

This report describes work carried out to validate a safety system func-
tion trend (SSFT) indicator. By taking into consideration general logic
models of plant systems, SSFT indicators utilize data collected on trains or
plant components to form an indicator of system unavailability. This indica-
tor is then smoothed to produce an SSFT inlicator. Because of the level of
data employed, viz., train/component downtime data, SSFT indicators are more
responsive to changing trends then the current NRC indicator of safety system
failures (SSFs), since the latter indicator employs observations of system
failures as opposed to downtime observations at the train/component level. As
such, the SSFT indicator, through its construction, the¢ information it re-
quires, and the statistical characteristics it possesses, is able to detect
trends more quickly and with a higher degree »f reliabllity.

Basic information used in constructing the SSFT indicator include the un-
observed portions of the downtime associated with comporents discovered failed
as well as maintenance, test and repair downtimes, a'l of which are necessary
for estimating the unavailability of systems. This process not only yields a
more responsive measure of safety system perfoimance, it also provides a
framework for evaluating plant safety performance on a broader ;iane, using
higher levels of risk measures such as core-melt frequency. In addition,
since the SSFT indicator is risk based, corresponding warning limits, or tol-
erance bounds, on these indicators can be determined that alsc have a risk as
their basis. These risk-based warning limits depict when the unavailabilities
of systems have deteriorated sufficiently to impact core-melt frequency and
public health risk.

This report describes the theoretical bases for the SSFT indicator, em-
ploying risk and reliability approaches, which show that the SSFT indicator is
directly tied to plant risk and safety performance, Empirical analyses are
presented which describe the smoothing techniques employed and statistical
tests performed for analyzing significant trends and for determining abnormal-
ly high levels of system unavailability. Utilizing approximately 25 plant
years of historical data on equipment failures and downtimes, case studies are
also reported to demonstrate the performance of the SSFT indicator.

The case stuaies involved estimating the performance of the auxiliary
feedwater system and the emergency power system at two plants and the auxil-
fary feedwater system at three additional plants. The SSFT indicator for
these systems and plants provided a significant amount of information for
these case studies. In & number of cases, significant trends in sysiem



unavailability were observed and periods of abnormally high unavailability
levels identified. One case in particular, the SSFT indicator showed an ab-
normally high level before a shutdown had oncurred. This shutdown was largely
due to system problems that, in retrospect, were also flagged by the indica-
tor. After restart, the indicator decreased significantly, conveying that
changes instituted during the extended plant outage had measurable, beneficial
effects in terms of improvements in system availability,

Various plots are presented to graphically illustrate how the output ot
the SSIT indicators can be used to provide an effective means for viewing and
interpreting the indicators. The contributions from component vepair and
maintenarce downtimes and from undetected failure downtimes are clearly de-
picted in these graphical output. These show that the undetected downtime
contributions are generally the dominant contributors to system unavaila-
bility. However, these are some situations when downtimes associated with
maintenance activities dominate the unavailability observed. Other aspects of
system performance can be gleuned from these presentations. For example, the
effects of technical specification requirements on system unavailability are
presented which can provide feedback for possible technical specification im-
provements .

The studies documented show that the SSFT indicators correlated with the
SSF indicators and provided much faster response. Because the SSFT indicator
is also risk-based, it can provide more direct measures of impacts to risk.
Thus, the SSFT indicator appears to be a highly useful and powerful tool for
monitoring safety system perforrance and for aggregating basic plant informa-
tion to monitor safety purformance.

Because of these encouraging results, it is recommended that SSFT indica-

tors be further pursued in terms of additional applications and understanding
further the properties of this incdicator.
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1. INTRODUCTION

The purpose of this report is to summarize and document research con-
ducted under the sponsorship of the Nuclear Regulatory Commission (NRC) on the
validation of quantitative indicators of safety performance. This work, per-
formed under the project "Risk-Based Performance Indicators," FIN A-3295 for
the Office of Research (RES), is considered part of NRC's Performance Indica-
tor Program which is being coordinated through the Office for the Analysis and
Evaluation of Operational Data (AEOD).

In approving the Performance Indicator Program presented in SECY-86-317,
the Commission directed the staff to continue to explore and develop new indi-
cators beyond those included in the current program. The current set of per-
formance indicators is logically related to safety but in a qualitative way.
The purpose of this part of the overall developmental effort on new indicators
is to develop risk and reliability methods for improving objectivity and to
augment the predictive capabilities of the current set of indicators.

Work proceeded at Brookhaven National Laboratory (BNL) in developing more
objective indicators that would respond faster than the currently used indica-
tors to changes in plant safety msrgins. In April 1988, SECY-88-103 described
the results of research to develop an indicator for safety system unavaila-
bility that is more responsive for indicating trends than the currently used
indicator, viz., Safety System Failures. This new indicator estimates un-
availability of safety-system trains rather than just counting those instances
of complete system inoperability':?.

The Commissicn, in response to the research reported, requested more in-
depth validation of the new indicator, Safety System Function Trends, using
actual plant data®*,

Also, the EDO concluded that proposed rulemaking to obtain train-level
data for this indicator is premature, given the state of development. In par-
ticular, a concern was noted that implementing this indicator, through rule-
making, could have the unintended effect of decreasing safety by increasing
the frequency of on-line testing®.

The collection of train-level unavailability data for this validation
phase of the research project was coordinated through AEOD's parallel trial
program for analyzing candidate indicators of maintenance effectiveness. This
trial program also utilized actual operational date from a set of commercial
power reactors for evaluating candidate indicators of maintenance effective-
ness .

Validation of this indicator, Safety System Function Trends (SSFT) is
based on three aspects: the theoretical basis, case studies, and statistical
correlations,



The theoretical busis has been alresdy documented,®’ and will be high-
lighied in Section 2. The case studies, reported in Section 3, invelve
ergineering interpretations of trends in the SSFT indicstor using system: and
train-ievel data collected at efight plant sites. Ilant operational histories
vere also used to interpret trends in the unavailability indicators. This
dats set included data collected at plants during the earlier phases of this
research project as well as dats collected during July-August 1988 as part of
the trial progran conducted by AEOD on meintenance indicator evaluation,

Statistical significance in the trends and in the levels of the safety
systea unsvallability indicator are also discussed in Section 3, along with
evaluations of the dominant contributors to sysien unavailability,

‘n Section 4 the indicator is compared with observed system failures. An
exanple is presented vhich shows that the number of hours/year & system i{s ex-
pected to be unavailable correlates with the number of failures which that
system experienced over an eight.year period.

The issue of valid telerance bounds for deternmining warning levels is
discussed in Section 5. An approact for estimating tolerance bounds, less
approximate than the one employe! in Section 3, is explored and an application
described.

Section 6 documents preliminary statistical analyser performed to show
vherher correlations existed between this new indicator and the currently used
indicators.

Lessons learned in analyziig plant historical data are delineated in Sec-
tion 7. In this section the use of industry's component failure reporting
system, NPRDS, in lieu of using historical records maintained by the plant, {s
addressed. This section also discusses the inherent uncertainties in the ap-
proach used for calculating the SSFT indicator, especiiiiy in the use of
dlrect observaticns of component failures, together with estimates of expected
domtimes associated with these failures.

Summary and conclusions are given in Section 8; backup material and addi-
tional results are provided i{n the attendant appendices.



2. THEORETICAL BASIS AND TECHNICAL APPROACH RAT1ONALE

The overall objective of this research project i{s to develop and valida:
& method which more fully utilizes basic risk and reliability technology teo
help select, interpret, and evaluate quuntitative indicators of safety perfor-
mance at operating plants.

As 1)lustrated in Figure 1, operational safety requires a lov frequency
of transients coupled with & high availability of safety systems needed to re:
spond to these transients. ‘he underlying concept of risk-based indicators
deals more directly with the risk implications of events and activities that
cecur at & plant. These events and activities depend upon the frequencies at
vhich they occur. For example, the risk implication of component failures de-
pends upon the frequency at which failures occur; and, a¢ part of the frequen-
¢y fmplications, the recurrence of the event also needs to be considered. The
duration of the event can also have risk ifmplications, for example, wvhere un-
availability considerations enter. The likelihood of an accident progressing
to core damage is the product of the frequency of initlating events and the
probability that safety systems will not respond and the operator will not re-
cover from this initial upeet condition. Therefore, one measure of the
safety-performance of operating nuclear power plants is the unave!lability of
fmportant safety systems, {.e., the probability that safety systems will not
respond when needed.

BLANT SAFETY

INMERENT DESIGN
LOW FREQUENCY HIGH AVAILABILITY FEATURES AND LOW
OF TRANSIENTS OF SAFETY SYSTEMS POTENTIAL FOR

COGNITIVE ERRORS

|

|
HIGH TRAIN LOW POTENTIAL
AAILABILITY FOR COMMON-
CAUSE FAILURES

Fall B0 Yo

Figure 1. Plant safety logic model.




Indicators of unavailability of safety systens are intended te track
changes in safety margins (1.e., loss of systen redundancy) before loss of
system function. Such Indicators can be based on loss of components or train
function. 1In contrast to NRC's currently used indicator of sefety systons
performance, which {s safety system fallures reported through Licensee Event
Reports (LERs). this improved approach utilizes more frequent and more basic
date, and results in & more responsive estimate of the safety margin of {mpor-
tent systems. Thus, this {mproved indicator should more accurately reflect
the magnitude and trend of unavallability thereby providing indications of po-
vential decliving system performance before loss of system function {s ob-
served. As such, the thrust of the research effort has heen on developing ap-
proaches that rely on system operational data, coupled with risk and relia-
bility models, for estimating system unavallability. The bastec operational
data used to estimate unavailability are the frequency and durations with
vhich trains within selected safety systems are brought down for preventive
and corrective maintenance and for surveil ance tests. The primary sources of
these data are plant's operator logs, plant records on lniting conditions of
operation (LOOs) and maintenance work requests.

These data provide the necessary ingredients for developing two basic
measures of equipment and system performance, vie avallability and relia-
bility. Both measures are important to safety and risk. The equipment must
be available to perform fts function ané must be reliable for carrying out {ts
function. Equipment which fails often but Is quickly repalred has a lov re-
lability and & high availability, whereas equipment that fails infrequently
but remains down for & leng time has & high reliability and & low availa-
bility. When combined with systems models, trerding changes in these two
basic measures with time can provide a means for estimating changes in the
system's ability to perform its function,

Recognizing that operational data on system trains can be somewhat
"noisy" several characteristics of Indicators of unavalilability were evaluated
to assess various smoothing techniques as well as the ability of the indica-
tors to filter out noise and to estimate unavailability.

The theoretical basis for investigating basic characteristics of risk-
based performance indicators is described in Reference 6 which shows how
train: _evel data can be aggregated to obtain information on system perfor-
mance. Additionally, Reference 7 presents the results of statistical simula-
tions, using assuned train-level information, that further provide technical
Justification tor the use of these indicators. These simulations explore the
trend detection power of the indicator versus the safety system fallure indi-
cator and the viability of using existing plant operational data with the
developed approach.

These simulation studies, reported in two cited references, have shown
that the SSFT indicator can be & more responsive indicetor than the safety
system failure indicator, S§F. In addition, these studies have shown that
more powerful sta*fstical tests can be utilized to test the significance of



the trends and levels of this risk-based indicator. These past studies form
the technical foundation upon which rests the validation process of the SSFT
indicator. Mowever, further developmental work is currently underway in the
areas of: 1) indicator aggregation, 1i) statistical/engineering interpreta-
tion, and 111) indicator refinement to include dependent failures.

This theoretical concept was tested with existing historical data, col-
lected from unit logs at eight plants (five sites) and supjlemented, vhere ap-
propriate, with maintenance records. Approximately 25 reactor years of his-
torical data were used to validate the $SFT indicator for selected safety sys-
tems. The operating histories ranged between 5 1/4 years at one plant to ap-
proximately 2 years at other plants depending on the relative ease with which
archival information could be collected.

For each plant and for each system, information on the number of times
trains are taken out of service and the amount of time trains are down were
aggregated over calendar quarters. Critical hours within eash quarter wvere
also ascertained to obtain train unavailability. Simplified system models
(based on the number of system trains) were used for calculating the unavaila-
bility indicator of selected safety systems.

Processed date vere plotted, smoothing techniques employed, and statisti.
cal tests performed to assess significance of the level of the indicator and
of the trends observed. Levels and trends were evaluated in concert with past
events and perception of the performance of each plant during the observation
period.

The results of this validation process are discussed in the sections that
follow.



3. CASE STUDIES

This section presents results of the SSFT indicator approach using past
historical data collected at five plants. These data were largely collected
as part of AEOD's evaluation of candidate maintenance performance indicators
conducted in July-August 1988. The plants wheve data was collected for SSFT
analysis vere selected to answer the following questions:

1. For a plant vwhere a major operational event cccurred, does the indi.
cator show poor or degrading performance before the event, and has
performance improved after restart?

2. For a plant where performance changed over time, does the indicator
show this change?

3. For a plant with few safety problems, does the indicator reflect
generally good performance?

In Section 3.1, the basic approach for calculating train-level and
system-level indicators of unaailability is sumnarized. This method, com-
putes specific train/system unavailability based on train-level downtime in-
formation averaged over three previous non-zero downtime quarters. A non-zero
downtime quarter is defined as that quarter of a calendar year within which a
train in & specific system was "brought down" for test, maintenance, or re-
pair.

Results employing this approach are presented in Sections 3.2, 3.3, and
3.4. Five case studies, using historical data collected from five plants for
two specific systems, are describec in these three subsections.

The question regarding the time & component could have been i1 a failed
state (undetected downtime) prior to when it was discovered as failed is ad-
dressed in Section 3.5. In this subsection, the relative contributions of un-
detected dewntime and detected downtime to system unavailability are analyzed.

Adjustments to the system unavailability indic.tor trends which take into
sccount requirements imposed by technical specifications are discussed in Sec-
tion 3.6 and examples are presenied which show the effects of tech spec con-
trols on unavailability trends. Issues regarding the averaging process em-
ployed and uncertainties in data employed for calculating the basic downtime
parameters are discussed in a later section, More detail on the approach
taken for these case studies can be found in Reference 8,

3.1 Approach Summary

For two of the five case studies, the safety systems analyzed were the
Auxiliary Feedwater System (AUX-FEED) and the Emergency AC Power System (EPS).
The remaining three case studies include only AUX-FEED. For each of the sys-
tems, trends in the SSFT indicator with time are depicted in terms of changes
in 1) system unavailability, 2) average train unavailability, and 3) system
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unavailability besed on train averages+. Superimposed on each is & train
unavailability goal of 0.05/train for sux. feed and 0.1/trvain for EPS. Mow
these level and trend tests are performed will be discussed later. Also shown
are those periods in which the plant had & major shutdown, either scheduled or
unscheduled. The dotted lines in each of the figures represent periods of
plant shutdown.

The unavailability results presented in each of the figures are obtained
by first caloulating the unavailability of individual system trains within
each quarter and then dividing by the number of critical hours within each
quarter. The results presented are based on averaging over the past three
quarters, or number of quarters containing three quarters, where trains within
the system analyzed were brought down for repair. This indicator forms & run-
ning average indicator where only the past three quarters of downtime informa-
tion are used along with the reported critical time within each quarter and
those intervening. This approach serves to smooth the behavior of the system
unaviilability estimate while still showing time trends and significant
changes in the estimste. This approach then is a compromise between calculat.
ing the unavailability based on all past down times of system trains (as pre-
sented in Section 6) and those calculated based on only the train downtime in
each quarter.

In caleulating the system unavailability indicator, the average train un
availability indicator was first caleulated by recording the total downtime
per quarter for each train and then aggregating the downtime data by summing
over all the trains in the system. Average train values were obtained by
dividing this aggregated value by the number of trains within the system.
System unavailability, based on average train unavailability, was obtained by
raising the average train value to a power equal to the number of trains
vithin the system. The calculations are re-initiated after each shutdown
period.

Tables of the calculated indicator values are provided in Appendix A,
These calculations were performed using historical plant data listed in Appen-
dix H. Further calculational details are documented in References 6 and 7 and
the three-downtime average approach is further described in Reference 8. For
completeness, however, we highlight in Appendix B the statistical trend tests
performed; in Appendix C we provide the rationale for safety system selection,
and in Appendix D we detail further the basic measures of equipment /systen
performance as well as the data collection and calculational procedures.

*Unavailability based on train average is somewhat similar to INPO's approach
for tracking system unaveilability.



3.2 Rlant ) - System Vnavallability Lrends

System unavailability trends for the Auxiliary Feedvater Systen
(AUX-FEED) and Emergency Power System (EPS) for Plant 1 are shown in Figures 2
and 3 vespectively. For this plant, AUX-FEED is & three train system; EPS s
comprised of two trains. Each figure presents the following: J.quarter cycle
average unavaeilability, average train unavailability, and system unavaila-
bility based on average train unavailability.

In the spreadsheet table, shown in Appendix A, for the AUX-FEED system
for Plant 1, the downtime hours per quarter per truin (DWNA, DWNB, DWNC) in-
clude the detected plus undetected hours. Undetected downtime hours are in-
cluded in the caleulations when a fallure (loss of function) of & train is
noved. For these cases, the undetected downtime added to the observed down-
time hours is taken as one-half the interval from the last demand or test of
the train.

The aggregated train unavalisbility (summed over 3 trains) and the
average train unavailability over & 3 1/2 year period (1985 - M1d-1988) are
presented in Figure 24. The left-hand ordinate in Figure 2a represents the
aggregate (summed across three trains) train unavailability; the right -hand
ordinate represents the average train unavailability, 1. e., the agpregated
velue divided by the number of trains. System unsvallability, obtained by
cubing (3 trains) the average train availability 14 shown in Figure 2b.

The unavailability of the auxiliary feedwater system for Plant 1 (Flgure
2) indicates & slight increase prior to the plant shutdown which began in the
second quarter of 1986 and lasted until the second quarter of 1987. However,
the magnitude of the calculated unavailability is seen to be well below the
95¢ warning limit.* After the shutdown, the indicator value is above the
varning limit, possibly indicative of increased off-line testing and mainte-
nance initiated as a result of plant modifications that took place during the
shutdown. However, there is a downward trend in the indicator over &4 gquarters
after this unscheduled shutdown,

The EPS train and system unavailabilities (Figures 3a and 3b) show an in-
creasing trend from 85:1 and leveling off two quarters prior to the unsched-
uled shutdown in 86-2. After the shutdown, the unavailability of the EPS is
sbove the warning limit in 87.3 and remains at &« fairly high level through
88-2.

Overall, the chenges in the level of system performance for the AFWS and
EPS are quite large. The AFWS increase could be explained as an initial
period of extremely low unaveilabilities where no downtimes were reported “or
several quarters, and those downtimes that were reported were of short dura-
tion. Subsequently, even a moderate increase in downtimes would appear rela:
tively large. This reason, coupled with one identified train failure

*An approximate 954 tolerance bound is based on train unavailability goal
values of 0.05/train for AUX-FEED and 0. .1/train for EPS.
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(Train B¢) in 87-2 provides an explanation to the slarp rise in APVS unavaila-
bility. The EPS also exhibited a relatively large incresse from 85.1 through
68-2, approximatsly an order of magnivude increase at train level, and ap-
proximately a tw -order of magnitude increase at the system level. The EPS
increase, however, was steady throughout the period under analysis going from
& lov of JE-4 to & high of approximately 2E-2 after the outage. This increase
can be attributed to four train failures, two occurring in the same gquarter
(87-3),

In & parallel® srudy engaged in developing and demonstrating & mainte-
nance indicator evaluation process, the frequency and duration of maintensnce-
related activities at Plant 1 associated with two classes of equipment (valves
and pumps) were analyzed and significant trends determined.

The results from this analysis were presentations of the trends in & rel.
ative maintenance ineffectiveness indicator that is based or normalized values
of the downtime (DT) associated with maintenance activities. and the number of
reported equipment failures (F) across nine systems. For evample, in Figure &
the following inforuation {s depicted:

1. Effective maintenance on both pumps and valves significantly deteri.
orated from 1983 uncil the major shutdown occurred at Plant 1 in
1966. The significance in the trend was at least 958,

2. For both pumps and valves, the level of maintensnce ineffectiveness
vas above the 95¢ warning level for approximately one year prior to
the major shutdown in the second quarter of 1966,

3. After the plant restarted in 1987, maintensnce effectiveness seems
to be improving.

More details of the approach used for exploring a measure of maintenance
ineffectiveness are provided in Reference 9. Ovevall, it appears that both of
these indicators for this case study would appear to be inconsistent. Where
the maintenance effactiveness indicator and the systen unavailability indica-
tor both show Increasing trends prior to the 86-2 outage, the maintenance in-
dicator shows an immediate decrease after the outage whereas, the system un-
availability indicators reach their respective peaks just after the outage
vith both the AFWS and EPS violating the 95¢ warning limit. The AFV system
did show an improving trend after *his initial large increase, the EPS however
remained fairly high until the end of the period analyzed (88-2). This scems
to be consistent since the AFW system, as compared to the EPS system, is
largely composed of pumps and valves.

It appears that the system unavailability indicator can provide an in-
dication of ineffective maintenance; however, the SSFT indicator did not fully
show an improving trend as that indicated by the maintenance effectiveness in-
dicator. This may be due to the local behavior of the :wo systems analyzed
for the SSFT indicator (AFV and EPS) versus the broad scope (nine systems)
undertaken in the calculation of the maintenance effectiveness indicator.
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5.3 Plant 2 - System Unavellablility Trends

Plant 2 also experienced & major, unplanned shutdown. This shutdown oc-
curred in 1985, For this plant, trends in the unavailebility for the AUX.FEED
system and the IPS are respectively shown in Figures 5 and 6. The sane type
of unavailability information depicted for Plant 1 {s also shown for Plant 2.
Figures 5& and 5b show trends in AUX-FEED unavailability; Figures 6a and 6b
depict trends in EPS train and system unavailability. The basic date used are
also listed in Appendix A.

For this plant, the auxiliary feedwater system unavailability remained
well above the 958 tolerance bounds between 83.2 and the unplanned shutdown in
$5-2. In fact, the shutdown was largely due Lo AUX-FEED problems. The high
value of the indicator tends to convey & concern about the likelihood of im-
pending problems and incidents. After this shutdown, the AUX-FEED unaveilas-
bility decreased and continued on & significant decreasing trend during the
last year. This could imply that deaign and procedure changes that were in.
stituted during the shutdown had measurable, beneficial effects in terms of
fmprovements in unavailability,

On the other hand the EPS showed a decreasing trend from 83-2 to 67-1
while in the last year from 87-1 to 87.4, there is an upward trend in EPS un-
availability but stil) below the toleraance limit. These changes in the level
are large and seenm to indicate that the performance of this system needs to be
wat_hed and causes for these changes determined.

3.4 Plants 3. 6 and 5 - System Unavailability lrends

None of these plants experienced any major, unplanned shutdowns. Resuits
are grouped together in this section since the plants are similar and the data
were obtained from similar data sources. These three plants are all loceted
on one site.

The turbine-driven pump train and the two electric motor pump trains were
first analyzed separately. Dats presented in Appendix A for Plant 3 reflects
these separate calculations with turbine-driven pump train downtimes shown in
the column DWNT and the two electric motor train downtimes respectively listed
fn the DWNA and DWNB columns that appear in Appendix A. However, the turbine
train and the average electric trains did not separately show significantly
different behavior. Accordingly, the figures depicting AUX-FEED system un-
evailability trends are based on aggregating all three trains together.

Tne AUX-FELED system unavailability for Plant 3 (Figures 7a and 7b) shows
a generally increasing trend from 85-2 to 87-1 and then a decreasing trend.
The system unavailability changed by approximately two orders of magnituce (a
factor of 100) over this pericd.

The AUX-FEED system unavailability for Plant & (Figures 8a and 8b) shows
a general upward trend from 85.2 to 86-3 and then a downward trend from 86-3
to 87-4. The system unavailability changed significantly over this period,
varying by orders o»f magnitude.
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The AUX-FEED system unavailability for Plant 5 (Figures %a and 9b) sig-
nificantly increased over the period from 85.2 to 863 though remaining below
the tolerance limit.

3.5 Undetected va Detected Downtime Contributions

The previous results were obtained by including both the undetected down-
time contributions and the detected downtime contributions of system compo-
nents.  The undetected downtime is an estimate of the fault-exposure time be-
fore the actual fault is discovered. That is, components within standby
safoty system could have been in & failed state prior to when the component
was discovered failled Therefore, to estimate the total number ¢f hours a
component is unavailable, the fault-exposure time is added to the time re-
quired for repairing the failsd component. This section addresses which of
the two contributors, viz., the undetected downtime or the detected downtime,
dominate the observed trends.

For each of the plants investigated plots of the undetected and detected
downtime contributions were generated for each of the systems analyzed. These
are presented in Reference 8. As an example, Figures 10a and 10b show these
two contributions for the AUX-FEED system for Plant 2. These figures, along
with those presented in Reference 8§, indicate that both contributions are im-
portant and need to be recorded for establishing significant trends and for
helping to determining the underlying factors which contribute to changing
performance. The issue of undetected vs detected downtime is further dais-
cussed in Section 7.

3.6 ZTegh Spec Corrected System Unavaeilability lndicators

The system unavallability indicators in the previous sections can be con-
sidered as transformations (squares or cubes) of indicators of train unavaila-
bility. Recall, the warning limit in each plot was defined for a single train
and vas simply scaled for the system plots. Technical specification require-
ments that do not allow multiple trains to be down for maintenance at the same
time are not taken into account by the approach previously described.

Ir this section, two examples are presented which show how tezh spec re-
quirements control system unavailability, Two cases are re-analyzed, i.e.,
the EPS unavailability for Plant 1 and Plant 2. More details of the approach
are discussed in Reference 8.

Briefly, the corrected system unavallability was calculated by first sep-
arating the total train downtime per quarter into a maintenance detected down-
time and a fallure undetected downtime. Train unavailability due to mainte-
nance downtimes was then averaged using the same three-quarter downtime
averaging procedure previously described. Since the number of failures ob-
served for these two cases was small, contributions to the corrected system
indicator from train fallures vere simply calculated as the total undetected
downtime over the entire recording period divided by the product of the total
number of critical hours and the nunber of trains within the system. Thus,
train unavallability due to the observed train fallure downtimes contributed &

.19
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constant value to the other fectors that measure system unavailability. Por &
two train system, for example, the corrected system indicator is calculated as
the sun of two terma. One term is the square of the irain unsvailability due
to fallures; the other is the product of failure contribution to train un-
availability with the unavailability contribution due to maintenance.

Figures 11 and 12, taken frow Neference B, respectively sumnarize the re-
sults for the EPS in Plants 1 and ? obtained Ly using this procedure to cor-
rect for tech spec requirements. Figures 1la and 12a provide comparisons bet-
ween the corrected systen indicator and the uncorrected indicator. The curves
noted in each of these two figures as "3-Cycle Run Ave" are the same plots as
those presented in Figures 3b and 6b. The curves denoted as "Tech Spec” pre-
sent the trend in EPS unavailability using the method just described.

Figures 11b and 12b provide representations of the failure and mainte-
nance contributions to the tech spec corrected indicator.

Comparing the two curves in Figures lla and 124 we observe that the tech
spec corrected unavailability indicator shows reduced swings in the unavaila-
bility variation. This provides an indication as to how tech spec require-
ments can control unavailability. 1In both figures, the same general time
trends are shown for each indicator.

The contributions to the corrected, two-train EPS (Plant 1) unavaila-
bility indicator shown in Figure 11b shows that the maintenance-failure con-
tribution is the dominant contributor to this system whereas in Figure 12b the
contributions from failures and failure-maintenance interactions are nearly
equal for the three-train EPS (Plant 2). We conclude from observing this
trend that maintenance performed on EPS at Plant 2 {s near optimal. Overall,
ve observe through these two examples that indicators of train unavailability
are more responsive in shoving performance trends than the tech-spec corrected
system unavailability.

3.7 Case Study Suumary

In this chapter, five out of the eight case studies were exanmined. The
emphasis in this chapter was on examining relative changes in unavailability,
the levels of unavailability observed, the significance of these levels as
vell as the significance of the observed trends, especially before and after
plant shutdowns. Also, the case studies focussed on examining unavailability
trends for two systems.

Based upon historical information, Plants 1 and 2 were chosen to address
the first two questions posed at the beginning of this chapter, {.e.,

. For a plant where a major operational event occurred, does the indi.
cator chow poor or degrading performance before the event, and has
performance improved after restart?

. For a plant vhere performance changed over time. does the indicator
show this change?
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Plants 3,4, and 5 appeared to be valid examples for responding to the third
question {.e.,

. for & plant with fev safety problems, does the indicator reflect
generally good performance?

Although ansvers to each of these three questions cannot be definitively
given, the calculated system unavailability indicators for these five plants
show an ability to identify significant time trends and to identify those time
periods when the unavailability becomes high enough to flag attention.

Since unavailability is & direct factor in the risk and core-melt fre-
quency of a plant, the SSFT indicators are measures of the risk and core-melt
frequency performance, particularly when key systems are evaluated. It thus
appears that these indicators can provide a sensitive tracking and auditing
tool to track and sudit key factours of safety performance. Causes associated
with significant trends and levels in the unavailabilities that are beyond ex-
pected tolerance limits can then be investigated to i{dentify good practices or
to {dentify potential corrective measures for bad practices.

Refinements in the approach, especially in accounting for those unavaila-
bility contributions associated with common-cause failures, should be further
investigated to obtain more realistic appraisals of system performance. An
approach for including common-cause contributions into the model are described
in Reference 7. Differences in the results when this factor {s included in
the statistical simulations is also discussed in Reference 7.

The case studies presented in this report did not take into account the
contributions of common-cause failures to system unavailability. Only the ef-
fects of independent failures were addressed. The potential usefulness for
including the contribution of dependent failures in the unavailability model
becomes apparent when we compare the results depicted for Plants 4 and 5 with
the results from the other three plants. For the first three plants, system
unavailability appears to be dominated by independent failures. However, the
lov unavailability values exhibited for Plants 4 and 5 lead to the conclusion
that common-cause failures could be a dominant contributor to system unavaila-
bility. As such, the model should be modified for accounting for this addi-
tional contributor.

Based upon the observations made through these case studies, it is there-
fore recommended that these indicators be pursued further, especially in
developing and understanding these indicetors as well as in performing further
applications using plant data. In addition, the model should be extended to
account for all types of fallures, dependent as well as independent.

Approximate tolerance bounds were euployed in these investigations. It
is therefore recommended tha. procedures hbe developed for obteining more ac-
curate representation of the tolerance bounds on safety systems being moni-
vored. This aspect {s discussed in a later section,
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4. SAFETY SYSTEM FUNCTION TREND INDICATOR VS OBSERVED SAFETY SYSTEM FAILURES

Results of performing exploratory correlation analysis betweer the SSFT
indicator and NRC's current set of performance indicators are discussed in
Section 6. The results documented, mainly based on statistical evaluations
using Spearman correlation coefficients, were obtained using quarterly-based
information on both sets of indicators. Contrary to our expectations, quar-
terly data for one of the NRC current set of indicators, Safety System Fail-
ures (SS8Fs), did not show & strong correlation with the SSFT indicators., This
was retrospectively attributable to the small amount of SSF data, especially
vhen quarterly data is used.

For example, & total of three AFWS and one EPS failures were observed
over a period spanning eight years for all the plants* under investigation.
This translates to 0.05 AFVS fallures per year and 0.03 EPS failures per year.
It is, therefore, not surprising that correlation coefficients, based on quar-
terly data, showed no relationship between the SSFT indicator and the nusber
of $5Fs. A simplified approach, described in this section, was used to aggre-
gate system failures in order to investigate velationships between observed
system failures ana trends in the corresponding SSFT indicator. An applica-
tion of the approach shows that the unavailability of a selected safety systenm
is Girectly related to the number of failures of that system, which tends to
corroborate the simulations performed in Reference 6 and 7.

Busically, the approach employed examines whether the expected unavaila-
bility (SSFT) for a given system correlated with the failures that occurred
for the system. In the particular system analyzed, viz., AFWS, the SSFT is
basel on roughly three years of historical data, while the system failure data
were taken from eight years of LER data. This perlod of eight yeurs was
selected because:

1. 1t was the period for which LERs were aveilable for all the PWR case
study plants under investigation, and

2. it vas considered to be a sufficient period to observe system fail-
ure.

Table 1 is & compilation of the system failures identified through a re-
view of the LERs. Figure 13a depicts a scatter plot of the number of observed
system failures versus & three-year average value of the SSFT indicator.
(Three years was the average time span of train downtime data common to each
plant for the SSFT indicator calculation.)

*Three out of the eight plants use hydro electric power for emergency power
and therefore were not included in this survey; similarly, one BWR plant was
not included in the AFWS survey.
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Table 1. Compilation of Observed System Failures AFWS and EPS; Source: LER

AFWS EPS
Plant # | # Failures | LERw Date % FPailures | LERw Date
1 1 002 1-06-82 1 025 6-26-81
2 2 094 12-26-80 0
013 6-09-85

3 0 cen seee N/A N/A

4 0 N/A N/A

$ 0 .. cene N/A N/A

6 N/A N/A 0 e

7 0 R 0 S

8 0 e oiéa 0 el

In Figure 13, results are depicted based on AFW system unavailabilities
caloulated wsing average train values (Figure 13a) and individual train values
(Figure 13b) for each of the seven plants analyzed. In Figure 13a, the be-
havior of the observed AW system failures and the calculated AFW system un-
availsbility based on train averages do not seem to be consistent. However,
in our judgment there is & consistency when one considers the noise associated
with the data. In this calculation of system unavailability the average
values are made up of contributions that are dominated by single trains. In
Figure 13a for the three plants with system unavailabilities greater than 10
hrs/yr and no observed failures, the turbine driven trains for each plant were
the major contributors to the average train unavailability. Calculating the
system level unavailability using this method did not correlate as well with
the observed system failures obtained from the LER data as compared to the
method used to generate Figure 13b,

In Figure 13b, the same observed system failure date are presented but
the system unavailability indicator is now based on individual train data and
not average train data. In this case, & 0.75 attenuation factor is used along
vith simplified AFVW system model for each of the seven plants (see Appendix B
and Reference 7). The results shown in Figure 13b include unavailaebility cal-
culations using train data for the AFVWS of Plant 7. A log-regression line is
also shown in Figure 13b indicating » consistent trend between system failures
and system unavailability,

The following conclusions can be drawn from these two figures:

1. Both figures show a clear relationship between the observed system
fallures and the calculated unavailability indicators. Confidence
levels based on the randomization process for both figures are above
808. The confidence level for the proportionality of tho SSFT indi.
cator in Figure 13b is as high as 95%.
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2.  The SSFT indicator using train averaged data did not describe the
observed reliability of Plant 7. However, the SSFT indicator using

individual train data does account for che behavior of Flant 7's
AFVS reliability.

It should be noted that none of the system failures were used ir evaluating

the SSFT indicators, hence avolding any possibility of blasing the reletion-
ships,

This exanple tends to validate the hypothesis that the indicator of un-
availability for selected safety systems {s directly related to the number of
failures of those systems. Although more data would be useful in this regard,

the performance trends shown in Section 3 also lend credence to the usefulness
of this indicator.
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5. DETERMINATION OF TOLERANCE BOUNDS

The approach used for validating the indicator of unavailability of
selected aafety systens is based on three aspects: a theoretical basis, an
empirical basis, {.e., statistical correlations, and case studies.

The theoretical concept, based on the assumption that trends and signifi-
cant changes in the unavailability of safety systems give & direct measure of
trends and significant changes in the safety and risk of a plant, was tested
through case studies as discussed in Section 3. Observations of plant/system
performance drawn from these case studies were made using an approximate 95%
tolerance bound value, previously described.

In this section, & less approximate method for obtaining tolerance bounds
vhich was investigated is described and applied to one of the case studies
presented in Section 3.

“.1 Ieolerance Bound Objectives

Establishmer.c of the tolerance bounds around an indicator aids in its in.
terpretation., It can help in determining which values of indicators are sig-
nificantly high or low. It also can aid in assessing whether an indicator's
behavior is consistent with & giver performance goal. There are a variety of
vays to define tolerance bounds depending upon the usage and the objective of
the study. Two objectives of general interest to this project, and in specif-
ically evaluating indicators for safety system unavailabilities, are to
develop tolerance bounds to:

1. show whether the values of the indicator are significantly high er
low, at any given quarter, in comparison with built-in design ex-
pectation, and

2. provide a measure of the uncertainty (variations) of the indicator
in any given quarter. Uncertainty in this context reflects the pre-
sent performance of the equipment rather than its built-in design
value and therefore accounts for such factors as aging, wear-out,
improper maintenance, etc.

Telerance bounds to meet objective (1) are considered useful for screen-
ing and identifying abnormally high or low values of an indicator as compared
to its built-in design expecteation. Tolerance bounds to meet objective (2)
facilitate the projection of the indicator behavior into the future (part of
the predictor indicator function). This can also be used for investigating
whether or not a prescribed performance goal is met.
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5.2 Determination of Tolerance Bounds

In this exploratory analysis, we have concentrated on developing toler-
ance bounds for comparing performance indicator. against design expectations.
A computer program which is described in Appendix E was developed to estimate
these tolerance bounds. The program accepts two input filles. A brief des-
cription of these files is provided in the following (for more detail, please
reter to the cited appendix). The two input files are:

1. Reliabilit, ‘uca file: containing the design-based reliability data
of the components being monitored. Each record usually consists of
the component name, component failure rate information (mean and er-
ror frctor for log-normal distribution), and the test and mainte-
nance .. .ormation.

2. Cutset file: containing the cutsets assoc! sted with the logic tree
for which the indicator is evaluated.

Figure 14 shows the SSFT indicator of &n average train of AFWS at Plant 1
{the indicator is similar to the INPO indicator but with an attenuation factor
of 0.75). The results show that the AFWS at Plant 1 performed within the
hounds of its built-in design reliability in the early stages of the data col-
lection period where the unavailability was below the lower 10% limit. This
is not an unexpected result within the first five quarters of calculating the
indicator of SSFT. As indicated in Reference 7, when calculating the SSFT
using a .75 attenuation factor and quarterly data the instability could last
up to five quarters., Similar results can be obtained for other types of indi-
cators studied by this research profect. It should be noted that SSFT indica-
tors with an attenuation factor of zero (exactly what INPO calculates) have a
10 percentile lower bound of zerc, and 95 percentile upper bound of about the
same obtained here. Therefore, with a train-averaged indicator, it would be
almost impossible to violate the lower bound regardless of how perfectly the
system is operating unless periods longer than a quarter are used.

Based on this preliminary study, the following general conclusions can be
mede

1. The developed tolerance bounds for individual trains (or a system
composed of one train) based on querterly data (for a design reiia-
hi’ity expected for a typical train in nuclear power plants) is ef-
fectively between zero and one for a long period of time. There-
fore, monitoring of a single train would not provide information re-
garding the level of performance (it may pro ide trend information
~ut not level informetion).

2. As the number of trains increased and the train indicators are ag-
gregated in some manner, the tolerance bounds would improve (become
ruch narrower)., The method of aggregation plays an important role
i the width of the tolerance bounds, however, it appears to have
se ndary effect compared to the number of trains.
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3. The use of an attenuation factor is also important in narrowing the
tolerance bounds (the higher the attenuation factor the narrower the
tolerance bounds). However, as discussed in Reference /, large at-
tenuation factors would create sluggish behavior therefore minimiz.
ing the effect of the local variations.

Further work in the area of tolerance bounds determination for the pur-
pose of screening and prediction is currently planned.

Unavailability Inaicator
Tolerance Bounds
AFWS - Plant 1

Unavailability

1.0E+00
F e i ‘.———-0——‘———.—4
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1.08-02 ””,”””d"-“-—‘-~*_—ﬂ!
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1.0E-03 {
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Upper Bound (UB) : B6% ievel
Attenuation Factor : 0.76

Figure 14. Train unavailability tolerarce bLounds, Plant 1, AFV system
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6. EXPLORATORY STATISTICAL ANALYSIS - CURRENT PIs VS SSFT INDICATOR

The case studies previously discussed pointed out that indicators of sys-
tem unavallability exhibit sufficient information for identifying those
periods when system performance is above or below prescribed tolerance bounds
and whether or not trends are significant. It was generally concluded that
based upon the five cases studied, measures of system unavailability showed
promise for being a responsive indicator of safety system performance and
thereby could provide additional information for anzlyzing overall plant pei-
formance as well as helping to assess performance in specific functional areas
within the plant, such as maintenance.

In this section, we describe and discuss some of the exploratory statis-
tical analyses that were performed to draw inferences between this indicator
and other currently used indicators. Test statistics between the following
two sets of indicators were determired using quarteriy performance indicator
data from the eight plants:

Set 1: Current Performance Indicators:

EF0/1000 Equipment forced outages/1000 critical hours,
SSF Safety system failures,

SIGE Significant events,

SSA Safety system actuations,

FOR Forced outage rate.

Set 2: Unavailability Indicators

QS (AFW) Auxiliary feedwater system (AFW) unavailabilicy,

QT (AFW) Average train unavailability for AFW system,

QS (EPS) Emergency power system (EPS) unavailability,

QT(EPS) Average train unavailability of EPS,

QS (HPCI) High-pressure coolant injection (HPCI) system un-
availability,

Q5 (RCIC) Reactor core isolation cooling (RCIC) system

unavailability, and
QT(AFW&EPS) Apggregate average train unavailability.

For each of the eight plants, we examined the degree of correlation between
these two sets of data., In addition to within-plant correlations, across-

plant correlations were also conducted. The results show that little or no
correlations exist between the two sets of data, Reasons for this lack of

correlation are given and further statistical anaiysis is recommenced

Also investiga.ed was whether or not the parameters in Set 2 lead or lag
the curzent set of performence indicators, listed in Set 1. This analysis was
performed to ascertain whether an indicator of system unavailability provides
a leading indicator of plant performance. Recall that the statistical simula-
tions performec®’ demonstrated that the system unavailability indicator
showed degrading .rends sooner than safety system fajlures. In this context,
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it should also be noted that the simulations utilized idealized train data.
It remains to be proven if such attributes are demonstrable using real,
quarterly-averaged, train data, and if not, why,

6.1 Composite Representations Between Sets of Indicators

Figures 15 and 16 are sample presentations of elements within each of the
two data sets. Figures 15a and 15b respectively show the unavailability indi-
cator for the AFWS and EPS for Plant 1; Figures 16a and 16b respectively show
the average train unavailability for each of these two systems. Each figure
presents five plots. In each plot, one of the five current NRC performance
indicators (Set 1 list) is superimposed. A complete set of figures for the
eight plants are provided in Appendix F. The system unavailability shown was
calculated using all past history (Appendix H), and calculations were not re-
initialized after shutdowns.

These plots were developed primarily for visual comparison of the two
sets of parameters and to ascertain whether or not one can distinguish leading
or lagging behaviors between each set of parameters or corresponding trends.
Our investigations show that, in general, none are readily apparent nor is
there any indic.tion of relationships between trends in the two sets of indi-
cators.

6.2 Lag-Zero Cross-Correlation Results

Table 2 lists the entire collection of within-plant correlation coeffi-
cients between contemporaneous indicator values within Set 1 and Set 2. For
example, this table reveals that in Plant 1, the correlation between the AFW
system unavailability indicator (QS(AFW)) and the equipment forced outage rate
indicator (EFO/1000) is 0.274; whereas for Plant 3, the correlation between
these two parameters is 0.775. Using the EPS system unavailability indicator
(QS(EPS)), similar comparisons for these two plants show a negative correla-
tion. Indeed, the results do not appear interesting. The reasons why are
given below with more detail provided in Appendix G.

One drawback to looking at each plant correlation coefficient is that we
are inspecting a number of statistics simultaneously in judging the statisti-
cal significance of results using quarterly-based information. A correlation
coefficient is judged to be statistically significant if it {s so far (in ab-
solute value) from zero that the probability of its being this far by accident
is, for example, less than 0.05. If we have such an aberrant coefficient, we
conclude that it is probably not by accident, and the two parameters are
actually related. However, since in this exploratory analysis we are examin-
ing a large number of statistics simultaneously, a pair (or several pairs) can
show "significance" by accident. The problem we have just alluded to is
called the Simultaneous Testing Problem.

For our exploratory analysis, one way to possibly circumvent this problem
was to inspect the average of the coefficients across plants rather than the
entire collection of coefficients. The average values are iisted in Table 3
along with respective measures of significance based on using Fizher's
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Table 2.

Plant
1 EFO/1000
Ll
S1GE

FOR

2 EFD/1000
§SF
SI1GE
SSA
FOR

3 EFO/1000
§5¢F
SI1GE
§8A
FOR

“ EFO/1000
SSF
S1GE
S5A
FOR

] EFO/1000
§SF
S1GE
SSA
FOR

6  EFO/1000
§6F
SIGE
$SA
FOR

7 EF0/1000
8§F
SI1GE
SSA
FOR

8 EFO/1000
§5F
S1GE
SSA
FOR

Lag-Zero Cross-Correlation (Within Plant)

QS(AFW)

0.274
“0.143
0.245
0.129
0,193

0,020
0.33%
0.867

-0.018

<0.418

0.775
0,198
<0.257

0.000

0.258

-0.02%
<0.161
0.%22
0.166
0.695

<0.011
-0.211

0.328
<0.264
-0.230

N/A
N/A
N/A
N/A
/A

<0.4%
-0.454
-0.262

0.031
-0.279

0.000
0.000
0.000
0.000
0.000

QT(AFW)
G.004
0.3
0,066
~0.266
<0.576

-0.064
0.124
0.m™
0.1
-0.556

0.482
0.169
-0.35¢9
0.000
0.217

-0.066
0.299
0.554

~0.214
0.077

0,053
<0.251

0.181
~0.201
-0.235

N/A
N/A
N/A
N/A
N/A

0.007
~0.550
0.051
+0.205
-0.034

<0,159
=0.150
<0.227
<0.219

0.737

QS(EPS)
<0119
<0.216
-0.3%

0.03
<0.436

-0.09%
0.002
0.908

~0.123

0,357

N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
N/A

N/R
N/A
N/A
N/A
N/A

0.333
<0.501
0.000
‘0.426
0.635

<0.415

0.577
<0.275
0,260
<0.7%

0.000
0.000
0.000
0.000
0.000

QTCEPS) QS(NPCI) OB(RCIC) QT(AFWEPS)

0.188
0.021
~0.182
0.030
<0.37%

0.0
~0,10%

0.™
«0.183
<0.448

N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
N/A

0.684
<0.450
0.000
<0.336
0.5

-0.792
0.043
<0.815
0.243
-0.837

<0.161
~0.155
=0.196
0.1

0.740

N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/
NOA

N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
L)

N/A
N/A
N/A
N/A
N/A

~0.057
<0.487

0.000
-0.318
+0.204

N/A
N/A
N/A
N/A
LI

N/A
N/A
N/A
N/A
LI

Key: @8()* System Unavailability; QT()= Train Avy. Unevailability ;

vhle

/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
N/A

<0.089
0.599
€.000
0.131
<0.025

N/A
N/A
N/A
wA
N/A

N/A
N/A
N/A
N/A
/A

0.158
~0.09%
0,178
0,063
<0.519

-0.097
0.073
0.7%

~0.212

-0.638

N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/
N/A

N/A
N/A
N/A
K/A
N/A

N/A
N/A
N/A
N/A
N/A

-0.383
<0.479
<0.355
<0.067
<0.442

0,159
<0.151
-0.217
<0.205

9.7%

N/A= Not Applicable



z-transformation. The results shown in this table tend to confirm that deter-
mining correlations between contemporaneous, quarterly-averaged information is
not the way to investigate relationships between these two sets of performance
data, W> presented these results for completeness and document the approach
in Appendix G.

These negative findings are presented to show that because of the rela-
tively noisy nature of the variables, different statistical approachus for
finding relationships between and amongst the risk-based indicators and the
current set of performance indicators need to be explored. This research pro-
Ject will be explering different approaches.

Table 3. Lag Zero Cross Correlations (Across-plant)

Average r values
QS(AFW)  QT(AFW) OS(EPS)  OT(EPS) QS(WPCI) QSCRCIC) QT(AFWEPS)
EFO/100 0.0611 0.0216 ~0.075  -0.0408 <0.0567 -0.0889 -0.1203
111 <0.137¢ -0.0882 <0.0346 -0.1228 “0.4875  0.5988 -0.167
S1GE 0.3022 0.2317 0.0984 -0.0689 N/A N/A 0.0672
S84 <0.0213 <0.2074 <0.1936 -0.0616 <0.3178  0.1307 -0.1138
FOR 0.005* -0.0528 «0.3057 -0.0811 *0.206 -0.025 -0.2151

Heterogeneity Test
QS(AFW)  QT(AFW) OS(EPS)  QICEPS) QS(WPCI) QS(RCIC) QT(AFWSEPS)

EFO/100  0.0545 0.8503 0.7243  0.1046 N/A N/A 0.8452
SSF 0.6148 0.5297 0.3604 0.8272 N/A N/A 0.7198
SIGE 0.0018 0.0822 0.0001  0.0007 /A N/A 0.0202
L1 0.8279 0.9984 0.8868 0.8026 N/A N/A 0.9014
FOR 0.0391 0.0302 0.1008  0.0064 N/A N/A 0.005%

Test Against Zero Correlation
OS(AFW)  QT(AFW) QSCEPS) QT(EPS) QS(WPCI) QS(RCIC) QT(AFWEPS)
EFO/100 (.0694 0.9094 0.8357 0.17% 0.8% 0.842 0.9099
$5F U. 6886 0.6288 0.4949 0.8603 0.2335 0.1222 0.8049
S1GE 0.0004 0.0671 0.0001 0,0022 N/A N/A 0.0342
$SA 0.922% 0.855¢9 0.8392 0.881 0.4617 0.7688 0.904
FOR 0 "704 0.0424 0.1452 0.0112 0.6436 0.9554 0.0046

Key: QS()* System Unavai.ability; QT()» Train Avg. Unaveilability ; N/A= Not Applicable

6.3 Noa Zero-lag Cross Correlation Results

In attempting to ascertain whether indicators within each set lead or lag
indicatore in the other set, analyses were performed using pairs (Set 1 param-
eters vs Set 2 parameters) of data where one element in Set 2 lagged or led
one element in Set 1 by 1, 2, 3, and 4 quarters. Tables 4 and 5 present
similar information as contained respectively in Tables 2 and 3, but for this
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Table 4. Lag Minus-Four Cross-Correlation (Within Plant)

Plant QS(AFM)  QT(AFW) QS(EPS) QT(EPS) QS(NPCI) QS(RCIC) QT(AFWEPS)
1 EFO/1000 0 0.6085 -0.349% “0.4626  N/A N/A 0.2
Ssf 0 0.0539 0.2%¢ 0.5964  W/A N/A 0.3658
SI1GE 0 0.4084 0.0193 “0.0834  N/A N/ 0.1

0 0.4236 0.159% 0.012 N/ N/A 0.3307

FOR 0 0.2918  0.6304 0.77%1 w/A N/A 0.6482

2 EFO/1000 ~0,179%9 <0.2147 <0.1763 “0.2238  W/A N/A <0.2761

$§F <0.2413 <0.53146  -0.2249 <0.2565 N/A N/A -0.3828
S1GE <0.2382 0.2122 0.1 0.079 N/A N/A <0.1404
$SA 0.460% 0.2129 -0.2687 «0.22%¢9 N/A N/A 0.1173
FOR 0.3518 0.0189 -0,2393 ~0.059  W/A N/A <0.0034
3 EFO/1000 <0.3697 “0.1104 N/A N/A N/A N/A N/A
SSf <0.3565 -0.3717 N/A N/A N/A N/A N/A
SI1GE -0.2521 +0.5008 N/A N/A N/A N/A N/A
$SA 0 0 N/A N/A N/A N/A N/A
FOR «0.2997 -0.164 N/A N/A N/A N/A N/A
“ EFO/1000 0.8982 “0.1749 N/A N/A N/A N/A N/A
§sF -0.2867 «0.2889 N/A N/A N/A N/A N/A
s16E «0.1889 <0.2113 N/A K/A N/A N/A N/A
§SA <0.27%6 -0.2887 N/A N/A N/A N/A N/A
FOR 0.2928 <0.4637 N/A N/A N/A N/A N/A
$ EFO/1000 -0.3¢7 -0.3335 N/A N/A N/A N/A N/A
SSF <0.2672 <0.3543 N/A N/A N/A N/A N/A
S1GE «0.3166 ~0.2766 N/A N/A K/A LI N/A
SSA <0.218% +0.3032 N/A N/A N/A N/A N/A
FOR <0.%045 <0.2646 N/A N/A N/A N/A N/A
& EFO/1000 N/A N/A -0.3696 0.7917 -0.2188 0.1 N/A
§8F N/A N/A <0.1291 «0.1356 0.347%  -0.462 N/A
S1GE N/A N/A 0 0 0 0 N/A
§5A /A N/A 0.8482 <0.2932 -0.712  0.8044 N/A
FOR N/A N/A +0.0395 0.688 -0.4668 0.198 W/A
7 EFO/1000 0.2654 0.0002 -0.8635 0.7243 N/A N/A 0.11%Y
SSF 0.3653 <0.4883 -0.6084 <0.4578 N/A N/A <0.7295
S1GE <0.2747 <0.2966 -0.2548 0.1566 N/A N/A -0.2™1
§5A 0.6389 0.7917 -0.5774 +0.5605 N/A N/A 0.7477
FOR <0.13%4 <0.1252 -0.6803 0.9257 N/A N/A 0.0123
L EFO/1000 0 0 0 0 N/A N/A 0
§sF 0 0 0 0 N/A N/A 0
S1GF 0 1 0 0.999 N/A N/A 0.9999
SSA 0 0 0 0 N/A N/A 0
FoR 0 0.9601 0 0.2943 /A N/A 0.5354

Key: QS()» System Unavallability; QT()* Train Avg. Unavailability ; N/A= Not Applicable
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Table 5. Lag Minus-Four Cross-Correlations (Across Plant)

Average r Velues
QS(AFY)  QT(AFW) QS(EPS) QT(EPS) QB(WPCL) QGS(RCIC) QV(AFWeEPS)
EFO/100  0.0494 ~0.0321 “0.4397  0.1659 «0.2188 0.% 0.012%
S§F “0.1573 ~0.296 0,189 -0.0634 0.3475  -0.462 ~0.2488
$10E «0.2564 ~0.033% <0.0388 0.0509 NA N/A ~0.0908
(39 0.1513 0.1673 0.0404 <0,20664 “0.712  0.8044  0.3986
FOR 0.0018 0.0362 ~0.0822 0.5248 ~0.4668 0.198 0.2981

Heterogeneity Test
QS(AFN)  QT(AFW) QS(EPS) QT(EPS) QS(HPCI) QS(RCIC) QT(AFW+EPS)

EFO/100 0,015 0.337M 0.8926 0.2589 N/A N/A 0.7046
SSF 0.8344 0.9558 0.565¢ 0.0738 N/A N/A 0.0906
S1GE 0.79% 0.2851 0.0689 0.9193 N/A N/A 0.7762
854 0.3159 0.3916 0.3759  0.9437 N/A N/A 0.8574
FOR 0.6308 0.3714 0.0644 0.0 N/A N/A 0.219%

Test Ageinst Zero Correlation
QSC(AFN)  QT(AFW) QS(EPS) QT(EPS) QS(NPCI) QS(RCIC) QT(AFW+EPS)
EFO/100 0.027M 0.4465 0.4522 0377 0.826 0.8879 0.843
§SF 0.7267 0.657 0.6703  0.1346 0.6081 0.4796 0.1423
S1GE 0.6877 0.469% 0.9633 0.9803 N/A N/A 0.9058
8SA 0.4133 0.4343 0.5388 0.8998 0.3728 0.2666 0.4959
FOR 0.7536 0.4751 0.1161  0.009% 0.6129 0.841  0.1404

Key: @8()= System Unevailebility; QT()= Train Avg. Unaveilability ; N/A= Not Applicable

case, the "row" variables lead the "column" variables by 4 quarters (one year)
as identified in the tables by the "lag minus-four" description. A complete
set of tables is provided in Appendix G.

The tables of across-plant averages (Tables 3 and 5 and similar ones in
Appendix G) represent some compression of results but not enough to resolve
the simultaneous testing issue discussed in Appendix F. We restricted our in-
vestigation further by comparing the Set 2 variables with only the SSF vari-
abile in Set 1 and only looking at those values when the unavailability indica-
tors (Set 2) lead the SS87 indicator. This results in 20 statistics. Inspec-
tion of the tests for "heterogeneity" reveals significance values ranging from
0.09 to 0.96 whereas the significance for "tests ageinst zero correlation"
range from 0.09 to 0.86. Considering the number of statistics investigated,
these significance values are also uninteresting for similar ressons as those
noted previously.
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7. DATA ANALYSIS: LESSONS LEARNED

In this section, we highlight some of the lessons learned through the
course of this study. We provide our assessment of the data collection pro-
cess, our judgments as to why we focussed on specific systems, and the via-
bility of other data sources besides the records archived at plants, We also
amplify why we consider it {mportant to include undetected downtime in the
calculations for the SSFT indicator and why we chose the averaging schemes em-
ployed instead of other average approaches such as those presently employed in
trending the current set of performance indicators.

7.1 Rats Collection Process. Jlessons learned

The results presented in the report are based on examining approximately
25 plant years of operating data. These data were largely culled from reading
the operators’ logs at eight plants. Primary emphasis was in extracting down-
time information for trains within specific safety systems. Where possible,
information within operators’' logbhooks and LCO logbooks were supplemented with
the plant’s maintenance work reguests (MWRs), Technical Specifications and
system diagrams, as well as reliability data each plant provides through the
NPRDS, and performance data each plant gives INPO. Data from the NRC's cur-
rent performance indicator tracking databares were also employed in this
analysis.

Extracting train downtime information from operator daily logbooks was a
tedious process, especially when information had to be obtained from the
plant’'s archives. Because each plent has its own way for maintaining and re-
cording information, and since each operator within a plant has his own style
of inputting daily plant status, the data collection process and analysis had
to be geared to each plant’'s mcde of operation. As such, the quality of data
extracted and the subsequent analysis may not have been as consistent as one
would like.

Data collection difficulties notwithstanding, the results obtained using
indicators of safety system unavailabilities appear to provide a meaningful
tracking and auditing tool. Causes for changing performance of selected
safety systems can be investigated to identify the underlying reasons.

7.2 Systems Irended. lessons Learned

During this validation piocess, we also found that investigating two or
three systems (e.g., for PWRs: EPS, AFWS, and possibly HPl service water; for
BWRs: FEPS, HPCI, RCIC, and perhaps Residual Heat Removal) was sufficient for
validating the indicator and ascertaining significant trends. For the other
important safety systems proposed in SECY 88-103, the train failures occurred
too infrequently to provide useful trends.
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7.3 Data Sources. lessons learned

To possibly circumvent the tedious data collection process and to help
plan an implementation strategy for trending the SSFT indicator in the future,
this project also explored the usefulness of employing industry's component
failure reporting system, NPRDS, as the prime source of downtime informatio..
Although comparative results obtained from using NPRDS in lieu of plant
records are not conclusive, several concerns in using NPRDS have been raised
throughout the course of this study. Foremost is the concern that not all
utilities report regularly to the NPRDS, although the number and quality of
reports has been increasing. Another concern is the accuracy of the restora-
tion time reported to NPRDS, which is critical for determining the downtimes
of safety system trains. A few of the recorded restoration times seem in-
ordinately high. Also, it was sometimes difficult to extract from the NPRDS
narrative an indication of the component or system train associated with the
particular event. On the contrary, operators’' logs identify when components/
trains within safety systems are down in order to help plant personnel manage
and control requirements imposed through Technical Specifications. However,
sometimes operators' logs were unclear as to whether component failures were
severe enough to cause loss of train function. Further work involving the use
of NPRDS as a source of dats for calculating the SSFT indicator is currently
planned along with collecting data from plants that maintain particularly good
equipment histories.

Comparisons between the SSFT indicator and INPO's Safety System Perfor-
mance (SSP) indicator are also inconclusive, largely due to the short time
period since INPO implemented the SSP indicator. In some instances, plant
records containing data for calculating the SSP indicator, which were subse-
quently given to INPO, were inconsistent, largely in estimating the undis-
covered downtime of safety system trains. Our results have shown that undis-
covered downtime car be as important an ingredient as the observed downtime in
determining significant trends and levels in system performance.

However, examination of the usefulness of INPO's approach for calculating
safety system performance is currently planned. Retrogressive analyses will
be performed, and comparisons in trends between the SSFT and SSP indicators
will be made utilizing data at those plants that are considered to have par-
ticularly good records on equipment histories.

7.4 Uncertainties in Determining Undatected Downtime Contributions.
lessons lesrned

In our calculations observed train failures were assumed to have occurred
midway between the time period the train was last observed to be operational
and the time it war discovered failed. Usually, this downtime period was
equated to one-half the surveillance test interval imposed by tech spec re-
quirements on specific components whose failure would render the train of the
system inoperable. GCranted, this piece of information on standby components
caunot be extracted from "hard" data. However, by assuming the train failed
midway between demands placed on this train (operational demands or test de-
mands) we are employing in the calculation procedure for the indicator a
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measure of the expected value of the time of failure that assumes the proba-
bility of failure within the interval is small (e.g., less than 0.1). The
same approach is normally used in reliability/unavailability analyses and
hence the approach is consistent with the usage of the data employed. There
are those who may question the use of observed data, (e.g., numbers of compo-
nent failures, the time taken to repair components, etc.) with assumed (not
observed) information, e.g., the overall time a standby component may have
becn in a failed state prior to failure discovery (i.e., the undetected down-
time). However, we consider it extremely lmportant to include undetected
downtime associated with failures, even if it has to be provided as an est{-
mate to an expected value. If this additional factor was not included with
measurable downtimes, then failures would be counted equally as other
maintenance/test activities in determining train/system unavailabilities. Ve
feel that this would not only give an incorrect unavailability measure, but it
would also penalize the benefits ascribed to maintenance. From a trending
point of view, maintenance downtimes will tend to convey the same deleterious
effect on system unavailability as failures. In our Judgment, penalizing
maintenance activity (maintenance downtime for predictive, preventive, and
corrective actions) is not only incorrect but it can have potentially the
negative effect of causing maintenance to be reduced when it should not be re-
duced, assuming a system performance trending strategy were in place. Preven-
tive maintenance downtime trends would have the same sffect in assessing un-
availability as times required to repair components .

But, if undetected downtimes are included for failures and trended ac-
cordingly, contributions from failure occurrences would be more heavily
veighted then contributions due to maintenance activities. This is because
total downtime due to failures (detected plus undetected) ig generally much
larger than the downtimes associated with maintenance and the undetected con-
tribution is generally larger than the detected contribution. By performing
maintenance regularly and effectively, failures are reduced and hence unavail-
ability is reduced. It is only when the maintenance downtime becomes inordin-
ately large (as compared to the total failure downtime) that maintenance dom-
inates the unavailability thereby providing an indication of ineffective main-
tenance.

7.5 Averaging Procedures Emploved: Lessons Learned

In 3ection 3, a three-downtime quarter averaging procedure was employed
for calculating and trending the SSFT indicator. Kecall that this entailed
the formulation of a running average indicator where past history covered the
previous three yearly quarters that contained non-zero downtimes for a system
train. The unavailability is calculated by dividing the downtime in these
past three quarters or however many quarters are required to have three
quarters of non-zero downtime, by the cumulative critical operating hours,
This downtime quarter-cycle averaging process is a modification of an approach
described in Reference 6. Other averaging schemes, using one- and two-
downtime quarters were explored and discussed in Reference 8. Also reported
in this reference are system unavailability trends, obtained by taking one
quarter and four quarter run averages rogardless of whether quarters contained
train downtimes. All these averaging approaches utilized the same data listed
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in Appendix H. The results presented show that indicators which average
downtimes (i.e., cycle-based) are better for smoothing than indicators which
simvly average quarters (e.g., four quarter running average). Comparing one-
cycle, two-cycle, and three-cycle results indicate that the three-cycle scheme
exhibits the best compromise for smoothing the observations without masking
out significant trends in the indicator of system unavailability. Of course,
vhen there are few quarters with zero downtimes, then the cycle-based indica-
tor yields nearly the same results as the quarter running average indicator.
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8. SUMMARY/CONCLUSIONS

This report is & summary of work conducted on the validation of the
safety system function trend (SSFT) indicator. This indicator provides a mea-
sure of the unavailability of important safety systems and is considered to be
more responsive than just counting those instances of complete system inopera-
bilicy.

Validation of this indicator of unavailability for relected safety sys-
tems Lias been based on three aspects:

. & theoretical basis, employing risk and reliability approaches,
which show that this indicator can be directly tied to plant safety
performance,

. an empirical basis, employing powerful statistical tests and data
smoothing techniques for analyzing significant trends and levels for
alert, and

. case studies which resorted to analyzing approximately 25 plant
years of historical data on equipment performance.

The case studies in Section 3 have shown that indicators of unavaila-
bility of important safety systems convev a significant amount of information
through their magnitude and their ability to identify significant time trends.
The capability of the indicator is encouraging and appears to provide a mean-
ingful tracking and auditing tool for evaluating key factors of plant safety
performance. In Section 4, an example calculation is presented which shows
that the SSFT indicator for a selectod safety system correlates with the num-
ber of failures of that system.

The inclusion of both discovered and undiscovered downtime in the ap-
proach is considered valid; it has been shown that undiscovered downtime can
be a significant contributor to unavailability. If undiscovered downtime were
not inciuded, then downtimes due to component failures will essentially have
the same weight as downtimes due to preventive maintenance. We conclude that
if such an indicator (not including undiscovered downtime contributions) were
implemented then the purpose of performing maintenance would be lost since
downtimes and frequencies associated with preventive maintenance activities
have equal weight in the indicator calculations as unavailebility contribu-
tions associated with repair of failed components.

Because the SSFT indicator is risk-based, correspcnding tolerance bounds
can be determined that also have a risk basis. Sections 3 and 5 highlight how
these tolerance bounds can be calculated based on risk measures which thereby
provide a framework for interpreting the observed levels in system unavaila-
bility. For example, one of the case study plants shows the SSFT indicator
trend and level for several quarters before and after an event involving loss
of feedwater. Before the event, the level of the average train unavailability
for AFWS was well abecve the tolerance bounds for this system. We conclude
that this kind of indication over the several quarters could have triggered
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some corrective action to be taken if this information had been monitored. In
another case study examp.e, the SSFT indicator shows that system performance
has irproved. In particular, actions taken by Plant 1 after & major shutdown
beginning in the second quartev of 1986 seem to corroborate improving trends
depicted by the SSFT indicator.

Causes of significant trends and causes of high estimates of system un-
availabilities beyond tolerance values can then be Investigated to identify
practical corrective measures, or conversely, sound engineering practices.

Correlations between the SSF[ indicator and the set of indicators cur-
renctly trended ty NRC, as discussed in Section 6, produced uninteresting re-
sults., This was largely due to the type of analysis performed in attempting
to develop correlations using quarterly averaged information for both sets of
indicators. We recommend that different statistical approaches, possibly
using non-parametric statistics, be further explored as was done in Reference

Lessons were also learned as a result of the effort spent in collecting
plant historical data, in analyzing that data, and in examining the utility
and practicality of other data sources, such as NPRDS. Indeed, the process
required for collecting and analyzing historical data from plant records was
found to be tedious. However, we feel that this is largely due to how each
individual plant records information on the downtime of trains, the varia-
bility in operator's logs associated with how each operator individually
records daily system status, and the quality and level of detail with which
each of the plants surveyed maintain information on equipment histories. Not-
withstanding, the power of the SSFT indicator, as presented through this
study, suggests that further analyses be conducted using data from plants pur-
ported to have good records on equipment histories. These data can then be
used to further benchmark the amount of uncertainty inherent in the SSFT indi-
cator,

Based upon lessons learned through the efforts in analyzing train-level
unavailability data, it is further recommended that existing databases such as
those maintained by the nuclear industry, e.g., NPRDS, be further examined in
paralle) with analysis performed using historical records maintained =t
plants. We also recommend that data obtained from these plants be used to
perform similar retrogressive analyses, as documented in this report, to com-
pare trends in the SSFT indicator and INPO's Safety System Ferformance Indica-
tor.

Our preliminary analysis regarding the utility of NPRDS, in lieu of using
historical data at plants, tends to indicate that NPRDS would be difficult to
use unless changes are made in the NPRDS reporting system. It would have heen
very helpful if component data reported to NFRDS included information that
could readily identify the system trains in which these components are
located.
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Because of the encouraging results obtained, we summarily recommend that
these risk-based indicators be further pursued in terms of understanding their
properties. The indicator of Safety System Function Trends appears to be a
valid indicator of plant safety performance. Probabilistic Safety Analysis
(PSA) logic shows that this indicator is directly related to plant safety per-
formance. This hypothesis has been validated, through utilization of plant
historical data, by showing that the indicator correlates with safety system
failures. Furthermore, the indicator detects trends in plant safety perfor-
mance faster than safety system failures. Statistically significant trends
and levels in the indicator can be discerned and used to help recognize
whether or not improvement programs are effective in improving plant safety
performance. In this context, the underlying causes of the trends observed
should be pursued and broader applications carried out.
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APPENDIX A. CASE STUDIES: DATA TABLES

The first two tables on the following pages present the results for Plant
1. In Table A-1 for the AUX-FEED system, the downtime hours per quarter per
train (DWNA, DWNB, DWNC) include the detected plus undetected downtime hours.
Undetected downtime hours occur only when a failure (loss of function) of the
train is discovered; the undetected downtime hours are calculated as one-half
the interval from the last demand or test of the train. The aggregated train
unavailability (summed over the 2 trains) and the average train unavailability
are also listed in the table. The data shown in Table A2 for "EPS" follow
similar lines; other inlormation presented corresponds to definitions pre-
sented in Table A3. Plant 2 data (Tables A4 and A5) follow similar lines, ex-
cept AUX-FEED is a two-train system.

The results for the AUX-FEED systems of Plants 3, 4, and 5 follow in
Tables A6 through AB. These results are grouped together since the plants are
similar and the data were obtained from similar data sources. Table A6 con-
tains additional data because the turbine pump train (DWNT) and the electric
motor pump trains (DWNA, DWNB) were separately analyzed.
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Table A.3

DEFINITIONS OF LABELS USED IN TEC TRAIN
AND SYSTEM UNAVAILABILITY TABLES

Label Description

Label Name Label Description Label Name

3 AVERAGE 3-Cycle Puning Average for CRITICAL WOURS
the 3-train or 2-Train sggregate

3 AVG./TRAIN 3-Cycle Ruwing Average per train Ofge. CRIT. WRS.
for the 3-train or 2-train sggregate

(PER TRAIN)'3 The cube of the 3 AVG./TRAIN DOWM TOTAL
the 2-train sggregate

2B 3 AVG. /TRAIM 3-Cycle Ruming Average per train DB x
for the 2-train sggregate

ALR DOWN TOTAL tumber of hours treins ASS T3 avs.
were down

ALR (PEE TRAIN) 2 The square of ALKB 3 AVG./TRAIN wa

ARB(PER TRAIM) 2 = T

The product of ASE (PER TRAIN) 2

with T 3 AVG.

Mours of plent operstion for
the current querter

Total msber of hours of plant
operation to dete

tumber of hours eli trains
were down

Wumber of hours train *x*
wes down

3-Cycle Ruwning Average for
train ¥

ot spplicsble; mot celculeted due to
zero "CRITICAL WOURS™ in the guarter,
or zero "DOMN TOTAL"™ for thet quarter.



Table A.4

PLANT 2: AUX - FEED
YEAR QUARTER CRITICAL WOURS CUMM. CRIT. MRS, Ll DVM2 DOMM TOTAL 3 AVERASE 3 AVG. / TRAIN  (PER TRAIN)2
&3 83-2 2184 2184 83.42 397.00 480.42 2.20e-01 1.10e-01 1.29%€-02
83-3 940 3124 361.33 6.55 367.88 2.7¢-0" 1.36£-01 1.84£-02
83-4 2116.3 5260.3 6.% .82 36.62 1.69%-01 8.448-02 7.13:-03
8% 84-1 1915 7155.3 35.55 321.27 356.82 1.53-0 7.66E-02 S.86c-0%
84-2 2184 9339.3 42.88 13.42 56.30 7.2¢e-02 3.62¢-02 1.3%-03
84-3 1747 11086.3 45.72 21.33 67.05 B.21E-02 4.11E-02 1.69¢-03
84-4 0 11086.3 0.00 0.00 0.00 oA L L
L 85-1 174 12827.3 83.41 456.92 540.33 3.%0e-01 1.55¢e-01 2.4%-02
85-2 1484 143113 111,47 389.88 501.35 3.23&-9 1.62¢&-0 2.6%-02
85-3 0 %311.3 c.e 0.00 0.00 L) L] 3
85-4 0 W33 e.00 0.00 0.00 L L) w
86 86-1 0 1#%4311.3 o000 0.00 0.90 wE L L
86-2 [ 143113 0.00 0.00 0.00 L1 L1 Bh
86-3 0 #%311.3  0.00 0.00 0.00 L) WA L=
85-4 0 14311.3 0.00 0.00 0.00 i L) L)
87 87-1 1969 16280.3 150.23 504.95 655.18 3.33-01 1.662-01 2.7
87-2 1284 17564.3 119.17 98.60 27.77  2.68-01 1.34e-0 1.80€-02
87-3 1894 19458.3 0.00 0.00 92.90 “w L1 as
87-4 2165 21623.3 270.12 156.27 426.39 1.78e-01 8.88¢-02 7.89-03
83 88-1 1556 31793 3/.75 39158 429.33  1.56-7 7.78e-02 6.056-03
88-2 ua 6 L) i w " L wé
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L=V

Table A.6

YEAR QUARTER CRITICAL WOURS OUM. CRIT. MRS. DWNMA DWNS  OWNT ALS DOWN TOTAL DOWN TOTAL 3 AVERAGE 3 AVG./TRAIN  (PER TRAIN) ¥
s 85-1 2157 2157 0.18 0.13 362.10 o.n 382.41 1.686-01 5.60E-02 1.766-04
85-2 2949 4306 0.30 0.22 ©.00 .52 0.52  8.43-02 2.8%-02 2.2%-05

85-3 2208 6514 380.71 7.98 453.65 338.69 832.34 1.9%-01 6.37E-02 2.59E-06

85-4 193¢ 853 0.00 0.0 631 0.00 6.3 1.4%-0 &.TE-02 1.06E-04

86 86-1 1041 %% 000 000 0.00 0.0¢ .00 A i O3
86-2 134 10628 0.00 0.00 35.05 0.00 36.05 1.468-01 4.8%-02 1.96€-9%

86-3 19%9 12577 366.65 366.23 362.17 732.88 1095.05 1.88-01 6.250-02 2.456-04

86-4 1825 14402 0.Y5 0.85 5.8 1.00 5.2  2.34E-01 7.79-02 4. T6E-04

87 871 1856 16258 373.40 0.00 367.00 373.40 740.40  3.29%:-00 1.10¢-01 1.32¢-03
87-2 2162 18420 0.12 %08 0.00 9.20 0.20  1.30e-01 4£.328-02 8.068-05

a87-3 1522 1992 0.00 000 0.90 0.00 ©.00 A us L

87-4 1374 21316 5.2 0.0 0.00 5.8 5.2 L.0m-00 3.608-02 &£.656-05
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APPENDIX B. STATISTICAL TESTS AND TOLERANCE BOUND CONSIDERATIONS

Kendalls' ¢ test vas applied to the original data points, { . e., the total
train downtimes/quarter (the "DOWNTOTAL® column in the dats sheets provided in
Appendix A) wes used to test for significant tiae trends. A trend was con-
sidered significant 1f the significance level was less than 0,05,

Approximete tolerance bounds (at the 95¢ level) were calculated as 2
standard deviations from an unavailability goal value of 5(10)#/train for the
AUX-FEED system and 1(10)"' for the EPS. For these case studies, estimates of
the standard deviation were obtained though wates of the stendard devia-
tion of the logarithms of the train unavai'e ies (o test for log normality
did not reject the hypothesis). These standard deviation estimates were then
applied to the goal value.

A less approximate approach for determining tolerance bounds is described
an Appendix E,

B-1
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APPERDIX C. SELECTION OF SYSTEMS FOR UNAVAILABILITY INDICATORS

The following considerations were taken into account in selecting the
safety systems for fmplementation of unavailability indicators.

1. The change in core-melt frequency as & result of s change in systen
unavailability /unreliability vas to be comparatively significant,
that is:

SP(CM)/8P(8¢) = Comparatively large

vhere 8P(CM) is the core-melt frequency and P(Sy) is the overall un-
reliability and unavailability of system § .

2 The change in system unavailability/unreliability as & result of a
change in s train within the systom was to be comparatively large,
that is:

k

L #r(s)/ep(T

tJ) = Comparatively large,
i=1

wvhere the system is composed of k trains,

The final selection criterion used for identifying the safety systoms is

given by:
k
M = SP(CM)/8S, le ar(s‘)/ar(ru)

The quantity M was calculated for various safety systems for two BWRs (Creond
Gulf and Limerick) and three PWRs (Arkansas Nuclear 1, Calvert Cliffs, and
Oconee-2). The average M values for various systeme for the two BWRs and
three PWRs were then calculated and are given in Table C.1.

Generaily, the M values are large for those systems which have the fol.
lowing attributes:

1. large impact on core-melt frequency,

2. small number of redundant trains or large unavailability/unrelia-
bility for each train, and

3. wsystems with large common mode contribution,

0
.
—



Table 7.1, Trending lmportance Measures for Safety Systems
m

PVRs oWhe
Trending Contribution Gfrending Contribution
Syatems Heasure () Sxstens  Measors (0
AFPVS 9 S4E-4 12 RPS 4. 35E-4 14
SR/RVC 1.16E-4 1.9 ESFAS 3.28%-4 11
HP1S 1.21E-4 1.5 RHR 1.25E-4 4
LPI1s 9.98E.7 <<, 1 S5WS 3.96E-4 13
ECCR (LPR & HPR) 1 41E-4 2 EPS/DC 2. 48E-4 8
SWS/ESWS 2.32¢E-3 29 EPS/AC 1.05E-3 34
EPS/DC 1.75E-3 22 ADS 1. 98E-6 <<l
EPS/AC 2.29E-3 29 RCICS 2.93E-4 10
RPS 2.74E-4 3 HPCS/HPCI 1. 86E-4 6
HHSWS 1.32E-5 <. LPCIS 1.28E-6 <<}
LPCS 6.69E-7 <<l

The final systems selected for BWRs and PWRs are given in Table €. 2.
These systems account for about 90% of the total core-melt frequency change,
that is:

a= 7 /I N0
selected all
systems systems

Therefore, these systems are proposed for short-tern implementation of un-
availability indicators.

Table C.2. Systoms Selected Based on Trending lmportance Measures

e =sran | PRLETRL NGRS SR EE ST
P¥Rs EWEs
Auxiliary Feedwater System (AFWS) Reactor Protection System (RPS)
High-Pressure Injection System (HPIS) Standby Service Water System (SSWS)

Emergency Service Water System (SSW/ESW) Emergency Power System-DC (EPS/DC)
Emergency Power System - DC (EPS/DC) Emergency Power Systen-AC (EPS/AC)

Emergency Power System - AC (EPS/AC) Reactor Core Isolation Cooling
System (RCICS)

Reactor Protection System (RPS) High-Pressure Core Injection
System (HPCS/HPCI)

c-2



APPENDIX D. BASIC MEASURES OF
BQUIPMENT /SYSTEM PERFORMANCE AND CALCULATION PROCEDURES

lntreduction

Two basic measures of equipment and system performance are availability
and reliability. In fallure space, these two basic mweasures can also be ex:
pressed as unavailability and unreliability. Unavailability is measured by
the nusber of hours the equipment is down in & given period. Unreliability is
weasured by the number of failures in & given period. Unreliability and un-
availability measure different aspects of equipment performance. Equipment
which fails often but is quickly repaired has & lov relisbility and & high
availability, whereas equipment which fails infrequently but remains down for
@ long period has & high relisbility and & lov availability.

Ppoth reliability and avaeilability are important to safety and risk. The
equipment must be savailable to perform its function, and it must be reliable
to sctually carry out its function. Availability thus measures whether the
equipment is up o that it can perform its function if called upon and relia-

bility measures whether the equipment can carry out its function without
fallure,

Basic Measures of Unrellability and Vnavallabladty
Unreliability is measured by the failure rate r defined by:
r = Number of failures/Time period.

Unavailability is measured by the fraction of the iime period when the equip-
ment or system is down (q) and i{s defined by:

q = Downtime hours/Time period;

in this case, normalization according to number of critical hours in the time
period is generally performed.

The downtime hours include all contributions to downtime, not only from
failures but also from corrective and scheduled maintenances as well as un:
detected downtime contributions.

Unavailability q can equivalently be weasured by the downtime frequency m
and average downtime duration d:

q=nd
® = nunber of downtimes/time period

d « downtime hours/nunber of downtimes

D-1



The unavailability can also be decomposed into {ts contributions:

9= (M)gattures * (M) orractive maintenances -
* (md) ycheduled maintenances * - - -

The unavailability and unreliability of & plece of equipment {s usually time
dependent. For example, as equipment ages, the failure rate and hence the un
reliability can increase but the unavai ability may remain constant. However,
in some instances, naintenance effectiveness can cause the equiprent failure
rate to decrease by eliminating failure causes.

To better understand the relation between unavallability and unrelia-

bility in terms of failure probability for a component or a system to perform
fts function we provide a simplified exanple.

For a component with a periodic test interval of 0, we observed n fail.
ures in & time period, T. Ve also assume that the occurrence rate of failure
causes does not vary with the status of the component. For example, the prob.
ability of failure cause to occur during the standby mode would be the same as
the failure occurrence probability during startup and cperation of the compo-
nent. This sssumption is valid especially for cases where a component is
over-designed (large built-in safety margin), such that the additional stren-
ses caused by startup and operation would not increase the failure rate of the

component. This is usually the case for safety components in nuclear power
plants.

If the component is to start and operate for a period of 8y, the proba-
bility of not performing its function can be expressed as:

P"q+18
vhere q and r are the unavailability and the unreliability indicators (or mea-
sures) for the component, Now if we assume that a system is composed of two

redundant trains or components, the probability that the system fails on de-
mand can be expressed by

P. - 4,4, ¢ .O (rlq2 + rqu) + sot '
or
P. - Q. + .O R. + sot .
vhere "sot" stands for small second order terms.

Therefore, unavailability and unreliahility indicators for the system are
vespectively:

Qa T “1‘2

and

D-2



R, = %9 ¢ 19,

The associated equations for various system configurations can be com-
posed accordingly.

In general, o understand the behavior of unaveilability and unrelia-
bility, these quantities need to be tracked over time. The formulation of un.
availability and unrelisbility discussed earlier allows one to determine the
capabilities for tracking various quantities vs the level of information col-
lected. The following table presents various options for data collected vs
performaence measures evaliated. Therefore, the minimal information require-
ments for tracking both unrelisbility and unavailability measures of & plece
of equipment are to collect the total obsevved downtime and the number of
failures in the period. If the failures are not recordud then the equipment
fallure rate and hence its unreliability cannot be weasured. In addition, if
failure downtimos are not recorded then their contribution to unavailability
(vhich is usually significent) cannot be included. On the contrary, classify-
frng all downtimes as failure-caused will result in significant overestimation
of both the unavailability and unreliability. This type of classification of
downtimes sould discourage effective maintenance and may result in & negative
fmpact on safety through misleading feedback. Hence, failures need to be dif-.
ferentiated from other types of maintenance downtimes and failure durations
should be veighted differently than other factors that lead to component down-

times.
B h ks A A b
Table 1. Data Collected ve Performance Measured
B A LA ARSI © (L BN, B b A
Rata Collected Pexformance Mevsured

Observed downtime in & perlod Equipment unavailability trom repair
times and maintenances

Observed downtime and the number Total equipment unavailability from

of fallures the sum of failures, repair times,
and maintenances
Equipment failure (unreliability)
Maintenance effectiveness

Times of downtimes, causes, and Detailed equipment unavailability

downtime durations and unreliabilicvy
Detailed maintenance effectiveness

D A Y S £ i A SRARY
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indicators vs Measures

In the previous sectiorn the basic concept and formula for measures of
unreliability and unavailability were discussed. Measures are statistical
quantities (random varisbles) that ususlly change with time. Therefore, at
any instant of time, measures can be described by a certain probability dis-
tribution function with some parameters (e.g., means & variance) that depend
on that instant of time. I1f the measures wvere time invariant, their distribu-
tions and the associated parameters are constants (not changing with time),
then indicators could be established to provide estimates of the peraneters of
these distributions with certain confidence levels. Purthermore, one could
establish empirical distributions of these measures given & set of data
(observations) .

For & measure with a time invariant distribution (sometimes called
ergodic-stationary process), the mean of the measure can be estimated by &
timwe average or a running average indicator,

"An indicator of the mean for a measure which does not vary with time is
usually the most efficient when the indicator {s the running average of the
measure. Efficiency i{s measured by the variance of the indicator (the smaller
the variance, the more efficient the indicator, )"

Therefore, there is & distinct difference between a measure and an indic-
etor as described in the sbove example. An indicator estimates a parameter of
the distribution of a measure.

Unfortunately, measures are not usually time invariant, so indicators
need to be defined to show the variation in the parameters of the measvrey
with respect to time. For example, one may wish to define an indicator which
is sensitive to & change in the mean of & measure. This indicator may not
necessarily be the same as those indicators that were defined earlier for es-
timating the mean of & time invariant measure.

In the above two examples, one can distinguish between two types of indi-
cators of time-independent and time-dependent measures. For the time indepen-
dent case the running average is an indicator of the mean. That is, at any
point, it estimates the mean of the measure without bias and, depending on the
distribution of the measure, it may have minimum veriance in the class of all
unbiased estimators. In the time-dependent case, the running average is not a
good estimator of the mean becaune it does not respond quickly to changes in
the wean over time. In this project, sometimes we call the earlier indicators
monitoring indicators and the latter trending indicators. There are various
types of indicators for trending and monitoring. Some of these indicators
Lave been discussed in the previous reports.



For a time period (e.g., & quarter of & year) the minlmum dats collected
for sach train is:

d = tots)l observed downtime, and

f « nupbar of fallures,.

The most basic Iindicator of train unreliability or fallure rate r can be
caleculated by the running average.

r = (£+F)/(0sL)

vhere !

F « the total accumulated failures up to the last time period, and
L = the total accumulated time period excluding the last period (1),

We will shovw that this indicater will weot be & sensitive trending indica-
tor because it retains the vhole history with no attenuation. A modified in.
dicator can be established by attenuating the retained history, hence reducing
the inertis and creating & more sensitive indicator of unreliability. This
modified indicator is established sccording to the following procedure.

The retained history for each train consists of 3 numbers, the accoumu-

lated failures, F, the accumulated downtime, D, and the accumulated observa:
tion time, L.

The indicator calculations for the nth period, F , D
asccording to the following formulae:

, and L, are updated

F =f +a¥F
n n n-1

D «md 4+ fU+ald .
n n n n+l

L o=t +al (10)

vhere f., , and I, are the number of failures, the cumulative observed down-
time, and the nuaber of critical hours in the nth time veriod for a specific
train, respectively. The factor, a, is arbitrarily taken to provide an atten-
waticn factor for the past history., This factor can be varied between zero

and one., The average undetected downtime, U, is assumed to be one half of the
periodic test interval.

Justification for this factor was obtained through simulation studies




The indicators of unreliability and unavailability of & train then can
slmply be deternined using the following equations:

e

% " O/t

In this report the focus has been on trendiry system/train unavailability,

Rreocediae Quide for lndicater luplementation

This section discusses the various steps employed in the dats collection
and analysis efforts. The dasic cteps sre:

One-Time Informstion Gathering,
Data Collection Procedure, and

Initial Velues for Indicators and Quantification.

Qne-Time lnformation Cathering

This section describes the type of informatic: that needs to be gathered
prior to the actual data collection phase. These are:

1. No. of trains in the system and one line diagranm,

2. Periodic test interval for trains or each train if they are differ-.
ent, and

3.  The success criteria of a system in terms of the number of trains
(or different success paths)

The number of trains in a system usually is straightforvard information
that can be obtained from the plant FSARs. In some cases (such as RPS), a
system is composed of several sections with different nunber of redundancies
(or trains). 1In these cases a one-line block diagram is needed of the system
vith the trains properly identified.

The success criteria of & system in terms of the number of trains (or
different success paths) can be identified by reviewing either the vendor or
plant-specific accident analysis report. If a system has several success
criteria for different Initiating events, all of these success criteris are to
be documented, even though the most stringent one will be used for short-term
implementation.

The collected information on the system configuration and the success
criteria of the system i{s to be translated to the proper unreliebility and un-
availabiiity equations for the system indicators. It shall be noted that if
no data will be collected on multiple simultaneous train outages, the asso-
clated terms in the equations can be deleted.
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Rata %ellection Procedurs

T™he simplest form of data that can be collected for initial applicition
of the unavailability Iindicators is the total number of fallures and tovsl
downtime period for each train of a safety system. However, the indicators
that are established based on this level of data cannot account for dependency
betwear trains. Therefore, the next level of detail in data collection is to
report the data on multiple train failures and downtimes in addition to single
train fallures and downtimes. This would allow the indicators to be more re-
sponsive to changes of system verformence due to dependent failures. During
this phase of the project this level of detail was not fully pursued.

The recsponse time of the indicator can be reduced (become more respon-
sive) {f the period-based (1.e., quarter based) indicators are substituted by
cycle-based indicators. However, this necessitates that in addition to train
fallures and downtime durations, the times at which failures or downtimes oc-
curred must also be reported.

The predictive and trending function of Indicators can be enhanced if one
faentifies the cause of the failure or the downtime as well as the specific
component within the train. This work is also planned to be performed in the
future.

During this phase of the program, the implementation of the unavaila-
bility indicators required, as & nminimun, data collected on the total downtime
hours and the total number of fallures of each train pe: quarter. It was also
desirable to ascertain wvhen multiple trains were down,

donitial Values for Indicators and Quantification

The indicators in this report start with an initial value of zero assumed
for L, F, and D. The indicators are expected to perform poorly in the first 4
to 5 quarters (i.e., they may jump up and down, mostly the result of their
large variance) until enough history has been established,

An alternate approach is to modify the indicators by providing some ini-
tial, non-zero valves for L, F, and D, thereby helping to reduce the variation
in indicators at early quarters (these will be referred to as modified indica-
tors). 1f the initial values for F, L, snd D are denoted by F,, L,, and D,
the modified indicator can be written in terms of the original indicators as
follows:

D;-Dn-oanbo

n
-
Ln Ln+a Lo

F;-Fnoa Fo



where (%) represents the modified indicators that include initislization, and
is the history sttenuation factor which {s suggested earlier to be 0.75.

The unreliability and unavailability indicators can now be written in
terns of !:. , and Dg. in the same manner as before. For example, the un-

reliability indicator at the nth quarter can be written as:
L e P:/lg - (s, ¢ (“ r.) /(1 +¢ al
vhere

n
oo * LA,

The mean and variance of the modified unreliability indicators (u;. c:)

in terms of the mean and variance of the original unreliability indicator
(bys 04) can be written as follows:

‘: . /Q ¢ ‘n . (nro/(l d ‘n) :

A R R TR R R I LI

vhere
Yo = Fo/ly
cn . a” Lo/L
To minimize the blas of the modified indicator in the mean for small n

(n=l or 2), the value of r, shall be ciose to yy and uy. That is, the value
of ry, 1s to be the best estimate of the mean of the unreliability indicator.

To assure that the effect of initialization is diminished when a moderate
amount of history is established, the value of €y, ot that quarter is to be
much smaller than 1. For example, if at n=4 the effect of initialization is
set at 2.5%, then the value of £, 1s to be approximately equal to 0.1. For
a = 0.75 and I equal one quarter, this ylelds a value for L, equal to & quar-
ters.

For the short-term implementation we recommend the following initial val-
ues !

Lo = & quarters,

Fo, = The expected nunber of failures for the train from the generic re-
liebility data, and

Dy, = The expected annual train downtime from the generic reliability
data .



After the initial values are selected the quantification of the unrelia.
bility end unavailability indicators using proper formula and dets can be per-
formed. It is also recommended that these equations and formulas be set up In
s computerized format for each specific plant to facilitate the {mplementa-
tion,

Lodts of Indicators end Methods for Display

For the visual detection of & trend it {s important to smooth out the
jumps (or discontinuities) of the indicator, keeping in mind that too much
snoothing would be disadvantageous. There are a variety of techniques. Two
smoothing techniques that are simple to use are described below:

a) Running wean within & window: In thir smoothing technigue we could,
for example, average three adjacent values of the ind'cator, that
is:

.
"n® Fag * % * Tp))?

Ve must not extend the nuaber of points being used too far because,
if we do, we will gradually lose the character of function we are

trying to visualize.

b) Running median within a window: In this smoothing technique we take
the middle value of three adjacent values of the indicator and
present that as the current value, thet i{s:

r' = med(r NPTy
n n-l'""n""nel”

e.g., if at the 3rd, 4th, and 5th quarter we observe 2, 7, and 5 as
the indicator, then:

r, = med(2,7,5) = 5

The running median smoothing can be repeated until the smoothed indicator
is stabilized (does not change with further repetitions). This type of
smootning 1s usually superior to the earlier one due o its robustness against
outliers. Again, we limit ourselves to three point smoothing so as not to lose
the character of the indicator function, For the case studies presented in
Section 3, we essentially employed the first approach.
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APPENDIX E. COMPUTER ALGORITHM TC GENERATE
TOLERANCE INTERVALS FOR UNAVAILABILITY INDICATORS

The algorithm requires ‘nput in the form of user responses to prompts and
also two peraneters files, the component definition file and the pseudo-cutset
file, User responses allow specification of file names as well as the attenu-
ation parameter, the nunber of time periods (quarters) and the number of iter-
ations.

The componvnt definition file consists of « nunber of records. Each
record looks like this:

Name f fails corrs repairs test or this:
Name d mu_falls_err_fails mu_corrs err_corrs mu_repairs test

In these records, "hame" is wuny arbitrary component name < « 20 charac-
ters, "f" or "d" specify whether the component has fixed parameters or psrame-
ters coming from a distribution, and all other fields are numbers. Recovds of
the first type specify components with fixed parameters. In this case, the
number of failures per quarter comes from & Poisson distribution with mean
"falls," the number of corrective maintenances per quarter comes from a Pois-
son with mean “"corrs," the quarterly average repair time (in units of one
quarter) comes from an exponential distribution with mean "repairs,* and the
test interval is "test," expressed in units of one quarter. Records of the
second type specify components with parameters that themselves come from dis-
tributions. Specifically, the number of failures per guarter comes from a
Foisson distribution with & mean that {tself comes from a lognormal distribu-
tion with mean "mu_fails" and error factor “err_fails." Similarly, the number
of corvective maintenances in a quarter is Polsson with mean coming from a
lognormal with mean "mu_corrs" and error factor “"err_corrs". The average re-
pair time in & quarter (expressed in units of a quarter) is exponential with
mean "mu_repairs". Finally, the testing interval (expressed in units of a
quarter) is "test."

The pseudo-cutset filv has records that are best explained by the follow-
ing three-line example:

boceio * ali
neal
car]l * neal

In this example, unavailabilities are calculated every quarter for four
components: boccio, ali, neal, and carl. These must be defined by four
records in the component definition file. Every quarter, following the cal-
culation of these four components, the final system unavailability is calcu-
lated and output according to the tollowing formula:

q = (boccio * ali) + neal + (carl * neal)

E-1



Internal operation of the program: the progran is NOT & cycle-based sinm.
wlation. Rather, for each component in esch quarter, & number of failures,
nuaber of corrective maintenances, and an average repair time are generated.
rollowing this, times down due to fallures and corrective maintenances are
caleulated according to the following expressions:

time (fail) = nbr fall * (repair time + test/2)

time (corr) = nbr corr * repair time

Total down-time d(n) is then time (fail) + time (corr). Following this,
smonthing is performed as follows:

D(n) = attenuation factor * D(n-1) + d(n)
T(n) = 1 + T(n-1)
q(n) = D(n)/T(n)

Finally, q(n) and n are output,
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APPERDIX F. UNAVAILABILITY INDICATORS WITH
CURRENT RRC SAFETY PERTORMANCE INDICATORS OVERLAID

This appendix contains plots of total system and averages train unaveila.
bilities at eight plants together with five of the current set of NRC Pls:

EFOs /1000 Critical Mours,
Safety Systenm Failures,
Safety System Actuations,
Significant Events, and
Forced Outage Rate.

The velues of unavailability are scaled on the left axis; the current PI
scaled on the right axis. All values represent quarterly accumulations or
ratios. All unavailability caleulations utilized & 0.75 attenuation factor.
Quarters containing missing unavailability data indicate periods when the
plani was shutdown or data was not collected.
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