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ABSTRACT

A}

Local and average heat transfer from volume-
bolling pools in the cwo=ph.se bubbly flow regime
to vartical and i(nclined flat Soundaries were
Jeasured. The experizental techaigue and newly de-
veloped jold electroplated microthermocouples to
3ake the Teasurements are described. A modifica~
tion to the Boussinesq approximation for liquids is
outlined which includes the effect of the average
vold fraction {a a sodified Rayleigh nuaber. Heat
transfer to vertical and inclined surfaces (s cor-
related In a fashion similar to natural convection
{a the dubbly flow regime. The empirical correla-
tions derived and their ranges of applicability are

Ra* < 7x10'*
Ra* > 7x10%}

(1.41 % .23)  Rae® S

Su(x) = (.0234 + .002) Rae®-"?

and
Ra* < 1.9x10%!

Ra* > 1.9x10%}

(1.54 + .08)  Ras'?*

W e (.0314 # .0016) Ra*"-**

where the error ranges ind{cated represent the root
mean square deviastion (n deteraination of the cor-
relation coefficient. It was found that these new
correlations agreed in general with those based on
average heat transfer data obtained by GCabor et al
{2}]+. The data from Ref. 3, however, were found to
lie significantly below the present data on an
average as well as local basis.

NOMENCALTURE

a Test wall thickness

3N Soron nitride

2 Gravitational acceleration

G Modified Grashof number (defined {n
Eq. 1)

h Heat transfer coefficient

n,. Heat of vaporization

&

Pr

‘00|
Ra*

av
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Boiling depth
Static depth

Dimensionless superficial vapor
velocity, q''"' H,/0, heg U

Thermal conductivity

Length of heat transfer surface
Nusselt number, hx/k

Prandtl nusmber

Volumetric power density
Modified Rayleigh number, Gr* Pr
Temperature

Bubble terminal rise velocity
1.33 (go(pg = 2 0/0, 2104

Coordinate along boundary layer

Greek Svmbols
Average void fraction, 1 -H,/H
Variable of integraticn (Eq. 6)

Angle of inclination from verti-
cal

Kinematic viscosity
Density

Surface tension

Subscripes

Average
Back
Effective

Front



i Liquid

sart Saturation
v Vapor

» Sulk fluid
INTRODUCTION

Accurate =odeling of the heat transfer distri~-
Sution to vertical and inclined boundaries from
liquid pools boiling due to internal heat genera-
tion is of particular ilaportance in analysis of
core disrupcive accidents (n nuclear powver reactors
as well as in certain chemical reactor applications
The boiling hvdrodynamics are sensitive to the con-
vective heat losses and, in turn, the heat transfer
sagnitude and distridbution has been shown previous-
ly ©o be dependant upon the bolling flow regime.

Ir hes been previously shown(3) that the lo-
cal heat loads asay vary along the boundary by as
=uch as a factor of five or more. As a resule,
thare {s a need for accurate heat transfer nodels
to pradict average and local heat loads froa
voluse-boiling pools to bounding vertical surfaces.

It (s the purpose of this paper to present new
data and correlatioans for both local and average
heat transfer coefficiencs repreaseating a sub-
stantial i{zprovement over those previously avail-
able.

PREVIOUS [NVESTIGATIONS

There have been three prior attempts to measure
heat transfer from volumetrically boiling pools to
vertical boundaries.

In the earliest atteapt, Stein et alll)
2easurad average boundary “eat transfer from a
valuao-boifing pool of NaCl. A thermoccuple was
Suried in a dead~end hole for surface temparature
aeasurezent and average bdoundary heat ‘lux was
inferred. It was postulated that the boundary heat
flux was bounded by asymptotes of free and forced
convection sizilar o single phase flow. Between
the asymntotes, mixed convection was assumed to ex~
L{st. The only correlations propcsed were con~
ventional heat transfer correlatlons for single
phase flow for the asymptotic cases.

The same tvpe of experiment was repeated by
Gabor et al2) {a which average heat transfer
from a boiling ZaS0, solution o vertical
boundaries was measured; this tize the surfaces
(electrodes) were split to seasure average heat
transfer to upper and lower segments., The heat
flux was inferred from the enthalpy rise of the
coolant {a the brazed copper cooling coils on the
electrodes. The upper to lower heat flux ratio was
found ro bYe approximately 2:1 for natural con~
vection pools and approximate unity for turbulent
agitated pools. These regimes have since been
fdentified as :he bubbly and churn turbulent flow
regimes. The average heat transfer data were cor-
related as forced convection with a Reynolds
nusber based upon the vapor superficial velocity
and the pool depth.

Gustavson et al(3) subsequently i{nvestigated
the distribution of boundary heac transfer from
volume-boiling pools to a test wall which was
segnented into a number of thermally {so'ated
segments. Sach segzent was instrumented for
calorinetry to determine the local heat flux dis-
tributioa along the wall. The test plate was sus-
pended into the pocl from above and electrically
(and thermally) i{nsulated from the electric field
with a reflon shee:z covering. It was observed that
the discribution of heat transfer resembled tound-
ary layer convection. They proposed that the free
and forced convecticn correlations previously used
by Stein be asymptotically matched to describe
aixed convection in the region {n between.

The Gustavson data(3) represented the firs:

local heat transfer data from volume-boiling pocls.

The present authors conceived that boundary heat
transfer could be simply modeled on the basis of
natural convection, where the Boussinesq ap~
proxization, which represents the densicy dif-
ference across the boundary layer in terms of a
teaperature difference was modified to include the
effect of the average void fraction to represent
the true density difference across the boundary
layer. This approxization i{s outlired in Appendix
A and takes the approximate fom

3
a x
GE* A, &.f_;___ (1)

v

vhere the effective gravitational acceleration,

Beff ™ 8 cos 5, is used to account for wall ”
inclination effects. In the results preseated

herein, the average pool void fractioms, 3 , were

uwtd since local values were not available.

Local and average heat transfer correlations were
determined for the data of Gustavson()/ based on
this approximation. These were given by (4)

Nu(x) = (0.73 + 0.35)(Ge*pr)0.25 (1)
and
Nu = (1.07 + 0.30)(Cr*pr)0-25 3

Less than 3% difference was found in (2) when the
local void fraction was used as opposed to the ool
averaged value. However, the standard deviation
decr~ased by over 307 due to the improved accuracy
in Gustavson's zeasyremant of average vs local void
fractions, the stated RMS error in the latter being
+ 10%. The correlation for the average heat trans~-
Ter was found to de .ubsttnctally lower than that
obtained for Gabor's datal?) where the cor=
relation coefficient was 1.59 + 0.33, aven though
the scatter w»as siailar. It should %e acted that
the RMS scacter in 52; and (3) Ls ¢f the same order
quoted by Gustavson of 40% relative. This
scatter, however, (s too great to peramit any firm
conclusions concerning the mechanistic nature of
the heat transfer processes. "9 information was
available concerning inclined bSoundaries. In order
to resolve these uncertainties, the axperizent to
be described was undertaken.



EXPERIMENT

A rectangular pool, shown schematically (a Figz.
1, was constructed of lexan; copper electrodes were
machined and recessed into the walls. The test
wall consisted of a lexan frame and a doron anitride
test sheet (nominal size: length 30.48 ca, wideh
12.70 cm, chickriess 1.27 ca); the 3N sheet vas rab-
beted and pressed into position flush with the
lexan to eliminate nucleation sites. The test wall
was sandwiched between the electrode walls and
rounded at the base. Iuo this way, the test surface
w#as an Integral part of the bouadary which could be
{nclinad at any angle from vertical (90°) to at
i#ast 60%. Boron nitride was used for the test
surf ce since Lt (s an electrical insulator as well
4% o good theraal conductor. This eliminated the
need for {nsulating the wsll from the pool and
avoilde! the difficyley of temperature extrapolation
experienced {n Ref. 1. A separate coolant vater
loop was constructed for heat transfer at the rear
of the BN test wall to transfer the convective heat
flux ‘rom the pocl. 1t was designed so as not to
affect the temperature pattern in the wall, to
=ininize the coolant temperature rise, and to
eliainate prodlems assoclated with discreet cooling
coils. A vertical traversing lzpedence probe was
used to seasure static and »oiling pool height for
:al:iulation of average void fraction.

A special tharmocouple concept was developed
specifically to faprove upon the teamporal ard spa-
tial uncertainty in the temperacure measurements
wnich was responsible for the zajority of the ex~
periseacal error {n the previous investigacions.
The 3N vas instrumented with chromel-alumel thermu~-
zouples for local heat transfer measurements. The
thermocouples were 0.025 ca diameter stainless
steal-clad microthermocouples, machined flat ac the
Junction and gold plated with  0.003 cam of gold
foraing the hot junction across the i{solated chro-
el and alumel leads. A schematic of the cross-
sectionally polished and gold plated microthermo-
couples (s shown (e Fig. i. The thermocouples were
individually calibratsd at the ice point and steam
point taking local barometric pressure intc account
and the average calibration data for each was com=
parad to NBS type X data. It was found that all
the gold plated thermocouples calibrated to within
+ .07 C *=oa the steam to the ice point. The
atcroche Lcouples were cthen cemented {ato {ato 26
locations {a the BY wall, 19 on ths fronc at 1.27
¢a intervals, and 7 on the back at 1.81 =m {nter-
vals with copper oxide cemeant. They wvere installed
ia such a zanner that the measuring junction was
flush with the wall surface within an escimated +
«003 cm tolerance and cemented in place under a
nicroscope. The gold plated junction thus comprised
part of the test wall surface. Heat losses along
the thermocouple sheath were negligible since the
leads vere lamersed In the plate at least 50 dia-
meters, and the thermal conductivities of the
stainless steel and boron nitride were similar.

8y far the biggest difficulty occurred aarly in
the experizent due to electrochemical attack on the
themocouples. This was caused by improper thermo-
¢ouple connection to the measurement system causing
slight electrical current to flow. Until this was
tectifled, the problem necessitated replacements
and recalibracions. Slight additional errors in

excess of the estisated + 3% in heat transfer co-
efficient (Appendix 3) were i(ncurred due to prob-
lems associated wi’' cleanlv removinz and re-
cementing the new chersocouples.

Additional difficulties were encountered due to
slight swelling of the boron nitride plate and re~
sultant stress induced by the :zonfinezent of the
holder. Ridges would fora and then flaking would
occur. This event was not expecced or explained by
the saterial vendor bdut was eliminated by replacing
and stress relleving the plate in its holder.

Experiments were performed for boiling pools in
the bubbly flow regize. This regime covered the
range of dimensionless superficial vapor velocirty,
Jgu/Uy up to unity, at which point a fiow regime
transition occurred from bubbliy to churn turbulent
flow.

In ail cases, to achieve maximum spatial re-
solution, the amount of ligquid In the pool (coi~
lapsed liquid depth) was maintained just suffi-
ciently to keep the top of the boiling liquid-
vapor aixture just at the top of the boron nitride
plate. Several additional runs were, however,
undertaken with lesser amounts of liquid and lower
overall depth. No significant differences (a the
data were observed. Ia addition, the effects of
altering the heat removal coolant flow rate snd
location of the vertical return fluid distribution
plate with respect to the heat transfer surface
were found to be neglible for those conditioms
utilized. It was found, however, that {f the dis~
tribution plate was aoved too close to the heat
cransfer surface (< “12-15 cm) effects were felt.
For each run, the average vecid fraction was
seasured for use {n calculating the average two=-
phase fila density difference in the Rayleizh
number. Measured viscosity and density properties
of the ZnS0, solution were used in evaluating the
file properties for the heat transfer correlations.

RESULTS

Local Heat Transfer. Local heat transfer coeffi-
clents from the volumetrically boiling pool to the
instrumented test surface were measured at nineteen
locations along the vertical axis. The transient
temperature response of each thermoccuple was
saopled at a rate of twenty hertz uncil the running
standard deviation of the fluctuating temperature
converzad or the nuamber of samples exceeded a pre-
set limit. The heat transfer coefficient was cal-
culated as indicated below:

knn(Tr(x) - Tn(x))

hix) =
a -(‘I‘a - Tp(x))

t

The front wall temperature measurements were used
directly. The equivalent back wall local tem-
perature was obtained by linear interpolation be-~
twveen the seven back wall measurements. A typical
distribution of teamperature at a fixed location on
the test plate is shown in Figure 3. The tem-
perature distribution is Gaussian about the =zean
temperature ( .92 C) with a standard deviation
aominally approximately 2 C. The observation that
the tempera*ure is alvays less than the saturation
temperature (- 102 C for the 2aS0; solution) was



taken as confirmation that houndary heat transfer
in the bubbly flow resize is through an attached
wall boundary layer as previcusly assumed. Each
experizental run was repeated at least once r5 ex=-
amine reproducibility. It was found that the
seasured heat transfer coefficlent at a particular
location was reproducible within approximately 37
under nearly i{dentical conditions.

The statiscical sanalysis cf the local heat
transfer data resulted (n the correlations below:

Su(x) = (1.41 ¢ .23) Ra%(x)0-25 ma# ¢ 7x10ll

(5a)
and
¥u(x) = (.0234 + .0020) Ra®(x}0:40,
2a* > 7Txlobl (5h)

In this case the local Rayleigh nuaber {s based on
the average pool vold fraction since local values
“era not available. Litcle gifference was found
between using local and average values of a in cor-
relating Gustaveon's datal3),

Average “eat Transfer. The average heat transfer
coelific! at vas evaluated by integrating the local
discribucion as

1 L
Nay * 3 f h(n)dn (6)
o

and ths scatistical analyeis of the average heat
transfer data resulted {n the correlations delow
and plotted in Flgure &:

Tu e (1.54 # .08) Ra%(L)?-25, pae ¢ 1.9 x 101l
(7a)

fa = (.0314 = ,0016) Ra*(L)0+40, Raw > 1.9x10:4
(')

The .ange of applicability of these correlations
and the cusulative uncertainty assizned from de-
tailed ecror analysis‘®) are listed fa Table 1.
The standard deviation shown is the deviation
calculated in the correlation coefficient. The
points indicated as "Transition” represent ex-
perisents perforaed which began to undergo hydro-
dvnaaic transition from bdubbly to chura turbulent
flow. All propertiee uysed in the eapirical cor-
relations are liquid properties at the fila tea~
perature,

.-

Tegig * Tut t!,av (8)
3

JIscCUssION

The Lehavior of the local wall temperature dis-
tribution as well as the nature of the sodified
convection correlacion (s taken as confirmation of
the existence of a stable wall boundary layer in
the bubbly flow regize. Although not shown, it has
been observed that {n some cases, under churn
turbulent flow conditions, the local wall transient
temperature response function behaves significanclv
differently. Instead of the nearlv GCaussian dis-
tridution shown i{n Figure 3 with small standard de-
viation {~ 2 C) and zero skewness, the standard de-

viation in churn turbulent flow (s large (~ 10 -

20 C) and the discribution {s skewed up to the
saturaction temperature. These observations indi-
cate that the boundary layer i{n chura turbulang
flow may be undergoing periodic destruction and re-
newal as manifested i{n {ntermittent saturation con-
dictions at the wall, and will be the sublec: of a
following report.

The correlation of average boundary heat trans-
fer compares favorably with the correlation of the
data from Ref. 2, but a large discrepancy exists
with respect to the data of Ref. 3. Application of
the 2 1/2 o band to the data of Ref. 3} more than
encompasses the present data although the reverse
is not true. There is, however, no explanation at
the present time why the Custavson heat cransfer
datalld) are so much lower on the average than
those of Gabor(2) and those presented herein.

3oth the local and avarage heat transfer data
were successfully correlated on the basls of mod-
L1fied natural convection previously descrided. For
the local data correlation, the uncertainty was ap-
proxizately 10 -13%; for the average data coe=
relation, the uncertainty was approximately 52.
This represents a significant {zprovement over
previously available models 23 well as confirmacion
of the applicability of the effective gravitational
conponent, g cos 3, for the case of inclined verti-
cal boundaries.

The gold plated microthermocouples that were
developed demonstrated high spatial and temserature
resolution. Reliability and accuracy have been de=
monstrated through long term use in contact with a
high voltage, high current AC ficld  Temperature
calibration was uniform within + .07 C and temporal
response has been observed to be high, although no
quantitative i{nformation exists for frequency re=-
sponse 2t this time. It {s expected that these
thermocouples will find a wide variety of ap=-
plications in the future and permit refinement of
existing data as shown {n this investigation.
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APPENDIX A. Modified Boussinesq Approximacion.

It is traditional that nondimensionalization of
the momentum equation for the case of free con=
vectlion on vertical or inclined doundaries results
in the Grashof n~uaber

8F (e =2) °

S = _.__i_— (Al)

¥

representing a dizensionless difference i{n pressure
gradient in the direction perpendicular to ef-
Jective gravitational forces. The usual Bous~
sinesq approximation applies to single phase Hound-
arvy layers and puts the density difference (n terms
of the thermal expansion coefficient such that

0 =0, *08 (T, -1 (A2)

In the case of two-phase fluid, the transverse dif-
ference in pressure gradients is due 2o the dif-
ference between the fila dansity and that of the
Sulk fluid given bdv

3 =gy ® 0= [(1oa)e, +a ] (a3)

Lf the liquid density difference {3 now expressed
through (A2) and (AJ) rearranged, the result is

3 = p, =8 (T_-Tl) + a (al-cv) (A4)

Ixcept for extremely low void fractions of the
order of 2% or less, the thermal expansion effects
are far outweighed by the voiding effects and were
neglected. Siatlarly, for most svstems of interest
2¢ 2> o5 so that (Al) then becozes

Gr = I-JEIE_ (AS)

v

APPENDIX B. Error Estimate for Heat Transfer
Coefficient.

For any variable U, the relative expected
standard deviation is given by

33‘2 .Jéd} (;;t o't) o

vhere ¥4 are the independent parameters associa-
ted with the computacion of .. From Zquatfon (&)
wve casily find that

2 e
g (- % -4
-=—h- . k's - rf. T_’ - (3!‘)
h x . 2 a
BN (Tr I')
(82)
. 2 1/2

g L §

t? - TP

2
(T, - Tr)

The errors assoclated with the standard deviations
are 2.5% ia thermal conductivity, 0.1 C in all tem~
peratures out of an average of 20 C teamperature
difference, and 0.2% in wall thickness. The net
result is an estimated relative RMS error of ~ + 3X
in the Meac transfer coefficient.
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TABLE 1
SUMMARY OF LOCAL AND AVERAGE MODIFIED NATURAL CONVECTION CORRELATIONS,

i

Investigator | Lovs1l or Average| Wall Angle | Best Fit Correlation Standard Deviation of Applicabilie

2 Local Vertical Mu(x) = .78 Ra#®?? + .38 < 10"t

Custavson

Average Vertical Nu e 1,07 Raw '3 .30 < 10'?

Vertical 1.59 Ras®:28 + 102
or
1.42 Rae®-38 + < 10"t
.0309 Ra#®:** . 10!

’oo 1.40 h...‘.
78° 1.47 Ra#?-?®
80° 1.36 Ra#®-2%
Present 90°,75°,60° 0234 Rge? et
York !
90°,75° 60° | W .56 Raet- 2

90°,75°,60° 0314 Ra#?:*?




