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ABSTRACT

This repo rt desc ribes work pe rformed by Woodwa rd-Clyde Consul-

tants under contract to Sandia Laboratories for assistance in the

development a nd implementation of an evalua tion trethodology. This

methodology was developed to aid the NRC in its evaluation ofa

fixed-site physical pr otection sys terr pe rfo rrrance rela tive to the

Physical Protection Upgrade Rule, 10 CPR Part 73.45*
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1.0.

EXECUTIVE SUMMARY

Sandia Laboratories contracted with Woodward-Clyde Consultants

(WCC) to assist in developing a methodology for evaluating safeguards

capabilities at licensed nuclear facilities. The total effort was di-

vided into two phases. Phase I was concerned primarily with the de-

velopment of a preliminary evaluation algorithm. The results of this

effort were described in [1]. Phase II which is reported here was

devoted to completing and refining the algorithm. The evaluation

m thodology is to aid in the implementation of new NRC regulations

(the Physical Protection Upgrade Rule), which are designed to upgrade
the physical security of fuel cycle facilities. The methodology could

also be used to provide guidance to licensees in meeting the safe-

guard system capability requirements.

lFive perfe.mance capabilities of physical protection systems were

specified by ' .te NRC in the Physical Protection Upgrade Rule,10 CFR

Part 73.45, paragraphs (b) - (f):

1. Prevent unauthorized access of persons and materials into

Material Access Areas (MAAs) and Vital Areas (VAs).'

2. Permit or.ly authorized activities and conditions within

Protected Areas (pas), MAAs, and VAs.
.

1Throughout this report, certain terms are used that have a partic-
ular meaning in the context of the evaluation procedures. To avoid
confusion, these terms are defined in Section 6.0 (glossary).

1
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3. Permit only authorized placement and movement'of Strategic
Special Nuclear Material (SSNM) within MAAs.

4. Permit removal of only authorized and confirmed forms and

amounts of SSNH from MAAs. .

5. Provide for authorized access and assure detection of and
!

response to unauthorized penetration of the PA.
.

To evaluate these five capabilities in a logical manner, the dis-
:

j aggregation structure shown in Figures 1-1 (1) through 1-1 (5) was

! developed by Sandia Laboratories with the cooperation of the NRC. WCC
,

I was to assist in formulating an algorithm by which individual safeguard

system component (equipment and/or procedure) assessments could be com-

bined into a meaningful score or series of scores indicating the total

adequacy of safeguards at a particular facility.

, 1.1 TASKS
i

I

Fo ir tasks were specified by Sandia Laboratories for Phase II.

Task 1: Assist Sandia personnel in defining the remaining per-

| formance characteristics not defined in Phase I.

t

|
Task 2: Assist Sandia in developing the remaining effectiveness

test questionnaires (for assessing particular components)
not defined in Phase 1..

,

,

Task 3: Assist Sandia personnel in developing the remaining com-
.

| ponent combination scoring rules not developed in Phase

j I for jobs identified in single performance characteris-

| tics.
|

|

l
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Task 4: Assist Sandia personnel in developing che aggregat t er
algorithm in detail and provide an illustration of its

implementation using hyoothetical data provided by Sandia.

.

An ANSI standard FORTRAN computer program which would exercise the

aggregation algorithm was to be provided.
.

WCC was to furnish a comprehensive document. describing the algorithm
and its development. Detailed guidelines for implementing the algorithm
were to be provided along with documentation and instructions on the

use of the computer program.

1.2 SUMMARY

i

The work done by WCC focused on the following areas:
)

e Providing an algorithm for combining component questionnaire
responses to obtain an overall component effectiveness score.

o Providing an algorithm fur combining component effectiveness
scores to obtain an overall score for the performance charac-
teristic for vhich the components were selected.

e Providing an algorithm for combining delay / response type
scores.

.

e Providing an algorithm for combining the higher levels of
the hierarchy for any particular performance capability. ^

o -Providing a computer program for synthesizing these algorithms
to evaluate portions of or an entire performance capability.

,

1
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e Providing implementation guidelines for the entire methodology.

e Providing recommendations for future work.

.

Each of these areas is now briefly summarized.

.

1. Aggregating Component Questionnaire Responses

A methodology for aggregating questionnaire responses has been de-

veloped (primarily in Phase I) that is logical and defensible and yet

practical to implement. The basic aggregation formula has a theoretical

basis in both utility and probability theory, thus aiding defensibility.

j The evaluator's task is simplified by only requiring responses to multiple

choice questions that concern the description of the component. The

methodology allows for individual weighting of questions to reflect

their relative importance and also for varying types of interaction

(e.g. , non-additive, additive) among question responses to yield an

I overall score for any individual component. The basic formula can also
be used at higher levels of the evaluation hierarchy.

.

2. Aggregating Components to Evaluate Performance Characteristics

A methodology that indicates how several components coordinate with

each other in addressing a performance characteristic has been developed.

An evaluator answers multiple choice questions that determines how the
l

component scores should be combined. The evaluator's responsec can re- !
,

flect facility dependent implementation of components. )
.

3. Aggregating Delay / Response Type Scores
.

A methodology that allows for the direct comparison of delay times

and response, monitoring, or assessment times has been developed to
i

allow meaningful evaluations of delay / response type elements of a safe-

guard system.

.

1-9
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4. Aggregating Higher Levels of the Hierarchy

The same methodology elements developed for the lower levels of the
hierarchy are used to complete the evaluation of the hierarchy. Such

aspects as multiple access points are addressed in these aggregations.
.

5. Computer Program Implementation
.

A computer program that performs the safeguards evaluation computa-

tions has been developed. The program takes as input questionnaire
and hierarchy formats and the evaluator's responses to the multiple

choice questionnaires. The program computes the scores for all components,

performance characteristics and higher level elements of a capability

hiera rchy. It provides for sensitivity analysis on questionnaire weights

and responses, and on the interaction of hierarchy elements. The program

is interactive and has hierarchy display features.

6. Methodology Implementation Guidelines

Guidelines for developing component questionnaires, and assessing

scoring rules and weights have been developed. Data requirements for

the algorithm are specified and ways of interpreting evaluation and

sensitivity analysis results are described.

.

7. Recommendations for Future Work

Suggestions for improving the implementation of the algorithm are

presented. Ways of extending the algorithm to combine capabilities

across facility area boundaries (e.g. , PA and MAA) to evaluate an over-

all safeguards capability are discussed. Limitations of the methodology
.

and general approach are reviewed.
.

All of these points are discussed in detail in the various sections

'

and alpendices of the report.

I
!

|

[

l
|

I
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1.3 OUTLINE OF REPORT

3 Section 2 of this report contains a technical summary of the general

].
methodology. Section 3 contains a discussion of how the methodology is

; implemented. Section 4 describes the computer program that performs
the computations specified by the algorithm. A single capability for

,

a safeguards facility using hypothetical data is evaluated to provide

an illustration of how the algorithm and computer program work. Section 5

contains a critical summary of the methodology and recommendations for

future work. The appendices provide' supplementary technical information

and data used in the computer example.
,

I

|

,

I

i )
'
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!
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TECHNICAL SUMMARY OF EVALUATION METHODOLOGY

,

2.1 INTRODUCTION

1

In order to address the specifics of the Phyrical Protection Up-

grade Rule the capabilities hierarchy (or disaggregation structure)
shown in Figures 1-1(1) through 1-1(5) was' developed by the NRC and

Sandia Laboratories. Each of the five performance capabilities is

treated as a separate objective, with its own independent hierarchy
or disaggregation structure.

,

The upper level of each separate structure is the performance cap-

ability, as specified by the NRC Upgrade Rule. These are followed
by system functions, which a system must perform in order to meet the
specified capability. The major functions are further broken down

into system subfunctions, which identify specific tasks to be performed |

by the system.

Each system subfunction is disaggregated into specific low-level
system tasks which form the lowest level of the hierarchy. Performance.

characteristics relate these low-level system tasks to components. These

performance characteristics correspond to the rows of the Component
,

Selection Matrices (Figure 2.1), while the columns of the matrix represent
specific components (equipment and procedures). Thus the Component Selec-
tion Matrices describe what approaches (equipment and procedures) are

4

acceptable to perform specific tasks (performance characteristics).

2-1
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WCC's contract required that a set of aggregation schemes or algo-

rithms be developed with which one could work back up the hierarchy to

arrive at a single score for each capability. To do this, individual

components (the lowest hierarchy level) must be assigned an overall*

score based on evaluators' responses to questionnaires. In the case

- of equipment, this single score must reflect such factors as general

pcrformance, installation, maintenance, reliability, and vulnerability.

For procedures, the score should encompass aspects of oraining, vulner-

ability, and contingencies. All of these issues are addressed in the

component questionnaire s.

Once each component has received a score, scores for those compo-

nents that address an individual performance characteristic must be

aggregaf.ed to arrive at a single score for the appropriate low-level

system task via the performance characteristic. Continuing up the hier-

archy, scores on low-level system tasks are combined into system sub-

| function scores, which are then aggregated into system function scores,

I and finally, into an overall score for each performance capability.

!
|

General Aggregation Concepts

To be practical in terms of input requirements, an algorithm needs

j to operate with input consisting of subjective responses (using descrip-
tive multiple choice response scales) to a large number of questions.,

1

; Specifically, there are questionnaires for each component or pro'cedure
|

- and system questionnaires addressing the interaction between low-level

| tasks and between components.
I

| -
; Care must be taken when using the responses to these questions.

A practical evaluation algorithm cannot require information that is un-
realistic to obtain from these questionnaire responses. Because of the

large number of questions and their potential modifications, it also
i

; should not require a lengthy calibration procedure for each question.
.

|
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In addition, the rar.ge of possible responses to these questions is not
uniform, and the questions can differ in r-lative importance.

Wi thin these practical constrainte, an algorithm must still pro- -

duce meaningful results. The computational rules and assumptions must

not be arbitrary. The algorithm should be capable of providing the correct .

answer where inputs and their interactions are precisely known, since

! this is a primary means of checking the reasonableness of the algorithm.

Because of the need for meaningful and defensible results, it is

desirable to use aggregation schemes based on well-developed method-
ologies. Two such nethodologies are multiattribute utility analysis

! (decision analysis), and probability analysis. The former provides

mechanisms for aggregating multiple criteria into a single overall

score, and is particularly useful when subjective considerations are

involved. Probability analysis also specifies how to derive a measure

for a system in terms of its components and their interactions.

| In the safeguards problem. both decision analysis and probability
analysis appear desiratie. The latter addresses the probability that

j the system will perform adequately in the event of specific types of
adversary actions. This must be the underlying concern when evaluating
capabilities and when characterizing interactions between system
elements. Individual component successes or failures have different

impacts on the probability of total system success or failure depending .

on system interactions. An algorithm should produce meaningful results
if probabilities and system interactions (e.g., fault trees) could be

specified. On the other hand, the requirements for practical inputs

using subjective questionnaires and responses make it too restrictive

to assume that such probabilities can be derived from the input data.
The input may be related to probabilities but a direct quantitative

-

,

relationship cannot be assumed. An alternate approach is to combine

2-4
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a

subjective scales using decision analysis preference functions. These

do not need to assume a one-to-one correspondence between response
,

scales and probabilities, but rather reflect judgments as to the relative!

|. comparison of alternative components and systems. Still, it is desirable
that if the probabilities were actually known, the scheme used to combine

,
scores would give the correct results.

The algorithms to be presented in the following paragraphs are
based on aggregation rules specified by decision analysis under cer-
tain assumptions. The assumptions are made in order to make the imple-
mentation procedures as practical as possible, hopefully without omitting

1

any important features of the problem. These assumptions could be relaxed,
I but more calibration effort would be required. The aggregation models

used allow for differential weightings of elements, and can reflect

different interactions among elements. The results of the aggregation

can be used as part of a logical and consistent judgmental comparison
of alternative systems. In addition, the algorithms to be presented

yield the correct results when certain assumptions and actual probabili-
ties are used in the computation. Thus the aggregation logic can be

interpreted using probability notions as well as preference concepts.!

The use of both analytical approaches helps to give the algorithm its

practical and defensible characteristics.

! The algorithms for the specific types of aggregations required to
evaluate a capability hierarchy will now be individually discussed.

,

For each case, the algorithm is described in terms of what features can
be reflected by the computation. Implementation guidelines, discussed

.

in Section 3 of this report, include further discussion of how certain
parameters are assessed and interpreted.

2-5
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i 2.2 COMPONENT EVALUATION
<

The algorithm for evaluating components was developed in Phase I and
is discussed in detail in the Phase I report [1]. The discussion here

reviews the main assumptions and results.
.

The response scale for each individual question on a component
questionnaire is considered to be an attribute or measure. These mea-

~

sures have been developed with an orientation towards aspects of a
component that can hinder its performance. The highest response on a

question connotes that the factor being considered will not be compro-
mised because of the particular component. A lower response connotes
that the factor will have a certain degree of compromise depending upon
the range of the response scale. The methodology allows a scaling para-
meter or weight to be applied to each question. This weight essentially
normalizes response scales whose ranges cause them to differ in relative
importance. For implementation practicality, relative preferences over
individual response scales are assumed to be linear. We now define the

following notation for question "i":

X1 = unadjusted question response normalized to go between 0 and 1.
W1 = weight asigned to reflect total range of the response scale.
Sf = adjusted question response or question score.

.

The formula connecting these three quantities is:
4

1

Sg = l-W (1-X )
~

; i i

where all three quantities are restricted to the range between 0 and 1 ~

as a scaling convention, with 1 being the best.1 Note that if X =1
1

I
Note that .if any other range is used (say 1 to 5) it is trivial to nor-

malize this to the range 0, 1. This also allows direct comparison
between questions with differing numbers of possible responses.

;

I 2-6
!
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then S =1 and if X =0, then S =1-W . Thus, only i f W =1, can S =0.
t i i 1 1 t

W =.2, for example, implies a minimum possible score of Si equal to1 g

.8. Thus, a question with little importance with respect to a particu-

lar factor can have only a small effect on the score.*

. The scores for the questions can be thought of as simplified

single-attribute utility functions that have been normalized so that

they have equal importance. For a particular group of N attributes,

we will make the assumption that they are mutually utility independent.2 ;

The results of multiattribute utility theory [2] allows us (if certain

assumptions are made) to define an overall group score S normalized |

between 0 and 1 as:,

N N N

S=C1S + KC 11SS +...+K CHS (1)
i=1 i=1 j>i i=1

where 1 + K = (1 + K C) (2)

If we define V = KC then

-

N N N
~

S=f V 1 Sg+V $1 S S) + ... + V HS (3) ig 1

_
i=1 i=1 j>i i=1

_

where K = (1 + V)N_1 (4)

This leaves us with only one scaling constant (V) to evaluate..

.

2See, for example, R.L. Keeney and H. Raiffa, Decisions with Multiple

Objectives; Preferences and Value Tradeoffs. New York: Wiley, 1976.

Also see Appendix A1.
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.

| Before proceeding further, however, we briefly review the .results
to this point. The necessity of handling large numbers of questions
and questionnaires imposes a practicality constraint on the complexity

I of the aggregation algorithm that can be realistically used. The assump- .

tians leading to the above formula essentially allow us to decompose
! the problem into considering individual questions somewhat in isolation

.

and then to combine the results. With all the simplified assumptions,
the algorithm still reflects the key aspects of the importance range

,

of the-questions via the Wt and the way in which factors interact via
V. Decision analysis enables the use of the formula above to compare
different sets of responses. A set with r. higher score is preferred
to one with a lower score. The consequences of assigning different
values of V with respect to both preference and probability interpreta-
tions will now be examined. In the discussion to follow, the entire

set of questions for a particular component will be referred to as
belonging to one group with a single interaction coefficient V. A
general case of considering each component questionnaire as a " mini

,

hierarchy" in itself will be discussed in Section 3 under implementa-,

|

tion guidelines.

A. V=0. If we take limits as V+0 in (3) we get
I N

S= ](S/N.
i=1

Thus the overall score S is the mean of the individual scores. .

This is appropriate if an individual score makes the same incremental

contribution to component quality regardless of the fixed levels of
, ,

the other scores. It is also appropriate if the component behaves in

a way such that ene factor is chosen at random, and the component as
a whole succeeds or fails on the basis of the one factor.

t

2-8
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;

B. V=-1. If we substitute V=-1 into (3) we get

N

s = 1- [I(1 - s ) .i
,

i=1,

This is appropriate if each factor can substitute completely for another

j . factor in order for the component to work. A factor contributes incre-

mentally more when other factors are low (e.g. , this one is needed)
than when other factors are high (this one is not really needed).

In fault tree theory, this is interpreted as the computation for

an OR gate. If S is the probability that the factor associated with
4

question i works, and the overall component works if any of the individual'

factors works, then the probability of overall sucess is given by S.
i

C. V+=. If we take limits as V+=, we get;

N

s = II s1

i=1,

This is appropriate if a Je.ctor contributes incrementally more when
other factors are high rather than low, and does not contribute at

| all if any of the other factor scores is zero.

In fault tree theory, this is as the computation for an AND gate.

In this case, every factor must succeed for the overall component to
succeed.

,

D. V=1. If we substitute V=1 into (3) we get
.

I
~

N N -

s= ); s + JC |E s s + ... + II s (3)1 1d i2 ,-l
_

i=1 j> i i=1
_

,

"
-

3 N
-

Il (Sg + 1) -1 (6)=
y

2 -1 - i=1 -

2-9
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In examining (5) (if the S are assumed to be appropriate probabilities,t

e.g. , factors are mutually probabilistically independent or the St are
appropriate conditional probabilities) it can be seen that this is the

average of the probabilities that each factor succeeds in a particular j

subset of the S taken over all possible subsets. Thus S can be inter-i -

preted as the probability that all factors will succeed in a subset of
1the Si chosen at random. 'Ihis is appropriate if the factors are related

.

in a way that requires success on each, but it is possible that not all
will be relevant in a given situation. This situation represents an in-
terme'diate case between the AND gate (V = =) where all factors are always
relevant and the average (V = 0) where exactly one factor (chosen at ran-

dom) determines the outcome. We will call this case a " soft AND" gate.
.

E. V=-1/2. If we substitute V--l/2 into (3) we get
_

g, N
-

I (1-(1-S )) + { (1-(1-s )(1-s )) + , , , + (1- (1-S ))S=
g2 -1 i=1 i=1,n

'

j>i -

N
,N

2{-1
(1-Q(1-1/2S )=

1i=1 (8)

In examining (7) it can be seen that this is the averahe of the
probabilities that at least one factor succeeds over all possible sub-
sets of the set (S |1 = 1, ... , N} . The value S can be interpretedg ,

as the probability of at least one success in a subset chosen at random.
This is an appropriate rule if the factors can substitute for each

.

other but it is possible that not all factors will be relevant in

a given situation. This represents an intermediate case between the

strict OR calculation (V = -1), where all factors are relevant and

the average (V = 0), stich can be interpreted as only one factor chosen
at random being relevant. We will call this case a "sof t g" gate.

2-10
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Thus as the constant V ranges from -1 to infinity, the scoring

formula (3) covers a complete range of possible factor interactions.
j The most severe is when questions must all have high scores for an

overall high score (V = =). The least severe is when a high score
;.

on any question gives a high overall score (V = -1). For -1 < V < =

,
there is a complete range of intermediate interactions including the
mean when V = 0. These possible interactions have the property that if

' V > V ' , then S < S' . As the constant V increases, the score from its

j related formula decreases. Thus V can be interpreted as a " strength of
interrelation" coef ficient that ranges from complete redundancy (" par-
allel circuitry") V = -1 to complete interdependence (" series circuitry")
at V==.

'
I

f i

|S The set of algorithms using the 5 values of V just described is
|

| the basis for the aggregation scheme that is used to evaluate component

questionnaires and different levels of the capability hierarchy. In

principle, the parameters involved in calibrating the evaluation formula

can be assessed rigorously, both by multiattribute utility theory methods

and/or probability modeling. In practice, less involved calibrationi

methods can be employed as are discussed in Section 3.

In summary, the important features to note about the component eval-

uation algorithm are:

1) The formula can be derived axiomatically from a set of clearly
,

i stated assumptions and is defensible in being theoretically
sound from a preference function viewpoint.

.

|

2) The formula reflects the key concepts of weighting questions
.

|

based on their ranges as to importance and of allowing for a
Ivariety of interaction between factors. Although simplified

.

3 2-11
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for practical implementation, the formula still provides much

flexibility with respect to modeling safeguard features.

3) The formula can yield the correct results when exact probabili- .

ties are known and substituted into the computation formula,

given that the fault-tree like gates are assumed appropriate
,

f rom a probabilistic viewpoint.

Table 2-1 s.amarizes the algorithm for evaluating components.

;

,

I

I
|
i
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Table 2-1. COMPONENT SCORING FORMULAS

Sg =.1-W (1-X ) .

1 g

N = number of questions-

V Formula Interpretation

i
'

N

-1 S = 1 -J} (1 - S ) OR Cate
i

i=1

i

|
<

N

-1/2 S = ( [{ (1 - 1/2 S ) - 1)/(2 f(2N iN
g - 1)) Sof Gate

i=1

N

0 S = { (S )/N Average1

i=1

N

N
1 S = ( [1 (Sg + 1) - 1)/(2 - 1) Soft AND Cate

i=1,

1

I
.

IN

S = ll (S ) AND Cate-
g

i=1

l

__
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s

2.3 LOW LEVEL SYSTEM TASK -(PERFORMANCE CHARACTERISTIC) EVALUATION
1

[ Because of the flexibility of the set of aggregation rules de-
.

! scribed in Section 2.2, it is possible to use these same rules to
.

1

j aggregate scores all the way up to the top of the hierarchy. A per-
! formance characteristic evaluation consists of taking the scores of
, .

| several components and aggregating them to get an overall score. The

i cocionents themselves may interact with each other in a fashion analogous ,

!

j to the way factors interact as described in Section 2.2. In general,

j it is not possible to select an interaction rule independently of the
specific components and facility features involved. It is also desir-

j able that an evaluator or designer should not have to select an inter-
)

: action coef ficient but rather, as with components, provide responses to
1

J some multiple choice questions. " System effectiveness test question-
1

naires" are used to decide what type of inter'ction is appropriate for1

a particular combination of components. This concept of system que3 tion-

j naire will now be discussed in more detail.

:

Just as there are factors that affect how a component performs, so

there are system factors that affect the way a combination of components

f performs. Questions can be developed that address each particular

| system factor. Since they are multiple choice, they are given weights.

I An interaction rule that is generic to system factors can be selected

(e.g. sof t AND) and an overall " compatibility" score can be computed for

| any set of components. This score can be interpreted in a consistent
.

preference function viewpoint manner to determine an appropriate inter-
action rule with which to combine component effectiveness scores.

'

Appendix Al discusses this interpretation in more detail. Thus, eval-
uators can use system test questionnaires to provide input to the

,

4 algorithm as to which interaction rule is most appropriate for combin-
! ing component effectiveness scores to produce an overall score for a

low-level system task. (Section 3 will discuss the implementation of
,

N

! 2-14
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I

system questionnaires in more detail.) An example of several components
performing a low-level system task can be multiple sensors to detect

boundary penetrations. If each sensor is independent and they act as

substitutes for each other (high redundancy or " parallel circuitry") a-
,

system questionnaire would indicate that their component scores should

be ORed together to produce an overall score for the low-level system,
.

! ta sk. (of course, certain performance characteristics may not require
1

; system questionnaires if it appears that a fixed interaction rule can
!

|
be assigned; e.g. , multiple components always sof t O@t for a particular
characteristic.)

The system effectiveness test que stionnaire is also a possible

format for factoring in supplementary information about a facility where

that is necessary for evaluation. Such information can include features

i not addressed by any particular component questionnaire but still neces-

sary to properly evaluate a performance characteristic. In this case,

the system questionnaire is analogous to a component questionnaire where

some of the questions involve using calculated scores for other compo-

nents. The system questionnaire can also contain questions pertaining

to delay / response type scores and multiple access points, when it is na-
| tural to do so in terms of the subject matter in rolved in the question-

,

naire. These issees are the subject of the following paragrap'is.1

i

2.4 HICilER LEVEL AGGREGATION, DELAY / RESPONSE AND MULTIPLE ACCESS POINTS

i !
*

At higher levels in the hierarchy, the aggregation should proceed

in a straightforsurd manner. Since the hierarchy is fixed in advance,
,

the appropriate interaction for combining low level task scores into

subfunction scores etc., into an overall capability score can be

specified before a evaluation is made. Since these hierarchy elements

are more generic in nature, the interaction rule for combining elements

should not require system questionnaires.

2-15
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There are two aggregation issues, however that need further discus-
sion. These are multiple access point type concerns and delay-response
type evaluations. Multiple access points refers to the fact that

dif ferent parts of the facility can each be viewed individually with ,

respect to certain elements of the generic hierarchy. These parts then

need to be aggregated together. For example, in the " Prevent Unautho-
.

rized Access of Persons and Introduction of thterial into the MAA"
capability hierarchy, one segment refers to denying access through the
remaining (non portal) area boundary. If a building forms part of the

boundary, possible access points could include windows, unlls, floors,
roofs, vents, etc. Each of these access points may have its own sensor

system. Conceptually, the algorithm can treat each access point indi-
vidually and then use an interaction rule to combine the scores of all

access points. Thus, the hierarchy segment on denying access through

the area boundary could multiply into denying access through walls,
floors, vents, etc. In practice (see Section 3) it may be possible to

avoid subdividing the boundary into many smaller units and thus avoid
proliferating hierarchy elements. These same concepts just discussed
can apply to multiple portals. or multiple MAAs, etc.

The second issue requiring discussion is the evaluation of delay-

response, delay-detect, delay-assess relationships of a facilty.

(Hereaf ter, delay-response will be used as an example. The treatment
is analogous for all three). For delay-response components or proce-

dures, two types of information are provided in the component question-
.

na i re s. The first type is subjective or qualitative information that

refers to evaluating the generic implementation of delay or response
components. This information is somewhat component independent. For

.

example, in implementing a barrier for delay, there are a set of
quest. ions that help evaluate how well the barrier has been installed.
These questions need not refer to the material of which the barrier is
made or how much of a delay the barrier provides. The second type of
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information is quantitative. It consists of a mean and range of delay

times depending upon the type of barrier and type of adversary tools
used. Delay-response type components dif fer from others in this quan-
titative aspect. With other components and with the " implementation".

portion of delay-response components, the basic evaluation concept is
one of whether the component " works or doesn't work". With delay and

,

response, however, a " good response" really depends on how much delay

is available. Thus a mechanism is needed whereby delay and response

times can be compared before an evaluation of a delay-response hierarchy

element can be done.

The algorithm provides for such a comparison during the evaluation
in the following manner. First, the " qualitative" portion of each

delay-response component is scored in the usual manner. Then, at the

part of the hierarchy requirir.g an evaluation of the delay and response,
the evaluator is asked to compare the quantitative delay times and l

response times provided by the system. In theory, this comparison can |

be done in a variety of ways ranging from using detailed probability

models to a subjective preference judgement (Section 3 discusses one
uly of implementing this comparison using a multiple choice question) .
The result of the comparison is a score reflecting how well the basic

design of the delay-response system works. If actual probabilities
|

could be obtained, this score could be the probability that the delay

time is greater than or equal to the response time. From a preference

viewpoint, a score between 0 and 1 would be an indication of the utility
,

of the delay-response system relative to some best and worst systems.

.

The design score or rating described in the last paragraph is then
combined with the implementation scores of the delay-response components

using one of the possible interaction rules. For example, if the " Lard
AND" rule were selected, one interpretation could be that if either the

implementation of delay or response fails, (e.g. faulty implementation
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cruses the barrier to be essentially ineffective), or the basic design
fails because the response forces would not arrive in time, the entire

delay-response element fails. A " soft AND" rule could be interpreted
as providing for such possibilities as an adversary not realizing that *

a barrier could be negated by a particular tool or the deterrence value

q of a response force that may cause an adversary to flee rather than *

; attempt access even though the access might be successful.

For the cases of multiple barriers or response forces, a preference

interpretation would allow the combination of implementation scores for
the like multiple components via a system questionnaire that would

specify an aggregation rule depending upon how well the multiple compo-
i nents coordinated with each other. Sums of delay times could then be

compared to response times to arrive at a system design score and the
computation would proceed as above. A detailed probability interpre-

; tation or computation for multiple barriers becomes fairly complev
This issue is discusssed further in Section 3 of this report.

In summary, the algorithm provides mechanisms for dealing with
I the delay-response evaluation in a manner that allows for explicit

comparison of delay times with response times.,

2.5 CAPABILITIES EVALUATION

The previous discussion described the methodology for developing -

a score for a single capability hierarchy. The disaggregation struc-

i ture with its five capabilities or objectives directly corresponds to .

|

the NRC's Physical Protection Upgrade Rulc. As the hierarchies stand,

each capability is evaluated independently of the others. Several
.

issues that pertain to evaluating overall safeguards capabilities with
'

respect to -this disagregation structure are discussed in the follow-

ing paragraphs.
,
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Multiple Objectives
t

| In one sense, the structure implicity overdesigns for physical

security by evaluating each capability independently of the others.
For example, in preventing theft, the only capability that must be-

achieved in an absolute sense is, " Permit removal of only authorized

and confirmed forms and amounts of SSNM from KAAs." Thus, theoretically.

it might not matter if the facility fails to " prevent unauthorized<

access of persons and materials into MAAs and VAs" as long as no un-
j

authorized SSNM is permitted to leave the MAA. However, separate

evaluation of capabilities implies that the ability to prevent un-
'

authorized access is important independent of the ability to prevent

.I theft. Thus, the five capabilities represent multiple objectives for
1 |

d a safeguards system rather than a single prevent thef t (or sabotage) |

| objective. Multiple objectives can address important policy issues.

j For instance, in order to decrease the amount of risk as perceived
.

by the public, a facility can be evaluated on how well it prevents

unauthorized access to the PA and MAA--not only on how well it ulti-

mately prevents thef t and sabotage.

1

The algorithm that has been developed currently provides separate
scores only for each of the five capabilities. The particular dis-j

aggregation structure was provided as a "given" with the requirement;

for independent evaluation. Section 5 of this report discusses recom-

mendations for combining capabilities.

.

Types of Adversary

An adversary may be an outsider or an insider with respect to<
,

certain areas of the facility, where " outsider" implies that either

stealth or force would have to be used in order to gain access to
.

1

that area. For example, a guard at the PA boundary would be an in-
sider with respect to the PA, but an outsider with respect to the MAA j

'

(i.e. , access not permitted) . The nature of the adversary will
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determine which saf ,:ctds can first be expected to be needed. For

example, en insider wit: respect to the PA (but not the MAA) whose
purpose is theft vill have access to the entire protected area. Thus
procedures au_ aquipment associated with entry through the PA boundary .

will be ineffective in stopping an insider with respect to the PA from
gaining access to the PA. However, boundary controls at the MAA should

,

be effective, as should procedures and equipment for preventing removal
of SSNM from the PA boundary. The importance of the type of adversary

] and it s ef fect on detection and the timeliness of a response is shown
!

in the adversary path diagram of Figure 2-2.

An cggregation scheme for evaluating overall safeguards can be
I complicated by consideration of dif ferent types of adversaries. For

example, to evaluate how well a facility prevents thef t by an outsider;

i would seem to require knowing how well it prevented unauthorized access

[ to the PA and MAA. The current disaggregation structure does not male an

explicit formal connection between capabilities. Rather, the implication
'

is that of an adversary attempt criginating (for all practical purposes)
in the particular area addressed by the particular hierarchy with the
requirement of preventing the attempt.before it succeeds in involving
another capability. This condition appears to be reasonable for, say,

i an MAA insider with respect to moving SSNM. But it becomes awkward to

; consider the " permit only authorized placement and movement of SSMI
within MAAs" hierarchy for the case of an outsider who has arrived there
by force. Since the hierarchy treats the attempt as beginning inside

,

'

the MAA, it is much more natural to view the attempt as coming from an
a ppa re nt insider and thus have questionnaires tailored to that situation.

.

The previous discussion serves to describe some of the complex-,

| ities of safeguards evaluation. It may be desirable to decompose
the problem by evaluating separate independent capabilities. This
separation may have connotations concerning "overdesigning security"

l

|
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!Figure 2-2. ADVERSARY PATH

Type of Threat: Theft

i
' Possible Steps Performed

Physical Path of Adversary by Adversary

- a

A. Unauthorized access to PAPA boundary o

B. Unauthorized activities in PAPA < o

C. Unauthorized access to MAAMAA boundary o
j

|
i

D. Unauthorized activitiea (non-SSNM)MAA <
,

1in MAA
i

SSNM storage (e.g. vault or E. Unauthorized placement and move- |
working area) ment of SSNM in MAA 1

i

F. Unauthorized removal of SSNM from
^

MAA and facility

Type of Adversary Points of Detection

i 1. Outsider A-F |

2. Insider with respect B-F
to PA only

3. Insider with respect D-F
to PA and MAA

4. Insider with respect F,- F

to PA, MAA, and SSNM
.

1
.

0
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and " typical threats". While overall safeguards evaluation seems

to require combining capabilities, the possible consideration of

multiple adversary " modes of attac.k" (stealth, force, deceit and
combinations there of), insider-outsider combinations, adversary -

tools and pathways can make this a dif ficult ta sk. Section 5 discusses

wha t types of information can be reasonably expected from a "disaggre-
gation structure-questionnaire" evaluation method in view of the practi-

cal constraints on the method's implementation and the complexity of

the evaluation.

.

.

!

!
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IMPLEMENTATION GUIDELINES

.

3.1 INTRODUCTION

The previous section described the methodology in terms of its

capabilities for aggregating safeguard system elements. The algorithms
that were developed are flexible enough in terms of the parameters

provided to reflect a variety of element interrelationships. This

section describes guidelines for the implementation of the methodology

in terms of techniques for setting the required parameters. The dis-

cussion does not focus on what specific material shoulc'. be contained
in component questionnaires or capability hierarchies. Rather, guide-

lines are given concerning the general nature of questionnaires and

hierarchies and how information in a particular format can be used in

a practical manner to assess algorithm parameters. The previous

section described the algorithm in a somewhat bottom to top order

reflecting the actual computation that would be done. In " starting

from scratch," a capabilities hierarchy would be formulated first and

probably revised af ter the lower levels had been defined in a first-

cut manner.-

1

. 3.2 DEVELOPMENT OF HIERARCHIES

The objectives of a safeguard system are defined and the objec-
tives or capability hierarchies developed to indicate how well any-

particular system achieves those objectives. This kind of evaluation
structure is typical of multiobjective evaluation problems. There are
some general guidelines for developing these hierarchy structures and i

these are now discussed.

3-1
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Typically, hierarchy development proceeds by subdividing a major

objective into subobjectives and continuing this process until a fine

enough subdivision has occurred so one can evaluate in a specific

fashion the lowest level subobjective. The safeguards hierarchies .

exhibit a natural subdivision of objectives corresponding to different

portions of a nuclear facility that continues down until the component
,

level is reached.

Some desirable properties for such hierarchies are the following:

Completeness: All of the essential features of the system are

addressed.

Non-Redundancy: The hierarchy should not double-count by aggregating

more than once how a system achieves the same suh-
objective.

Reasonable Size: The hierarchy should not proliferate both vertically

and laterally to where features are being examined

that could more usefully be lumped together or

ignored.

Operational: The structure should have a logical flow from bottom
to top so that knowing the bottom levels enables

one to proceed easily to evaluate higher levels.

There is not necessarily any unique way of developing a structure for
a particular problem. The structure to be used can depend on the

,

evaluation orientation that is desired. In the safeguards evaluation

problem, there are at .least two orientations that seem useful. One is

a fault-tree like orientation from either a facility or an adversary
.

viewpoint. This orientation focuses on sequences that must take place

for the safeguard system to succeed or fail in achieving a particular
objective. The strength of this approach is in the strong direction

it provides in terms of how elements should be aggregated. However,

I
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i
;

it must be recognized that the nature of the evaluation information

may not enable a fault-tree type analysis to be conducted. Analogs
to probabilities and conditional probabilities may not be readily;

obtainable from very qualitative data or it may be too dif ficult to.

i begin modeling a complex system using probability related computa-

tions. A second orientation is one of a checklist of all the features
.

| recognized as important to a safeguard system. The strength of this

approach is its focus on completeness. Aggregations, however, may
need to be done on a more subjective basis since the grouping of
elements may noc be done with a strong aggregation emphasis in mind.'

In practice, a hierarchy may contain a blend of both orientations.

i
= 3.3 DEVELOPMENT OF QUESTIONNAIRES

|
s

A questionnaire can be viewed as a mini-hierarchy that relates
fairly specific features that can be assessed by an evaluator to an |
overall objective of having a component or procedure work as well as
possible. As a hierarchy, the same guidelines that were discussed in
Section 3.2 apply to questionnaires as well.- However, because question-

| naires are at the most specific level of the hierarchy, more specific

guidelines can be discussed.

Each question on a questionnaire addresses a specific factor related
to how well a component works. To make evaluations practical and

consistent, each question has a response scale consisting of a set of
,

multiple choices. The questions should be complete in addressing all

;, important factors, non-redundant, in not double-counting the same factor
effect on the component and minimal in number so that very minor or

! irrelevant questions are weeded out.
<

|

l
'

:
'

I

I

.
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Each specific question response scale should have the following
desirable properties:

Comprehensiveness: The score on the scale should adequately
,

reflect the component performance relative to the factor in

question. The scale should be applicable in mest situa tions
.

and for most adversary actions.

Opera tio nal: The scales should minimize ambiguity by providing
a) a suf ficient number of possible responses to discriminate
between most situations, b) meaningful scale point definitions
that include examples for each point on the scale and use
specific quantitative units where possible.

The scales may be objective such as " inches of clearance" or subjective
such as a series of examples of different features that may be absent
or present. Proxy scales may also be used such as " number of drills

held per year" as a proxy for response force training.

For algorithm purposes, it is also desirable that response scales
be defined so that the following are reasonable approximations:

Linearity of preferences over the scale responses. If two responses

are almost equally desirable they should be put as alternatives for
the same scale point. Extreme responses that connote an unacceptable

.

facility should not be on a scale but rather should be noted separately
for mandatory remedial action.

.

Utility and Preferential Independence Assumptions Hold (see Appen-
dix Al). These are assumptions underlying the algorithm computations.
In general, if the response scales do not include extreme points,
these assumptions are more reasonable.
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The previous discussion on hierarchies and questionnaires provide

suggestions for developing structures that are amenable to formal
evaluation by the methodology. The following paragraphs discuss

techniques for calibrating the parameters of the aggregation algorithms.
,

3.4 ASSESSING WEIGliTS AND AGGREGATION RULES: INTRODUCTION
.

The aggragation of any group of " elements", in general, requires
two types of parameters to be set. For each element a weight (Wj) can
be assigned to indicate its relative importance. Then an " interaction
coefficient" (V) is assigned to the group as a whole. Ideally, these

parameters would be assessed using formal techniques of utility theory
or subjective probability. However, due to the large number of assess-
ments to be made, some simplified procedures are described both in the
remainder of this section and in Appendix A2.

The general procedure for implementing the algorithm is as follows:

1. Divide elements into groups such that the elements in any

particular group can be aggregated using one rule.

2. Assign a weight (this can be a relative weight) to each
element.

3. Assign aggregation rules for each group of elements
,

and calibrate each group's evaluation function.

.

Note that in general, the term " element" above could range from
being a question on a questionnaire to a higher levei hierarchy box..
Techniques for assessing weights and aggregation rules for different
elements of the hierarchy will now be discussed.

;
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3.5 ASSESSING WEIGilTS AND AGGREGATION RULES FOR QUESTIONS ON

COMPONENT QUESTIONNAIRES

l

Divide the Questions into Groups.
,

Sections 3.2 and 3.3 have already discussed how a questionnaire
,

can be viewed as a mini-hierarchy. Conceptually, an objectives structure

can be developed using the notions of " checklists" and/or " fault-trees."

The groupings of questions for assigning an interaction rule need not
exactly correspond to the groupings of questions for checklists,
although maintaining two sets of mini-hierarchies can be confusing.
The Phase I report [1] contains an example of a fault-tree for a hypo-
thetical component questionnaire. In practice, due to the large number

of questionnaires and the prospect of their revision af ter some trial

implementatieno, all questions can be grouped together in one single
group for assigning an interaction coef ficient. If the ranges on

response scales are not too extreme, this approximation can be a reason-
able one.

Assign Weights and an Aggregation Rule.

Conceptually, from the multiattribute utility point of view, all

weights and the interaction rule are assessed relative to the best and

worst levels of each of the questions on a questionnaire. There are

techniques for assessing relative weights for different questions as
,

well as an overall " interaction" constant. [2] The use of typical techni-
ques, however, becomes difficult because of the size of the safeguards

.

a sses sment problem. There are, on the average, about fif teen questions
per questionnaire and on the order of one hundred questionnaires. The

questionnaires can conceivably be modified further as the algorithm is
tested (see Section 5). Also, because component questionnaires are

used as input to higher levels of the hierarchy, keeping in mind the

'3-6
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,

s

ranges of a myriad of questions when assessing upper level parameters
becomes very complex.

To assess parameters in a practical yet systematic manner, techni-.

ques to be described shortly have been formulated. They allow relative

, weights to be assigned quickly and require, one assessment question per
questionnaire to consistently link the interaction coefficient with the
determination of absolute weights. (When all questions on such ques-
tionnaires are assumed to have the same relative weight, this is the
only question that needs to be :ssked to calibrate the entire question-

, naire evaluation f unction. )
|

|

The assessment techniques recognize that there are two natural

performance level " ranges" to be considered when assessing parameters.
|

The first is the range between the highest and lowest possible responses |

to a question. The weight W1 must reflect this range"for a meaningful
parameter calibration. The second is the implicit range that is
natural when considering assigning an interaction rule. In this case,

easily keep in mind all the varying question ranges. How-one cannot

ever, the endpcints of " component is not compromised" (best point) and
" component is inef fective" (worst point) provide a somewhat "sta nda rdi zed"
range that can be considered in assigning an interaction rule. The

assessment techniques to follow connect these two ranges in a logical
Question weights are assigned to reflect the relative impor- !

manner.

tance of questions based on their response scale ranges. An interactior.
1

,

rule is assigned based on the best-worst endpoints and is tied into
1determining the absolute weights for each question.
|.

Assign Relative Weights.

As was discussed earlier, rigorous utility theory techniques for
assessing relative weights 'are not practical for tne safeguards problem.

3-7
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A practical procedure for assigning relative weights to individual ques-
tions emphasizes distinguishing between relatively important and unim-
portant questions. The procedure is as follows:

.

For each question the following heuristic is posed: What is the

maximum possible degradation of component quality that can occur as a
.

result of changing from a maximum to a minimum response to the question?

1. A severe degradation in quality could occur, rendering the
component ineffective in performing its function.

2. A moderate degradation in quality could occur, resulting in

a likelihood that the component would be ineffective.

3. Only a minor degradation in quality could occur, with the

component still likely to function properly.

4. A very minor degradation in quality could occur, with only

a minimal effect on component quality.

Note that the weight is assigned on the basis of the range between

the highest and lowest possible responses to the question. For example

if a question has five possible responses (a-e) the question should be

assigned a weight on the basis of the relative desirability of a com-

ponent with a response of "a" versus one with a response of "e."
.

.

The content of this question should be such that influence from
,

.

other questions or components is ignored. For example, if answers to

other questions can aggravate an effect, they should be thought of as

being at their best levels. If answers to other questions can mitigate

an effect, they should be thought of as being at their worst. values.

!

|
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It remains to assign the relative W to be associated with the
1

response to the above heuristic. Reasonable values might be (1) Wg = 1,
(2) Wg = .5, (3) W1 = .25, and (4) W1 = .l. Note that technically, at

this stage, these W1 are relative and could all get multiplied by a,

constant depending on the interaction rule assessment.

.

In practice, one might choose to treat all the questions as being
of roughly equal importance. This is more reasonable after relatively

minor questions have been deleted. In this case, one can proceed directly

to the next step, which is assessing the interaction rule and absolute

weight.

Assign Interaction Coefficient and Absolute Weights.

A question for determining the interaction coefficient for a group
of questions is as follows:

In general, how do the factors interact with one another?

1. They interact in a "strongly interdependent" manner, with a
weakness on any one factor negating the strength of the other
factors. Or, factors interact destructively, tending to de-
grade each other's performance.

2. They interact in an " interdependent manner," with weaknesses
,

accumulating to degrade the overall effectiveness of the

other factors.
-.

4

3. They interact in a neutral manner, with the contribution

; of each individual factor being unaffected by the contribu-
j tions of others.

|
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4. They interact in a redundant manner, with factors acting' as

layers of depth of defense, or making up each other's defi-
ciencies.

.

5. They interact in a strongly redundant manner such that if any

one question gets a high score, the group score should also be
,

high.
,

These five levels have natural interpretations in terms of the con-

stant V. Specifically, we can assign (5) V = -1 (OR gate), (4) V = -1/2
(sof t OR gate), (3) V = 0 (average), (2) V = 1 (sof t AND gate), and
(1) V = + B (AND gate).

,
Note that in answering this question, there can be a tendency to

I
| have a concept of " weakness" in a factor that does not necessarily corres-
|

| pond to the range between best and worst on some of the questions. That
is to say, there is an implicit worst point for each factor that makes

it intuitively easier to assign an interaction coefficient than to

explicitly consider all the best-worst points of each quertion. To logi-

cally connect the explicit and implicit ranges, the following question

can be asked:
|

| Civen a set of N questions, with n of them having equal W), receiving j
their worst scores, and the other N - n their best, what must n be for the

following situations to be about equally preferred:
,

,

.

t
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I
i
J

J

i

A B
4

.5* All questions best t

a

res ponse. ,

(N - n questions best res ponse,
n questions worst res po nse) ,,

.5 "Inef fe ptive <

;

component"
i
I

[*This probability can be changed and in general can be set to P where

0 < P < l.] |

|

ii Here choice B represents a hypothetical 50-50 gamble between getting a !
l

| component that scores the best possible on all questions and one which is
i

j "inef fective." An "inef fective" component is one which receives a score

of 0 using the scoring formula, and the best possible component receives

a score of 1.
,

Appendix A2 shows that the absolute weight W (corresponding to W )
j

is computed as follows:

1
4

W = ((1 + V)/V)[1 - (P + (1 - P)(1 + V)-Ny /nj (9)l'

]
-1 < V < , V p 0

: .

i Fo r V = 0, W = (1 - P )N/n; fo r V -->=, W -->l - Pl/n; for V = -1,

:

n = N and W = (1 - P)l/N l

,
.

In essence, the calibration above measures how a component is
perceived relative to an "inef fective" component given that it scores

:

a
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the worst responses on a certain number of questions. This computa-

i tion links together the concept of factors making a component inef-

fective which is used to assign an interaction rule, and the. weights

Wg that indicate what range of factor " compromise" the questions ,

actually span.
,

. .

The calibration procedure for W provides a consistency adjustment
7

j that connects the original assignment of weights W , to the overall
i

)

|
interaction coefficient V, so that they are assessed consistently.

As an illustration of a typical case of V = 1 (sof t AND gate), several
' absolute W's are shown as a f unction of n. Note that for N > 5, the

formula for W is well approximated by the following :

W = 2[1 .51/n] when P = .5|

J

i
- n=1 W=1 n=5 W = .26
2 n=2 W= .59 n-7 W = .19

n=3 W= .41 n=9 W = .15
n=4 W= .32 n = 13 W = .10

3.6 IhTERPRETATION OF COMPONENT SCORES AND AGG2EGATION PARAMETERS
,

Interpretations for the interaction coef ficient have already been

presented in Section 2. The interpretations concerning the weights

invo've interpretations of what is meant by a factor "failing."
,

(

Having a factor " fail" would ideally be defined by a specific scale

point. However, for many factors, such a point is awkward to express,

.

in terms of what a facility may be expected to provide. Technically,
aW represents the probability for.which one is indifferent between1

the following:4

f

f
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A B

P factor not compromised

question has worst response.

1-P factor fails

.

Because factor " fails" is hard to explicitly define (though easy to

work with implicitly when assigning an interaction rule) and because

assessing this lottery is dif ficult enough without doing it fifteen

times per questionnaire, the heuristic mentioned earlier ref erring to

overall component quality is used to assess relative W 's and an ad-
1

ditional assessment is made to assess the absolute W 's.
1

The component score that is finally computed is the "indif ference"

probability that the component is "not compromised" in its pe rf ormance.
The terms in quotations refer to the fact that the evaluation is con-

sidered as a judgemental subjective preference assessment.

_-

A perceived " risk" need not be the same as a calculated one, and,

ye t still have validity in terms of its impact on decisions. Similarly,

an " ineffective" component is a judgmental term that need not imply the
c ompon'ent fails with probability equal to 1, or that the component is
effectively non-existent. It simply connotes a perception of inef fec-

tiveness. If one does equate inef fectiveness with worthlessness and

indif ference probabilities with actual probabilities, then the component,

score could represent the conditional probability that the component is

effective, given the responses to the questions on the questionnaire.
,

3-13



. _ -.

3.7 ASSESSING AGGREGATION RULES FOR HIGHER LEVEL ELEMENTS

OF THE HIERARCHY

Weighting Elements
.

For higher level elements of the hierarchy, the same basic concepts

| apply as they did for the component questionnaires. For these higher
.

,

| level elements, however, there is currently no provision for assigning

an absolute weight other than 1. One reason for assuming a weight

equal to 1 is the fact that an implicit normalization has already

taken place in deriving the score for upper level boxes. That is, a

score of 0 already connotes an ineffective box. To exp1teitly weight

the box again would be difficult because no easy description could be

given as to what the new zero point might mean. Implicit weighting
.

actually occurs when boxes are gratped. As an analogy, consider the
case where one component (say tamper protection) feeds into another
component (say a sensor). All questions have weights equal to 1 and we

soft AND to compute the scores for both components. If the sensor

component has one response at its worst level and all others at their best,
! it would receive a score of about .5 (when N>5). However, if one tamper
'

protection response was at its worst level, the tamper protection elcaent
|

| would receive a score of .5, but the sensor would receive a score of
,

.75 if all other responses besides tamper protection werc at their
best. Thus a tamper protection question inplicitly has less effect on

3

the sensor score than a sensor question: This illustrates how the

grouping of elements can implicitly give less weight to those factors
,

! that affect only a relatively narrow segment of the overall hierarchy.
.In essence, relative weighting is automatically taking place via.

.

grouping of the elements.

1

Assigning Interaction Rules - System Questionnaires

To assign the interaction coefficient for a group, the same

heuristic discussed in section 3.5 can be used. Another approach to

3-14
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i

.

1
i

!

.

asrigning an :nteraction coef ficient is thet of the systen- questionnaire I

diccurced in recticn 2.3. An exceple cf this corcept is chown in Figure
.

3-1. Inctead of using a very general heuristic such as that in section
3.5, en cycluator entwere merc specific questions cuch es those shown <

in Figure 3-1. The cystem questiornaire in Figure 3-1 is treated just
like e corporent quest ierreiro. 1?cighte can be ersigned and a rule
specified for combining question scorcs. As section 2.3 and Appendix

Al cxrlein, the overell recre is uccd tc crecify the rule for combining
c ult iple sencore. A high ccore means that the multiple sensors are

redun6cnt end provide dciente in depth. A Icw score scens that one

reor sensor can negate the strengthe of the others.

L,ultirle Accest Points and Deley-Response
Sect icn 2.4 dice"Jsed the icsue of, multiple accesc points. For

inf enentation tarporer, it is rirplett to aggregate such points atl

the lowest porcible level of the hierarchy.* For example', if there are

reveral poccible entry points, each presenting a t srrier to adversary

penetration, it is simplest to eggregate all the barriers using some
rule rather than to enalyze ecch barrier-access point individually up

to the hightet level of the hierarchy and then combine access points
at the highert level. A s ide frcm proliferating hiererchy elements *,

this latter approech tries to define the entire pathway that an edver-

sary might take in trying to gain access to a f acility. The algorithm

and guestionr.aires were not intended for such detailed system modeling,
,

i

*UOTE: It it the San 61a authcts' view that aggregating each low-levt1

tack over all eccert points and cubsequently combining the resultant'

reacurcs at each level of the hierarchy fails to reflect the essential

secuence of events for de tect ion a nd resportre f unctions a nd fails to

identif y the locations where there funct ions are of concern. A tect pro-
grer thould help .sc]ve the geestion oC correctnese vs. practicality.
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;

,

1

Figure 3-1 System Questionnaire Example: Multiple Sensors

j

.

1. Will each sensor type be selected to minimize the susceptibility of any

; two or more sensor types to the same local envircamental.(natural or
,

i man-made) source of nuisance alarms?
i

i
4

2. Will each sensor type be selected to minimize the likelihood that two-

:

: or more sensor types will be affected by the simultaneous occurrence of
environmental (natural or man-made) sources of nuisance alarms, e.g.,

j wind and rain?
!

i
.

I 3. What provisions will be mode to minimize the likelihood of false or

j nuisance alarms?
!

!

4. Will collocated sensors be installed to provide mutual tamper protection
for the sensors and processors?;

| 5. Will collocated sensors be selected to provide coverage over a wide range
t

of intrusion methods, (e.g., microwave to sense surface intrusion and'

buried cable to sense tunneling or crawling under the microwave beam or
balanced magnetic switch to sense door opening and breakwire system to

; sense cutting through the door)?
.

'

.

6. Will collocated sensors be selected to minimize operational performance
incompatabilities?

.

!

I

,

3-16
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Figure 3-2 Example Question to Aid in Assessing a Delay-Response Type Score

Direct or Indirect Monitoring

.

i

Using data from the questionnaires pertaining to the barrier (s)
and the type of monitoring that will be used, how will the adver-.

sary boundary penetration and/or introduction of materials time

! compare with time between monitoring observations?

I

Adversary penetration and/or introduction of materiala.,

. time will exceed twice the time betwenu observations
b. Adversary penetration and/or introduction of material

time will be less than twice but greater than the time

between observations

Adversary penetration and/or introduction of materialc.

time will be equal to th- time between observations

d. Adversary penetration and/or introduction of material
time will be less than the time between observations

,

T

.

*

I

4

T
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Simila rly, i t is complex to do scrarate delay-response type
anelyces of every pathway an adversary night pursue. A more subjective

cval ua tion of delay-response is possibic as described in section 2.4. .

For irplerentation purpcset, a multiple-choice question such as the one

shown in Figure 3-2 can aid in accessing a delay-response score that
.

considc re cultiple berric rc/cccess reints. (This cuestion ccn have a
we ig h t . ) Alternatively, the delay-response score can be directly
e e r ign ed using whatever reens ir appropricte. (Sec those suggested in

rection 2.3.)

Cuestionnaires Input to Other Cuestinnnaires

The issuc cf guesticrnaires being usc6 es input to other question-
reires has alrecdy been discusred in terms of compenent questionnaires
(e.g. t em pe r prottetion input to sensors) and cys tem ouestionna ires
( cerponente combined wi th other inf o rm a t ion , such as described in

sectior 2.3). Two ef fects occur when this ir done. First, as was

dcscribed in the beginning of this sect ior', the questions on question-
ncirer feeding into othere genere11y have implicitly much less weight,
Seccnd, a questienneire is always the Icwe s t level the hierarchy algo-
rithe can consider. A cystems questionnaire must be completed manually
with othe r camponent scores being input ranually (af ter a first pass
computction). If censitivity analyris ir desired cr. input-type ques-

tionnairc responses,'a manual update muet be done before the algorithm
can be run. Furtherrorc, in order to input one ques tionnaire into
enother, the score of Se input questionnaire must be discretized

to be in the proper multiple choice forrat. Eecause of these effects,

wc r c c ocre nd t he following :
,

e Elimincte as ruch as possible all input-type questionnaire -

situations. For example, temper protection has a small influ-

cnce on the scores of components to which it is input. One

questien with reny multiple choice responses should bc used
to rcplace the entire tamper protection questionnaire, or
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cice it should be treated at a component that does not fe ed

in to another cuest ionnaire.*-

i
e Conpose system questionnaires so that they only determine the

,

way in which componentr conbine to perform a function. When

other inforection is mixed in on e system guestionnaire, it

mekes the enclyrir cenplex and also " cuts of f" the algorithm

from tracing results down to components below the systes

questionneire level.

!

j Eections 3.6 and 3.7 have described techniques for calibrating the

pcrameters of the algcrithm. The following subsections describe the

basic etcps for exercising the clgorithm, interpreting the evaluation

resulte end performing sensitivity arialysis.
,

I3.8 INSFECTION (DESIGN) STEPS - CATA RECUIREMENTS

The stept Ferformed in exercising the algorithe are now summarized.
The essuaptiens are that a capability hierarchy is defined and all

component and system ouestionnaires required for the analysis have
been developed. In addition, all the fixed intr.raction coef ficients

| for hierarchy bcxec and questienneires and the weights for questions

| cre essumed to be ac s ig ned .
,

! Step 1. Identify all the components to be used for accomplishing low-
!

,

-level syster tasks (performance characteristics) using the com-

ponent selection matrices.

* NOTE: The opposing view taken by the Sandia authors is that to eval-*

,

luate such corponents as tamper protection, energency power rupplies,
i etc. irdependently and then corbine results with those from components

ruch es terrors, CCTV, etc. ef fectively' placer equal importance on' -

.
tenpe r protect ict; as on the curbined ef fect of all the other sensor
pe r fo rcence facters.

,
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Step 2. Answer all of the questionnaires for the components above.

(Questionnaires that feed into others need to be scored first
before this can be done. See Step 5. )

Step 3. Using the component selection matr ices, identify those components '

that are used to perform the same low level system task. Answer

any system questionnaire required to indicate how well these ,

components coordinate with each other.

Step 4. Compose computer input. (See Section 4 for details. ) Select
questionnaire input for those components involved and compose
File 1. Organize questionnaire responses in File 2. Ind ica te
which questionnaires feed into which hierarchy elements in

File 3.

I
Step 5. Use the algorithm to score all questionnaires.

i Step 6. Assign scores to delay-response hierarchy boxes if they do not have
questionnaires determining their scores. (Note whether the same
barriers are being used both to help detect and/or assess as well

2 as delay. If so, the delay-response score should take into account

the fact that the barrier is doing " double or triple" duty.)

Step 7. Score capability hierarchy.

Step 8. Evaluate results and perform sensitivity analysis.

A capability is scored for a single set of evaluator responses.

(Multiple evaluators are not currently handled by the algorithm in terms
| .

of such possibilities as averaging evalua tor scores or consistency checking
them.) The following paragraphs discuss Step 8 in more detail.

!
-
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3.9 EVALUATION OF RESULTS - SENSITIVITY ANALYSIS

.

Once a capability is evaluated, the results can be interpreted in a

comparative sense. As an illustration of this, suppose the algorithm

is used to evaluate systems A and B and system A scores higher than B.'

The implication is that system A i s pr ef e r red to sys tem B . I f sys tem A

is consider ed a barely acceptable f acility, then system B might be

considered unacceptable. Whatever score system A r eceived is then con-

sidered a threshhold score.

Another interpretation can be given in terms of an " ideal" system

versus an " ineffective" system. Theoretically, a f acility receiving a

score of .5 on a capability is considered equally preferred to a 50-50

gamble between an ideal system getting perfect responses on all question-
naires and an "inef fective system" receiving an overall score of 0. (A

system receiving the worst response to all questionnaires will probably
'

have a score very close to 0). A score below .5 indicates that one is

willing to take such a gamble. This does not indicate much faith in

the facility to perform the capability. On the other hand, a score of

above .5 indicates that at least one would rather stay with such a

facility than take an even chance at " perfecting it" ve rsus losing its

ef fectiveness. (This same interpretation can be applied to individual

components and lower level boxes.)

The computer program described in section 4 provides the reutines
for tracing the capability score computation down through lower level

* boxes all the way to the canponent level and to questionnaire responses.

It provides displays that help to pinpoint particularly low scores, or

situations where many elements are "ANDing" together to produce a
,

lower score than may be desired. The designer or inspector can then

see whether improving a component, adding a component or improving the
way components coordinate can help improve the f acility score.

3-21
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Sensitivity Analysis
.

The computer program enables the user to change the following

parameters to see how the results are af fected:

.

e questionnaire weights and responses

e all eggregation rules

e scores for any box or questionnaire

With these features, a user can examine what " improvements" will cause one

facility to be at least as preferred as another. Ch a ng ing we igh ts a nd ag-
gregation rules also allows the evaluation to span a range of relatively

more conservative assumptions ( e .g . la rg e r we ig h t s a nd mo r e AND ope ra to rs )
to relatively less conservative assumptions (e.g. smaller weights and

fewer AND operators) . In this way, the algorithm is a useful tool that

can help analyze what set of assumptions cause a facility to be evaluated
,

as relatively acceptable or not.

In summary, section 3 has discussed how the algorithm can be
implemented and used. Section 4 describes the computer program that
facilitates this implementation. (Hand calcula tions and pr ogrammable
calculators can be used to compute scores for individual elements

since the scoring algorithms are straightforward. But the conputer

program greatly facilitates the handling of hierarchies and large

numbers of ques tionnaires) . An example presented in section 4.3

illustrates the algorithm implementation.

.

O
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4.0
.

SAFEGUARDS EVALUATION COMPUTER PROGRAM

.

4.1 INTRODUCTION

To implement the algorithm described in previous sections, an evalu-

tion computer program has been developed. This program is designed to

automate the scoring of evaluation questionnaires and hierarchy elements

and to provide maximum flexibility to the user for sensitivity analysis

and other changes.

The program uses two basic types of input. The first type pro-

vides the structure of the questionnaires and hierarchies, including

the number of questions (or inputs to a hierarchy element) weights and

the scoring rules to be used. This data is independent of any particular

evaluation and can be developed and stored on the computer before an

evaluation is done. The second type of input is the responses to the

questionnaires. These are the answers to the questionnaires filled out

.by an evaluator.

To compute the score for a hierarchy, the program first looks at
.

questionnaires. The questionnaire structure (number of questions, weights,

lowest values for each question, etc.) is read from one disk file and
'

responses are read off another. The routine then automatically computes

and saves the questionnaire score. Af ter the questionnaires have been

scored the program can be switched into hierarchy mode. To score a
!
Ihierarchy element (box) its name is entered. If the scores for all the

boxes leading into the box have been computed it scores the box using

|
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4

!

the appropriate rule. If not, the program attempts to score lower level'

boxes, gradually working down in the hierarchy until a box whose score
'

can be computed is found. The program then works back up the hierarchy

until the original box's score can be computed. Low level boxes (with4
.

component questionnaires) are scored in the same way except that the,

program assumes that all questionnaires have been scored.
.

The rest of this chapter describes the structure and operation of
- the evaluation computer program in more detail. Section 4.2 describes.

~

the use of the program and the format of the associated input files.
Section 4.3 provides an example of the program's use. Listings of the

program are presented in Appendix A3.

:

4.2 USE OF THE EVALUATION PROGRAM
.

<
4

; This section describes how the evaluation computer program can be
| used to evaluate questionnaires and hierarchies. First the data base

! is described in detail, then the operation of the program, including

the various options available and the flow of the program, is described.
! The use of the program i's demonstrated in section 4.3.
I

i

DATA BASE;

i
a

The input to the program consists of four " files" (sets of data

i stored on cards or disk):
,

!

; 1. Questionnaire structures
2. Questionnaire responses

3. Hierarchy structure

'4. Hierarchy initial scores
.

P

i

i.

!
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I

i The content and format of these files is described in more detail below.
The program is written in FORTRAN and FORTRAN formats are listed where

appropriate.

.

Questionnaire Structures
This file contains information on the questionnaires to be evaluated..

; The data for each questionnaire includes:

:

e Name

o Number of questions

e Number of subgroupings (if any)
e Weight for each question

e Lowest possible response for each question
4

] e Scoring rules for overall group and subgroups
-!

The specific layout is as follows:

i Card (record) 1: Number of questionnaires in file (112 format)

Card 2: First card number for each questionnaire (i.e. the number of the

card where the questionnaire starts). (2014 format) This card
is repeated as necessary to specify the first record of all

questionnaires in the file.

Card 3: Questionnaire title. Contains the questionnaire name (maximum.

of four characters) the number of questions (maximum of 40)

, and the number of subgroups (counting the overall questionnaire

as 1). The inital implementation of the algorithm will not use

subgoups, but the program has the ability to process them. For-

mat (1A4,6X,112,8X,112).

,

J
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Card 4: Worst Response. The letter corresponding to the worst response

is given for each question. (The best response is always as-

sumed to be "A".) (40(lX,lA1)).

.

Card 5: Group Information. Group number. (The group number for the

overall questionnaire is always 50). Additional groups are .

numbered 51,52...etc. The number of questions (and subgroups)

to be aggregated and the rule to be used is also given. The

codes for rules are HA = hard AND, SA = sof t AND, AV = average,

SO = soft OR, OR = hard OR. Fo rmat (IIL,8X,1I2,8X,lA2).

!

Card 6: Group Inputs. The questions (or subgroups) to be aggregated

as part of the group are given in-(40I2) format.
,

Card 7: Question Weights. contains the weight (between 0 and 1) as-

signed to each question. Initially the questions will be

equally weighted at 0.5, but the program can accept differential

weights. (8F5.3) This card is repeated until a weight is spec-

ified for each question. A convenience option allows one weight

for all questions to be set by specifying 2. as the first " weight"

and the assigned weight for all as the second weight.

Cards 5 and 6 are repeated for each group.
,

Cards 3 through 7 are repeated for each questionnaire.

.

Questionnaire Reponses

This file contains the responses to the various questionnaires
,

(the results of the evaluation). The format is as follows:

Card 1: The number of questionnaires evaluated. (112) format.

*.

4-4



_ - _ _ _ _ _ _ - . __

1

a

Card 2 : The first card number for each questionnaire. (20I4) format.
The questionnaires must be in the same order as in the question-

naire structures file. This card is repeated as many times as

; - necessary to identify the first record for each questionnaire.

Card 3: The name of a questionnaire. (IA4) format-

Card 4: The score for each question on the questionnaire. In alphabetic,

format (40(lX,lA1)).
i
'

4

'I

Cards 3 and 4 are repeated for each questionnaire.

1

I'

Hierarchy Structures

This file contains structural data about the organization and scoring

of hierarchies. The format is as follows:
i

Card 1: The number of complete hierarchies in the file. Format (112),

maximum value = 5. (Typically, there is only one hierarchy in

a file)

Card 2: The first card number for each hierarchy (514) format.
.

|

l

Card 3: Box Data Card. This card includes the name of a box, the num-
'l

ber of subelements to be aggregated and the scoring rule to I

be used. If the elements to be aggregate 6 are questionnaires.

instead of boxes then 50 is added to the number of subelements.

If a questionnaire is to be used to determine the scoring rule.

1

the questionnaire name also appears on the card. The order'

is: box name, number of elements, rule, questionnaire name

(if any). The format is (IA6,4X,112,8X,lA2,8X,1A4).

Card 4: Input Box Data Card. This card contains the name of an input

subelement (box or questionnaire) in (IA6) format.

4-5
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1
1
1

Card 4 is repeated for each input subelement. Cards 3 and 4 are
.

repeated for each hiecarchy box having sub-elements. The only restric-

j tion of the ordering of the boxes is that a box name must not appear or.

a number 4 card af ter it has appeared on a number 3 card, (i.e, go from .

) top to bottom).

.

I Card 5: The last card for each hierarchy is a card with the word

f "NOMORE" in the first six columns.
'

,

! Hierarchy Initial Scores

T1.is file contains values for any initial scores to be set for

hierarchy boxes. The file is structured as follows:

'

Card 1: The nunber of hierarchies in (112) format. (Typically,

| this number is 1)

Ca rd 2: The initial card for each hierarchy in (514) format.

.

Card 3: The names of boxes to be set followed by the initial score.
If the score is set at -1, the initial score is free. (Other-
wise scores must be between 0 and 1). There are no restric-

tions on the order of the boxes. If a box does not appear

its initial score is assumed to be -1. The format is (5(1A6,

1F6.3)).

.

Card 3 is repeated until all set scores have been read in.

.

j Card 4: Questionnaire scores in (10F8.5) format. Ten cards (they may .
j all be blank) are required for each hierarchy.

This file is used primarily by the program to store the results;

! of an evaluation so that they need not all be computed each

4-6 ;
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time the program is run. Initially, the file can be set with

the first two cards specified as above, and 18 blank lines

i following the first two cards.

.

INTERACTIVE PROGRAM OPERATION

.

Questionnaires and hierarchy elements are evaluated using an inter-

active computer program. This program uses the data files described

in the previous section as input and provides the user with a wide variety

| of evaluation and sensitivity analysis options. The following paragraphs

j describe the relationship of the program elements and data files and the
1

i options available to the user.

Input / Output Considerations

The evaluation program is designed to be used interactively at a

timesharing terminal. In addition, four disk storage files are needed.

These files were described previously. They interface with the program

as shown in Table 4-1.

Program Operation: General Features

When the evaluation program is called, it first initializes the

major variables and then prompts the user with the following question:

SELECT l-HIERARCHIES 2-QUESTIONNAIRES 3-STOP --

'
.

Typing "1" in response to this question initiates the hierarchy manipu-

lation portion of the program. A second list of options will be printed.

to allow the user to control the manipulation. These options are

described shortly. Similarly, if the user responds with "2", a set

of options relating to questionnaires is printed. Typing "3" stops

the program. If the user is familiar with the program options described

,

.4-7
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Table 4-1 DATA BASE DEFINITIONS

Maximum
Record Length Number of

File Unit Type (Characters) Records

1. Questionnaire 1 Random Access 80 300 '

Structures

2. Questionnaire 2 Random Access 80 150 -

Responses

3. Hierarchy . 3 Random Access 80 200
Structure

4. liierarchy 4 Random Access 80 50
Scores

i

!

|
,

i

|

|

,!

i

!

.

,

1

l

(
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|

below, any valid option number can be typed and the program will branch

directly to that option.

; - Program Operation: Questionnaire Manipulation

Selecting the questionnaire option causes the following table to

be printed.-

SELECT ONE:

21-COMP UTE' SCORES 22-PRINT SCORES

23-SET SCORES 24-REVISE WEIGHTS4

25-REVISE RULES 26-REVISE RESPONSES

29-NO MORE REVISIONS

|WHICH?

|
The user simply types in the nunber corresponding to the desired option !

and the computer will initiate the option and ask additional questions

; to enable its completion. The options are described in more detail

below. |
t

i

Option 21 - Compute Scores. This option computes the score for a

questionnaire. When the option is selected the prompt " ENTER
QUESTIONNAIRE NAME - " is given. If the name is valid, the question-

naire's information -is retrieved from the questionnaire structure and

response files and the score is printed and stored. If "ALL" is typed.

in response to the name prompt, all the currently stored questionnaires
are scored and printed. The user is then asked to select another. option..

!

| Option 22 - Print Scores. This option prints the data associated with

a questionnaire. A name is entered as in Option 21 and the computer
l

prints a table of information for the questionnaire. The information

i

~

.
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includes the scoring rule and sccre and a diagram of the questionnaire
structure. The structure shows the subgroups (if any) used in scoring
the questionnaire, the scoring rules used for the subgroups and the
individual questions included in each group along with their associated

.

raw scores, weights and adjusted scores.

.

Option 23 - Set Scores. This option allows the user to directly specify
a score for a questionnaire. In response to a prompt the user enters

a questionnaire name. The prompt " SCORE =" is printed and the user
may enter any value between 0 and 1.~0. This score is saved until the

score is recomputed or reset.

Option 24 - Revise Weights. The option allows the user to revise the

weight assigned to a given question or questions. Af ter the questionnaire

name is entered, the prompt " NUMBER OF QUESTIONS TO BE REVISED =" is

given. If the weight has been assigned using the brief form, the common
weight assigned to all questions must be revised. For each question

to be revised, the prompts " QUESTION NUMBER =" and " WEIGHT =" allow the

new weight to be assigned to the appropriate question. After this

option is completed the score is recomputed and printed.

Option 25 - Revise Rules. This option allows the user to revise the

scoring rule used to score a questionnaire or subgroup. After the,

questionnaire name is entered, the computer asks for the " group number"
to be changed. Group "50" corresponds to the overall questionnaire

,

and 51, 52, etc. , correspond to the subgroups (if any). - Next the
revised rule is requested, using the following abbreviations:

.

HA-Hard AND

SA-Soft AND

AV-AVERAGE

S0-Soft OR

OR- OR

!

|
'
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The revised score is computed af ter the desired number of changes has

been made.

Option 26 - Revise Responses. This option allows the user to revise

the responses associated with particular questions. The procedure is.

similar to that for revising weights, in that the questionnaire name and

number of questions to be revised initializes a loop for entering revised
,

responses. -For each question, a prompt asks for the question number and
then the user is prompted " ENTER REVISED RESPONSE (A to WORST) - ".

WORST is the letter of the alphabet corresponding to the worst answer on

the question. The user enters the letter of the alphabet corresponding

to the revised response. Af ter all desired changes have been completed
the questionnaire score is recomputed and printed.

Option 29 - No More Revisions. This simply returns the program to the

original hierarchy / questionnaire /stop choice. These options represent

all of the interactive routines relating to questionnaires. Other

changes (e.g., revisions to questionnaire structure) must be made using
a text editor on the appropriate files.

Program Operation: Hierarchy Manipulation

When the hierarchy manipulation option of the program is first

initiated, the computer requests " ENTER HIERARCHY NUMBER - ". The

user enters the number of the hierarchy to be manipulated in the current

session. The computer then retrieves the data corresponding to that

,
hierarchy from the disk files. Next the following table is printed:

SELECT ONE:
.

41-COMPUTE SCORES -PRING DATA

43-ASSIGN SCORES 44-REVISE DELAY / RESP

45 REVISE RULES 46-SELECT NEW HIERARCHY-

47-PRINT BOX NAMES. 48-FILE HIERARCHY DATA

49-CHANGE BOX NAMES 50-PRINT HIERARCHY

Sl-NO MORE REVISIONS
|

! 4-11
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Typing the number corresponding to an option initiates the option. As

described below, the computer asks additional questions as necessary to
,

allow completion of the option.

.

Option 41 - Compute Scores. This option allows the user to compute the
score for a hierarchy box. Of course, if the top box of the hierarchy

is scored, the overall score will be computed. Af ter the box name is

requested and entered, the computer automatically searches as far down
in the hierarchy as is necessary (up to a maximum of five levels) to

identify boxes which can be scored, (i.e., boxes for which scores are

available for each lower level box or questionnaire). Then the computer
works back up the hierarchy, scoring higher level boxes until it is
possible to compute the score for the requested box. This score is

printed. (Note: The scores for all higher level boxes are reinitialized
to -l when a lower level score has been changed. ) |

Option 42 - Print Data. This option allows the user to obtain a simplified
idiagram of the hierarchy structure beneath a specified box. Up to four

levels of boxes are printed. The information for each box includes the
box name, its score, (-1 is shown if the score has not been computed) and
scoring rule and scoring questionnaire (if any). The table is printed

in outline style, with lower level boxes being indented beneath higher
level boxes.

'
,

1

Option 43 - Assign Scores. This option allows the user to assign a-
.

score to a specified box. The computer first prompts for the box

name and then requests the score, which must be between 0.0 and 1.0.

The scores for all higher level boxes are reinitialized to show t.hdt

a lower level score has been changed.

Option 44 - Revise Delay / Response. This option is not used at the
current time.

4-12
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Option 45 - Revise Scoring Rule. This option allows the user to change

the scoring rule associated with a box. The computer first requests
;

the box name and then the rule. The rule is entered using the following

. abbreviations.

HA-Hard AND.

SA-Soft AND

AV-Average

S0-Soft OR

OR-OR i

Q -Scoring rule determined by questionnaire

I

If Q (Questionnaire Scoring) is entered, the computer will prompt for

the questionnaire name.
1

Option 46 - Select New Hierarchy. This option reinitializes the program

i by allowing the user to reenter the data for the current hierarchy or

; another stored in Disk File 3. The only prompt is "EN1."R HIERARCHY NUMBER".
I

'
1

Option 47 - Print Box Names. This option causes a list of the current box

names to be printed.

Option 48 - File Hierarchy Data. This option saves all revisions and

scores for the hierarchy (including questionnaire scores) during the I

current session on Disk File 3 and 4 respectively. The original data, ,

is overwritten. This option is done automatically at the termination

. ,
of a session if Options 45 or 49 have been used.

4

Option 49 - Chan2e Box Name. The computer first prompts for the original

box name and then for a revised name. Names are allowed to be a maximum

of 6 characters long.
4

4
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Option 50 - Print Hierarchy. This option is similar to option 42 except

that the structure is printed in a more easy to follow graphical form.

One to five hierarchy levels are printed starting with a box name

entered with the computer prompt. Warning: If you are in a hurry or

conserving paper it is best to use Option 42 for viewing hierarchy -

data.

.

Option 5. - No More Revisions. This option reverts the program back to

the ori ;inal questionnaire / hierarchy /stop choice.

!

4.3 FHMPLE OF ALGORITHM AND COMPUTER PROGRAM USE

To illustrate the algoritta and computer program, hypothetical data

provided by Sandia concerning the capability of " prevent unauthorizedwar

acce ss of persons and materials into the MAA" (see Figure 1-1(1)). A set

of component questionnaires was filled out corresponding to several, but
not all of the low-level system tasks. The weight on each question in

every component questionnaire was set equal to .5. Each component's score

was computed by using a sof t AND operator on the question scores. (Some

! questionnaires that were input to others were scored in a "first pass".)

A total of 38 questionnaires appear directly in the computer program in-
put data which can be found in Appendix A4.

Interaction coefficients were assigned for all hierarchy boxes requir-

ing them. All boxes without appropriate component questionnaire input
were ass:yned arbitrary scores (e.g. , a 1 in most cases). .

The example is developed in terms of the commands that would be

issued } a user to the computer and the resulting output. Appendix A4

contains computer input and additional computer output for the entita

capability. In this example, l owever, the focus is on that segment of
the capability-hierarchy conce.rned with " detect access / introduction of

material through remainder cz area boundary." (This is the only segment
of the example with reasorably complete questionnaire input data.)

4-14



Each questionnaire was given an identifying number and each hierarchy
box was given a mnemonic identifier. Appendix A4 lists the component
corresponding to each questionnaire number. The mnemonics for this

j ,
example are shown in Figure 4-1.

In exercising the algorithm, the first command to the computer
,

should be to read in the hierarchy structure (and any initializing

inf o rma tion) . This step is shown in Figure 4-2. The next step is to

score all the questionnaires (if such scores have not been computed
and stored previously). The appropriate option for this is 21. Figure

4-3 shows how all the questionnaire scores can be computed. Figure 4-4

shows an example of how a more detailed printout for the annunciator
systems component questionnaire can be displayed.

The next step is to evaluate the capability hierarchy. (First,>

boxes requiring assigned scores should be given these scores using option
43.) The computer is capable of evaluating up to five hierarchy levels
down. The'refore, lower level boxes must be evaluated first if the top

box has more than five levels beneath it. In this example, the right

side of Figure 1-1(1), " Deny Access" (DENACC) can ba evaluated directly
2 using option 41. One form of computer display of the hierarchy results

is shown in Figure 4-5. By using a series of display commands, the
user can focus on different segments of the hierarchy. For example,

in Figure 4-5, the DETACC display shows a trace of the scoring down
to the questionnaire level for some boxes. The second page of Figure

,

4-5 illustrates how one can obtain a more detailed look at lower level
boxes such as INDMI.

.

A second way of displaying hierarchy data is shown in Figure 4-6.
This type of display does not contain questionnaire scores explicitly,
but does give a pictorial view of hierarchy relationships. Figure

4-15
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1

1

Figure 4-1. MNEMONICS FOR ALGORITHM EXAMPLE

DETACC - Detect Access -

SENSE - Sense Attempt
,

REPALR - Report Alarm
.

ASSESS - Assess Alarm

MULTS - Multiple Components for Sensing Attempts

INDIMI - Indirect Monitoring to Sense Attempts
| TSIG - Transmit Signal

ANALRM - Anunciate Alarm

f MULTA - Single or Multiple Componer's for Assessing Alarms
i INDAl - Indirect Assessment of Als s

CASSAS - Central and Secondary Alarm Stations Score

,
DDS - Delay / Detection Score (based on time comparisons)

't

j GP - Guard Patrol Score
BARR - Barriers (multiple access points),

DDA - Delay / Assessment Score (based on time comparisons)
ALAS - Alarm Assessment System Questionnaire (not actually used in.,

capability evaluation)

PNSS - Multiple Sensor Penetration Sensing System Questionne. ire (not
actually used in capability evaluation).

!

; *

.

I

i

9

,
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i Figure 4-2. READING IN THE HIERARCHY STRUCTURE

E*XECUTION:.

SELECT 1- HIERRRCHIES, 2- QUESTIONAIRES, 3- STDP -- 1
ENTER HIERRRCHY NUMBER -- 1

'

1 SELECT DNE:

41- COMPUTE SCORES 42- PRINT DATR
43- ASSIGN SCORES 44- REVISE DELAY / RESP
45- REVISE RULES 46- SELECT NEW HIERRRCHY
47- PRINT BOX NAMES 48- FILE HIERARCHY DATR
49- CHANGE BOX NAME 50- PRINT HIERARCHY

51- NO MORE REVISIONS

1

e

1

0

4-17
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Figure 4-3. COMPUTING QUESTIONNAIRE SCORES

SELECT 41-51 -- 21
ENTER QUESTIDNAIRE NAME -- ALL
QUESTIONNAIRE 4 : THE SCORE = 0.755
QUESTIONNAIRE 6 : THE SCORE = 0.766
QUESTIONNAIRE 10 : THE SCORE = 0.670 -

QUESTIONNAIRE 47 : THE SCORE = 0.820
QUESTIONNAIRE 57 : THE SCORE = 0.579
QUESTIONNAIRE 1 : THE SCORE = 1.000 -

QUESTIONNAIRE 2 : THE SCORE = 0.917
QUESTIONNAIRE 3 : THE SCORE = 0.606
QUESTIONNAIRE 11 : THE SCORE = 0.820
QUESTIONNAIRE 14 : THE SCORE = 1.000
QUESTIONNAIRE 16 : THE SCORE = 1.000
QUESTIONNAIRE 21 : THE SCORE = 0.911
QUESTIONNAIRE 22 THE SCORE = 0.237'

QUESTIONNAIRE 25 : THE SCORE = 0.562
QUESTIONNAIRE 28 : THE SCORE = 0.516
QUESTIONNAIRE 32 : THE SCORE = 0.750
QUESTIONNAIRE 36 : THE SCORE = 0.875
QUESTIONNAIRE 33 : THE SCORE = 1.000
QUESTIONNAIRE 43 : THE SCORE = 1.000
QUESTIONNAIRE 51 : THE SCORE = 0.766
QUESTIONNAIRE 60 : THE SCORE = 0.516
QUESTIONNAIRE 63 : THE SCORE = 0.337
QUESTIONNAIRE 66 : THE SCORE = 1.000
QUESTIONNAIRE 69 : THE SCORE = 1.000
QUESTIONNAIRE 69 : THE SCORE = 0.548
QUESTIONNAIRE 74 : THE SCORE = 1.000
QUESTIONNAIRE 75 : THE SCORE = 1.000
QUESTIONNAIRE S3 : THE SCORE = 0.746
QUESTIONNAIRE 84 : THE SCORE = 0.637
QUESTIONNAIRE 87 : THE SCORE = 0.733
QUESTIONNAIRE 90 : THE SCORE = 0.667
QUESTIONNAIRE 95 : THE SCORE = 0.337
QUESTIONNAIRE 12 : THE SCORE = 0.338
QUESTIONNAIRE 33 : THE SCORE = 1.000

,

QUESTIONNAIRE ALAS: THE SCORE = 0.598
QUESTIONNAIRE PNSS: THE SCORE = 1.000
QUESTIONNAIRE 17 : THE SCORE = 1.000
QUESTIONNAIRE 18 : THE SCORE = 1.000 *

I
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Figure 4-4. DISPLAYING QUESTIONNAIRES

- SELECT 21-29 -- 22
ENTER QUESTIONAIRE NRME -- 4

|

.

QUESTIONRIRE DATR FOR l
QUESTIONAIRE 4 1

DVERALL SCORE = 0.75493 RULE : SR
1

EDX: 50 RULE: SR
Q= 1 RESP = 1. 000 W= 0.500 S= 1. 000 *

Q= 2 RESP = 0.667 W= 0.500 S= 0.833
Q= 3 RESP = 1. 000 W= 0.500 S= 1. 000
Q= 4 RESP = 1. 000 W= 0.500 S= 1. 000
Q= 5 RESP = 1. 000 W= 0.500 S= 1. 000
Q= 6 RESP = 1.000 W= 0.500 S= 1.000
Q= 7 RESP = 1.000 W= 0.500 S= 1.000
Q= 8 RESP = 1.000 W= 0.500 S= 1.000
Q= 9 RESP = 1.000 W= 0.500 S= 1.000
Q=10 RESP = 1. 000 W= 0.500 S= 1. 000
Q=11 RESP = 1.000 W= 0.500 S= 1.000
Q=12 RESP = 1.000 W= 0.500 S= 1.000
Q=13 RESP = 0.833 W= 0.500 S= 0.917
Q=14 RESP = 1. 000 W= 0.500 S= 1. 000
Q=15 RESP = 0.667 W= 0.500 S= 0.833
Q=16 RESP = 0.750 W= 0.500 S= 0.875

,

4

9
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Figure 4-5. HIERARCHY DISPLAY

| WHICH? 42
ENTER BDX NAME -- DENACC

HIERARCHY DATH FDR BDX DENACC
.

BDX8DENACC RULEsSA SCDRE: 0.436 Q:
j

i BDXsDETACC RULEsHA SCORE: 0.335 Os

BOXsSENSE RULEISD SCCRE: 0.702 0:

BDXIMULTS RULEsRV SCDRE: 0.671 0: .

BDXIINDM1 RULE SA SCDRE8 0.575 Q:

BDXsREPALR RULEsHA SCDRE: 0.868 Os

BDXsTSIG RULE 8SD SCDRE: 0.940 Q:
BDXsANALRM RULEISD SCORE 0.923 0

BDXsASSESS RULEsAV SCORES 0.549 Q:
BDX MULTA RULEsAV SCORE: 0.670 Q:

BDXs1NDR1 RULEsSA SCDRE: 0.640 Q:
BDXsCASSAS RULEsRV SCORE: 0.333 Os

BDXsRESACC RULEsHA SCDRE8 0.730 Os

BDXtCDMRSP RULEsSA SCORE: 1.000 Q:
BDXtBETGDS RULE: SCDRE: 1.000 GJ

BDXIGDSSTN RULEsHA SCDRE 1.000 Os

BDXBETSTN RULE: SCDRE: 1.000 Q:

BOX 8DNDFF RULE: SCDRE: 1.000 Q:

I BDXsRESP RULEtSA SCORE: 0.730 Q

! BDXsDELRSP RULEsSD SCDRE: 0.790 Qt

( BDXsEFFRSP RULEISA SCORE: 0.706 Q:

I BOXDRRSP RULE: SCDRE: 1.000 Os
' SELECT 41-51 -- 42

ENTER BDX NAME -- DETACC
i

HIERARCHY DATA FOR BDX DETACC

BDXIDETACC RULEsHA SCORE: 0.335 Os

BDX* SENSE RULEsSD SCDRE: 0.702 Os

BDXsMULTS RULEsRV SCDRE: 0.671 Q:
QUESTIONNAIRE 8 6 SCORE: 0.766
QUESTIONNAIRE: 57 SCORE: 0.579
QUESTIONNAIRE: 10 SCORE: 0.670

BDXIINDM1 RULEsSA SCDRE: 0.575 0
BDXsDDS RULES SCDRE 0.833 Os

BDXsGP RULEt Y SCDRE: 1.000 08-

BDX:BARR RULE Sel SCORE 0.370 Q:
BDXsREPALR RULE *HA SCDRE: 0.868 Os

BDXITSIG RULEsSD SCDRE: 0.940 Os

QUESTIDNNAIRE: 47 SCORE: 0.820
QUESTIONNAIRE: 18 SCORE: 1.000 .

BOX ANALRM RULEsSD SCORE: 0.923 Qt
' QUESTIONNAIRE: 4 SCORE: 0.755

QUESTIDNNAIRE: 51 SCORE: 0.766
QUESTIONNAIRE: 43 SCORE: 1.000 .

BOX ASSESS RULEsAV SCORE: 0.549 0:

BDXsMULTA RULE *RV SCORE 0.670 0:

| QUESTIDNNAIRE: 10 SCORE: 0.670
| BDXIINDR1 RULEsSA SCORE: 0.640 Os

BDXsDDR RULE: SCDRE 1.000 98
:

|
BOXsGP' RULEsAV SCORE: 1.000 Os

BDX BARR RULEsSA SCORE 0.370 Q:
BDXCASSAS RULEtAV SCORE: 0.338 Os

QUESTIONNAIRE: 12 SCORE: 0.338
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Figure 4-5. (Continued)

SELECT 41-51 -- 42
ENTER BDX NAME -- INDN1

HIERRRCHY DATA FDR BDX INDN1

BDXIINDN1 RULEsSA SCORE: 0.575 Q:,

BDXsDDS RULE: SCORE: 0.833 Q
BDXsGP RULEBRV SCORE: 1.000 Q

QUESTIDNNAIRE: 43 SCORE: 1.000
, BDXsBAPR RULEsSA SCORE: 0.370 Q:

QUESTIONNAIRE 3 SCORE: 0.606
QUESTIDNNAIRE: 21 SCDRE: 0.911
QUEST!DNNAIRE: 28 SCORE: 0.516
QUESTIDNNAIRE: 33 SCDRE: 1.000
QUESTIDMNAIRE: 68 SCORE: 1.000
QUESTIONNAIRE: 69 SCDRE 0.549
QUESTIONNAIRE: 90 SCORE: 0.667

SELECT 41-51 -- 42
ENTER BDX NAME -- RESP

HIERARCHY DRTA FDR BDX RESP

BDX RESP RULEsSR SCORE: 0.730 Q:
BDXtTELRSP RULEsSD SCORE: 0.790 0

1.DX BARR RULEsSR SCDRE: 0.370 0:
QUESTIDNNAIRE: 3 SCORE: 0.606
QUESTIONNAIRE: 21 SCORE: 0.911
QUESTIDNNAIRE: 29 SCORE: 0.516
QUESTIDNNAIRE: 33 SCORE: 1.000
QUESTIDNNAIRE: 68 SCDRE: 1.000
QUESTIDNNAIRE: 69 SCDRE: 0.549
QUESTIDMMAIRE: 90 SCORE: 0.667

BDXsGP RULEsAV SCDRE: 1.000 Q:
QUEST!DNNAIRE: *I SCORE: 1.000

BDXtEFFRSP RULEsSA SCORE: 0.706 Q:
BDXtDN3ITE RULEtSR SCORE: 0.559 Q:

BDXsREQDFF RULEsHA SCORES 0.333 Q:
BDXsCONADV RULE SR SCORE: 1.000 Q:

BDXtDFFSIT RULE SR SCORE: 1.000 Os
BOXsRSPREQ RULEsHA SCORE: 1.000 Os
BDXsENGADV RULEsSR SCORE 1.000 Q:

BDX DRRSP RULE: SCORE: 1.000 Os

SELECT 41-51 -- 42
ENTER BDX NAME -- EFFRSP

HIERRRCHY DATR FOR BDX EFFRSP

'

BDXsEFFRSP RULEISA SCORE: 0.706 Q:
BDXsDNSITE RULEISR SCORE: 0.559 Q

BDXtREQDFF RULE HA SCDRE: 0.333 Q: |

QUESTIONNAIRE: 12 SCDRE: 0.333
QUESTIONNRIRE8 16 SCORE: 1.000*

BDXICDNADV RULEISR SCDRE: 1.000 Q: |

QUESTIONNAIRE: 16 SCORE: 1.000
QUEST!DNNAIRE: 43 SCORE: 1.000

BDXsDFFSIT RULEtSR SCDRE: 1.000 Q:
BDXsRSPREQ RULEHA SCORE: 1.000 Os

QUESTIDNNAIRE: 16 SCORE: 1.000
BDXsENGADV RULEsSR SCDRE: 1.000 Q

QUESTIONNAIRE: 16 SCDRE: 1.000

|
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Figure 4-6. HIERARCHY GRAPHICAL DISPLAY
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l

4-7 (not produced by the computer) illustrates the level by level evalua-

tion taking place for the entire capability.

I

The following discussion illustrates a hypothetical analysis of how, .

the computer output might aid an evaluator or designer in recommending

upgrade procedures for a facility. Let us assume that it is desired,

to upgrade the facility capability score from a .4 to a .5 by improving

the " deny access" portion of the hierarchy. The upper portions of the
hiercrchy evaluation involve AND type interactions. From descriptions

in Section 2, (and also from formal computations with the algorithm

formula in Appendix Alj, the greatest improvement to an overall score

; per unit improvement of scores directly beneath it comes from improving

j the worst score when an AND type operation is involved. In looking at

Figure 4-7, we first look at improving the DETACC score (the smaller
!

of the two scores immediately below DENACC). We then look at improving

the SENSE and ASSESS boxes to at least the same level as the REPALR

box.

Figure 4-5 shows that the ASSESS box is evaluated by averaging the

scores of the direct and indirect assessment techniques with the alarm

j station score. The alarm station score (#12) appears quite low. In
,

j addition, the techniques only average together reflecting a not especially
'

well coordinated group of elements in performing the assessment task.

The questionnaire for the alarm stations (#12), indicates that the
.

responses to several of the questions are at their worst levels. If |
!

these were changed to their best levels, the component would score
, ,

.802 instead of .338. If, in addition, the ASSESS elements were coordi-

nated so that a sof t OR were appropriate, the total ASSESS score would

become .838.

4
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Prevent Unauthorized Access of
Persons and introduction of
Material into MAA (b)

.407

i i

CON,ACC DEN,ACC

Control Access Deny Access
,

through Entry through Remain-
KEY Portals der of Boundary

.547' .436 -

= "Hard M"

= "Sof t And"
,

, ,,Sof t Or" .

. Detect Access Respond to
= Assigned Score Attempted Accessn. +

through Remain.
Q der of Boundary through Remainder
X Q = Ouestions of Boundary
*

.335 .730*Z
9
>
<
C

SENSE REPALR ASSESSw
-a-

0
0 Sense Report Assess4 -

Penetration Alarm Alarm

i
~~

.702 .868 .549
8
a
i~ !

i i
j TSIG ANALRM

Transmit Annunciate
Signal Alarm

.940 .923

I I I I

Annunc. Guard Local *

Radio Hardwire
Systems Patrols Alarms(18) (47)

(4) (43) (51)

1.000 .820 .755 1.00 .766

150 100 160 160 130
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In examining the SENSE box, we note two techniques are used. Since

the SENSE box is evaluated using an OR rather than an AND, the most ;

improvement is gained by improving the best technique beneath it rather
than the worst. This refers to the box labeled MULTS. In Figure 4-5, j

-

MULTS is evaluated by averaging a group of components. This reflects
I

the situation that the components do not especially provide defense '

.

in depth; e.g. , when one component is active another is not. If these

components coordinated together more closely, (e.g., all were always
activ9 providing some defense in the depth), so that a soft OR were ]
appropriate, the score for MULTS would become .808. Finally, if the |

direct and indirect assessment techniques were made to provide completely
independent, redundant systems so that a hard OR were appropriate,

the total score for the SENSE box would be .918.

i

Working the improved scores up through the hierarcl yields improved

scores for the following elements:

SENSE: .918

ASSESS: .838

l DETACC: .668

DENACC: .629

|
Capability: .506

1

The above discussion and example serves to illustrate how the al- !

gorithm is implemented using the computer program and how the resulting j
.

output can be analyzed to provide insight into and to explore different
safeguard strategies.

.
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; SUMMARY AND RECOMMENDATIONS FOR FitTURE WORK

.

t

4

5.1 STRENGTHS OF THE METHODOLOGY

j The evaluation methodology presented in this report was designed to

have certain desirable properties as outlined in Section 2.1. These

strengths of the methodology are now summarized.

e Defensibility of Computational Formulas: The computational rules

that are used are not arbitrary. They can be derived formally from

a set of assumptions that allow the problem to be decomposed into l

i simpler parts and then logically connected together. Whether the
!

j assumptions that justify the use of the computational formulas are

I valid for a particular component questionnaire or capability

hierarchy depends a great deal upon the nature and interpretation
of all the elements and factors involved. Because the formulas can

be related to specific assumptions, however, the motivation for
choosing a particular aggregation rule in a given situation can be

explained. The rules have a basis in both probability and utility

,
theory. Both theories provide orientations that appear useful for

I the safeguards evaluation problem.

e Flexibility of Aggregation Rules: The algorithms are capable of

modeling several types of interactions using relatively simple
functional forms. The rules were developed to address all th<-
elements of a. capability hierarchy including component questica-
naires, component combinations, delay-response elements and higher

level hierarchy elements.
4
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e Practicality: The methodology can be implemented in a practical

fashion using a framework consisting of multiple choice ques-

tionnaires and a hierarchy structure. The effort required to

specify the parameters of the algorithms is reasonable. Both
,

interaction rules and weighting factors can be assigned in a

practical and systematic manner with a provision for some con-
,

sistency checking.

e Traceability: The computer program allows a user to trace an

overall capability score all the way down to a score on an in-

dividual component or question. Thus, the reasons why s facility

received a particular score can be specified. The computer pro-

gram has interactive capabilities that especially facilitate

such tracing displays.

e Aid to Evaluators: In addition to traceability, the computer

program can aid evaluators via sensitivity analysis. By varying

the algorithm parame' ers and/or element scores, evaluators can
examine the range of assumptions under which a facility receives

an overall score within a certain range, or for which it is

less " preferred" than another facility. This type of analysis

can provide usef ul insight into the critical elements affecting

a facility's overall evaluation.

e Aid to Designers: Sensitivity analysis can also aid designers.
.

By testing out combinations of potential components, or by adding

or upgrading components, a designer can gain insight into what

the strengths and weaknesses of a design might be and into what

changes can most improve the design score.

In summary, the methodology has the potential for providing, in

a practical manner, useful evaluations of safeguards facilities to

both evaluators and designers.
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5.2 LIMITATIONS OF THE METHCLOLCCY
.

.

The methodology has limitations stemming from the complexity of
safeguards evaluation. Liritations of the acthodology and approach-

are now summcrized.
.

1
e Multiple-Choice Questionnaire, Capability Hierarchy Framework: An

approach celected to characterize a f acility should be practical
to implement and yet still reflect in a reasonable way essential
feeturer of the safeguards system. The questionnaire hierarchy

framework ir an approach thet eddresses the eveluation prcblem,

not frca the standpoint of providing a detailed model or simulation

of r safeguards operation, but rather of providing a large " check-

list" of aspects that should be examined in inspecting a design

er facility. Information that can be cbtained via questionnaires

is very diverse in both subject ratter and precision. This makes
it difficult to bendle such questionnaires in a systematic, quenti-

tative fashion. This should be remembered when interpreting an

evaluation secre. While giving useful insight in to a facility,

such an evaluation should not be the sole input to a ecmplete safe-

guards capability evaluation. It should not be expected that this

particular approach could address all the complex features of a fa-

cility and potentiel adversary actions.

o Methodoloay Assumptions: In order to quantitativ.ely evaluate a

bieretchy capability, several simplifying assumptions were made*

in developing the aggregation algorithms. It must be r'ecognized

that these assumptions are approximate at best. Careful design
,

of questionncires and hierarchy structure can help make these
assumptions riore reasonable approximations. The methodology, like

; the questionnaire-hierarchy framework, has had to consider the
compromise between practical implementation and the ability to
address complex features of the problem.

i
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1

e Methodology Implementation: The current capability hierarchies and
questionnaires and the methodology itself have had very little

testing in terms of sample or hypothetical facility information.

The preliminary testing that has been done has served to point out .

areas for improvement, further implications of setting certain
, algorithm parameters and potential redundancies or double-counting .

in both questionnaires and hierarchies. This issue will be dis-

cussed further in the paragraphs to follow.

5.3 RECOMMENDATIONS FOR FUTURE WORK

4

i While it is difficult to address all of the limitations discussed
above, there are several areas where additional work could improve
the framework and methodology presented in this report. These recom-
mendations are discussed below.

e Design Methodology Testing: Further testing of the methodology>

is strongly recommended. Availability of the computer program
will greatly facilitate this testing. The testing should include:

1) Evaluating component questionnaires and deciding what

question weights and interaction rule can most reas.onably
; reflect the effectiveness of individual components.

1

'

2) Evaluating component combinations and devising, if .

necessary, improved system questionnaires to deal with

this issue.
,

|

3) Evaluating higher level system tasks, whether the current
hierarchy structures are appropriate and what interaction
coefficients should be assigned to higher levels.

,

5-4
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4
i

i Formal assessments and consistency checking of algorithm parameters
1
1 is recommended as part of this testing.

This evaluation and testing should be carried out under as realistic; ,

[ conditions as possible. Several existing facilities may provide useful

|. data to help evaluate whether computed scores correspond to an intuitive

evaluation of the quality of safeguards. After this testing procedure

has been completed, an effort should be made to further simplify the use

of the methodology for designers and evaluators.
1

)
e Extending the Methodology to Evaluate Overall Safeguards Capabi-

lities: As was mentioned in Section 2.5, the current hierarchy

structure does not reflect the concept of several safeguard capa-;

! bilities working together to provide more complete safeguards

than an individual capability considered in isolation could provide.

There are possibilities for using the questionnaire information
,

j assessed for individual capabilities to evaluate overall safeguards.

| These may involve restructuring hierarchies especially for this pur-

pose and also devising questionnaires that consider how capabi-

lities coordinate with each other. Since some safegitard systems
I may be designed with an overall concept in mind, it would be use-

; ful' to be able to evaluate overall safeguards in addition to indi-
I vidual capabilities.

|

I*
:
i

i
i
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6.0
1 e

i GLOSSARY

.

1

| Disaggregation Structure: The capabilities hierarchy that specifies

j required safeguard capabilities and defines the functions that a system
'

I must perform in order to meet these capabilities (see Figure 6-1).
a

l Performance Capabilities: The five major objectives specified by the

NRC that form the highest level of the disaggregation structure.
;
;

i System Functions: The second level of the disaggregation structure.
-

| Those functions that contribute directly to a system capability.
.

I

'System Subfunctions: All disaggregation levels below the system func-

| tions (excluding the lowest levels), which identify specific tasks to
be performed by the system.

3
:
'

Low-level System Tasks: Those specific tasks or jobs which follow f rom
j the system subfunctions and which correspond to the Performance Charac-

; teristics in the Component Selection Matrixe
I

.

Performance Characteristics: Constrained low-level system tasks.

*

Component Selection Matrices: Matrices that indicate correlations be-

i tween specific tasks via performance characteristics and feasible ap-

proaches (equipment and procedures).
,

t
SSNM: Strategic _Special Nuclear Material.

,

6-1
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MAA: Materials Access Area. Any area containing SSNM.

Vji: Vital Area. Any area containing equipment that could be sabotaged.
.

PA: Protected Area. Area surrounding a VA and/or MAA, up to the peri-
meter of the facility.

,

ETQ: Ef fectiveness Test Questionnaire. A set of multiple choice ques-

tions that provides information used by the algorithm to evaluate an

overall component effectiveness score.

IRS: Information Request Sheet. A more expansive description of a

component or safeguard system that provides additional information to

evaluators. The algorithm uses only the multiple choice responses and
direct scoring information provided by the evaluator in its computations.

System Ef fectiveness Test Questionnaire: A set of multiple choice ques-
tions that provides information used by the algorithm to decide what

type of computation is appropriate to combine certain component scores.

The questionnaire may also provide the information necessary to combine
delay-response type scores, treat multiple access points and factor in

facility information not covered in any particlar component questionnaire.

' Delay-Response Type Elements: Elements that require a synthesis of de-

!, lay and response / assessment / monitoring capabilities by comparing delay

and response / assessment / monitoring times.

j.

|
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Appendix Al i
'

.

FUNCTIONAL FORM FOR SAFEGUARDS,

EVALUATION ALGORITHM,
"

!

|

!

In Section 2.2, the utility function structure used in safeguards

evaluation computations was briefly presented. In this appendix, the

I underlying assumptions made in that structure are described. In

'
addition, further properties of the evaluation function are discussed.

9

Al.1 Utility Theory

The axioms of decision analysis [1] define a formal logic for'

evaluating alternatives where the consequences of those alternatives

may be uncertain. Specifically, the assumptions utilized in this study
I imply the existence of a utility function to model the preferences of i

the evaluators. .j
|

Before stating the axioms of utility theory, we define our

notation. A simple lottery, written L(x ,p,x), is a probabilisticy

ever.t characterized by two possible consequences, which will be

designated by x1 and x2, and by their respective probabilities of

; , occurrence, designated by p and 1 p. The symbols >, ~, and < will

be read "is preferred to, " "is indifferent to," and "is less pre-

ferred than," respectively.I Thus, X3 ~ L(x2.P,x3) says that x1 is
,

indifferent to the lottery which yields either x2 with probability p ;
.

or x3 with probability 1 p.
I

,

1These designations are only for section Al.l.

J
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The axioms stated here which imply the existence of a utility

function are only slightly modified from the formulation of Pratt, Raiffa,

and Schlaifer [1].

.

Axiom ul: Existence of Relative Preferences. For every

pair of consequences xi and x2, Preferences exist such that either
,

~ x ' *1 > *2' # *2 < *l*x
3 2

Axiom u2: Transitivity. For any lotteries L , L , and L , thei 2 3

following hold:

1) Li~L2 and L2~L3 implies that Li~L3
11) Li>L2 2 3 implies that Land L ~L i > L , etc.3

Since a consequence can be interpreted as a degenerate lottery

(i.e., p = 1), axioms el and u2 together imply the existence of a

ranking of the relative desirabilit.es of the various possible con-

sequences. They do not say that an individual can articulate this, nor

do they require that this ranking be stationary over time. Let us

designate as x* a ,nsequence which is not preferred to any of the
other consequenr+ *)r a problem and as c* a consequence which is at

least as preferr as each of the other consequences. Therefore, one

possiblity is that x* and x* designate the least and most preferred
consequences, although they may represent hypothetical consequences

such that x* > x and x > x' for all possible x.

Axiom u3. Comparison of Simple Lotteries. Given the preference

order x3 > x2, then
.

1) L (x1,pi,x2) > L (*l.P X2) if P1>P'i 2 2 2

ii) L (xi,pi,x2) ~ L (*l P25*2) if P1 " P *i 2 2

|
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Axiom u4. Quantification of Preference. For each possible con-

sequence x, the evaluator can specify a number w(x), where

0< w(x)< 1, such that x ~ L(x*, n(x), x*).
*

-
.

.

.

; Axioms u3 and u4 taken together establish a measure of the relative,

desirabilities of the various consequences to the evaluator. The

n(x) value - or indifference probability, as it is called - is
.' that measure.

: Clearly, since the standards x' and x* for measuring n(x) are
1

j somewhat arbitrary, different n functions may be assesse or a

specific individual in a particular situation. To be consistent
4

with these axioms, however, all possible functions must be positive
linear transformations of each other. Any positive linear transfor-,

1

| mation of n of the form
;

.

u(x) = a + bn(x), b >0
,

., l

is referred to as a utility function. The quantity u(x) is said to j
i i

! be the utility of consequence x. If one accepts the above axioms, one
'

should always prefer alternatives that max.imize expected utility.

There are no alternative procedures for making decisions consistent

! with these axioms.
,

.

Since maximizing expected utility is equivalent to maximizing the

expected value of 7, the arbitrary choice of x* and x' has no influence, ,

! on the actual decis ion. Utility provides a relative scale analogous to

the temperature scales, and two scales which are positive linear trans-

formations of each'other are identical for decision-makin6 e : Poses.a

l
i a

1-

!
_ |
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A1.2 INDEPENDENCE ASSUMPTICNS

"

The theory underlying multiattribute utility f unctions is pr esented

in detail in [2]. Here we briefly present the theoretical results that

enderlie the utility functions used in the evaluation methodology pre- -

1, X ' * * * * X } are the attributes of ans e nt ed this repo rt. Su ppos e {X 2 N

evalua tion problem. For notational convenience let X be any specified7

Then X issubset of {X1,X2,...,XN} a nd Ry be the complement of X7 7
,'

utility independent of 5 if preferences for risky choices (lotteries)
7

over X with the value of X held fixed do not depend on the fixedy

value of xy. If X is utility independent of R for all X then
7 y r

{Xy,X2,...,XN} are mutually istility independent.

Theorem [2, Theorem 6.1] . If {X3,X2...,XN) are mutually
|

utility independent then either
;

, N

u(x1,x2'***'*N) k u I*n, (Al . la )=
nn

n=1

i
- or

Ni

( [l+Kk u1+Ku(xy,x2''**'*N) n n *n)] (A 1. lb )I=

n=1
,

i
u and the 'u 's are utilitywhere x represents a specific value of Xn, nn

functions scaled fr om ze ro to one, the k 's are scaling constants withn
; 0<hgcl , a nd K>-1 is a nonzero scaling constant which is the solution to -

N

f]( (Kk +1 ) . (A 1. lc )K+1= n
n=1

'

I
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Note that in the derivation of the utility function for the

safeguards evaluation, some or all of the attributes may be vectors.
!

I In Section 2.2, the expanded expression for the utility function
,

is given with the following relationships:.

.

.

S = u (xg,x2'*****n)
C =k f r all N attributesn

un"S f r all N attributesn

i

! in simplifying the expression for the aggregation algorithm,Thus,

l
jN
'

)(S/Nf or (A1.2)S =
1

i=1,

|

)!

N
.,

]][(1 + VS ) -1 (A1.3)S =
g

i=1

$ (1 + V)N _g

A1.3 SYSTEM QUESTIONNAIRES FOR DETERMINING CONDITIONAL UTILITY FUNCTIONS

The parameter V in (A1.3) can be considered to be conditional
,

,

upon other factors that are assumed fixed for a particular evaluation.
If such factors change, it is possible that V might change. A system
questionnaire provides the mechanism for assigning V conditional upon

,
'

how well a group of elements coordinate with one another. |

1

|
Specifically, in the Phase 1 report in Appendix A3 [3], it was (

shown how the interaction coefficient was related to the value of Y
that would make a decision maker indifferent between the following:

i
'

Al-5
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A. Element 1, Element 2 B. Element 1, Element 2

(S =1, S -0) (S =Y, S =.5)i 2 i 2

It was shown there, that V=(1/Y)-2
,

A value of Y near I would indicate that S ands 2 were redundanti ,

or substitutes for each other. A value of Y near 0 would show that a
fatal flaw in either one would cause the other to be almost worthless.
A system questionnaire provides a mechanism for computing more formally
what value of Y a decision maker would feel to be appropriate for the
above tradeoff. Specifically, Y is set equal to the score on the system
q ue s tionnaire. To simplify the algorithm, the following correspondences
between Y and V are used:

Y V

. 8 - 1. V=-1 (OR)

.6.8 V=-1/2 (SOFT OR)

.4.6 V-0 (AVERAGE)

.2.4 V=1 (SOFT AND)

0 .2 V== (AND)

In summary, V is conditional upon the score of the system question-
naire in the manner indcated above. In these instances, (A1.3) with

the appropriate value of V is a conditional evaluation or utility func-
tion based on howe well the elements coordinate with each other as
determined by the system questionnaire.

,

A1.4 SOME PROPERTIES OF Tile FUNCTIONAL FORM
.

If we take the partial derivative of S with respect to S in (A1.2)g

and (A1.3) we obtain the following:

i
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(A1. 4 )as =1 for V=0
N3S t

.

N

BS ,( h (1+V Sj)) * V/K (A 1. 5 )

i
j=1! 3S'

j/i

In (Al.5) the quality V/K is always positive. In examining ( A 1. 5 ) ,

wh e n -l< v< 0, the product t e rm is largest when the Si excluded is the
largest. This implies that for an OR type aggregation, the greatest

'

ga in pe r un i t increase in an Si is achieved when the largest si element
is selected. In other words, to upgrade a combination of components

which OR together, it would pay to improve the best element fur ther, if |
possible. When 0<V<= , the product te rm is larges t when the Si excluded

! is the smallest. Thus for an AND type aggregation, it would " pay' to

improve the worst element further, if possible.1

Of course, there are other factors which would influence those
'

elements to be selected for potential upgrading; e.g. , cos t, feasibili ty

of improvement, e tc . , But the algorithm's f unctional form does provide

some guidance on this issue.

.

l In this sense, the maximum and minimum element scores have the greatest

f. influence respectively on OR and AND type aggregations. But, unlike

using a MAX or MIN operator, their influence need not completely over-
ride the contribution of the other elements.

j
i

|

4
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Appendix A2

ASSESSING ALGORITHM PARAMETERS

.

In Section 3.5, a technique was presented with which the parameters
of the algorithm could be assessed in a consistent manner. The derivation
of the formulas shown in that section are now presented.

To review, to calibrate the weight W for a group of equally weighted
elements in a manner consistent with the selected aggregation coef ficient,

one should choose n and P for which the followign two situations are ;

.

1

! equally preferred:

A B

I (N-n elements at their best, P All elements at their best

n elements at their worst) (i.e., S=1)

1-P S=0

l

in practice, P is sometimes set to .5, and n_is then determined. The
formulas for u in terms of N,n and P are now derived.

.

The basic equations used are the formulas (A1.2) and (A1.3). As

appendix Al explained, the expected utility or score for situations
.

A and B above should be set equal to each other since they are equally

prefe rred. In terms of formula (A1.2), the expected utility for situation

| A is equal to(N - n + n(1-W))/N. The expected utility for situation B .is
P. - Equating these two scores, yields:

W = (1-P)N/n

A2-1

:
!
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I

There is a transformation of formula (A1.3) that is useful in,

deriving expressions for W. It is a noormalization scheme that has the;

scores going f rom -1 to 0 rather than 0 to 1. To make this transformation,

j the following quantities are defined:
,

I

I V'= V/(1+V) + V = V'/(1-V')
.

S ' " S -I + Si"I+S''
i i i

S ' = S-1 + S = 1 + S '

In terms of the new quantities, (using formula (A1.3) and reducing),

'
N

| S'= H (1 + V'S ') - 1f

! i=1 (A2.1)

1-(1-V')N

f Both formulas (A1.3) and ( A2.1) will now be used to derive expressions
! for W.

..
,

The expected utility for B in the new variable cystem is P(0)+(1-P)(-l?

! or P-1. The expected utility for A using formula (A2.1) is simply:

!

(1-V'W)" -1 (A2.2) -=<V'<1, V'*0 t

1-(1-V')N
,

|
*

(S ' C r a perfect element is 0 in the new system). Equating ( A2.2)
| 1

with P-1 yields the following for W:
i

- ,

i

! W = (1-(P+(1-F)(1-V')N)1/n/V' (A2.3)

| The formula in the original variable . system is shown in Section 3.5.

;
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II"For V*,V'+1, and f ormula (A2.3) becomes W = l-P ,

For V=1, V'=l/2 (sof t AND). For N large, the term containing (1-V')N
,

is multiplied by (1/2)N and can be ignored in (A2.3) for N>5.

.

For V-1 (hard OR), the use of formula (A1.3) yields an expected
Nutility for A of 1-W for the case where all elements are at their

wo rs t. (Even one at its best will yield a utility of 1)._ Solving for

W in this case yields W-(1-P)1/N )

!

|
.

|
. - '

A2-3



APPENDIX A3

COMPUTER PROGRAM DOCUMENTATION

A3.1 CENERAL OVERVIEW
.

Two versions of the safeguards evaluation computer program were
'

written in FORTRAN IV. This appendix contains listings of both ver-

sions. An interactive program design was chosen because (1) it fa-
cilitates easy use of the program by providing easy to understand
dialogue and (2) it greatly facilitates sensitivity analysis as well

as fine tuning of algorithm parameters. The first version has more

interactive options than the second, but may require more modifications
to implement on non-IBM systems.- This version is not strictly 1966 ANSI
standard [1]. However, it has been recognized that the 1966 standard
is quite limited in certain respects. Specifically, no random access

input-output is allowed by the 1966 standards. A new standard (FORTRAN
77){2] has been published, but as yet is not implemented on most systems.

The second version is less interactive and replaces all the random

access input-output statements with sequential input-output statements.

This second version is intended to comply with the 1966 standard and

should be easy to implement most systems. It has the following limita-

tions: Options 21 and 48 may only be done once in a run and options
22 through 29 are . not available.

'

A3.2 LANGUAGE AND OPERATING SYSTEM CHARACTERISTICS

1

Both programs do not require large amounts of core, but do utilize*

four disk files for input and output as explained in Section 4 of the

A3-1
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main report. Currently, there is room for 100 questionnaires with up

to 40 questions each, and 40 " boxes" per capability. These dimensions
can be changed if necessary. With the current dimensions, it is some-

times necessary to evaluate an entire capability in two pieces. This

was done for the example discussed in Section 4 and presented in more

detail in Appendix A4.
.

Some features that may require modification when implementing
.

the program on different systems are now discussed. DOUBLE PRECISION

statements are necessary to accommodate label variables of more than

4 characters on IBM machines. DOUBLE PRECISION statements should be

removed for CDC machines. All random access input-output related state-
ments are usually dif ferent for different computer systems. The cur-

j rent fully interactive version is IBM compatible only. The hierarchy

I graphical display routine utilizes certain carriage control characters

that may be dif ferent or not present on some systems. The graphical

display option 50 should not be used on systems that do not support a
control character that allows the printer to remain on the same line

with no carriage return and no line feed. Finally, CDC systems re-

quire a PROGRAM CARD to appear as the first card in the main program. !

The mnemonic QUEAS (Quantitative Evaluation of safeguards) is

given to the program files which contain the routines implementing
the algorithm. - The program routines and data files are described in

Table A3-1. The program listings follows the table. The routines

with a "B" appended to the file name replace their counterparts
i to compose version B of the program.

.
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Table A3-1. PROGRAM ROUTINES AND DATA FILES

QUEASI (FORTRAN): Main Program File
f

QUEASI (FORTRAN): First Subroutine File

SUBROUTINE GETHN : Interactively requests a hierarchy box name, ,

and returns the corresponding number'

SUBROUTINE ATGET : Accepts a hierarchy box name and returns the,,

corresponding number

SUBROUTINE SCREH : Accepts a box number and returns the box score

I SUBROUTINE BOX : Computes score for a box with questionnaires
"

as input

SUBROUTINE MULTEV: First level of recursive scoring routine. Tries
'

to compute box score

SUBROUTINE GETQN : Interactively requests a que'stionnaire name and
3

returns the corresponding number

FUNCTION YESNO : Accepts an interactive answer to a yes/no ques-
tion and returns 0 for no, 1 for yes

FUNCTION GETNUM : Accepts a number from within a specific range
interactively

SUBROUTINE TXTURE: Combines a group of nunbers using a scoring
rule

SUBROUTINE MULTEl: Second level of recursive box scoring routine

SUBROUTINE MULTE2: Third level of recursive box scoring routine

SUBROUTINE MULTE3: Fourth level of recursive box scoring routine
|

i- SUBROUTINE MULTE4: Fif th level of recursive box scoring routine i
!

4

SUBROUTINE MULTES: Final level of recursive box scoring routine

! SUBROUTINE GETR : Reads a questionnaire's responses

QUEAS2 (FORTRAN): Second Subroutine File

SUBROUTINE PRINTH: Prints short version of hierarchy structure
starting with specified box

SUBROUTINE SETH : Resets higher score values when a box score
is set
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Table A3-1. (Continued)

FUNCTION NQ : Returns the questionnaire number of a supplied
name

*

QUEAS3 (FORTRAN): Third Subroutine File

FUNCTION SCOREQ : Returns the computed score of a questionnaire
.

SUBROUTINE GETQ : Retrieves questionnaire structure

SUBROUTINE PRINTQ: Prints detailed questionnaire data

QUEAS4 (FORTRAN): Fourth Subroutine File

Prints hIet:archy diagramSUBROUTINE HPR :

SUBROUTINE PNAME : Prints names of hierarchy boxes

SUBROUTINE PQNAME: Prints names of questionnaires

FILEl (DATA): Questionnaire structure data

FILE 2 (DATA): Questionnaire scores

FILE 3 (DATA): Hierarchy structure data

FILE 4 (DATA): Initial hierarchy scores

.
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QUfASI FORTRAN P 10sWCCbR 16.19 58 TPURSDAY 6 DECEPBER 1979 PAGE 1
NATIChAL CSS, INC. (SUNNYVALE DATA CENTER) SuhY

C QUE ASI -- A PROGR AM FOR EV ALU ATION OF S AFEGUARDS QUESTICNN AIRES QUE00:10
C ANC NIERARCHIES QUE00020

CCMMON LOCQt1003,GSCCREt1003,LOCRt100) QUECOC3e
CCMMON SCOREMt40),RULEkt903,IDExt40,10),GDExt40),QhAMEt100) QUEDCt4
COUBLE PRECISICN BNAMEt40), BLANK,NOMO,HNAMEt40),AhAME PUE00053
INTEGER LOCHStS),15 Eft 40),FLAGt10),LOCHt5),1RESPt40),1EESTt4C) QUEOC:60*

REAL SCOREt40),WEIGHTt40),RULEt10),TEXTSt73 QUE00c70
D A T A T EXTS /2HH A,2HS A ,2M AV ,2HSO,2 HOR,1HQ,2HCR / QUE00:40
CATA 1AA/1HA/,h0M0/6HNCMORE/ BLANK /6H / QUE00090
CEFINE FILE 1 8300,80,E,193 QUEOCIC0*

CEFINE FILE 3 (2 0 0,8 0,E 19 ) QU E O C110
CEFINE FaiE 2 (150,80.C,19) QUf 00120
CEFINE F1LE 4 (50,80,E 19) QUE'0130
AAA=FLCAftIAAl QUE0014;
ED 399 ! = 1,4 0 QUE0015C

395 SCCREMt1)==1. QUE0016C
J:2 QUECCITC

C REAC QUESTICNNAIRE LOCATICNS AND NAMES QUE00180
R E A9 81 '1,9 4 64 ) NUMG QUEDC190
RE AD t ! 'J,9 4 65 ) IL OCQ t!1 ),11:1,NUMQ ) QUECO200
REACT 2'J.9465)tLOCRt12),I2:1,NUMQ) QUE 0021
CC 30 1:1,NUMQ QUE00220
J:LOCQt!) QUE00233

3C react 1'J,9272) QNAPEll) QUE0C240
DC 1C I:1,100 QUEP3250

1C QSCCRELII:-1. QUE00260
DC 2D 1:1,1C QUE0C?7C

20 FLAGil)=0 QUE0C260
C SELECT INITIAL OPTICN QUCCC290
1CCC bRITEt6,91CC) QUELL 30C

)QUECC31C9100 FCRP AT(54H? SELECT 1- HIER AR CHIES, 2- QUESTI0h AIRES, 2- STOP --

ICF:GETNUMil.,3.,2.) QUE0032C
1CC1 IF (10P.EQ.38 STOP QUE0033C

GOTO (4000,2000) ICP QUELC340
C REVIEW CPTICN SELECTION AND BRANCH TO PROPER CPTIch QUE00353

1CFT ICP QUE0036C
1100 CCNTINUE QUE0t370

IF (10PT.GE.1.AND.10PT.LE.3) GOTO 1101 QUED:3E0
IFt! OPT.6E.21.4ND.10PT.LE.26) GOTO 11C2 QUE0039C
IF (IOPT.GE.41.AND.ICPT.LE.5Cl GOTO 1102 QUE0040;

GOTC (1000,230,1000,402) ICP QU E 0041 C 1

1101 ICP=IOPT QUE00420 !

GOTO 1001 QUE0543t
1102 10P:INTIFLOATEIOPT)/10.) QUE00440

IF t 10P .10.EQ.1 CP T ) 60TC 1CC1 QUE03450 ,

'

ICPT=ICPT-1CP.10 GUEC0460
- GCTO (1000,201,1000,404) ICP QUEC0470 |

GOTC 1C00 QUE00480 1

C PRIhT MENU AND GET GUESTICNNAIRE CPTION QUC0C49C

2C00 IF (FLAGt2).EQ.13 GOTO 21C QUE005DD
230 WRITEt6,92001 QUEtt$10

-

WRITEt6,9201) QUE00520
WRITEt6,9202) QUE00530
WR ITE t 6,92 03 ) QUCC0543
WRITEt6,9204) QUEC0550

1

l
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QUEASI FORTRAN P ID=WCCWR 16 19 58 THURSDAY 6 DECEMBER 1979 PAGE 2

WRITEt6,9205) QUE0056C
92CC FCRMAft/,14H SELECT ONE: ,/> QUE3057C
92?1 FCRMATt51H 21- COPPUTE SCOR ES 22- PRINT SCORES > QUE00583
92C2 FCRMAT(51H 23- SE1 SCCRES 24- REVISE WEIGHTS ) QUE00590
9203 FORMAT (51H 25- REVISE RULES 26- REVISE RESP 0NEES 3 QUECC600
92C1 FCRMAT(51H 27- REVISE NAMES 28- PRINT N AMES ) QUELO610
92C4 FCRMAT(51H 29- NO MORE REVISICAS 1 QUEf0620
9205 FCPMATt/,9H7 WPICHT 3 QUEC0630

GCTC 220 QUE00640
210 WRITEt6,9206) QuE00650 '

9206 FCRMATt1BH? SELECT 21-29 -- ) QUCCC669
22C ICFT=EETNUMt21.,29.,2.) QUE00670

IF (10 P T .L T.21 0R . I CP T .G T .29 ) GOTO 110C QUECC683
ICPT=ICPT-20 QUE00690 -

201 FLAGt2):1 QUE00703
C ERAhCP TO PROPER CPTION QUE0071C

(CTO 4 2 0 01,2 0 0 2,2 0 0 3,2 C 0 4,2 0 0 5,2 0 0 6,2 0 0 7,2 C 0 8,10 C C ) ICPT QUE00720
QUE00730

C -- CPTICN 22 TO PRIhT DATA FOR A QUESTIONN AIRE -- QUE3074C
2C02 G010 222 QUE00750
223 CO 221 !=1,NUNG QUE30760

C;LL PRINTQtI,GN AME) QUEc0770
221 CCATINUE QUEC3780

GCTC 2000 QUE0079C
222 CALL GETQNtID,QNAME,NUPQU) QUE00600

IF (ID.EQ.-1) GCTO 223 QUE0381C
CALL PRIhTQtID,QNAPE) QUCC0823
GCTO 2C00 QUE0CR30

QUE00860
SpTICN 21 TO COMPUTE A QUESTIONNAIRE SCORE -- GUE00R50C --

2C01 GCTC 213 QUE00860
214 DC 211 I:1,NUMQ QUC00870

WRITEt6,9301) GNAMEt!) QUE0D980
93C1 F CRM AT t16H T QUES TI ONN A IR E ,1 A4,1H:) QUEC0893
ill CALL SCOREQtI) QUE00900

GOTO 2C00 QUE00910
213 CALL GETON(ID,QNAME,NUMQU) QUE00920

IFtID.EQ.-1) GCTO 214 QUE30930
CALL SCOREQtIO) QUE00940
6070 2000 QUE0095D

GUE00960
C -- CPTION 23 TO SET A QLESTIONNAIRE SCORE -- QUE00970
2CO3 CALL GETQNEID,GNAME,NUMQU) QUECL980

WRITEt6,9300) QUELC99C
! 930C FORM AT (30H T ENTER QUEST 10N AIRE SCORE -- ) QUE01GLOl

G E C C R E t I D) :GE T > V M E C . ,1. ,1. ) GUE01010
| GCTC 2000 LUE3102C
| QUE01C3C

C -- CPTION 24 TO REVISE QUESTION WEIGHTS -- QUEG1040
2C04 C ALL GETQN (ID,QN AME,NUMQU) GUE0105C

QSCCREtID)=-1. QUE01C60 .

WRITE (6,9240) GUE01C73
9240 FCRMAT t39H7 NUPBER OF QUESTIONS TO BE REVISED -- ) QUEC1sB0

hup:GETNUMil.,FLOAfthUPQU),0.) QUE01090
LCC=LOCQtID) QUEG11CG ,

1

|
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QUEASI FORTRAN P ID:WCCWR 16.19 58 THURSDAY 6 DECEMBER 1979 PAGE 3

READ (1*LQC,9500) R,NQQQ,NGRP QUE0111C
LCC LOC +2+2*NGRP QUE0112C
REAC(1'LCC,9243)(WEIGHT (K),K=1,8) GUE01130
IF(WEIGHT (1).LE.1) GOTO 241 GUEC114;
mRITC(6,9244) GUE0115C

9244 FCRM AT (4TH T MUST REVISE ALL WEIGHTS. ENTER NEW WEIGHT -- ) QUEC1160
W E I GHT (2 ): G ET h 0M ( 0. 1. ,1. ) QUE01170
WR IT E (1'LO C,9 2 4 3) ( WE IGH T ( K ),K:1,8) QUEC118C
GCTO 20b0 GUEC1190,

241 LCC: LOC +1 QUE;12:0
IF(NUMQU.LE.8) GOTC 243 GUE01210
READ (l' LOC,9243) (bEIGHT(K),K:9,NUMQU) QUCC1223

24: 00 240 1:1. hum QUE0123C,

WRITE (6,9241) GUEC1240
9241 FCRMAT(20HT GUESTION NLMBER = 1 QUEG1250

NU PQ:GET NU M (1. ,4 0. ,0 3 GUEG1260
W R IT E ( 6,92 4 2 ) GUE;1273

9242 FCRMAT(11HT WEIGHT t & GUE01280
W:GETNLif0.,1.,1.) GUE01296

24C WEIGHT (NUMQ):. QUEw1300
9243 FCRM AT (8FE.3) GUEC1310

LCC:LOCQtID)+2+NGRP.2 GUE*132C
W R ITE ( 1'LO C,9 2 43 ) ( eEIG hT (K ),K:1,NUMQU) GUE0133; I

'CALL SCOCEGtID) GUE01340
CCTO 2000 QUEC1350

QUE01360
C -- CPTICh 25 10 REVISE SCCR ING RULES -- QUE01370

,

2CCf CALL GETQN(ID GNAME,huMGU) GJEC1363 '

QSC0kE(ID):-1. GUE0139?
LOC:LOCGt!D) QUEC14CD
REAC(1*LCC,950C) R,NQQQ,NG9P QUEC1413

9'CC FORM &T(1A2,2(8X,112)) GUE0142C
251 WRITE (6,95C2) GJEC1430

95C2 FCPPAT(24HT ENTER GRCUP huMBER -- ) QUE0144;
N:GET NUM(5 0.,FLO A T ( hGRP) + 4 9. ,0. ) QUEC1450
W R IT E ( 6,9 5 0 3 ) GUE01460

9503 FCRMAT(33HT ENTER RULE (H A ,S A , AV ,SO,0R ) 3 3UEC147C==

254 READ (5,9504) R QUE0148;
95C) FCRM AT (1 A2) QUE0149C

DC 252 1:1,5 30E01bCC
IF(k.EG. TEXTS (I)) ECTO 253 GUEC151C i

252 CCATINLE GUE01520 '

WRITEtt,9505) GUE5153;
) G U EC 1540 i95CE FORM AT (25H7 B AD RULE, TRY AG Alh --

GOTG 254 GUEJ1550
253 L:LCC+2 QUE0156C

00 255 I:1,NGRP GUE01570
RE AD(l'L,9 536) ItRP,M,2 GUEC1580

95CE F CRM AT (2 (112,8 X) ,1 A2) GUEC1593
IF(IGRP.EE.N) hRITE(1*L,9506) IGRP,M,R GUE316CC

'

255 L*L+2 CUE 1613
CALL SCOREQtID) GUEC1620
GCTO 2 000 GUE31630

GUE01643
- C == CPTICh 26 TO REVISE GUESTION RESPONSES QUEC1653-

,
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QUEASI FORTRAN P I E:WCCWR 16.19.58 THURSDAY 6 DECEMBER 1979 PAGE 4

2006 CALL GETQN(ID,GNAME,NUMQU) QUE01660
GSCCRE(ID):-1. QUEL 1670
LCCzLOCR(ID)+1 GUE01683
REA0(2*LCC,960C) IRESP CUEE1695

9t0C FORMAT (40(1x,1A1)) QUE;1700

LsLCCQ(IL)+1 GUEG1710
*

READ (l'L,9600) IBEST GUEw1720
W R IT E ( 6,92 4 0 ) GUE01730
h=GEThLM(0.,40.,0.) GUE01740
DC 260 1:1,N QUE01750
hRITE(6,9241) QUE31763 *

NUM:GETNUM(0.,40.,0.) GUEL177G
261 WRITE (6,9603) IBEST(NUF) GUE01780

9602 FCRM AT (16H? kESPONSE (A TC,1x,1A1,4H) = 3 GUE01790
26C READ (5,9260) IRESPENUP) GUE;1800

926C FCRMAT(1All QUE01810
x=1-( A A A-FLOAT (IRESP(NUM)))/( A A A-FLO AT(IbEST E NUM))) QUE01S2J
IF(A.LT.O. 0R.x.GT.1.) GCTO 261 GUEL183C
hR ITE (2 * LO C,96 CO ) IRESF GUE0184L
CALL SCOREQ(ID) QUEL 1850
GCTO 2 C00 QUE01660

GUE01670
CPTIch 27 70 REVISE QUESTIONNAIRE NAMES QUEG1880C --

2007 CtLL GETGN(ID,GNAME,huMQU) GUE01890
b R I T E ( 6,92 71) GUE019L;

9271 FCRMAT(15H? ENTER hAME -- ) GUEL1910
REA0(5,9272) QNAME(ID) QUE01920

927; FORMAT (IA4) QUE01930
GCTG 2000 GUE01940

QUE0195C
GUE01960C -- PRINT AND SELECT HIERARCPY MANIPULATION OP11CNS --

2C08 C ALL PGN AM E(QN AME,NUMQ) QUE01970
GOTO 2000 QUE0196L

GUE01993
4600 IF (FLAGt5).EQ.0) GOTC 4006 QUEC2000

IF(FLAGt4).EQ.1) GCTC 401 GUEC2010
402 WRITE (6.9400) QUE02020

W R IT E ( 6,94 J1) GUE02030
bAITE(6,9402) GUE02043
WRITE (6,9403) QUE:2350
WRITE (6,9404) GUEL2060
WRITE 46,94LL) QUEC2070
WRITE (6,9407) GUEC2083
WRITE (6,9205) GUE02090

9400 FCRMAT(/,14H SELECT ONEI ,/> QUE02105
9401 FCRMAT(51H 41- COPPUTE SCORES 42- PRINT D ATA ) GUEC2110
94:2 F C R-M A T (51 H 43- ASSIGN SCORES 44- REVISE DELAY / RESP ) QUE0212C
9403 FCRMAT(51H 45- REVISE RULES 46- SELECT NEW HIERARCHY ) WUE02130 -

94G4 FO RM AT (51H 47- PRINT E0x NAMES 48- FILE HIERARCHY DATA ) QUE02140
9405 FCRMAT(51H 49- CHANGE BOX NAME 50- PRINT HIER ARCHY ) QUEC2150
9407 F C R M AT (51H 51- N0 MORE REVIS10hs ) QUE02160

GCTC 4C3 GUE0217C'

401 WRITC(6,9406) QUE02180
.

9406 FCRMAT(18H? SELECT 41-51 -- ) GUE02190
403 10PT:GEThuM(41.,47.,2.) GUE02200

|

|
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GUEASI FORTRAN P IC=WCCWR 16 19 58 THURSDAY 6 CECEMBER 1979 PAGE 5

IF (10P T .LT .41.CR . I OP T .GT .51) GOTO 1100 QUE02213
ICPT=ICPT-40 QUE0222

4C4 FLAGt4):1 QUE0223L
C BRAkCH 10 PROPER HIERARCHY CPTION QUE02240

IF (FL AGt5) .EG. C) GCTC 4006 QUE02250
GCTO(4C01,40C2,4003,40J4,4005,4006,4007,4008,4009,4002,1000) 10PTQUEC2260.

QUEL 2270

C -- CPTIch 41 TO SCORE A HIER ARCHY B0x -- QUE32280
4CCI CALL GETHN(ID,HNAME) QUE32293

CALL SCREH(ID) QUE32300
,

CALL SETH(ID,I!ET) GUE02310
ISET(IC):0 GUE02320
GOTO 9000 QUE02330

QUE32343
GUE0235CC -- CPTICh 42 TO PRINT HIERARCHY DATA --

4CO2 CALL GETHN(ID,HNAME) GUE02360
IF(10PT.EQ.2) CALL PRINTh(ID,HNAME) QUE02370
IF (10PT.EQ.10) CALL HPR(ID,HNAME) QUEL 2380
GC10 4(00 QUE02390

QUEL 2400
C -- CPTIch 43 TO ASSIGN WIERARCHY BOR SCORES -- GUE0241C
4C03 CALL GETHN(ID,HNAME) GUEJ2420

WRITE (6,943G) QUEC243C
CALL SETHtID,ISET) QUE3244;

9432 FCRMAT(10H? SCCRE : ) GUE02450
SCCREHtID):GEThuM(-1.,1.,1.) QUE22460
IF(SCOREH(ID).LT.0) ISET(ID):0 CUE 0247D
IF(SCOREH(ID).GE.0) ISET(ID):1 QUE02*8C
GOTO 4000 3UE02493

QUE02503
C -- CPTICN 44 TO REVISE DELAY / RESPONSE RULE. NOT CURREhTLY LSED GUE02513
4CG4 CALL GETMN(ID,HNAME) GUE02520

IF(RULEHtID).EG. TEXTS (7)) GOTO 440 f.U E C 25 3 C

W h 1TE ( 6,94 4 0 ) GUE02540
944C FCRMAT(28H Box DCES NOT USE DELAY / RESP) QUE0255C

GOTC 4000 QUEJ2560
440 CChTINUE QUE02570

GOTO 4000 QUEG25EC
GUEC2593

CPTICh 45 TO REVISE SCCRIhG RULES -- GUE02603C --

4CCS CALL GETHk(ID,HNAME) G UE 02 613
W R IT E (6,95 0 3 ) GUE02620

45( R E A0 ( 5,9 50 4 ) R QUE02633
00 451 I:1,6 QUE026*J
IF (R.EQ. TEXTS (I)) GCTC 452 GUEC2650

451 C0hTINUE GUE02660
WR IT E ( 6,95 05 ) GUCC2673

GCIC 450 QUE0268C,

452 RULEHtID):R GUE02693

SCCREHtID)=-1. GUE02700
C ALL SETH(ID,ISET) JUEG2710

* GOTO 4000 QUEC272D
GUE02730
GUE02740C -- CPTICh 46 TO ENTER A NEW HIERARCHT INTO THE SYSTEN --

GUE027504C06 WRITE (6,9469)
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QUEASI FORTRAN P 10:WCCWR 16 19 58 TMURSDAY 6 DECEMBER 1979 PAGE 6

FLAGt5):1 QUE02760
READt3'1,9464) NUMN QUEC277C
REAtt3'2,9465) (LOCH (I),I:1,NUMH) QUE3278C

9464 FORMAT (112) QUE32790
9465 FCRNAT(2pI4) GJEC2930

READt4'1,9464) NUMt GUES2813
RE AD t 4 '2,9 465 ) (L OCH5 t !),1:1,NUMH) QUE32520

946C FCRMATt28M7 ENTER HIERARCHY NUMBER -- ) QUEC283C
HhuM:G ET NUM i l. ,FLO AT (NUMM) ,1. ) QUE02640 -

CO 465 I:1,4C GUE32850
I$ET(I):0 QUE02960
DC 466 11=1,10 GUESZ673

466 ICExtI,II)=0 QUE328Pc .

HNAME(I): BLANK QUE0289C
46! SCCREHtI):-1. QUE329La

L:C QUE02913
LCC:LOCMt%NUM) GUE32920

C BEGIN BY READING INFO FCR FIRST B0x QUEG2930
46C REAC(3* LOC,9461) AhAPE,NUM.R,0 QUEL 2943

9461 FCRMATt1A6.4M,112,8x,1A2,8X,1A4) 00EC2950
IF I AN A ME.E G.NOMO) GCTC 466 GUEL2960
CALL ATGETtANAME,ID,HNAME) GUE02970
IF(ID.GT.0) GOTO 464 3UE32980
L:L*1 GUE02990IC:L QUE33LD
HNAMCtID)=ANAME JE03J10

464 IFth0M.EQ.0) GCTO 463 GJEC3 20QDLxt10):0 CUEu3C30
RULEHtIO):R GUE03045

461 ICExtIC,1):NUM QUE;355w
IF(NUM.EG.03 GCTO 463 GUE33L6L
IFINUK.GT.5C) GOTO 4601 GUE0!J7C
DC 462 J:1,NUM QUE03380
J1:J+1 QUE03C9a
LOC: LOC +1 QUE0310eREADt3' LOC,9462) ANAME QUE3311C
C ALL ATGET t A A AME ,IE,MN AME) QUEC3120
IF(IC.GT.0) 60TO 462 QUE03130L:L+1 ,

QUE0314;
IE:L QUE0315L
MhAPEtL):ANAME GUEC3160462 1CEX(ID,J13:IE GJE031709462 FCRMATt1A6) CUEG3183

462 LCC: LOC +1 QUE33190
GCTO 460 QUEL 32CC

4601 NUM:NUM-50 GUE03210
DC 46L2 4:1,NUP QUE0322LJ1:J+1 QUE03230
LOC LOC +1 Qt'r032*0
RE AD t3 ' LOC,9272) AhAM QUEuse30

4602 IDCx(ID,J1):NQtANAM) QUE03260
*

LOC = LOC +1 QUE03270
| GOTO 460 QUEC328C
l 468 CChTINUE GUE03293
, J:LCCHStHNUM) QUE03300 -

!
!

l

!

|
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QUEA!! FORTRAN P IC:WCCWR 16.19.58 THURSDAY 6 DECEMBER 1979 PAGE 7

R E A0 (4 *J,9 463 ) ((BN AME (II),5COR E (II)), II:1,L) QUE03310
J:J+L/5*1 QUE03320
REA0(4'J,9480) QSCORE QUE03330

9463 FORM AT (5(1 A6,1F6.3 )) GUEC334C
00 469 K:1,L QUE03350
CALL ATEET(BNAPE(K),10,HNAME) GUEC3363
IF (ID.EQ.u) GCTO 469 GUEs3370
SCCREHEID): SCORE (K) GUELI360

469 C0hTINUE GUEC3390
00 459 I:1,40 QUE33400.

459 IF(IDEx(1,1).EQ.0) RULEHt!): BLANK QUEC3410
GCTC 4C00 GUE33423

GUE03430
C -- CPTICN 4 7 TO PRIhT CURRE AT BOX NAMES -- GUE3344C.

4CG1 CALL Ph4ME(HNAPE) QUEC3450
GOTO 4C00 QUE03460

QUE03470
C -- CPTIch 46 TO FILE HIERARCHY DATA GUE03483--

4 CDP LOC:LOCHtHhuM) QUE3349C
i

DC 48C I:1,L QUEC3530
IF(HNAPE(I).EQ.BLAhK) GOTO 483 QUE03512
hRITE(3' LOC,9461) HAAME(I),1CCX(1,1),RLLEHtI),GDEx(I) QUE03520
14:IDEx(I,1) QvEC3530
IFt!4.EO.0) GOTO 480 QUEC3540
LOC = LOC +1 QUEC3550
11: MOD (IDEx(I,1),50)+1 QUE03560
CC 481 12:2 11 GUEC357C
13:IDEN(1,I2) GUEC3580
IF (I4.LE .5 0) GCTO 483 QUEL 3592
W R ITE ( 3 'LO C ,9 2 72 ) GNAME(13) GUEG3600
GOTC 481 GUE03613

483 WRITE (3' LOC,9462) HhAME(13) GUEG3620
481 LOC = LUC +1 GUE0363C
48C CChTINCE QUE0364

W R IT E ( 3 * LO C,9 4 62 ) h0PO GUE03650
J: LOCHS (HNUM) QUE03660
bR IT E ( 4 'd,94 6 3 )(HN AME ( I3 ), S CCR EN( 13),13:1,L ) QUEL 367C
J:J+L/5+1 GUE036BC
WR IT E ( 4 'J,9 46 0 ) QSCORE QUE33690

9480 FORMAT (1CF8 5) QUEC3700
GOTO 4000 QUED3713

QUE03720
C -- CPTICh 49 TO CH AhGE N AME OF Box -- GUE3373C
4C09 CALL GETHN(ID,HNAME) QJE03740

WRITE (6,9271) GUEb3750
REA0(5,9462) HhAME(10) QUEC376'
GOTO 4 C00 GUE0377;

ENC GUEG3783

.

6
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GUEAS1 FORTRAN P IE=WCCWR 16 20.08 THURSDAY 6 DECEMBER 1979 PAGE 1
NATICNAL CSS. INC. (SUhNYWALE DATA CENTER) SuhY

QUE00010
SUBROUTINE GETHN(ID,HN AME) QUCC0020

C SUEROUTINE GETHN INTERACTIVELY REGUESTS A BOX NAME AND RETLRh5 ITS QUE*0C30
C 10 huMEER. QUCCC043

DCUBLE PRECISION ALL,HhAMEt40),A GUE00350 ,

DATA ALL/6 HALL / QUE3066G
ID=1 QUE00070

10 WRITEt6,90003 QUEC3080
9CCC FCRMATt2CHT ENTER BOX hAME -- ) QUEDC093

'

READt5,9001) A GUE00100
9001 FCRPAT(IA6) GUE00110

IFtA.EG.ALL) RETURA GUEL*123
CALL ATGEfta,ID,HNAME) GUE0913w
IF (ID.EG.0 3 GOTO 20 QUE0014C
RETURN QUELL 150

2C WR ITE ( 6,90 02) QUE3516'
9CO2 FCRMATt11Hf BAC NAME ) GUE00170

C ALL PN AME (HN AME) QUECC16J
GCTC 1C QUEGG19;
EhC GUEC02C0

QUC;C21C
SU2 ROUTINE ATGET( AhAPE,ID HNAME) GUECO220

C SUEROUTINE ATGET CHECKS A BCX NAME AGAINST THCSE CURRENTLY IN GUE00232
C THE SYSTEM AND RETURNS ITS ID NUhSER (0 IF A0T VALID). QUE0(240

000 ELE PRECISION ANAME,hNAME(40) GUEL325C
CC 10 I:1.40 QUE30260
IF (ANAME.EC.HNAME(I)) GOTO 20 GUE00270

10 CONTINLE QUE002e3
IC=0 CUE 00293
RETURh GUE*03CC

2C IC=1 QUELL 310
RETURN GUECC320
[ht QUE0033C

GUE00340
SUEROUTINE :rREHtID) QUEC0353

C SUERCUTIhE SCREH 15 LZ 32 STER SUBRCUTIhE FCR SCORING ECXE! QUEC*36C
COPM0N Lit 1003,QSCCREt100),L2(100),SCOREHt40),RULEH(40) QUELO370
COMMON IDExt40,10) QUECO39C
CALL MULTEV(ID) QUECC39C

102 WRITE (6,9060) SCOREHtIC) QUE004CC
9000 FCRMAT(13H THE SCORE IS,1F10.5) QUE00410

RETURN QUEC042L
EhC GUE0L430

QUE00443
SUEROUTINE BOX (ID) GUE00450

C S"EROUTINE BCX SCORES BOXES WHICH HAVE QUESTICNhAIRES AS IhDUT. QUE00460
COMMON Ll(100),GSCORE(1CO),L2(100),SCOREHt43) QUE0047C *

COPMON RUL EH t 4 C),I CEX(4 0,1C) GUE00480
DIPENSION INDEX(40), RESP (100) GUE00493
NAT=10EX(ID,13-49 QUE00500
C0 101 1:2,NAT QUE00510 .

101 Ih CEX (I) =I DE X (ID ,1 ) auE00523
INCEX(1):NAT-1 QUE36533
CC 102 1:1,100 QUE00543

102 RESP (I):QSCORE(I) GUE00550
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RULE =RULEHt10) QUEOC560
C ALL T XTURE t10, RULE,1NCEX , RESP,$ CORE) GUE00570

S C CREH tI D) :SC OR E QUE00E8C

RETURN QUE00593
[ht GUE006LO

GUE00610

SUBROUT1hE MULTEVt101 GUEC3623
.

C SUERCUT1ht MULTEV IS THE HIGHEST LEVEL GF THE GUELL630

C NESTED BOX SCORING ROUT 1hE QUE00643
COMMON LL t 3C D ),SCOREH t 40),RULEH t4 0 ),1DEX t 9 0,10) GUE0065C

DIPENSION IbCEXt40) QUE00660
NUPATLIDEX(10,1) QUE00673

,

IF tNUM AT.EG.L) R ET UR h GUE006EC

IF thuM AT.GT.5 9) GOTC 40 GUE0C690

CD 10 1:1.huMAT GUEC37C;
GUECC71;11:1+1

L:1DE X (10,11) GUE30723

IFtSCOREMtL).EE.03 GOT C 10 GUELC730
GUE0074CCALL PULTL1tL)
GUE007531C CCNTINUE
GUELD76CJ1: huh AT+1

CD 30 J:1,41 GUELC77L
3C 1hDEXtd):1DLX(ID,J) GUE00760

CALL TXTUREtID,RULEHt10),1hDEX,5COREH,$ CORE) QUE03790

SCCREHtID): SCORE GUECD60C
QUE00610RETURN GUECC82;

40 CALL BCXt10)
QUE0fo30RETURN
GUEG0840ENC
GUECD853

SUEROUTINE GETENtID,GNAME,huMQ) GUE00860

C SUBROUT1hE GETQA INTERACTIVEL Y ACCEPTS A QUESTIONNAIPE NAPf GUE3CB70

C ANE RETURNS ITS as NUMDER QUE006BC
QUECCS93COPMON LOCQt10C)

EINEhS10h QNAMEt1CO) GUE009CD
GUE009104C bRITEt6,90Ls)

9CCC FCRMATt29HT ENTER QUESTICNAIRE NAME -- 1 GUELC920
GUEDE930READt5,9001) A
GUELC9409C01 FCRM AT (1 A4)
QUE06950IC hQtA)
GuCCC963IFt10.EQ.0) GCTC 1C
QUEL 39TOIFt20.LT.0) RETURN
QUCC:9S31:LOCQtID)

RE AC t181,9 002 ) NUNC Q U E 0 f,9 9 0

QUED100C9CC2 FCRPATt1CX,112)
GJEGIC10

RETURN QUE:1C231t C ALL PQN AMEtGN AME,huPG)
QUE0103CGCTC 4 C GUE01043*

RETURN GUEC1050
[ht GUE01060

QUE01070FUhCTICN YESN0tZ)
C FUhCTION YESNO RETURNS THE AhSWER TO A YES-ho QUESTION uut01CB0*

QUE01093C C FCR NC, 1 FOR YES,
GUE01100DATA X/1FN/

.
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DATA Y /1HY / QUEC2110
YE5h0:0. QUE0112L

2C READ (5,9000) A QUE01130
9COC FORMAT (1A1) QUEC1140

IF(B.EG.A) RETURN QUE5115C
IF (Y.hE.4) ECTO 1C QUIC1160
YESAC=1. QUEC1170
RETURN GUE01180

10 WRITE (6,9001) QUE01190
9C01 FCRMAT(2CHT TYPE YES CR NO -- ) GUEJ12CG

6070 2C QUEC1213
EhE QUEC1223

QUE0123
FUhCTICN GETNUM(ALCW,AWIGH. TYPE) GUEC1293 -

C FuhCTIch GEThuM RETURh5 A NUMBER ENTERED INTER ACTIVELY QUEC1250
C AFTER CFECKINC FOR THE APPRCPRIATE RANGE AND TYPE. GUE01260

REAL GEThuM GUEC127C
. 10 READ (5,.. ERR =20) GETNUM QUE31283 -

IF (TYPE.E Q.0. AND.GETNUM.N E. A INT (GETNUP) ) GOTO 50 GUE01290
IF (GETNUM.GE. A'.0W. AhD.GETNUM.LE. AHIGH ) RETURN QUEC1300
IF (TYPE.EG.2) GCTO 40 QUE3131C

3C hRITE(6,1003 ALO.,AHIGP GUEC1320
1C0 FCRMAT(26H? ENTER A huPBER BETWEEN 1G10.5,4eAND 1GIC.5,3H --> GLEG1330

GOTO 10 QUES 1340
2C IF (TYPE.NE.2) GOTO 3C GUEL1350
4C CCkTINUE GUE01363

RETURN GUE01370
SC WRITE (6,101) ALOW,AHIGt GUEC138;
101 FCRMAT(26H? ENTER AN IhTEGER BETWEEN,G10.5,4 HAND ,G10.5,3M-- ) QUES 139C

GOTO 10 QUE0140C
Eht GUEG141C

GUE0142C
SUEROUTINE TxTURE ( NU M ,RUL E, IN DE N , RE S P , $ CO R E ) GUEL1430

C SUEROUTIhE TITURE COMPUTES A SCORE USIf4G A SPECIFIED QUE01440
C SCCRIhG RULE. GUE0145C

CCPPON LL(100),QSCCRE(100),LL1(580),00Ex(4C) GUE01460
OIPENSION INCEx(1), RESP (1), TEXTS (6) GUE01470
DATA T E XTS / 'h A ', ' S A ', * AV 8, 'S C',8 0R ',' Q '/ GUE014aC
M=INDEA(1) QUE314?0
N=M*1 GUE01503
CC 5 !=1,6 QUE01510
IFERULE.EG. TEXTS (II) GOTO 6 3UE31520

5 CChTINUE QUE01530
WRITE (6,900) GUE01543

9CC FCRMAT(38H BAC RULE EhCCUhTERED COMPUTING 3CCRE 3 QUEL 155C
RETURN QJE01560

E GCTC (10,2 0,3 0,4 0,5 0,7 C ) I GUEC1570
10 SCCRE=1. GUEC1580

CO 11 I:2,N QUE01590
11 S C CR E= S COR E *EESP (INDEX (I)) QUEC16G0

RETURN GUE01610
20 SCCRE=1. GUEG1620

DC 21 I=2,N QUE01630
21 SCCRE=SCCRE*(NESP(INDEX(I))+1.) QUE01640

C=1./(2.**M-1.) QUE01650 .

.
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SCCRE=CetSC0RC-1.) QUEC1663
RETURN GUE01673

GUEC169C
30 SCCREsc. QUEC169;

00 31 1:2,N QUE017CC
31 SC CR E = SCOR E +R ESP t I hDEX (I I) GUE;1710

SCCREsSCORE tl./M) QUE;1720
RETURN GUEC1730

40 SCCRE=1. GUE0174;
D0 41 1:2,h QUEv1753

41 SC ORE = SCOR E* (1. .5.R ES P t INDEX (I))) QUE01760
SCCRE:(2.eeM/t2.e.M*1 3)*(1.-SCORE) GUE01773

EC C0hTINUE QUC017bi
RETURN GUE01790.

50 SCCRE:1 QUE31600
DC 51 1:2,N GUEd1813

51 SCCREzSCORE*(1.-RESPtIhDEXII))) QUEC182L
SCCRE=1.-SCORE GUEC183G.

RETURN GUE01840
7C Q:QDExthuM) QUEL 16L;

IC:hQ(G) QUEC1860
A:6 SCORE (ID) QUEC1870
B:C.2 GUE01620
DC 65 J:1,5 QUEC1E9;
IFIA.LT.8) GCTC 66 QUEC19CL
B:B+0.2 QUEC1910

65 CCATINUE GUEo1923
66 RULE =TEXTStJ) QUE01933

! I:J GUE01940
GCTO 6 QUE3195C
END QUE01963

QUE0197J
SUEROUTINE MULTE1(ID) GUEC1983

C SUEROUTINE MULTE1 IS THE SECOND LEVEL OF THE B0X SCCRING GUCC199C
C SYSTEM. IT IS A CLONE OF PULTEV, AS ARE MULTE2, MULTE3, ANC MULTE4 QUE02000

's CCPPON LLt300),SCOREHt90)RULEHt4C) IDEXt40 1C) QUEC2310
CIPENSION INCEXt4L) GUE02G23

'*w=+hlPAT:IDEXIID,1) GUE0233;

IFtNUMAT.EQ.C) RETLRh GUE0204L
IFthuMAT.GT.50) GOTO 40 QUEG2CLS
D0 10 I:1.huMAT GUE02060
11:I+1 GUE02370
L:IDEX(10,11) GUEC2060
IFtSC0kEHtL).GE.0) GCTC 10 QUE32090
CALL MULTE2tL) QUE3210G

10 CCNTINLE GUE02110
J1:NUMAT+1 QUE02120
00 30 J:1,J1 GUE02130

3C IN JE X t J )=I DE X (ID ,J ) QUEC2140
CALL TXTUREtID,RULEHt1D),INDEX,SCOREH. SCORE) GUE02150
SCCREHtID): SCORE QUE02160
RETURN QUE0217C

40 CALL BOXIID) GuEC2183
RETURN GUE02190
END QUEG2200.

.
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QUE02210
SUEROUTINE MULTE2(ID) QUE02220

C SUERCUTIhE MULTE2 IS THE THIRD LEVEL OF THE BOX SCORIhG SYSTEM QUE32233
CCPMON LL(30G3,SCOREHt90)RULEHt40),IDEX(40,103 QUED2240
DIMENSION INDEX(403 GUEG2250
NUMAT:IDEX(ID,1) GUE0226C
IF (NUM AT.EQ.0) RETURh QUEC2273
IF(hUMAT.GT.50) GOTO 40 QUE022b3 -

DC'10 I:1,buMAT GUE02290
11:1+1 GUE02300
L IDEX(ID.Ill QUEJ2310
IF(SCOREHtL).GE.0) GCTC 10 QUES 2320 -

CALL MULTE3(L) 6UE02330
1C C0hTIhLE QUEC2340

J1:NUMAT+1 GuE02353
C0 3C J:1,J1 QUEL 2360

30 IhCEX(J):IDEX(ID.J) GUEd2370
CALL TXTURE(ID,RULEN(ID),INDEX,SCOREH. SCORE) GJE02360
SCCREHtID)= SCORE QUEC2393
RETURN GUE024CD

4C CALL BOX (ID) GUE02410
RETURN QUE02423
[ht QUES 243G

QUE32443
SLEROUTIhE MULTE3(IC) GUEC2453

C SUEROUTINE MULTE3 IS THE FOURTH LEVEL OF THE P0X SCCRING SYSTEM. QUEG246L
COMMON LL( 300 ),SCOREH t 43)R ULEH t4 0),IDE Xt 40,10 ) GUEL2470
DIPENSION INDEX(4C) QUE02480

huPAT:ICEA(ID,1) QUEC2490
IF(NUMAT.EG.0) RETURN CUEC25CG
IF(huMAT.GT.50) GOTO 4C QUEC2510
DC 10 1:1,hUMAT QUE32520
11=I+1 GUE02530
L:IDEX(ID.Ill GUE02540
IF(SCOREH(L).GE.0) G C T O .* % GUE02553
CALL PULTE4(L) CUE 02560

10 C0h1190E QUE0257L
J1:NUMAT+1 GUE02560
00 3C J:1,J1 GUE0259a

3C INCEX(J):IDEX(ID,J) GUE026LO
CALL TXTURE(ID,RULEHtID),INDEX,SCOREH,$ CORE) GUE02610
SCCREH(ID): SCORE QUEL 2625
RETURN QUE02630

4C CALL BOX (ID) QUE02643
RETURN GUE32650
ENC GUE02660

QUEL 2670
SUEROUTIhE MULTE4(IC) GUE02680

C SUBROUTINE MULTE4 IS THE FIFTH LEVEL OF THE BOX SCORINE SYSTEM. QUE02690 ,

COMMON LL(300),SCOREN(40)RULEHt40),IDEX(40,10) GUES2700
DIMENSION INDEX(40) QUE02710
huPAT=IDEX(IDel) GUE02720
IF(hUMAT.EG.0) RETURh QUE02730
IF(huMAT.GT.50) GOTC 4C QUEC2743 '

00 10 I:1,NUMAT QUE02750

,

r

i
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11:1+1 QUE02760
L:IDExtID,11) GUEC2770
IFtSCOREHtL).GE.0) 60T0 10 QUE02750.

CALL MULTE$tL) QUE02790
1C CCNTINLC GUEC2A00

J1:NUMAT+1 QUE02810
00 30 J:1,J1 CUE 32e20.

3C INCExtJ) IDExtID,J) GUE32e30
CALL TITUREtID,RULEHt10),1NDEx,SCOREH,SCCRE) QUEL 2840
SCCREHtID)=$CCRI QUE02A50
RETURA QUEC2860.

40 CALL BCxtID) GUE02670
RE. URN QUEL 2853

i END QUEC2890
QUE329Cs
GUE0291L

SUEROUTINE GETRtILOC, RESP) GUEs2920
C SUERCUTIhE GETR RETRIEVES THE RESPONSES FROM A SPECIFIED QLESTICNhAIREQUE02930
C LOCATICh. QUEC2940

IATEGER RESPt40) QUE02953
J:ILCC+1 QUE02963
READt2*J,9000) RESP CUEC2970

9C0C FORMATt40(1x,1A1)) QUEu2980
RETURN QUEC2993
[ht QUE330CC

CUEC3L13
!UEROUTINE MULTE5 TIC) GUE33325

C SUBROUTIhE MULTE5 SIMPLY PRINTS AN ERROR MESSAGE AND RETUPhS. OUE03030
WRITEt6,9001 QUE3304C

j WRITEt6,901) GUE33053
~

SCC FCRMATtS4H YOU H AVE HIT THE LOWEST LEVEL IN THE SCORING ROUTIhE)CUEC3000
901 FCRMAT(45H PLEASE TRY SCORING LOWER LEVEL BONES FIPST ) CUE 33C73

RETURN QUEC3080
END QUE;309L

|
|

1
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HAT 106AL CSS, INC. (SUNhYWALE DATA CENTER) SuhY

SUERCUTINE PRIhTH(ID,HhAME) QUEcc;10

C SUERCUTINE PRINTH PRINTS A GRAPHICAL DESCRIPTION OF THE HIERARCHY QUE30:20
C EELCW A GIVEN BOX. QUE0033J

CCMMON'LhXt100),GSCCRE(1CO),LXXX(100),5CCREHt40),RULEP(40) GUE0:040
CCPMON IDE X t 4 0,10 3 ,0 DE X (4 0 ) ,0 N AM E (100 3 QUE0!c50
COUELE PRECIS!CN HAAMEt4G) GUELC3E0 *

DATA Q#1HQ/ QUELCG73
WRITE (6.9000) HNAME(ID) GUECC0E3

900C FGRMATt/,2SH b1ERARCHY DATA FOR BCX ,1A6,/3 QUE00090
II:IDEX(IDell't QUEL;100 -

N1: MOD (II,50) GUE30110
WRITEt6,9001) kNAMEtID),RULEHtID),SCOREHtIC),00EX(ID) GUE3C120

9001 FORMAT (5H BOX:,1A6,7H RULE ,1A2,8H SCORE:,1F6.3, GUE0913;

ISM Q:,144) QUED0140
IF (II.EQ.1) R ET UR N QUE00150
DC 10 12:2,K1 GUE0016;
WRITEt6,9002) GUE00173

9C02 FCRMAT(7H7 ) QUE00183
13: ICE x (ID ,I2 ) QUELO190
IFtK1.EQ.11) GCTO 15 QUE002C3

| WRITEt6,9003) GN AME tI3),GSCORE tI3) GUE30210
9C03 FO RM AT (17H QUESTIONN A IRE: ,1A4,8H SCORE:,1F6 3) GUE03223

GCTC 10 QUE03230
| 15 WRITE (6,90G1) HN AME t I 3 ),RULEH t I3 ),SCOR EH (I 3 ),QDEX (13) GUE3C243 -

'

14:IDEX(I3,1)+1 QUELC250 6f
K2=M00(I4,50) QUEC026C
IF(I4.EG.1) GOTO 10 GUE3C270
00 40 15:2,K2 QUELO280
WR ITE ( 6,90 02) QUE0029
mR ITEt 6,9002) GUE0030C

| 18:! Dest!3,IS) GUEGC313
IF(K2.EQ.I4) GCTO 25 GUE3C320
WRITE (6,90C3) GNAMEtIB),QSCORE(18) QUEG 330
GCTO 4: GUEL0340

25 WRITE (6,9001) NN AM E(18),RULEH tI8 ),$COR EH t18 ),QCE X (IB) GUE04350
16:IDEXII6,1)+1 GUE0036
K3 MODEI6,50) QUE3C3TO
I F ( 16. E Q .1 ) GCTO 45 QUE003E;
CC 3C 17:2 ,K 3 QUEC;390
00 11 J1:1,3 GUE3:400

11 WRITC(6,90C2) QUE00410
J9:IDEX(18,I7) GUEC042;

IFtN3.EQ.I6) GCTO 35 QUEDC43C

| WRITE (6,9003) GNAMEEJ9),QSCORE(J9) QUE;3440

GCTC 30 GUEbC450
35 WRITE (6,9001) HNAMEtJ9),RULEHtJ9),SCOREHtJ9),QDEX(J9) GUE304e;

i

| 30 CONTINUE QUE0047;

I 45 CONTINUE QUE004R:
4C CChTIhUE QUECL493
10 CONTINUE GUE00$00

RETURN GUE00510
*

EhD QUECCS23
QJEGG530

SUEROUTIhE SETHID,ISET) QUE00540
C SUBROUTINE SETH IDENTIFIES WHAT BOX SCORES WILL BE CHAhEED GUE00550

!
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C WHEh A LOW LOVEL 80x'S SCURE IS CH ANGED AND REINITI ALIZES THEM. QUE00560
CCPM0h Lux t 3CO),5CCR EH t40),RULEH t4 Cl elCEx t 40 10) QUEC057C
DIMENSION ISEl (4 0 ) GUEG0563
IEaID QUESC593
00 2L 13:1 10 QUECC60c
ICM:L QUELL 610*

CC =; II:1,40 GUEJ062C
12:!DEx(II.1)+1 QUECL630
IF (12.EQ.1 0R.12.GE.50) GOTO 40 GUELD640
CC 10 14:2 12 QUECC650*
15:IDEx(11,14) GUEC3660
IFtI5.hE.IE) GCTO 1C QUEJC670
SCOREHtII):-1. GUE00653
IE=Il GdECD69S
GOTU 20 QUEC37"C

IC CChTINUE QUE00715
4C CCkTINLE QUE0072C

IF (ICn.EQ.0) GOT0 SC CUE 0073C
2C CONTIhtE QUEC0743
SC RETURN GUE00750

ENC QUELG76C
;UEC077;

FUNCTION NQtANAME) GUE0378
C FUACTICA NG RETURNS THE NUMBER OF THE PASSED QUESTIONhAIRE NAME. QUEG079C

CCPMON LL(820),QNAPE(1CO) GUE005DC
DATA ALL/4 HALL / GUEC3E10
DC 10 1:1,100 GUECLS2C
IF (ANAME.EG.GNAME(II) GOTC 20 GUEJCS3C

1C CCATINUE QUECP64C
IF(ANAME.NE.ALL) GOTC 30 30E0095C
hG:=1 GUECD863
RETURN GUE33R70

30 bRITEt6,9003) GUE33380 i

9C03 FCRMATi1CH BAC hAME) QUE6389G
hG:0 QUELC9CC
RETURN QUEGL51C

2C hQ:I GdE33920
RETURN QUEC093C I

EhD GUE00940 )

.

4
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NATIchAL CSS, INC. (SUNNYVALE DATA CENTER) SUhY

QUE3001G
QUEG302t

SUERCUTINE SCOREG(IC) QUEC3;3C

C SUEROUTINE SCOREQ SCORES QUESTIONNAIRES. GUEC3040 -

CCPMON LOCQ(100),GSCCRE(100),LOCR(1001 QUE00050
CIPENSION I RE S P ( 4 ; ),R E SP (4 0 ),R ULE t 1 C ) ,1WR ST ( 4 0) , W E IGH T ( 4 0 ) GUE;;;60

CIMENSION SCCRE(40),5CC(40),1NCEx(40) GUE33;70

INTEGER QDExt2C,40) GUECJ093 -

DATA IEEST/1HA/ QUELDL90
BE ST:F L O AT ( IBEST ) GUEJ0103
CALL GETG(LCCQ(IC), RULE,IWRST, WEIGHT,NUMQ,hUMGP,QDEN) QUE0011C
CALL GETR(LOCR(IO),IRESP) QUE00120
00 10 I:1,NUMQ GUEGU13C

IF (IWRST(1).EG.18EST) GOTO 10 QUESLi*C
RESP (I):(BEST-FLOAT (INESP(III)/(BEST-FLOAT (IWRST(I))) QUE:0150
RESP (I):1.-WEIGHT (I). RESP (I) GJEC31oL

10 CCATINUE QUE0:17C
DC 15u 1:1,10 GUEC;1oC

15C SCCREt!):-1. QU E D 319 0

DC 140 11:1 10 GUE30203
FLAG:0 QUEL 5213
C0 1C3 I:1,NUMEP QUE00220
41:QDEx(I,1)+1 GUE0323;

DC 110 J2:2,J1 QUEG024.
J3:QCEx(1 J2) QUEC3250
IF (J3.GE .10 0 ) EDTO 115 QUE;c260

IF (SCO RE (J 3) .L T. 0 ) GCTC 120 GUE 3 02 7 s

115 CONTINUE GUE03290

11C CONTINUE QUE00290
CC 130 J4:2,J1 QUE33300
J5:QDEn(1 J4) QUEDJ31

IF(J5.LT.100) COTO 160 CUE 00323
d5:J5-100 CUE 00330

SCC (J4): RESP (J5) GUE30343
GOTO 110 QUE0335C

16C SCC (J4):SCCRE(J5) GUE00360
17C 1hCEx(J4):J4 GUE00370

13C CONTINLE QUE00380
FLAG:1. QUE3039;

INCEx(1):QDEx(1,1) QUE304C;

CALL TXTUREtI, RULE (I) INDEx,5CO,5CCRE(1)) QJE0042 C
IF(I.EG.11 GOTC 145 GJE0042C

12C CONTINUE QUEDG430

100 CONTINUE QUELJ443
IF(FLAE.EQ.0) EDTO 145 QUE30450 '

IF(SCORE (1).GE.0) ECTC 145 QUE0046C

14C CCNTINLE GUEC047J

145 QSCORE(ID)=SCCRE(1) GUEG0463

WRITE (6 90CC) QSCORE(10) QUE00490
9t0C FORMAT (13H THE SCORE :,1F6.33 GUEJCSC3

*

RETURN QUELC510
QUE00520ENC
QUE00533

SUEROUTINE GETGtLOC, RULE,IWRST, WEIGHT NUMQU,NUMGP,GDEN) QUE00540

C SUBROUTINE GETQ REACS THE STRUCTURE OF A QUESTICNNAIRE CFF DISC FILE 1QUE00550

i
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thTEGER QDEXt10,40),ISAVE(40),IWRST(40) QUE00560
DIPEhS10N RULE (10),WEIGMT(40) QUE00573
J: LOC QUE0058C
RE AD(1 *J,9 00 0) X,NUMQU,NUMGP GUECC590

9CCO FORMAT (1A4,6X,112,8v,1123 00E00600
J:J*1 QUE00610*

READ (l'J,9002) IWRST QUEL 9620
9CC2 FCRkAT(40(1X,141)) QUE0063C
9001 FORMAT (8F5.3) GUE00640

00 50 12 :1, NU M GP GUE30650*
J:J+1 QUE00660
RE AD(l'J,9 003) NAME,NUM,R QUELCE73

9C03 FCRM AT (2 (112,8X),1 A2) GUE00623
NAPC:NAME=49 GUEC369L
QCEstNAME,1):NLM QUEDC7CJ
RULE (NAME):R QUEJ0710
J:J+1 QUE00720
REAC(1*Je9CC4) ( IS AV E ( 62 ) ,J2:1,NUM ) GUEC3730
DC 50 1:1,NUM QUEC374:
11:1+1 QUE3C753
IF (IS A %E (I ) .L T.5 0) GDE X( N AME , II) = I S AV E t ! )+ 10 0 QUEC07b0
IF (IS AVE (1 ).GE.5 w ) GDEXfNAME,II)=ISAVE(I)-49 QUE03770

SC CChTINUE QUEC0783
J:J+1 GUE30793
READ (1*J,9001)(WEIGHT (12),12:1,8) QUE00bCO
IF(WEIGHT (1).GT.1) GCTC 70 QUE00810
IF(NUMGU.LE.8) RETURN GUE00620
41:J+1 GUECC830
READ (1*J1,9001)(JEIGHT(12),12:9,NUMQU) QUEC064C
RETURN QUE00650

70 00 10b J2:1,NUPQU 30E0CB60
1C0 WElc,HT(J2): WEIGHT (2) GUE30872

9C04 FCRMAT(4012) QUEC 886
RETURN GUE00F90

END QUEDC930
GUEL3913
JUED 920

SUEROUTINE PRI ATQ TID,QhAME) GUE0C930
C SUEROUTINE PRINTQ PRINTS THE STRUCTURE FOR A QUESTIONNAIRE. GUEC3940

CCPPON LOC Q (10 3) ,G S C OR E (100 ) , LOCR (10 3 ) QUEut950
INTEGER QDEX(IC,40) QUEC0963
01PEhSIch RULE (10), RESP (40),0NAME(100),1WRST(40), WEIGHT (45) QUE33970
DIPENSION 1 RESP (40 ),X(40),Y(4 0) GUE00983
DATA IBEST/1HA/ QUEC099D
CALL GETQ(LOCG(ID), RULE,IWRST, WEIGHT,NUMQU,NUMGP,QDEX) QUE010CC
EEST= FLOAT (IBEST) GUE01010
CALL GETR(LOCR(ID),IRESP) QUE0102:
hRITE(6,89993 GUEG1033

*

WRITE (6,9000) QNAME(ID) QUE31C43
8999 FORMAT (//,20X,22H QUESTIONAIRE DATA FOR) QUEG1050
9C00 FCRM AT (23X ,13HOUESTION AIRE ,1 A4) QUE01060

WRITEtt,9002) QS COR E (I C ),RUL E ( 1) GUE01C70*

9C02 FCRMAT(8X,16H0VERALL SCORE = ,1F10.5,5X,7HRULE * ,1A4,//) QUEC1083
DC 5 1:1,40 QUE31093
IF (IWRST(I).NE.IBEST) GOTO 4 QUEC1100
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x(I)=0. QUE31110
GOTO 6 GUE01120

4 X(I):1-(BEST-FLOAT (IRESP(II))/(BEST-FLCAT(IWRST(I))) QUE0113L
6 * ( I):1.-WE IGH T (I ) * ( 1-X (I II QUEG1143
5 CCNTINLE GUEC1150

I:1 QUE01160
J1:50 QUE01170 .

WR ITE (6,90 04 ) 41, RULE (1) QUEC1180
9C04 FORMAT (7H BOX: ,112,8h RULE: ,1A2) GUEC119C

11 QDEX(1,1)+1 GuC3120C
IF(11.EQ.1) GOTO ic GUE31210 .

DC 20 12 :2 , Il GUE31223
bRITE(6.9005) QUE01230

9C05 FORMAT (7h? ) GJE0124C
13:wDEx(1,12) GUE01253
IF(13.GE.100) GOTO 30 QUE31263
J1:13+49 QUEC1273
W R ITE ( 6,90 04 ) J1, RULE (13) GUE31283
14:QDEA(13,1)+1 GUE01290
IF(I4.EQ.1) GOTO 20 QUE31303
CC 40 I5:2,14 QUE01313
hRITE(6,9005) QUE01323
hRITE(6,9005) QUE01330
18:QDEA(13,15) GUEC1340
IF(18.GE.100) GOTO SC QUE01353
J1:16+49 QUE3136C
WRITE (6,9004) 41, RULE (18) QUEG1370
16 :QD E x (16,1 ) + 1 GUE01360
IF(16.EQ.1) E010 45 QUE0139C
00 60 17:2,16 GUEC14C0
CO 11 J2:1,3 GUE01410

11 WRITE (6 9065) QUECl*2C
49:QDEx(18,I7) QUE01430
IF(J9.EE.100) (OTO 7C QUE01440
41:49+49 QUE3145J
WRITE (6,9044) al,RLLEt 9) QUE01463
GOTO 60 QUE01470

7C J1:J9-100 QuE01480
hRITE(6.90C6) 41,X(J1), WEIGHT (J1),YtJ1) GUEC149G

9C06 FORMAT (4H Q:,112,7H RE S P = ,1 F 6. 3,3 H W:,1F6.3,3H S:,1F6.3) GUEC1500
6C CCATINUE QUEa1510

GCTO 45 QUE0152G
SC 41:18-100 QUE31536

hRITE(6,9006) J1,x(J1), WEIGHT (J1),vtJ1) GUED15*C
45 C O P.T I N UE QUEC1553
4C CONTINUE QUE01560

GOTO 2C QUEC1572
3C 41:13-100 QUEG159J

*

WRITE (6,9006) el,x(J1), WEIGHT (J1),Y(J1) QUE01593
2C CONTINLE QUE316GO
it RETURh QUE01610

EhD QUEL 1623
.

4
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SUEROUTINE HPREID,HNAME) QUE00010
C SUEROUTINE HPR PRINTS A PICTURE OF A PORTION OF THE HIERAR CPf. QUE00020 iCOMMON LXXt300),5CChEHt40),?.ULEH(40),10Ex(40,10) QJELL;30 '

DIMENSION 00Tt20,5),IPRt20,5) GUE3G040
DOUBLE PRECISION HNAPEt90) OVE00350
CATA STAR /4He***/ BLANK /4H / QUEC0063

* CC 1 I:1,20 QUE00070
DC 1 J:1,5 QUEQ0060
I P p (1, J):0 QUE00393

1 00 T ( 1, J ) :B L A N K GUECC133
LEV:1 QUEC0110

*

I I:10 E x t ID ,1) + 1 QUELC12L
I P R (L E V ,1) = I D GUECC133
IF (II .E Q.1.C R .II .G T .5 0 ) GOTC 5 QUE0014L

6 CC 10 12:2 .11 GUECC15C
13:IDEx(ID,12) GUEE0163
IPR (LEV 23:I3 QUE0017C
I4:10EstI3,1)+1 QUEOC18
IF(14.EQ.1.0R.14.GT.53) GOTO 15 GUE0Cla0

16 CD 20 15:2,14 GUE30200
16:IDExtI3.15) GUE3G210
IPRILEV 3):I6 GUECL224
17:IDEx(16,1)+1 GUEGC230 |

IF (17. EG.1 0R. IT .G T .50 ) GOTO 25 GUE00240
26 DC 30 18:2,17 GUECC250

19:IDExtI6,IB) QUECC26C
IFR(LEV,4):19 QUEJL270
11C IDLx(IV,1)+1 GUECC280
IFil10.EQ.1.0R.Il0.GT.50) GOTO 501 GUE3:29C
00 500 111:2,110 QUEC33:3
I P R (L E V ,5 ) :10 E x ( 19,111 ) GUEC331;

!CC LEV: lev +1 GUECL32L
GOTO 3; GJE00330

501 LEV: LEV +1 QUEC034C
30 CONTINUE GUELO35;

GCTO 2C QUE00360
25 LEV: LEV +1 QUELC370
20 C0hTINUE QUE0C360

GOTG 10 QUEC335C
15 LEV: LEV +1 QUECC4CC
lt CONTINUE GUE3041C
5 CONTIhut QUE0062C

OC 60 1:1,19 GUE00430
00 60 J:1,4 QUEC0440
11= IPR (1 J) GUEJ0450
IF(11.EQ.0) GOTO 6C GUE0046C
12=IDEx(II,1)+1 QUECC470
IF (I2.LE.2.OR.12.GT.56) GOTO 60 QUEG048C*

15:1+1 out00490
00 61 13:15,19 GUE00500
J1=J+1 QUE00510
ECT(13,J)= STAR QUEC0520.

IF(IPRt!3,J1).EQ.ICEX(11,I23) GOTO 62 GUE00530
61 C0hTIFat GUEL:540
62 CONTIh4E QUEGC550
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6C CCNTINUE QUE00563
WR IT E ( 6,90 0 6) HNAME(ID) QUE00570

9CCC FCRMAT(32H HIERARCHY INFCRMATION FOR BOX elan,//) QUE00590
9CC1 FORMAT (11H?*********.) QUE3059C
9CC2 F0kMAT(3H7* ,186,2N .) QUECL60C
9C03 FORMAT (4HT*S:,1F6 3,1He) QUE0C610
9CC4 FORMAT (BHT. RULE 1 ,1A2,1He) QUEsGE20
9CO* FORMAT (3HT**) QUE?L630 .

9C06 FCRMAT(1H71A1) QUE00640
9001 FCRMAT(3HT ) QUE00650
9C08 FORMAT (2H7 ) CUE 00660
9C09 FCRMAT(11HT ) QUESC670 .

9C11 FORMAT (3H? ,1A1,2H ) QUE036b?
9C11 FCRMAT(?,2H7 ) GUEOG6a;

I: LEV-1 QUE007CO
WRITEt6,9006) GUECC71C
00 40 lev =1,1 GUEC0720
LE: LEV *1 QUE00730
max =1 QUEC074C
00 101 III:1,5 sue 03750

1t1 IF (IP R (LEV,III).NE .C.0R.00T (LEV,III) .EC.ST AR ) MAX =III GUEC0760
D C 41 11:1, MAX GUE00770
IF(IPR (LEV,II).NE.C) GCTC 39 QJE03783
bRITE(6,9009) QUE00790
GCTU 41 QUE 080C

39 WRITE (6,90C1) GUEC0610
41 W R IT E ( 6,9 011) 00T(LEV,11) QUE00820

WR ITE (6,9012) GUE0GS3C
CC 42 12:1, MAX GUE008*C
13= IPR (LEV,12) QUE0065b
IF(13.EQ.0) GOTO 43 QUECC660
WR ITE ( 6,90 02 ) HNAME(13) QUE0067C
GOTO 38 GUE0098C

43 bRITE(6,9009) GUEGC89C
38 WRITE (6,9011) 00T(lev,12) QUEJC9CC
44 CCNTINUE DJEOCS10
42 CCATINUE QUE03920

WRITE (6,9012) QUE33933
CC 66 11:1,4 QUE30940
IF(00T(2,111.EG. STAR) 00T(1,11): STAR GUE00950

66 IF(00T(1,II).EG. STAR.AND. MAX.LT.11) MAX:11 QUEsC960
00 45 12:1, MAX QUELC97:
I!:!PR(LEY,12) GUEDL9RD
IF(13.EQ.0) GOTO 47 QUE00990
I F (I2. G T.1 ) WR IT E( 6.9 0 05) GUE01000
WRITE (6,9003) SCOREHtI3) QUE0101C
IF(I2.EQ.4) GOTO 45 GUE01020
I4=I2*1 QUE01C30
IF(IPR (LEV,14).GT.L) GCTC 46 QUEC1040 ,

WR ITE ( 6,90 07 ) GUE01050
GOTO 65 QUE01060

46 W R IT E ( 6,90 05) QUE01070
hRITE(6,9006) STAR QUE01080

*

GOTO 45 QUE01090
41 WRITE (6.9009) QUE01100
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W R ITE t 6,90 0 7) QUE01130
IFtI2.GT.1) WRITEt6,9001) GUEC11aC

65 WRITEt6,9006) COT (LEV,12) QUE01130
45 CohTINLE QUE01140

bRITEt6,9012) QUE01150
DC 49 12:1, M A X QUE01160.

13=IPRtLEY,12) QUEC1170
1FtI3.EQ.0) GOTO 50 QUEC1180
WRITEt6,9004) RULEHEI3) QUE01190
GOTO 51 GUE01203.

SC WRITEt6,9009) QUE01210
51 tRITEt6,9011) COTtLE,12) QUE01223
49 CONTINUE QUE01233

WRITEt6,9012) GUE0126:
DC 52 11:1 MAX QUE01250
IF tIPR tLEY ,11) .NE. C ) GCTO 53 GUEC1269
WRITEt6,90u9) QUEL 127C
GCTO 55 QUE3128C

53 WRITEt6,9001) QUE01290
55 kRITEt6,9011) COTtLE,II) GUE01300
52 CCATINUE QUE31310

WRITEt6,9012) QUEC1320
CC 54 11:1,4 QUE31330
bRITEt6,9009) QUEL 1340

54 WRITEt6,9011) COTtLE,11) QUE0135C
WRITEt6,9012) GUEC1363

40 CChTINLE QUE01370
RETURN QUEL 1360
ENC QUEC1393

QUE01400
SU2 ROUTINE PN AME tHN AME ) QUEC141G

C SUEROUTINE PNAME PRINTS THE NAME OF THE CURRENT HIERARCHY ECXES. QUE01420
DCLBLE PRECISICN HNAREt4C) QUE01430
hRITEt6,947C) QUE01440

947C FORMATt36H THE CURRENT HIERARCHY INCLUDES BCXES ,/> QUE01450
00 470 1:1,5 GUE01460
11:8+tI-1)+1 QUEC147C
I2:11+7 QUED1460

410 WRITEt6,9471)(HNAMEtI3),13=II,12) GUE01490
9471 FCRPATt841X,1A6,1X)) GUE01530

RETUkN GUE31513
END QUE3152C

QUE01530
SUBROUTINE PQN AME tGN AME,NUMQ) QUE01540

C SUERCUTINE PQNAME PRINTS THE NAMES OF THE CURRENT GUESTIONhAIRES. QUE01550
EIPENSION QNAMEt10C) GUE01560
WRITEt6,90003 QUE31573

,

9000 FCRMATt33H THE CURRENT QUESTIONN AIRES ARE: ,/) QUE31590
10 hRITEt6,9001)(GNAMEtI2),12:1,NUMQ) GUE01590

9t01 FCRMATt2X,1081A4,2X)) GUE01600
RETURN QUE01610
END QUE01620*
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hATICAAL CSS, thC. (SUANYVALE DATA CENTER) SUAY

C GUEASI -- A PROGRAM FOR EVALUATION OF S AFEGUARDS QUESTIONN AIRES QUE00910
C AAC MIERARCFIES QUE3CO2D

CCPMON LCCQt1CC),JSCCRE(1CC),LOCR(10J) GUECOC30
CCPMON SCOREP(40),RuLEt(40),IDER(42,10),00EX(40),GNAME(ICC) CUE 0CC63
COUBLE PkECISION Bh AME (40 ),ELANK,NCMG,MN AME(4 0), AN AME GUE00:50
IhTEGER LOCHS (!) ,I SE T(4 3),FL A G(10), LOCH ( 5) ,I RE SP( 4 0),IaEST(4 C ) QUE3%60 *

REAL SC0kE(40), WEIGHT (4G), RULE (10), TEATS (7) GUEL9;T3
CATA T EX TS /2PH A,2e S A ,2 M AW ,2HS O,2 HOR,1H J,2 HOR / QUEGLO63
CATA I A A/1P A/,NJM0/6 FNCM0R E /EL ANK / 6H / QUCDsJ93
AAA:FLCAT(IAA) QUCCIICJ -

00 399 I:1 40 QUE30113
399 SCCREN(1)=-1. QUE;C*20

J:2 QUELJ137
r REAC GUEST 10NNAIRE LOCATIONS AN3 NAMES GUECC14C

REAt(2,5464- NUM3 OUELCISC
REAC(2,9465) ( L CC R ( IP ) , I2:1,N UMG ) QUE00160
REAC(1,9464) NUF3 3UEJC170
RE AC (1,9465 ) ( L CC Q ( 11 ) , II:1,NUM C ) GUE0Llet
CC 3C J:1,NurJ 00ELC190

3C REAC(2,9727) GNAME(J) QUE;C200
972T F0k.*AT(144/> ;UEOC210

REJINb 2 GUEOC22C
REAC(2,9464) NurG GUEC;230
REAC(2,9465) (LCCA(12),12:1,NUFG) QUECL245
DC 10 I:1,100 GUEOC250

1C QSCORE(I):-1. QUEPC200
00 20 I:leic QUE0027?

2C FLAG (I)=3 QUE32260
C SELECT 1AITIA6 CPTICN - -

QUEC 29C
IC30 hoITEte,910L) GUE06300
91GL FCRMAT($4H SELECT 1- PIER AP CNIE S, 2- GUEST 13NAIRES, 3- STOP )GUED?310--

ICF:uETi,UM(1. 3.,1.) GUELI32C
1C01 IF (10F.EQ.3) STOD GUE00 30

GOTC (40lb,2C;0) ILP QUEa034C
C REVIEW CPTICN SLLECTION Arm BR ANCH TO PRCPER CPTION GUE00350

10PT:IOP GUEOC360
1100 CCATINUE QUELC37C

IF ( 10 F T .G E .1. A N C .10 F T .L E . 3 ) GOTO 1101 GUE?C380
IF (10F T..E .21. ANO. IC P T .L L .2 6 ) GOTO 1102 GUE0039C
IF ( I D F T.G E.41. A h3. ! C A T.L E .5 D ) GOTC 11C2 GUEv04CL
G3TO (1000,23C,1.0C,402) 105 QUE3:410

1101 ICP=10PT GUE3C420
COTO 1r01 QUEC0430

1102 ICF =IN T (FLL AT (IGP T ) /16.3 GUE0044L
IF(IOP.10.EG.ICPT) GOTC 1001 QUE00459
ICPT ! CPT-ICP.10 QUEOC460
GOTO (10CW,201,1DCw,4C4) ICP GUEO0410 .

GCTO 1CDC QUE004EC
C PRIAT MEhU AND GET GUESTIONNAIRE CPTION QUECC49C
2000 IF (FLAGt2).E1.1) GUTO 210 3UEJ:503
23C WRITE (6,92001 QUEDC510

,

WRITE (6,92s1) GUEG0523
WRITE (6,9202) QUE00530
WPITE(6,9293) GUE00540
WRITE (6,9204) GUEC055;
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WEITEt6,9205) GUECC56C
9200 FORMATit 14H SELECT ONE: ./) QUEt057"
9201 FCNMATI51H 21- COMPUTE SCORES 22- PRINT SCCRES 1 GUEJCSPN
9202 FCRFAT(51H 23. SET SCChES 2*- REVISE .EIGHT! > QUE0Lb3C
92C FCRMATI51H 25- REVI!E RULES 26- REVISE RESPON!ES ) QUE3060:
92C7 FORMAT 151H 27- REVISE NAMLS 20- PRINT NAMES ) QUE0061C.

92C4 FCRMATtS1H 29- N3 MORE REVISICAS ) QUEL!620
92C5 FCRMAft/,9H Wn!Cn ) GUELO630

GOTO 223 QUEC3640
21C WRITE (6,9206) JUEC.65C*

9206 FCRMAT(16H SELECT 21-29 -- ) 3UE00660
22C 10PT:6ETNUMt21.,29.,2.) QUE00670

IF (10PT.LT.21 0R.IJPT.GT.29) GOTO 110D QUEC3ebt
ICPT:10PT-2C QUECDt90

201 FLAGt2):1 GUELC7LP
C ERAACe TC PROPER CPTICN QUELO71C i

GCT C (2 001,2eJ S ,2 0.0,2JLO,2 Le e 20 00,20 0L,2 0 C6,1:00 ) IOPT GUEC072C ;

QUELO730 i

r -- CPTICN 21 TO COPFUTE A GUESTIONNAIRE SCOEE -- QUECC743 |

2CCI CChTINUL GUE0575. I

214 DC 211 I:1,NU"C GUE0C763
'dRITEt6,9301) wNAMEtI) GUE0rT7C

9301 F L P M AT (16n QUESTIUNN AIR E ,1A4,1H:) QUELO785
211 CALL SCOREwt!) GUE00790

GCTC 20J3 wuCcDBC
QUECOB1:

) QUE4C62395C2 FCRMAft33H ENTER RULE (HA,SA,AV,50,0P) --

9EC4 FC AP AT (I A2) WUE00F3C
) QUEC054L95C5 FCRPATt25H B AD ROLE, TRY AGAIN --

9271 FCRPAT(15H LNTER NAME -- ) GUELCB5;

9272 FCRPAft1A4) QUEJ0e6C
GUEOCs70C -- PRlhT AND SELECT HIERARCMY MANIPJLATION CPTICNS --

2CDA C ALL P GN AML tGN AME, AUPG) GUE3GmEC
GCTU 2LGC CUCCC99C

QUEQCa00
4CCC IF (FLAGt5).EG.0) GwTC 40L6 QUE00910

IFtFLAGt4).EQ.1) GCTC 4L1 QUE00920
4C2 WRITEt6,94s0) QUE3093C

WMITEt6,9401) QUE00940
mR ITE t 6,94 32) CUECC95C
WkITEtt,94C3) QUE00960
WR ITE t 6,94 34 ) QUE00973
bR ITE(6 94C5) QUE0J983
WRITL(6,9407) CUE 00990
hRITEt6,9205) GUE01CL3

940C FCRPATt/,14H SELECT ChE: ,/> QUE01013
94C1 FCRP.AT(51H 41= COPPUTE SCOPES 42- PRINT DATA 1 QUE01;2C

.

9402 FCRMAft51H 43- ASSIGN SCORES 44- REVISE DELAY / RESP ) QUE01L37
94C2 FCRMATtS1d 45- REVISE RULES 46- SELECT neb HIERARCFY ) QUE01040
94C4 FCRMATtS1H 47- PRINT E0x NA"ES 48- FILE hIER ARCHY D ATA ) QUE01050
94C5 FORMATt51H 49- CH ANGE BCX AAME 5 0- PRINT HIER ARCFY ) QU E t.1"6 0

94C1 FCEPAT(51H 51- NO MOR E REVISIONS I QUE01070'

GCTO *C3 QUE01080
4C1 WRITEt6,9406) QUE01093

9406 FC8 MAT (18H SELECT 41-51 -- ) QUEC1103
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403 ICPT=GETNUMt41.,47.,2.) GUE01110
IF t IOP T.LT.41.CR. I CP T.GT.51) GOTO 110C QUE3112C
ICPT=ICPT-40 QUE0113;

404 FLAG (4)=1 QUE01140
C ERahCP TO PRGPER HIERARCHY CPTION QUEu1150

IF(FLAGt5).EQ.C) GCTC 4006 QUE0116:
*GOTot4CQ1,4LC2,40s3,4D;4,4CLS 4006,4007,40C8,4009,4002.1030) ICPT3UE;1170

QUE31180
C -- CPTICh 41 TO SCO*E A HIERARCHY Box -- QUES 119C
4C01 CALL GETHN(ID,MNAME) QUE*1200

*
CALL SCREH(ID) GUE01213
CALL SETHtID,1!ET) QUE01220
ISET(IC):0 GUE01230
GOTO 4*0L QUE3124C

QUEG125J
C -- CFT10h 42 TO PRINT nIERARCHY DATA GUEC1265--

4C02 CALL GETHNtID,HNAME) GUEC1270
IF (10F T.EQ.2) CALL P RI hT H t ID,HN AM E ) QUE01260
IF (IUPT.EQ.10) CALL HPR(ID,HNAME) 3UE01290
GCTC 4(Os GUEG1300

GUE01310
C -- CPTICN 43 TO ASSIGb HIEDAACHY Ecr SCORES -- GUEL132C

4C03 CALL GETHN(IDenNAME) QUEJ1330
W R IT E ( 6,94 3 0 ) QUE01343
CALL SETHtIC,15ET) GUE01350

9430 FCRMAft10H SCCRL : ) QUEL 1363
SCCREH(ID):GEThUM(-1. 1. 1.) GUEC1373
IF(SCOREHtID).LT.0) ISET(ID):0 GUEW138;
IF(SCOREN(ID).GE.C) ISET(ID)=1 QUCC1399
GOTO 4400 GUE014CL

3UEL1410
C -- CPTICN 44 TO REVISE CELAY/ RESPONSE RULE. NOT CURRENTLY USED QUE0142
4004 CALL GETHN(IC,FNAME) QUE0143C

IFtRULEHtID).EG. TEXTS (73) PCTC 44C GUE01440
bRITE46,9440) GUE01450

9440 FCRMAT(2EH E0x DOES NOT USE DELAY /RESD) GUEC1463
GGTO 4:00 QUE01470

44C CCATINUE QUE31*hC
GCTO 4C00 QUE01490

QUE015CO
C -- CPTIch 45 TO REVISE SCOR ING RULES -- GUEC151C
4LO! CALL GETbh(ID,HNAME) GUEL1520

WRITC(6,9503) GUE0153;
d 45C READ (5,9504) R QUEC154'

DC 451 I:1 6 QUE01553
IF (R.EQ.TEXTStI)) GOTC 452 QUE31560

451 C0hTIhuE QUE3157C
WRITC(6,9505) QUE015e? '

GCTO 450 JUE01590
452 RULEH(ID):R QUE01630i

SCCREHtID)=-1. QUE61610,

| CALL SETHtID,ISET) QUE;1623 -

' GOTO 4000 QUE31633
QUE01640

C -- CPTICh 46 TO ENTER A NEW NIERARCHY INTO THE SYSTEM GUEG1650--
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4C06 k41TE(6,946C) QUE31663
FLAG (5):1 QUEC1673
READt3,9464) H UM M QUEC1(Be
REAC(3,9465) (LOCHt!),1:1,NUMH) QUEL 1695

9464 FCRMAT(112) QUE31700
9465 FCRMAT(20!4) GUE01710

REACT 4,9464) hlPH QUE01720.
READ (4,9465)(LCCHSil),I:1,t.UNH) GUE01733

946C FORMAT (28H Et4TER HIERARCHY AUMBER -- ) QUE31743
Nh0M:GETNUM(1.,FLGAT(NUMH),1.) QUE0175C
CL 465 I:1 4C QUEC1760

.

15ETtI)=0 GUE0177C
DC 466 11:1,16 GUE01763

466 ICExt! 11):0 QUE31793
Nr.APEtl): BLANK QUEC15w3 .

465 SCCREH(!):-1. QUE01610 I
'

L: GUE01920
LCC:LCCHtHNO") GUECle30

C E E L ! t. 8Y READING I'4F 0 F CR FIRST Bur QUE0lb40
4tC REA0(3,9461) A4AML,hu9,k,Q QUE*1653

9401 FCh"Al(1A6,4X,112,8X,142,6X,144) GUE31E60
IF(AN4"L.EG.NLMO) GCTO 468 GUEC1873
CALL ATGETtANA*E.10,MNA*L) QUE31693
IF(ID.GT.C) GOTO 46* 30E01890
L:L*1 QUE019C3
IC:L QUEd1913
Ht,8FE t IO):ANA*E QUE0192C

464 IF(NUM.EG.L) GCTv 463 GUE01930
QCExtID):Q QUEC1943
RULEH(ID):R QUEGli$;

4(I IC Ex t I C ,11:!.U?. QUE01963
IF(NUE.EQ.0) 3CTD 463 GUE61970
IF(AUK.GT.50) GOTO 4tC1 GUE019P3
DC 462 J:1,NJP QUE31990 |

J1:J+1 GUEL2003 |

LLC:LCC+1 QUE02013
READt3,9462) AhAME GUE02C23
C ALL A TGET t al; Art.1E,Hr. AME) GUE32330
Ift1E.GT.C) G3TO 462 GUE 3 2 (i 4 3

L:L+1 QUEJ2C53
IE:L CUE 02063
HNAPEEL):ANAME GUEC207J

462 IEExtID,J1)::E QUE32C2C
9462 FCRMAT(1A6) QUEL 239

462 LCC: LOC +1 QUE32160
GCTO 46t QUEC2110

46L1 hum:NUP-50 QUE02123
CC 46C2 J:1,NU" CUE 3213C
J1:J+1 QUEG2143'

LCC:LCC+1 QUEC2153
READt3,9272) AAAM QUE0216J

4t02 10Lat10,J1)=hQtANAM) QUEC2170
LOC: LOC +1 QUE02183-

GCTO 46a QUEJ2193
466 CChTINUE QUEG22C3
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J: LOCHS (HNUM) GUE02210
R E A D ( 4 ,94 6 3 ) ( ( BN A M E (11 ), SC OR E ( 113 ) ,11 :1, L ) QUE02223
J:4+L/5+1 QUEL 2233
EEAC(4,948C) USCORE QUE0224J

946I FORMAT (5(1A6,1F6.3)) QUE02250
CC 469 K:1,L QUE32263
CALL A14ET (BN A PE(K),lD eHN AME ) GUE02270 *

IF (ID.EG.C) GCTC 469 QUEC2260
SCCREHtIL)=SCCRL(K) GUEC2250

469 CCATIAUE QUE32300
00 459 I:1 4C GUE02310 -

455 IF(IDEx(I,1).EJ.C) RULEN(I): BLANK QUE32323
GC1C 4 LOG QUEC2333

QUE32343
C CPTILN 47 TO PhlAT CLRREhT BOX NAMES -- GUE02353--

4001 CALL PAAPE(HNAPE) QUE02360
0010 4Csb QUEG2373

CUE 323PD
r == CPTICA 4e TO FILE HIERARCHY CATa GUE32393--

4tos LOC: LOCH (HNUM) QUEC2400
R C .' I N D 3 QUEJ2*10
RC-IA3 * QUE02620
FEAC(3,9964) AUPM QUEC2430
REAC(3,9465) ( L O C H ( I ) , I :1, N UM H ) GUE0244C
REAC(4,9464) N lMM GUEJ2450
REAC(4,9965) (LCCn3(I),1:1,NUMH) GUE02460
CC 46C 1:1 L QUE02470
IF(HNAwE(I).EG.2LAhK) COTO 460 GUEC2*80
e91TE(3.9461) HN APE (1),IDEx (I 1),R UL EN CI),GLEs (I) GUE02493
14:IDin(I,1) GUEC2500
IF(14.E3.0) GSTO 46G GUEL2513
LU C:LG C +1 QUCC2520
II:POC C IDE X(I ,1),5 0) +1 3UEC2530
DC 421 12:2,Il GUE02540
13: IDEA (1,12) GUE02553
IF(I4.LE.50) CCTO 4E3 GUED256L
hkITE(3,9272) GNAPE(13) GUEC2570
GOTU 4P1 CUED 2580

463 h4ITE(3,9462) HNAMC(13) QUEC259;
481 LCC: LOC +1 QUEC2603
4PJ CCATIADE QUEC2613

bEITE(3,9462) h0M3 QUE02621
J:LCCHS(HNUM) GUE02630
WRITE (4,9463)(HNAME(13),SCCREHtI3),13:1,L) GUE32640
J:J*L/5+1 GUE02b50
bh1TC(4,9420) GSCORE QUEG2660

948C FCRMAT(1CF6.53 QUE02670
GOTO 4C30 GUE;2680 .

QUE32693
C -- CPTICN 49 TO CHANGE NAME OF box -- QUES 27CO
4005 CALL GETHN(ID,HNAME) QUE02710

bRITE(b,9271) GUE02723 ,

READES,9462) HhAME(ID) QUE02730
GOTC 4 LOC QUEC2740
ENC QUE02750

l

i
|
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QUE3CC10
SUBRJUTINE GETEN(ID,HNAME)

,
QUECOC2C

C SUBROUTINE GETHN INTERACTIVELY REQUESTS A PCX NAME AND RETLkh5 ITS QUE00033
C ID huMEER. QUELaC4C

DOLBLE PRECISION ALL,HhAME(40),A QUCCGL50.

DATA ALL/6 HALL / QUE;3Cb3

10:1 QUE60CTO
1C WRITE (6,900C) QUE0;08C

9C00 FCRMATt2CH ENTER BCx NAME -- 1 GUE0s090.

READ (5,9001) A GUEC3100
9C01 FORMAT (1A6) QUE 011

IF(A.EQ.ALL) R ET U R t. QUEL 120
CALL ATGET(A,ID,HNAME) GUEr313c
IFtID.EG.0) GOTO 2 C QUEC;14

RETURN QUE;015;

20 W R IT E 8 6,9 0 0 2) QUEOC16;

9C02 FCRMA7(11H BAC hAME ) QUE30170
C ALL PN AME tMN APE) QUE321PC
GCTC 1s GUE03190
END QUE0020C

QUECL21*
$UEROUT1ht ATGET(AhAME.ID HNAME) JUEOL22C

C SUEROUTINE ATGET CHECKS A BCx NAME AGAINST THOSE CUSRENTLY In QUE5323L
C THE SYSTEM ANC RETURNS ITS ID NUMBER (C IF NOT VALIC). GUE0024

CCLBLE PRECISION AhAML HNAME(4C) GUE30250
CC 10 1:1 40 QUE00263
IF (ANAME.EQ.MhAME(II) GCTO 20 30EGr270

1C C0hTINUE GUE0?280
1C:0 GUEDs29C
RETURN GUEC;3CC

2C ID=1 QUE0031C
RETURh GUEt4323
ENC QUE?L330

QUE00340
SUEROUTINE SCREHtID) QUE;C35;

C SUEROUTINE SCREH IS THE MASTER $UERCUTIhE FCR SCORING ECxEE QUE03360
CC PMON L1(100 ),Q SCCP E (10 0),L2 (10 0),SC OREH f 4 0),RULEHt 4 C) QUE.2370
CCPMCA IDEx(4L,10) GUE30383
EALL MLLTEVIIC) GUEGL39L

1Ci bRITEt6,9000) SCOREF(IC) GUE;04L2
9CCC FDRMAT(13H THE SCORE !$,1F10.5) QUE0041C

RETURN QUE3042t ,

ENC QUE30433 l
'

GUE0e440
EUERCUTINE BOXIID) QUEL 3450

C SUBROUTIhE BOX SCORES B0xES WHICH HAVE QUESTIONNAIRES AS IhPUT. QUEL 0 460
,

CCPMON L1 ( 10 0 ) ,Q S C CR E ( 10 0 ) , L 2 ( 10 0 ) , S C OR En ( 4 0 ) GUE0047
COPMON RULEH(4C),lDExt40,10) QUE0048:
DIMENSION INDEx(40), RESP (ICO) GUEGC493
NAT=IDExtID,13-49 GUECC5CC

D0 1C1 1:2 NAT QUECC510*

101 IhCExt!):1DEx(ID,1) QUEC0523
,

!

IhCEx(1)=NAT-1 QUE 0530
DC 102 1:1,10C QUECC540 |

102 RESP (1):QSCCRE(I) QUEC0550
'

|
|
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RULE =RLLEHtID) GUE00560
CALL TxTURLtID. RULE INCEx, RESP,5 CORE) GUECC57C
SCCREN(ID) SCORE QUELD563 .

RETURN QUELD590
END QUE0360C

QUE00610
SUERDUTINE MULTEV(ID) QUE03620 -

C SUERCUTINE MULTEV IS THE HIGHEST LEVEL CF THE QUEC;630

C hESTED Box SCORING ROUTINE QUE00640
COPPON LL t 3001,SCOREH t 40 ),4ULEH t 4 0 ),1DEx t4 C ,10 ) QUE30650
LIPENSION INDEx(43) GUEQL66C
hCPAT:IDLr(IDel) GUE5;670

IF(NUMAT.EQ.C) RETURN 3UE006FD
IFtAUMAT.GT.Sul GOTJ 4C QUCCC690
CC 10 1:1,NUMAT QUED070w
11:1+1 QUECC71C
L:IDE x (I D,11) GUE00720
IFtSCOREH(L).GE.0) GCTC 10 QUEJ073C
C ALL MULTEl(L) QUECC74:

If CCNTINUE QUE00753
J1:NUMAT+1 GUECL76*
D0 30 J:1.J1 GUEJD770

3C IhCEXtJ):IDEX(ID.J) QUE30763
C ALL TX TUR E TID,R UL EH TID),INDEX ,SCDREH.SCOR E D QUCCC790
SCCREHtID):SC0ht QUES 0600
RETURN QUEDC810

40 CALL BCXIID) GUE00623
RETURN QUE2C630
END GUE;C893

QUE;C35
SU EROUTINE GEIGN (ID,QN AME , AU".L ) GUE0LE6C

C SUERCLTINE GETQN lhTERACTIVEL Y ACCESTS A QUESTIONN AIR E N A*E QUEG0873
C AND RETURNS ITS IC huMbER QUELO680

CCFNON LOCQ(ICG) QUE3C890
CIPEASION QNAME(1C03 QUEL 39CS

4C WRITEt6,90CD) GUE00910
9CDC FCRMAT(29H Et.TER QUCSTIONAIRE NAME -- ) QUE6092

REAC(5,9001) A QUEC3930
9001 FCRM AT (I A4 ) QUE00940

IC:AG(A) QUECL950
IF(10.EO.0) GCTO IC GUE03963
IFtID.LT.01 RETURN QUE'0973
I:LCCG (ID) QUEOC980

REWIND 1 QUECL993 ,

REACT 1,9002) NUMQ QUE01000
9CC2 FCRMATt1CX,112) QUEC101C

RETURN QUE31J2C
10 CALL PQNAML(QNAME,huMQ) QUE01030

GOTO 4C QUEC1:40 '

RETURN QUE01050
END QUE01C60

QUE01C70
FUhCTION YESN0(Z) QUE31083

| C FUACTICA YESNO RETURNS THE ANSWER TO A YES-ho QUESTION QUE0109C
C D FCR kC, 1 FCR YES. QUE01100i
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OATA x/1HN/ QUEC111C
CATA Y/1HY/ QUEJ1120
YESh0:D. QUE0113L

2C READtt,9000) A GUE31143
900C FORMAft1A1) QUE3115:

IF(F.EO.A) RETURN QUE01160
*

IF (Y.ht.41 GOTO IC QU E L 117 0
YESh0:1. GUEC116C
RETURN QUEL 1193

10 WR IT E t 6,90 L1) JUEC12CD-
*

9001 FORMATt2LH TYPE YES OR h0 -- ) QUE31210
GCTC 2C QUEL 122D |
Cht GUE;1233

QUEG1240 ,

FUhCTION GETNUPtALOW,ANIGH, TYPE) GUEL1250 !

C FUN CTICN GETNUM RETURNS A NUMEER ENTERED INTER ACTIVELY GUEb126C
C AFTER CFECKING FOR THE APPRCPkIATE RANGE ANL TYFE. GUE0127C

REAL GETtlUM QUE31280
10 REAC ti .,ER4:20) GETNUr QUEL 1293

IF (TYFE.EQ.0.AND.GETNUM.NE.AINTtCETNuw)) GOTO 5: JUE01300
IF (GEINUM .GE. ALOW . AND.GET NUM.LE. AHIGH) RETURh GUE;1313
IF ( TY PE.E G.2 3 GOTC 40 QUEC132C

3C WRITEt6,100) ALO. AHIGH CUE 0133C
1CC FCRMAT(26H ENTER A NUMBER BETWEEN ,1 G10.5 4 H A N0 ,1 GI C .5,3 H -- > 30E0134C ,

GCTJ 10 GUEC1350 )
2C IF (TYFE.NE.2) GOTC 3L GUE31363
4s CCATI4LE QU E C 137 C 4

RETURN GUE01360 |

SC WRITEt6,101) ALOJ,AHIGH QUE;1390 |

2C2 FORMAT (26H ENTER AN IhTEGER BETWEEN,G10 5,4 HAND ,G10 5,3H-- ) QUEC14CC
CCTO 1C QUE01410
[ht GUEC1420

QUC3143C
SUEROUTINE TXTUR E I NUM .R UL E ,1 f.DEX . RES P ,$ C OR E ) QUE0144C

C SUER 0LTINE TxTURE CCMPUTES A SCORE USIf13 A SPECIFIED QUE01450
C SCCRING RULE. 3UE01460

CCwFON LL t 10 0 ),0SCCRE t 10 0),LLi tSED ),GDE3 44 C) QUE01470
CIPENSION INDExtl),RESPt!),TENTSt6) QUE014E0

DATA TEXTS /2HMA,2HSA,2nAV,2HSO,2 HOR,1H3/ QUE01490
M:lNDExtl) QUEL 15LD
k:P+1 GUE0lb1C
DC 5 I:1,6 QUE3152C
IF(RULE.EQ.TEXTSt!)) GCTO 6 QUEC1530

E CChTINUE QUE01540
WRITEt6,9CC) QUE01553

SCC FCRMAft38H BAC RULE EkCCUNTERED COMPUTIhG SCORE D GUEL156C
RETURN GUEL1570

6 GCTO (10,20,30,40,50,70) I QUEJ1560*

1C SCCRE 1. 30E01592
DC 11 I:2,N QUE01600

11 SCORE: SCORE +RE SP LI h0EX (1)) QUEC1610
- RETURN QUE31620

2C SCCRE=1. QUE01630
CO 21 1:2,N QUEG1640

21 SCCRE: SCORE +tRESPtINCExtII)+1 1 QUE01650
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C:1./82.**M-1.) QUE0166r
SCCRE:C.(SCORE-1.) QUE3167c
RETURN QUE01680

GUE0169;

3C SCCRE:C. QUE017LO
DC 31 1:2,h QUEL 1713

31 SCCRE= SCOR E* RESP t !NCE F (III GUEC1723
*

SCCRE= SCORE.tl./M) GUE0173C
RETunN QUE01740

4C SCCRE=1. QUEt17LS
CC 41 !=2,N QUEC1763

*

41 SC CR E:SCOR E. t l . .5 ** ESP t it< DE r (I I) ) QUE01770
S C C R E = t 2. * * P/ t 2. . . P-1. 3 ) . 61. -S COR E ) QUEL 1780

6C CCAT]hLE QUE31790
RETUPN QUE01800

50 SCCRE:1. QJELlo1C
CC 51 I: 2. fi QUECle2C

*1 SCCRE= SCORE.tl.-RESFilhDEX(!))) QUE0183;

S C C R E :1. -S C O R E QUEC1940
RETURt. QUE31650

TC Q:GDE x (NUM ) GUEL1860
IC:hGtG) GUE0167
A:CSCOREtID) GUEG16BC
B:C.2 QUE01890
00 65 J:1,5 QUEC1900 -

IFta.LT.2) GOTC 66 QUE0191C
E E+C.2 QUE31920

65 C C A T1f.JE GJE01930
66 RULE:TEXTStJ) QUE01940

1:4 QUE01950
GCTO 6 QUE01963
ENC QUEd1973

QUEL 1980
SUEROUTIhE MULTEltID) GUE0199C

C SUERCUT1hE MULTE1 IS THE SEC0f D LEVEL OF TPE BOX SC0 RIAL QUELC600
C SYSTEP. IT IS A CL0hE OF MULTEV, AS ARE MULTE2e MULTE3, ANC MULTE4. QUEC2010

CC PMO N LL t 3CC ),5 CORE H t 4 0 )RULEH t 4 0 ),lDE A4 4C ,13 ) QUEG2C2C
D 1 P EN S !0fd 1NDEFt40) QUE32L3C
NUPAT:1DExtID,1) GUEC2043
IF(NUMAT.EQ.C) RETURN QUEe2050
IFINUMAT.GT.50) GOTC 4C Q'J E C 2 C 6 C

CC 10 1:1,huMAT GUEG2C7C
11:I+1 GUCC208L
L:IDEr(ID,II) QUE02090
IFtSCOREMIL).GE.0) 6 0T 0 10 QUEL 2100
CALL MULTE2tL) QUEC2113

1C CCETINUE QUE02120
J1:NUMAT+1 QUEC2130
00 3C J:1,J1 QUE02142 .

30 IhCEntJ):10ExtID,J) QUE02159
C A LL T XTUR E t1D,RUL EH t10),1NDEN ,$COREH,5 CORE ) GUEL2160
SCCREHtID): SCORE GUEC2170
RETURh QUEC?l8C

40 CALL BOXIID) QUEO. 94
RETURN QUE02.GC
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[NC QUEC2213
QUEC2220

SUERCUTINE MULTE2 TID) QUEL 2230
C SUEROUT1ht MULTE2 IS THE THikD LEVEL CF THE B0X SCORINE SYSTEP QUES 2246

CCPM3N LLt30W),SCOREHt4C)RULEHt40),1DEkt40,1L) GUEC2250
DIPENSION INDEut4C) QUE0226J
huPAT 1 DEXT 10,1) QUE.2273.

IF tNUM AT.EQ.0 ) RETURN QUEC2263
IF thuM AT.GT.50) GCTC 4C QUECC293
00 10 !=1,NUMAT QUE025t0
11 I*1 QUE02313.

L:1 Dext!D,11) QUEL 2320
IF(SCOREHtL).GE.0) 60TC 10 QUE32?3L
C A L L M L'L T E 3 t L ) GUEC2340

1C CCATINUE QUES 2350
J1:NUM AT +1 QUEC2363
00 3u J:1 J1 QUE02370

3C lhDEttJ):1 Dext 10,J) GUEC236C
C A LL T ATUR E t 10,RUL EH EI C),1NDE A ,$ CORE N SCCRE ) GUEC;390

SCOREHtID) SCORE QUE02400
RETURN GUEJ2410

40 CALL BCxtID) GUEC242C
RETURh QUE02423
[ht QUE02443

QUE;2450

SUERQUT1hE MULTE3(ID) GUE2246;

C SUBROUT INE PULTE3 IS THE F0cRTH LEVEL OF THE 203 SCOR1h3 SYSTEM. QUE0247L
C C PMON LL t 3C O),$COREH t 4 0 )RULEM(4 C),IDE x t4 0,1C ) QUE024PO
DIPENSION lhCExt40) GUEC249;

NUPAT:IDExt10,1) QUE02500
IF(NUMAT.EQ.0) RETLRh QUEC251C
IF (NUM AT.3T.5 0) GOTO 4 C QUE;252

C0 1C 1:1 huMAT GUE*2520
11:1+1 GUEL2540
L:1 Dext!D,11) GUEL255:
IFtSCOREntL).GE.03 GOTC 10 QUE0256C
CALL MULTE4tL) GUEL257C

lt CCATINUE QUE02552
J1:NUMAT+1 QUE02593
DO 30 J:1 J1 QUE02600

3C 1hLEX(J):!DEX(ID,J) QUE02610
C ALL TITUR E TID,RULEHilD),I NDEX ,SCOREn,SCCR E) QUEJ2620
SCCREHtID)=SCCRE QUE02630
RETURN GUE02640

40 CALL BCXIID) CUE 2265C
RETURN QUEC2660
[ND GUE02613

CUE 0265C
SUEROUTINE MULTEst!O) QUEC2690

F1FfH LEVEL OF THE BOX SCORING SYSTEM. QUEC27CDC SUSPOUTIhE PULTE4 !! '

CCPMON LLt 30 0),S vREH t 4 0)RULEHt 4 0 ),IDEx t 4 C,1L ) QUE02710
DIPENS10h INDExt%;) QUEC2720
NOFAT IDEX(10,1) QUE32730*

IFtNUMAT.EG.0) RETURN CUEC2743
IFINUMAT.GT.50) G0TO 40 QUE02750

!
|
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CC 10 1:1. hum AT QUEC2160!!=1+1 QUE3271*LsIDEX(ID,Ill
QUE0218:

IFISCOREHtL).GE.03 GOTC 1C QUE0219CCALL MULTE$tL) QUE02PCL
If CChTINLE EUE02810

J1*NUMAT+1 ,

G9E32E23CC 30 J:1 J1 Gut 32433
3C lhCCX (J):!DEX (ID,J) CUEC2a40

CALL TXTUREt10,RULEHt1C),IhDEX,5COREH,SC0FE) GUE32553
SCCREHtID):SCCRE GUEL2463

.

RETURN QUE02aTO40 CALL BOXIIDI Q9E02e80
RETURN GUEL2890
ChC QUE02iCC

GUEC291;
GUE0292C

SutROUT1hE GE TRt !LCC, RESP) UEG2935
C SUERDUTINE GETR RETRIEVES inE RESPCNSES FRCH A SPECIFIED QUESTIC?A AIR EIVE 0294C
C LO C AT ICt.. 30E02953

INTEGER RESPt4C) GUE02960
J:! LOC,1 GUEC2910
REACT 2,9000) RESP GUE0296;

. 900C FCPM AT t /4C tlX ,1 A1)) GUEC2990
! R E T uk t. QUEC3!00
| END GUE03010'

GUCC3020
SUEROUTINE MULTE5 TID) GUEJ3G3C

C SUEROUTINE PULTE5 SIMPLY PRINTS AN ERPOR "ESSAGE AND RETURhs. GUEL3040
| bRITEtt,960) ;UE03:50

m 41TE t 6,9 31) GUE03;6C
900 F(aPATtS4H YCL HAVE HIT THE LUJEST LEVEL IN THE SCCRING ROUT!hE)30EL30TC
9C) FCRM AT (95H PLEASE TRf SC091NG LOWER LEVEL BOXES FIRST 3 3UE03065

RETURN GUEC!s9:
ENC GUEC31C;

|

|

.

!

l

!

,

!
!

|

|
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QUECEC10
GUELCf20

SufROUTINE SCCREQtID) QUECC03G
C SUEhCUTIht SCORLG Stokes QUESTIChN AIRES. GJE30040

CC PMON LOCQ t 13 G) ,Q SCCF E t100),LOCR t100 ) GUE30350,

DIPEASION 1RESPt 4 C ),R ESP t 4 0), RULE t 10),1WR ST t 4 C),WE IGHi t 4 0 ) QUEL 0000
OIPENSION SCOREt4w),$CCt40),1NDEXt40) 3UEL;373
INTEGER GOExt10,4C) QUE000Rt
DATA 1EEST/1HA/ GUE00390.

BESTzFLJAft1bEST) QUE23100
CALL GETQtLOCJtID), RULE.IWRST, WEIGHT,NUMQ,NUMGP,GDEX) QUEC 311 C
CALL GETRtLOCRtID),IRESP) GU EL ;120
CC 10 1:1,NupG QUEC;130

IF (IWRSTt!).EG.IBEST) G0TO lf GUE3G14L
*iRESPill:tBEST-FLCA T t IRESPt !)))/I EEST-FLO Af t IWPST t I))) CUEL3150

RESPt!):1.=.EIGHTt!)*RESPt!) GUE00163
1C CCATINUE GUECC176

CC 150 1:1 10 GUE001et
150 SECRET!)=.1. QUE3:19L

DC 140 11:1,1C QUCCC2D;
FLAG:0. QUEL:21C
CC 10L I:1,NUNCP QUELO220
J1 QDExtl,1F+1 CUE 0(233
00 110 J2:2 J1 GUECC24
J3:GDENt1,J2) QUE3C250
IF(J3.GE.100) GOTO 115 QUELf263
IF(SCCREtJ3).LT.0) GOTO 12 QUELC270

115 CCNTIhlE GUEC3280
110 CCATINUE QUE0029C

DC 130 J4:2.J1 QUELO300
J5:QDExil.J4) QUELC310
1F(J5.LT.100) EDTC 160 QUE00323
d5:J5-100 QUE3033C
SCCtJ4):RESPtJ5) QUE30340
GCTC 17C QUEL 3350

16C SCCtJ4):SCOREt.5) GUE0036C
170 INEEXtJ4)J4 GUEC0370
13L CCNTIfwl GUE003PC

FLAG:1. QUE3C393
INCExti):QOEht!,1) 3UE3040C
CALL TXTUAEtI,RULEtI),1NDEI,5CO,SCOREtI)) QUE00410
Irt1.EL.1) GOTO 145 QUE00420

120 CCATINUE GUE30430 |

IfC CONTINLE CUEe0440 |
IF(FLAG.EG.0) GOTO 145 GUE0045C
IFtSCOREtl).GE.0) GOTO 145 GUE0:462

*
14C C0hTINGE GUE0047c
145 QSCCREt10)=SC0kEt1) GUE00480

WRITEt6,9000) QSCORE(IE) QUEE0493
9C0C FORMAft13H THE SCCRE z,1F6 3) QUE00500 |

- RETURh QUE0 510 i

EhD GUE00520 l

QUELO530
SU EROUTINE GETGt LOC, PULE ,1WR ST, WEIGHT,NUMQU,NUMGP,GDE M) GUE00540

C SUERCUT!hE GETQ READS TPE STRUCTURE OF A QUESTICNN AIRE CFF DISC FILE 1GUE00550

l

I

|

|

|
a
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GUEA128 FCRTRAN P IC=WCCWR 12.27.38 WCCNESDAT 12 EECEPEER 1979 PAGE 2

IhTE3ER GDEx(10,40),ISAVEt40),1WRSTt44) QUEGC560
DIPENSION RULEt10),WEIGHTt40) GUE00570
J: LOC QUE;256G
READt1,900C) X,NUMQU,NLMGP QUE00590

90C0 FO RM AT (1 A 4,6X ,112,6x ,112) GUECC6: 0
J:J*1 GUECC617 *

READt1,9002) IdRST guest 620
9CO2 FCRMATt40tir,1A13) GUE;t630
9CC1 FORMAT (6FL.3) GUE0064C

CC 5 0 I2:1,NUMGP GUE0C650 -

J:J+1 QUEDCbEC
READt1,9003) NAME, HUP,R QUEG7670

9C03 F CRM Af t2 (112,8 x ),1 A2 3 GUE00660
AAPE=NaME-49 GUE00690
QLExtNAML,1):NUM QUEC070C
RULEthAMC):R GUEOC710
J:J+1 GUE00720
READil,9CC4) (IS AVE tJ2 ) J2:1,NUM) GUE0073;
DC 5C I:1,NUM GUECC74C
II:I+1 GUE3;75C
IFtISAVE(!).LT.5G) GCEXthAME,II):ISAVEt!),10J 3UELL760
IFt1SAVEt!).3E.50) GCExtNAME 11):ISAVEtI)-*v GUE00770

SC CCETINUE GUE;3780
J:J+1 GUE00790
READ (1,9001)tWEIGHTt!2),12:1,8) CUE 008CC
IFtWEIGHTti).GT.1) GOTC 70 QUECGE10
IFINUMGU.LE.8) RETURN GUEDDa2C
J1:J+1 GUE00830
READt1,9001)(WE!6HTtI21,12:9,NUMQU) GUEC0940
RETURN GUE0065C

7C DC 100 J2:1,NUM30 QUE33660
10C JEIGHT(J23:WEIENTt2) QUE0087C

9CC4 FORPATt4012) QUEC0660
RETURh GUEC089:

ENC QUE3C900
QUCCC910
GUE;0920

SUEROUTINE PRINTQtID,0 NAPE) QUEOC930
C SUBRCUTINE PRINTG PRINTS THE STRJCTURE FOR A QUESTIONNAIRE. GUECC?40

COPMON LOCQt100),0SCOREt1003,LOCRt100) GUE0L950
INTEGER JDCxt16,40) GUEC0961
CIPENSION RULE (10) , RESP t4 0 ),QN AME t10 0 ) ,1WR ST (*L),WEIGP' t 4 C ) QUEC0970
CIPENSION 1RESFt4L),Xt40),Yt4L) GUECL9RC
DATA IBEST/1HA/ GUEDC99C
CALL GETGtLCCG(ID), RULE IWRST,bEIGHT,NUMQU,NUMGP,GCEX) QUE01CDC
BEST=FLOATt!BEST) GUE01010
CALL GETRtLOCRtID),IRESP) QUEC1020 .

WRITEt6,8999) QUCCIC30
WRITEt6,9000) QNAML(ID) GUE01C40

8995 FORMAT t//,20x,22n QUESTIONAIRE DATA FOR) QUE01050
9C00 FCRMATt23x,13HQUESTICNAIRE 1A4) GUE01060

,

bRITE(6,9002) GSCOREtID), RULE (1) QUEC1070
9002 FORMATl8X,16HCtERALL SCORE = ,1F10 5,5X,7HRULE 1 .1A4,//) GUEC1060

DC 5 I:1,40 QUEC1090
IF (IWRST(I).NE.!BEST) GOTO 4 QUE01100

A3-38

u - __



GUEA!!B FCRTRAN P 10:WCCWR 12 27.38 WEChESDAY 12 CECEPEER 1979 PAGE 3

NEI) 0. GUE01113
GOTO 6 GUEC112C

4 stI)21-tBEST-FLOAT 41RESPt!)))/tBEST-FLOATt!WRSTt!))) 00EC1133
E Y (1 ):1.-mE 1 GH T (1 ) + (1-X (I )) GUE01140
5 C0%TlhuE G UE C115 0

1:1 GUEC116Ci
*

J1:50 QUE31173j
WRITEt6,9004) al,RULEll) GU E f 110 0'

9004 FORMATt7H BCx1 ,112,8P RULE! .1A23 GUE31190
11 GDC x (1,1)+ 1 GUE312bt

*
IF (11.E O.1 ) GUTO 10 QUEe121t
00 20 12:2,Il GUE0122?.
WPITEt6,9005) GUE3123J

9Cu! FCRF AT (7H? ) GUE01240
13:GDExt!,12) GUEC12ti

OUE312ffCIF(13.GL.1CD) COTO 30
J1:13*99 GUCC12 0
'RITEt6,900*) 41,90LEt!3) QUEC12 3m

14:QDExt!3,1)+1 GUEJ12 0
IF(14.EQ.1) GUTO 2L GUEC133C
EC 40 15:2,14 GUEt1310
WR ITE t 6,93L5) QUES 1!20
WRITEt6,90L5) GUEC1530
le:00 Ext!3,1b) GUEC134D
Iftt8.CE.10C) ECTO 53 GUEC1550
J 1 a l'a + 49 3UEC1360 |

WR ITE t 6,90 04 ) 41,PULEt16) CUEC1373
16:00Exttd,1)+1 GUE013BC
IFt16.EQ.1) GOTO 45 3UCL1393
OC 6L 17:2,I6 GUE01400
C0 11 J2:1,3 GUE31410

11 WR ITE t 6,90 b5) GbE;142;
J9:QDExt!6,17) GUE;1430

IF(J9.GE.1CD) GOTC TC OUE01443
J1:49+49 wuCL1450
bRITEt6,9004) 41,RULEtJ9) GUE0146C
GOTO 60 GUE41470

7C J1:J9-163 GUEC1480
b R I T E ( 6 t'9 0 0 6 ) J1,XtJ1),WEIGNitJ1),YtJ1) GUE31492

9C06 FC RM AT (4H G:.112,7H RE SP:,1 F6. 3,3H W:,1 F 6. 3,3 H $=,1F6.2) GUE315CC
6! C O N T 18. L E GUEC1510

GOTO 45 QUE01520
50 J1:18-10c QUE31530

hRITEt6,90CE) il,X(J1), WEIGHT (J1),YtJ1) GUEC1546
*5 CCATINUE ;JE01550

4C CChTimCE GUEL1563
GOTO 2* QUEJ1570

3C J1=I3-100 QUEG1580*

WRITEt6,9006) 41,XtJ1), WEIGHT (J1),YtJ1) GUEG1590

2C CCNTINUC GUEG1600

10 RETURN GUE01610
- EhD QUEG1620

i

)
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APPENDIX A4
'DATA FOR EVALUATION EXAMPLE

--- - -_ _

;

This appendix contains additional information concerning the in- I
|'

put and output for the example shown in Section 4.3. First, a table

of camponent ef fectiveness test questionnaires is presented. Second,

a sample questionnaire showing the questions and multiple choice re-*

sponses is illustrated. Third, the disk files for the computer program

are listed. FILEl contains the questionnaire structures. FILE 7 con-

tains the questionnaire responses. FILE 3 contains the hierarchy struc-

ture for the right side of the capability. FILE 4 contains the results

of the computer run for the right side. FILL 3 contains the hierarchy

structure for the lef t side of the capability. FIL4 contains the re-

sults of the computer run for the lef t side. The mnemonics for the

ef t side correspond directly to the hierarchy boxes shown in Figure

1 '(1). Finally, additional output is presented for the lef t side

of the capability hierarchy. (Note that the computer program simply

re ferences units 1,2,3 and 4. The user via computer system commends
| can make these units correspond to any file of his choosing).

|

f

;*
l

.

=
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9-20-79
COMPONENT

EFFECTIVENESS TEST
QUESTIONNAIRES

.

1. Admittance Authorization Criteria and Schedules
2. Adm i t t an ce Au t ho r i za t ion /Ve r i f ica t ion Pr o ced ur es '

3. Air and Utility Inlet Barriers
4. Annunciation Systems - Computer Assisted Annunciation

Individual Alarm Annunciation
Multiplex Alarm Annunciation .

5. Area Zoning
6. Balanced Magnetic Switches
7. Breakwire Systems (Foil Strip and Grid Wire)
8. Buried Line Sensors - Seismic

Magnetic
Geophone String
Piezo-electr ic Str ing

9. Capacitance Alarms
10. CCTV Monitoring / Surveillance
11. CCTV Systems
12. Central and Secondary Alarm Stations
13. Close out Inspection by Third Party
14. Coded Credential System - Active Electronic Badge Reader

Capacitance Coded Badge Reader
Electric Circuit Badge Reader
Magnetic Coded Badge Reader
Magnetic Stripe Badge Reader
Magnetic Strip Badge Reader
Optical Coded Badge Reader
Passive Electric Badge Reader

15. Commercial Telephone System
16. Contingency Plans and Procedures
17. Controlled Security Lighting
18. Data Link Via Radio Frequency .

19. Direct-Line Telephone / Intercom
20. Direct Monitoring / Surveillance
21. Doors and Associated Hardware

'

22. Duress Alarms
23. E-Field Fence
24. Electret Cable and Tilt Switch Fence Systems
25. Emergency Access / Egress Procedures
26. Emergency Battery System
27. Emergency Evacuation Procedures
28. Emergency Exits
2 9'. Emergency Generator Systems
30. Equipment Checks / Maintenance

A4-2
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|

31. Escorts
32. Explosive Detector - Hand Held Package Search
33. Explosive Detector - Hand Held Personnel Search
34. Explosive Detector - Hand Held Vehicle Search
35. Explosive Detector - Volume-

36. Explosive Detector - Walk Through
37. Fence Systems
38. Floors-

39. Functional Zoning
40. Gates and Associated Hardware
41. Guard Force Personal Equipment
42. Guard Force Qualification
43. Guard Patrols /Ineervention
44. Guard Post Assignments
45. Hardware Video Systems
46. Infrared Beam Systems, Exterior
47. Interf ace Between Alarm Station and Sensors

- Individual Hardwire Alarms
- Multiple Hardwire Alarms
- Hardwire Command Signals

48. Isolation Zones
49. K-9s, Use of - Package Search
50. K-9s, Use of - Vehicle Search
51. Local Audible / Visible Alarms
52. Locks - (Key Locks, Keyless Locks)
53. Manual Alarm Recording
54. Master Fixed Radio
55. Microwave Systems, Ex ter ior ,

56. Mobile Radio |
57. Motion Detectors - Infrared Systems, Interior |

Microwave Systems, Interior
Ultrasonic and Sonic Systems

58. Multi-Man Rule
59. Night Vision Devices
60. Package Search - Visual Inspection
61. Pa t-Down Search
62. Personal Identification Numbers / Passwords~

63. Photo Identification Badges
64. Physical Controls and Procedures for Keys, Locks, Combina-

- tions, and Cipher Systems
65. Portable Radio
66. Positive Personnel Identification

- Fingerprint Personnel I.D. Verification
- Handwriting Personnel I.D. Verification
- Hand Geometry Personnel I.D. Verification
- Voice Print Personnel I.E. Verification

67. Response Vehicles
68. Roof
69. Sally Ports, Pedestrian

Ad-3
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70. Sally Ports, Vehicular -

71. Shielding Detector - Volume
72. Shielding Detector - Walk Through
73. SNM Containers ,

74. SNM Detector - Hand Held Package Search
75. SNM Detector - Hand Held Personnel Search
76. SNM Detector - Volume ,

77. SNM Detector - Walk Through
78. SNM Holding / Storage Area
79. SNM Identification / Authorization Procedures
80. SNM Liquid and Solid Waste Handling Procedures
81. SNM Scrap Removal Procedures
82. SNM Shipping / Receiving Procedures
83. Tamper Indicating Circuitry
84. Tamper Indicating Seals and Tampe r Seal Inspection

,

85. Team Zoning
86. Uninterruptible Power System
87. Vaults
88. Vehicle Search - Visual Inspection
89. Vibration Sensors

90. Wall s

91. Weapons - Handgun
Sem i-Au tom a tic
Shotgun

92. Weapons Detector - Hand Held Package Search
93. Weapons Detector - Hand Held Personnel Search
94. Weapons Detector - Volume
95. Weapons Detector - Walk Through
96. Windows and Associated Hardware
97. X-Ray Package / Container Search

.

e
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ANNUNCIATION SYSTEMS -- COMPUTER-
A5515;EL ANNUhcIATION, INDIVIDUAL
ALARM ANNUNCIATION, MULTIPLEX
ALARf'. ANNUNCIATION

EFFECTIVENESS TEST

~

FUNCTION

The function of the annunciation system will be to alert security
; , personnel to alarm activation.

CONDITIONS'

Performance Conditions

Installation

1. Where will peripheral equipment such as computers and coramunica-
tions electronics be located?

Operation

2. How much console space will be occupied by primary controls and
displays that require observation or action several times per
shift?

|
3. Where will the primary control and display area be situated with i

- respect to the operator?

4. Where will all primary controls be located with respect to their 1

accessability to the operator? !

5. How will the operator's attention be directed to the annuncia- ,

Itors?
I

6. Will security annunciators be monitored by the same operater Who
monitors other annunciators?

7. Will the status of sensors (secure / access / alarm / tamper) within a

security zone be available to the operator?

8. How will the importance or priority of an alarm be determined?

9. When an alarm occurs, to What extent will the sensor's location
be available to the operator?a

10. What additional information will be available to the operator if
an alarm occurs?

.

11. To What extent will the annunciation system indicate multiple
concurrent alarms?,

12. How will significant events be recorded?

|

|
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ANNUNCIATION SYSTEMS -- COMPUTER-
ASSISTED ANNUNCIATION. INDIVIDUAL
AIARM ANNUNCIATION, MULTIPLEX
ALARM ANNUNCIATION

Reliat111ty

11. How frequently will the system be checked for proper operation?
.

14. What provisions will be made to maintain operational capabilities
when critical elements, i.e., CPU, CRT, audio and visual devices,
etc., fail?

.

15. If the system is equipped with self-test capability, what will be
the test frequency?

Vulnerabilities

16. What techniques will be used to deter unauthorized modification
of programs or data?

.

e

2

;
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ANNUNCI ATION SYSTEMS -- COMPUTER-
ASSISTED ANNUNCIATION, INDIVIDUAL
ALARM ANNUNCIATION, MULTIPLEX
ALARM ANNUNCIATION |

ANSWERS

CONDITIONS
,

Performance Conditions

Installation

1. a. In a separate access-controlled room.
b. In the same room but away from primary display and control

area.
c. In the same console area as the primary displays and con-

trols.

Operatign

2. a. Less than 250 square inches.
b. 250 to 700 square inches.
c. 700 to 1700 square inches.

1 d. More than 1700 square inches.

3. a. Approximately perpendicular to a seated operator's line of
sight.

b. In a vertical plane.
c. In a horizontal plane.

4. a. Completely within convenient reach of the operator.
b. Partially within the operator's reach.
c. Not within reach from the operator's normal location and will

require the operator to move from his location.

5. a. By an audible signal which varies depending on type of alarm
plus visual indicators.

b. By an unchanging audible signal plus visual indicators.
c. By visual indicators only.

6. a. No.
b. Yes.

7, a. The status of each sensor will be available.
b. The most significant status within a group of sensors will be

available.
* c. The most significant status within the security zone will be

indicated.
d. Only the occurrence of an alarm will be indicated.

8. a. Autanatically, by a hardware or software priority structure.-

b. By the operator in a predetermined priority structure.
c. By the operator using real-time judgment.

9. a. The location of the specific sensor in alarm will be avail-
able.

3
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ANNUNCIATION SYSTEMS -- COMPUTER-
ASSISTED ANhCNCIATION, INDIVIDUAL
ALARM ANNUNCIATION, MULTIPLEX
ALARM ANNUNCIATION

b. The location of the sensor group containing the specific*

sensor in alarm will be available.
c. The location of the general area containing the specific

*
sensor in alarm will be available.

10. a. 1. The time of alarm,
2. The priority of alarm,

,

3. Emergency telephone numbers,
4. Special precautionary instructions associated with a

zone, and
5. Area maps.

b. 1., 2., 3., and 4. above.
c. 1., 2., and 3. above.
d. 1. and 2. above.
e. Only 2. above.

11. a. It will advise the operator of multiple concurrent alarms.
b. It will permit only a sequential display of multiple con-

current alarms,

c. It will display only one of multiple concurrent alarms.

12. a. They will be automatically printed out.
b. They will be recorded automatically and manually in combina-

tion.
c. They will be manually recorded.
d. They will not be recorded.

Reliability

13. a. Every few seconds.
b. Every few minutes.
c. Every few hours.
d. Once per shif t.
e. Once per day.
f. Once per week.
g. Less than once per week.

14. a. A fully redundant system of annunciation is to be provided.
b. Full redundancy is to be provided for all critical subsystems

and computers.
c. Significant increase of patrols will be provided.

15. a. At 10- to 30-second intervals. ,

b. At 30- to 60-second intervals.
c. At 1- to 5-minute intervals.i

d. The system will not have self-test capability.'

'

16. a. By encryption.
b. By multiple passwords.
c. By single password.
d. By administrative controls.
e. None.

L

4

i
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FILE] CATA P ICzWCCvR 16 20.50 THUR$ DAY 6 DECEMBER 1979 PAGE 1
hA71ChAL CSS, INC. (SUNNYVALE DATA CENTER) SUNY

38
4 9 14 19 24 29 34 39 44 49 54 59 64 69 74 19 84 29 94 99

lt4 109 114 119 124 129 134 139 144 149 154 159 164 169 174 179 16* 189 194 199
4 16 01
CDCCCBCCBCBCGCDE

* 53 16 SA
1234 5 6 7 8 910111213141516

2. e5

~
6 15 01
CCCBBBBDCBCDECC

50 15 SA

12 34 5 6 7 8 9101112131415
2. .5
1C 16 01
0CCDLBEC CBLCEDEC

50 16 SA
12 34 5 6 7 8 910111213141516

2. .5
47 10 C1
D8 CFECCCED

5L 10 SA
12 34 56 78 910

2. .5
57 20 01
DCbCBDCBCBBDDDCDCC00

5L 20 SA

12 34 56 7 8 91011121314151617181920
2. .5
1 C5 El
CCCCC

50 05 5A
12 34 5

2. .5
2 17 01
DC CCBCCDCCCCCCCBC

50 17 SA
1234 56 7 8 91C11121314151617

2. .5
3 05 ul
CBCAC

50 04 SA
1235

2. .5
11 16 01
CCCECDEDBDBDDDCD

50 16 SA
1 2 3 4 5 6 7 8 910111213141516*

2. e5
14 10 G1
BBCBBCBDCD

. SC 10 SA
1234 56 78910

2. .5
16 04 01
CCBC
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FILC1 CATA P ICsWCCWR 16.2C.5L THURSDAY 6 DCCCMBC% 1979 PAGC 2

50 C4 SA

12 34
2. .5
21 95 01

ABECC
5L G4 SA

.

2345
2. e5
22 11 C1

, CBCBCBCBDBC -

SC 11 SA

12 34 56 7 8 91011
2. .5i

| 25 19 01
BDCCEBCCCBBBBBCBCBB

5C 19 SA

12 34 56 7 8 910111213141516171819
I 2. .5

2B 13 01
I eCEEEB A BDDEDL

5C 12 SA

1234 56 6 91C111213
2. .5

32 14 01
BDECEBBBBBBCCB

5C 14 SA

12 34 5 6 7 8 91C11121314
2. .5
36 18 01
CCCBdB ECBBBBBCCBBD

EC 18 58
1234 56 7 8 9101112131415161716

2. .5

36 04 C1

A B^C e
50 C3 SA

23 4
2. .5
43 15 01
BB EBCCBBBCCBBBB

SC 15 SA
,

i 1 2 34 ! 6 7 8 9101112131415
1 2. .5

{ 51 13 01
CCCCBCCDDDCDC'

5L 13 SA
r

12 34 5 6 7 8 910111213
2. .5

.

60 14 C1

DCCDBBBCCCCBDC
SC 14 SA

12 34 5 6 7 8 910111213141
2. .6
63. 16 01
CCCDBCCBC'' BDBBCCC

i

!
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FILC1 CATA P ICsWCCWR 16 20 50 TNUR$ DAY 6 DECEMBER 1979 PAGC 3

50 18 SA
1234 5 6 7 8 910111213141516171b

2. .5
66 14 01

BBCBBCBC8BDCCD
SL 14 SA
1234 5678 91011121314

*
2. .5
fB 03 01
A EE

ED G2 EA
23

.5 .5
.

69 66 01
bB ACCC

50 65 SA
1234 56

2. .5
74 14 01
bDBBEbBBCCBBBB

5w 14 SA

12 34 56 7 8 91C11121314
2. .5
75 17 01
DBCBBBCCCBCB6BBCB

Sb 17 SA
1224 56 78 91311121314151617

2. .5
P3 07 01
CDDF BbC

5C C7 SA
1224 56 7

2. .5
64 E9 01

BBCCBB CDD
50 09 $4
1234 56789

2. .5
P7 C5 C1

CA BDB
50 04 SA
134 56

2. .5
90 03 L1

aBC
SC 32 SA
23

.5 .5
95 29 01
CBCCCCCBCCCBBBBCBCCBBDCCBBBBB

50 29 SA
1234 5 6 7 8 91011121314151617181920212223242526272829

2. .5
12 33 01
CDCCBCCBBCBBBCBDCCCDDBBCBBCCBDCBD

A4-11
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FILE 1 DATA P ICzWCCWR 16 20 50 7HURSDAY 6 DECEMBEF 1979 PAGE 4

50 33 SA ,

1224 56 7 8 9101112131415161718192021222324252627282930313233 '

2. .5
33 13 01
DBC88C8BC8CCB

SL 13 SA

12 24 ! 6 7 8 91C111213 .

2. .5
ALAS 07 01
DBDCECD

50 07 58
1234 56 7

2. .5
PN!S f6 bl

BBCBBB
50 C6 SA

1234 56
2. .5
17 12 C1 ,

DDCEDDDDDBD
?L 11 SA

12 34 5 6 7 8 91s11
2. .5

16 15 91
BDECeCFBDECDDED

54 15 SA

1234 56 7 8 9101112131415
2. .5

.
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FILE 2 CATA P IcedCCWR 15.27.48 WEONESDAY 12 CECEPEER 1979 PAGE 1
HAT 10hAL CSS, INC. (SUNNYVALE DATA CENTER) SUNY

38
4 6 8 13 12 14 16 18 20 22 24 26 26 3C 32 34 36 38 40 42
44 46 48 50 52 54 56 58 60 62 64 66 6B 7e 72 74 76 78 83 82

4

ABA A A A A A AAA A BA BB
i-

A BA A A A AABAAA A AA
10
A BEA AA A BA A AA A A AA

47
A A A A EA ABAA

57
A A A A A CA A A A AA CCA A A A A A

1

A A A A A
2
8 A A A A A BA A A A A AA A A A

3

CA EA B
11
AB A B A A A A A A A A A A A A

14
A A A A AA A A AA

16
A A A A

21
A A A A E

22
A A AB A A CBCE A

25
A A A A A A A A A A A 4 84 A A CA A

26
A A AA A A ABA BbA A

32
A A A A AA EA AA A A AA

36 '

ABA A A A A A A A A A A A AA A A
38
A A A A

43
A A A A A A AA A A A A A A A

51
A A ABAA BAAA A A A

(3
DA A A A A AA CA AA BA

63
CC A eAA AAAA AA AA ACAA.

66
AA A A A A AAAA AAAA

6h
A A A

69
A B A CAD

74
A A AA A A AAAA AA AA

A4-13

_ .



- ~ - . - _ _ - . _ _ _ - _ _ . _. . - . . - - . . . . . . . . . _ _ -

| >

;

!
i
,

FILE 2 DATA P ID*WCCWR 15 27.46 WEDNESDAY 12 DECEPBER 1979 PAGE 2

4

I 75
AA AAA A A AAA AA AAAA A

- 63
' ABEBA A B

24 *,

| AA eBAA CAC
87
AA A A B

f 90 , ,

' ABA
95
AA A EBBAA ABAA AAAAABAA AA BABA A A A

12
AB A A A A A A AA A BBBAA A A A A A A AA BA A A AA A A A

33
A A A A A A AA AA AA A

ALAS e

DA BA AB A
PNSS
A A A A AA

i 17
AA A AAA A A AAA

18
i A A A A A A A A AA A A A A A
!

!
1

i

4

i .

1

4

ed

J

:

i

!

t

t

|
,

l
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FILL 3 CATA P IDsWCCWR 16 21 11 THURSDAY 6 DECFMBER 3979 PAGE 1
ha1!OhAL CSS, INC. (SUNNYV ALE D AT A CENTER) SUNY

01
C003
DENACC 2 SA
DETACC

! RESACC*

i DETACC 3 HA
'

SEhSE
REPALR,

ASSESS
RESACC 2 NA
CDPR$P
RESP
SENSE 2 SC 4

FULTS |
j INCM1 .

4 REPALP 2 HA |
'

j TSIC
l ANALDP

ASSESS 3 Av
PULTA
INDA1
CASSAS
CDPRSF 4 SA
EET&CS
GOSSTh
EETSTh
O rdiF F

, PESP 3 SA
'

DELRSP
EFFRSF
DRRSP
PULTS 53 AV
6
57
10
INCM1 3 SA
DOS
GP
BARR
TSIG 52 SC
47
18
ANALRF 53 SD
4

51
43-

MULTA 51 AV
1C
INDA1 3 SA
DDA.

GP
BARR
CASSAS 51 AV
12
SDSSTh 51 HA

1

A4-15,
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1

I '

{ FILL 2 CATA P 30sWCCWR 16.21.11 THURSDAY 6 DECEM6ER 1979 PAGE 2

43
i DELRSP 2 50

BARR:
GPa

| EFFRSP 2 SA _

ONSITE
CFFSIT *

'
BARR 57 SA
3
21
28'

| 38
68
69
90
GF 51 AV

L4

43
CNSITE 2 SA o
REQOFF
CONADv
CFFSIT 2 SA
RSPREE

I ENGACV

|
REGCFF 52 HA

- 12
16

,

CONACV 52 SA|
16-

43
-

+

RSPREE 51 HA'
4

16
[NGADW 51 SA

16
- NDPCRE
f

;

i

G

W

I

i

!
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|

1

FILE 4 CATA P IDsWCCWR 16 21 19 THUR$0AY 6 DECEMBER 1979 PAGE 1
'i

NA11ChAL CSS, IhC. (SUhNYV ALE DAT A CEhTER) SUhY

01 I'
C0C3
DEN ACC 0.436DET ACC 0.335RES ACC 0.730SENSC 0.702REPALR 0.868
ASSESS C.!49CCMRSP 1 00CRESP C.733PULTS 0 671IhDM1 C.575
TSIG 0.940AhALRM 0 523MULTA 0.6731NDA1 0.640CASSAS 0.338

4 BE1GCS 1.CCC6CSSTh 1.C30PETSTh 1.00CDhDFF 1.C00DELRSF 0.790
EFFRSF O.7C6DhR$P 1.000BARR 0.370GP 1.CCCONSITE 0.559 )
0FFSIT 1.000 REQ 0FF 0.338CONADW 1.000RSPREG 1.COCEhGADV 1.00C ;

DOS 0 833DDA 1 000 1

0.75493 C.76562 0.66992 0.82014 0.57873 1.00CCC 0 91667 0 6C556 C.E2031 1 00000
'

1 0C600 C.91111 0.23693 C.5625 0 J.51551 0.7499 8 c.87500 1.C C 00 3 1 0 0 C 0 0 0.7656 C
U.51559 C.38672 1.00C00 1.CatDD C.54639 1.CCC00 1.C35CD 0.74639 0 63731 C.73333
G.66667 C.33660 0.33838 1 0000C 0.59842 1 00000 1.00000 1.0CCCC 0.C 0.0
00 0.b C.G C.0 00 00 C.3 00 00 0.C
0.0 C.0 0.0 0.C 0.0 0.0 C.C C.C C.C 0.0
0.C C.C 0.C 0.0 00 0.0 C.0 C.C C.C G.C i

C.C C.J 0.0 0.0 0.0 0.0 0.0 0.3 00 C.C |

s.C C.C 0.0 C.0 00 0.v 0.0 00 0.C D.0 '

O.0 C.C C.0 0.0 0.C 0.C C.0 00 C.0 00

|

.

p
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1

,

FIL32 DATA P IDsWCCWR 16 21.26 TMURSDAY & DECEMBER 1979 PAGE 1
hA11CAAL CS$e INC. (SUhNYVALE DATA CENTER) SchY

01
CCC3
C0haCC 2 SA
NLRMAL
EMERGE

*h0RMAL 2 MA
ADAUTP
PRCCCh
ADAUTM 51 AV ,

2
FRCCCh 2 SA
PERSch
M ATER I
PER$0h 3 SA
VERIF
CONTRA
RESPWI
MATERI 3 SA,

| VERIF2
C0hTR2
RE!Pv!
VEEIF 54 AW
14

4 63
i 2
' 66

CChTPA 51 AV
$5
RESPVI 2 MA
COwRSP
RESP
VERIF2 51 Av
2
C0kTR2 52 SA
32
6C;

! RESP 3 SA
I DELREP

EFFRSF
CRRSF
N0MORE

I

e

.

A4-18
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FIL4 C AT A P ItsWCCWR 16 21.34 THURSDAY 6 DECEMBER 1979 PACE 1
hA710hAL CSS. IhC. (SuhNYV ALE D AT A CENTER I SuhY

C1
C003
CONACC 0.!47 NORMAL 0.442EPEPGE 0 832dDAUTH 0 917 PROC 0h 0 482
PER$Ch C.496MATERI C.635VERIF C.826CCNTRA 0.337RESPV1 0.837
VERIF 2 0.517CONTR 2 0.!51COMRSP 1.000 RESP C.8320ELRSP 1.C00
EFFR$P 0 7060RRSP 1. COG

0 75493 0 76562 0.66992 0 82C14 0 5787C 1.00000 0.91667 0.6 t556 0 82031 1.0 000C8

1 00000 L.91111 0.23693 0.56250 0.51551 0.74998 0.8750C 1.0CCCC 1.CCC00 0 76563
0 51559 C.38672 1.0bC00 1.C000L 0 54839 1 0C000 1 00000 0.74639 0.63731 0.73133
0.66667 C.31660 0.33836 1.04000 0.59842 1.00CCL 1.00000 1.CCCCC C.C C.0

00 C.0 G.C 0.0 C.0 0.0 0.0 0.0 0.0 0.G

0.C 0.C Q.0 C.D 00 00 00 0.C C.G C.0

0.C C.4 0.C 0.. C.0 C.0 C.G 0.C 0.C 00

0.0 C.0 0.C C.C C.C C.0 C.0 0.C 00 00

0.C 0.0 0.9 0.0 0.C 0.0 C.0 0.0 C.0 C.C

0.C 0.0 L.0 C.C 00 0.0 C.G C.C C.C C.C

i

)

|.

$
1

.
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UHICH1 42
ENTER BOX NAME -- CDMAOC

HIERARCHY DATA FDR BDX CDNACC
'

'

ID <s CDN ACC RULE SA TCDRE: 0.547 Os
B3X N3GMAL RULEHA SCOPE: 0.442 Os s

B3X ADA'JTH RULE AV 3CDRE: 0.917 Os
OVEITIONNAIEE: 2 '; CORE: 0.917

IDX FRDCDM RULES 3A 3CDEE 0.4S2 Os
B3 < s REPIDN RULE SA SCOEEs 0.496 Os
B3XsMATEEI RULE 5A 3CDEE: 0.635 Os

B3<sEMEEGE RULE: SCDGE: 0.832 Os
ELECT 41-51 -- 42

ENTER 13n: NAME -- PR3:3N

HIEE A&CH / DATA FDR EDX R&DODN

I3AsREDCON RULES 5A 3CDEEs 0.4?2 Os
B3X PERIDN PULE 3A ICDEE: 0.496 Os

PDAsVERIF RULE AV TCDEE 0.826 Os
OVESTIDNNAIEE 14 3CDEE: 1.000
QUESTIONNAIRE: 63 SCDEE 0.337
OUE:TIDN"AIEEs 2 3CDEE: 0.917
OUEITIDNNAIRE: 66 SCDEE 1.000

B3:<s C DNTR A RULE AV OCDEE 0.337 Os
OUEITIONNAIRE: 95 ICDRE: 0.33?

B3 <s RE;PVI PULEsHA 3CDEE 0.332 Os
B3XsCDMEIP RULE: 3CDRE: 1.000 0:
B3X6PESP RULE SA OCDEE 0.832 Os

PDXsMATERI RULE 0A SCDEE 0.635 Os
BD:< s VERIF2 RULEAV 3CDEEs 0 917 0:

QUESTIDNNAIRE: 2 SCDEE 0.917
B3XCONTR2 RULE SA SCDRE: 0.551 Os

OUESTIDNNAIRE: 32 SCDEE: 0.750
OUESTIDNNAIRE: 60 3CDRE 0.516

BD <t REO RVI PULEsHA SCDEE: 0.832 0:
BOXsCOMRSP RULE: SCDRE: 1.000 Os
BDXsRESP RULE SA SCORE: 0.832 Os

SELECT 41-51 -- 42
ENTER BDX NAME -- RE3PVI

HIERARCHY DATA FOR BDX RESPVI

B3X RESPVI RULEHA SCORE: 0.832 0:
BDXsCDMESP RULE: SCORE: 1.000 Os
BOXsRESP RULEISA SCORE: 0.832 0:

BDX DELRSP RULE: SCORE: 1.000 Os *

BD'< s EFFRSP RULE: SCORE: 0.706 Os
BDXDRRSP RULE: 3CDRE: 1.000 0:

!
l

f
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* ELECT 41-51 -- 50.

ENTER PD < NAME -- CONA;C
HIERAECH( INFDRMATION FDE BDX CONA C

,

.......... ....... . ..++ .++..

. CONACC . . N3FMAL . . ALAUTH . ,o .:= 0. 54 7.+ +++ + +; = 0. 4 4 2 * .....~ = 0. 917
'

.EULE: OA. . . RULE: HA. * . PULE: AV.

...e...... . ....e..... . ee.e......
> . .

. . ..+. .. .......+ . ..........
* . . PRD 33 . PER:33 . VEPIF .
+ ....:= 0. 4 52 * .*...* = 0. 4 96. .+. : = 0. 326 + + + .
. . PULE: SA. + +EULE: ~A. . . RULE: A /.
. .......... . e..e...... . ee.e.e....
. . i

. . . .......... l

. . . . 031T:A .
'

. . ....:= 0.337.... |
* . . . PULE: AV*
. . . ..........
. .

. . . ..........

. . . . PE;PVI .

. . ....:= 0.332

. . .RU;t: H4.

. . ..........

. .

J. . .......... ..........

* . . MATERI . . VEPIF2
* .* .I= 0.435... 3= 0.:417
. . PULE: :s. . . PULE: 37
. .......... . ..........
.

. . ..........

. . 03MTF2

. ...*:= 0.551* j

e . . PULE: 03 '

l
. . ..........
.

. . ..........
|. . . PE;?VI .

. ....;= 0.332*
. PULE: H;..
...........

.
l, . ......

. . EMER3E .

... 3= 0.332*
* PULE: .

.+ w..+ +.

3 ELECT 41-51 -- 3
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