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ABSTRACT

This report describes work performed by Woodward-Clyde Consul-
tants under contract to Sandia Laboratories for assistance in the
development and implementation of an evaluation methodology. This
methodology was developed to aid the NRC in its evaluation of
fixed-site physical protection syster performance relative to the

Physical Protection Upgrade Rule, 10 CFR Part 73.45
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1.0
EXECUTIVE SUMMARY

Sandia Laboratories contracted with Woodward-Clyde Consultants
(WCC) to assist in developing a methodology for evaluating safeguards
capabilities at licensed nuclear facilities. The total effort was di-
vided into two phases. Phase I was concerned primarily with the de-
velopment of a preliminary evaluation algorithm. The results of this
effort were described in [1]. Phase II which 1s reported here was
devoted to completing and refining the algorithm. The evaluation
m thodology is to aid in the implementation of new NRC regulations
(the Physical Protection Upgrade Rule), which are designed to upgrade
the physical security of fuel cycle facilities., The methodology could
also be used to provide guidance to licensees in meeting the safe-
guard system capability requirements.

Five perfc mance capabilitiesl of physical protection systems were
specified by ' 1e NRC in the Physical Protection Upgrade Rule, 10 CFR
Part 73.45, paragraphs (b) - (f):

1. Prevent unauthorized access of persons and materials into
Mater .al Access Areas (MAAs) and Vital Areas (VAs).

2. Permit orly authorized activities and conditions within
Protected Areas (PAs), MAAs, and VAs.

lThroughout this report, certain terms are used that have a partic-
ular meaning in the context of the evaluation procedures. To avoid
confusion, these terms are defined in Section 6.0 (glossary).



3. Permit only authorized placement and movement of Strategic
Special Nuclear Material (SSNM) within MAAs.

4. Permit removal of only authorized znd confirmed forams and
amounts of SSNM from MAAs.

5. Provide for authorized access and assure detection of and

response to unauthorized penetration of the PA.

To evaluate these five capabilities in a logical manner, the dis-
aggregation structure shown in Figures 1-1 (1) through 1-1 (5) was
developed by Sandia Laboratories with the cooperation of the NRC. WCC
was to assist in formulating an algorithm by which individual safeguard
system component (equipment and/or procedure) assessments could be com-
bined into a meaningful score or series of scores indicating the total

adequacy of safeguards at a particular facility.

1.1 TASKS

Foir tasks were specified by Sandia Laboratories for Phase I1I.

Task 1: Assist Sandia personnel in defining the remaining per-

formance characteristics not defined in Phase 1.

Task 2: Assist Sandia in developing the remaining effectiveness
test questionnaires (for assessing particular components)
not defined in Phase I.

Task 3: Assist Sandia personnel in developing the remaining com-

ponent combination scoring rules not developed in Phase
I for jobs identified in single performance characteris-

tics.
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Task 4: Assist Sandia personnel in developing che aggrega*®‘r~
algorithm in detail and provide an illustration of its
implementation using h oothetical data provided by Sandia.

An ANSI standard FORTRAN computer program which would exercise the

aggregation algorithm was to be provided.

WCC was to furnish a comprehensive document describing the algorithm
and its development. Detailed guidelines for implementing the algorithm
were to be provided along with documentation and instructions on the

use of the computer program.

1.2 SUMMARY

The work done by WCC focused on the following areas:

® Providing an algorithm for combining component questionnaire

responses to obtain an overall component effectiveness score.

® Providing an algorithm fur combining component effectiveness
scores to obtain an overall score for the performance charac-

teristic for which the components wore selected.

e Providing an algorithm for combining delay/response type

scores.

e Providing an algorithm for combining the higher levels of
the hierarchy for any particular performance capability.

® Providing a computer program for synthesizing these algorithms

to evaluate portions of or an entire performance capability.



e Providing implementation guidelines for the entire methodology.

® Providing recommendations for future work.

Each of these areas is now briefly summarized.

1. Aggregating Component Questionnaire Responses

A methodology for aggregating questicnnaire responses has been de-
veloped (primarily in Phase I) that is logical and defensible and yet
practical to implement. The basic aggregation formula has a theoretical
basis in both utility and probability theory, thus aiding defensibility.
The evaluator's task is simplified by only requiring responses to multiple
cheoice questions that concerr the description of the component. The
methodology allows for individual weighting of questions to reflect
their relative importance and also for varying types of interaction
(e.g., non-additive, additive) among question responses to yield an
overall score for any individual component. The basic formula can also

be used at higher levels of the evaluation hierarchy.

. Aggregating Components to Evaluate Performance Characteristics

A wethodology that indicates how several components coordinate with
each other in addressing a performance characteristic has been developed.
An evaluator answers multiple choice questions that determines how the
component scores should be combined. The evaluator's responsec can re-

flect facility dependent implementation of components.

3. Aggregating Delay/Response Type Scores

A methodology that allows for the direct comparison of delay times
and response, monitoring, or assecsment times has been developed to
allow meaningful evaluations of delay/response type elements of a safe-

guard system.



4.  Aggregating Higher Levels of the Hierarchy
The same methodology elements developed for the lower levels of the

hierarchy are used to complete the evaluation of the hierarchy. Such

aspects as multiple access points are addressed in these aggregations.

5. Computer Program Implementation
A computer program that performs the safeguards evaluation computa-

tions has been developed. The program takes as input questionnaire

and hierarchy formats and the evaluator's responses to the multiple

choice questionnaires. The program computes the scores for all compomnents,
performance characteristics and higher level elements of a capability
hierarchy. It provides for sensitivity analysis on questionnaire weights
and responses, and on the interaction of hierarchy elements. The pr-gram

is interactive and has hierarchy display features.

6. Methodology Implementation Guidelines

Guidelines for developing component questionnaires, and assessing
scoring rules and weights have been developed. Data requirements for
the algorithm are specified and ways of interpreting evaluation and

sensitivity analysis results are described.

F {8 Recommendations for Future Work

Suggestions for improving the implementation of the algorithm are
presented. Ways of extending the algorithm to combine capabilities
across facility area boundaries (e.g., PA and MAA) to evaluate an over-
all safeguards capability are discussed. Limitations of the methodology

and general approach are reviewed.

All of these points are discussed in detail in the various sections

and ajpendices cf the report.

1-10



1.3 OUTLINE OF REPORT

Section 2 of this report contains a technical summary of the general
methodology. Section 3 contains a discussion of how the methodology is
implemented. Section 4 describes the computer program that performs
the computations specified by the algorithm. A single capability for
a safeguards facility using hypothetical data is evaluated to provide
an illustration of how the algorithm and computer program work. Section 5
contains a critical summary of the methodology and recommendations for
future work. The appendices provide suppiementary technical information

and data used in the computer example.

1-11



2.0
TECHNICAL SUMMARY OF EVALUATION METHODOLOGY

2.1 INTRODUCTION

In order to address the specifics of the Physical Protection Up-
grade Rule the capabilities hierarchy (or disaggregation structure)
shown in Figures 1-1(1) through 1-1(5) was developed by the NRC and
Sandia Laboratories. Each of the five performance capabilities is
treated as a separate objective, with its own independent hierarchy

or disagpregation structure.

The uppe: level of each separate structure is the performance cap-
ability, as specified by the NRC Upgrade Rule. These are followed
by system functions, which a system must perform in order to meet the
specified capability. The major functions are further broken down
into system subfunctions, which identify specific tasks to be performed
by the system.

Each system subfunction is risaggregated into specific low-level
system tasks which form the lowest level of the hierarchy. Performance
characteristics relate these low-level system tasks to components. These
performance characteristics correspond to the rows of the Component
Selection Matrices (Figure 2.1), while the columns of the matrix represent
specific components (equipment and procedures). Thus the Component Selec-
tion Matrices describe what approaches (equipment and procedures) are

acceptable to perform specific tasks (performance characteristics).
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WCC's contract required that a set of aggregation schemes or algo-
rithms be developed with which one could work back up the nierarchy to
arrive at a single score for each capability. To do this, individual
components (the lowest hierarchy level) must be assigned an overall
score based on evaluators' responses to questionnaires. In the case
of equipment, this single score must reflect such factors as general
pcrformance, installation, maintenance, reliability, and vulnerability.
For procedures, the score should encompass aspects of .raining, vulner-
ability, and contingencies. All of these issues ar: addressed in the

component questionnaires.

Once each component has received a score, scores for those compo-
nents that address an individual performance characteristic must be
aggrega‘'ed to arrive at a single score for the appropriate low-level
system task via the performance characteristic. Continuing up the hier-
archy, scores on low-level system tasks are combined into system sub-
function scores, which are then aggregated into system function scores,

and finally, into an overall score for each performance capability.

Ceneral Aggregation Concepts

To be practical in terms of input requirements, an algorithm needs
to operate with input consisting of subjective responses (using descrip-
tive multiple choice response scales) to a large number of questions.
Specifically, there are questionnaires for each component or procedure
and system questionnaires addressing the interaction between low-level

tasks and between components.

Care must be taken when using the responses to these questions.
A practical evaluation algorithm cannot require information that is un-
realistic to obtain from these questionnaire responses. Because of the
large number of questions and their potential modifications, it also

should not require a lengthy calibration procedure for each question.



In addition, the range of possible responses to these questions is not

uniform, and the questions can differ in r~lative importance.

Wilnin these practical constrainte, an algorithm must still pro-
duce meaningful results. The computational rules and assumptions must
not be arbitrary. The algorithm should be capable of providing the correct
answer where inputs and their interactions are precisely known, since

this is a primary means of checking the reasonableness of the algorithm.

Because of the need rfor meaningful and defensible results, it is
desirable to use aggregation schemes based on well-developed method-
ologies. Two such nethodologies are multiattribute utility analysis
(decision analysis), and probability analysis. The former provides
mechanisms for aggregating multiple criteria into a single overall
score, and is particularly useful when subjective considerations are
involved. Probability analysis also specifies how to derive a measure

for a system in terms of its components and their interactions.

In the safeguards proble~, both decision analysis and probability
analysis appear desiratie. The latter addresses the probability that
the system will perform adequately in the event of specific types of
e«dversary actions. This must be the underlying concern when evaluating
capabilities and when characterizing interactions between system
elements. Individual component successes or failures have different
impacts on the probability of total system success or failure depending
on system interactions. An algorithm should produce meaningful results
if probabilities and system interactions (e.g., fault trees) could be
specified. On the other hand, the requirements for practical inputs
using subjective questionnaires and responses make it too restrictive
to assume that such probabilities can be derived from the input data.
The input may be related to probabilities but a direct quantitative

relationship cannot be assumed. An alternate approach is to combine



subjective scales using decision analysis preference functions. These

do not need to assume a one-to-one correspondence between response

scales and probabilities, but rather reflect judgments as to the relative
comparison of alternative components and systems. Still, it is desirable

that if the probabilities were actually known, the scheme used to combine

scores would give the correct results.

The algorithms to be presented in the following paragraphs are
based on aggregation rules specified by decision analysis under cer-
tain assumptions. The assumptions are made in order to make the imple-
mentation procedures as practical as possible, hopefully without omitting
any important features of the problem. These assumptions could be relaxed,
but more calibration effort would be required. The aggregation models
used allow for differential weightings of elements, and can reflect
different interactions among elements. The results of the aggregation
can be used as part of a logical and consistent judgmental comparison
of alternative systems. In addition, the algorithms to be presented

yield the correct results when certain assumptions and actual probabili-

ties are used in the computation. Thus the aggregation logic can be
interpreted using probability notions as well as preference concepts.
The use of both analytical approaches helps to give the algorithm its

practical and defensible characteristics.

The algorithms for the specific types of aggregations required to
evaluate a capability hierarchy will now be individually discussed.
For each case, the algorithm is described in terms of what features can
be reflected by the computation. Implementation guidelines, discussed
in Section 3 of this report, include further discussion of how certain

parameters are assessed and interpreted.



2.2 COMPONENT EVALUATION

The algorithm for evaluating components was developed in Phase I and
is discussed in detail in the Phase I report [1). The discussion here

reviews the main assumptions and results.

The response scale for each individual question on a component
questionnaire is considered to be an attribute or measure. These mea-
sures have been developed with an orientation towards aspects of a
component that can hinder its performance. The highest response on a
question connotes that the factor being considered will not be compro-
mised because of the particular componeit. A lower response connotes
that the factor will have a certain degree of compromise depending upon
the range of the response scale. The methodology allows a scaling para-
meter or weight to be applied to each question. This weight essentially
normalizes response scales whose ranges cause them to differ in relative
importance. For implementation practicality, relative preferences over
individual response scales are assumed to be linear. We now define the

following notation for question "i
X{ = unadjusted question response normalized to go between 0 and 1.
Wy = weight asigned to reflect total range of the response scale.
Sj = adjusted question response or question score.

The formula connecting these three quantities is:
§; = 1-wi(1—x1)

where all three quantities are restricted to the range between 0 and 1

as a scaling convention, with 1 being the best.! Note that if X=1

INote that if any other range is used (say 1 to 5) it is trivial to nor-
malize this to the range 0, 1. This also allows direct comparison

between questions with differing numbers of possible responses.

2-6



then Si-l and if X;=0, then Si-l—wi. Thus, only if Ui-l, can Si-O.
Wi=.2, for example, implies a minimum possible score of §; equal to
+8. Thus, a question with little importance with respect to a particu-

lar factor can have only a small effect on the score.

The scores for the questions can be thought of as simplified
single-attribute utility functions that have been normalized so that
they have equal importance. For a particular group of N attributes,
we will make the assumption that they are mutually utility independent.2
The results of multiattribute utility theory [2] allows us (if certain

assumptions are made) to define an overall group score S normalized

between 0 and 1 as:

N , X e N
s=c3 s +k°F 3 55 +..+x O] s, (1)
(=1 {=1 pi * 3 =1
where 1 + K= (1 + K C)N (2)
1f we define V = KC then
N N N
1 2 N
s=x |V I 5;+Vv'E 3 sS;+..+v Il s (3)
1=1 i=1 1 1=1
where K = (1 + V)N-l (4)

This leaves us with only one scaling constant (V) to evaluate.

ZSee. for example, R.L. Keeney and H. Raiffa, Decisions with Multiple

Objectives; Preferences and Value Tradeoffs. New York: Wiley, 1976.
Also see Appendix Al.




Before proceeding further, however, we briefly review the results
to this point. The necessity of handling large numbers of questions
and questionnaires imposes a practicality constraint on the complexity
of the aggregation algorithm that can be realistically used. The assump-
tions leading to the 2bove formula essentially allow us to decompose
the problem into considering individual questions somewhat in isolation
and then to combine the results. With all the simplified assumptions,
the algorithm still reflects the key aspects of the importance range
of the questions via the W; and the way in which factors interact via
V. Decision analysis enables the use of the formula above to compare
different sets of responses. A set with /. higher score is preferred
to one with a lower score. The consequences of assigning different
values of V with respect to both peference and probability interpreta-
tions will now be examined. In the discussion to follow, the entire
set of questions for a particular component will be referred to as
belonging to one group with a single interaction coefficient V. A
general case of considering each component questionnaire as a "mini
hierarchy" in itself will be discussed in Section 3 under implementa-

tion guidelines.

A. V=0. 1If we take limits as V+0 in (3) we get

§= 5% Sil N .
i=]
Thus the overall score S is the mean of the individual scores.
This is appropriate if an individual score makes the same incremental
contribution to component quality regardless of the fixed levels of
the other scores. It is also appropriate if the component behaves in
a way such that cne factor is chosen at random, and the component as

a whole succeeds or fails on the basis of the one factor.



B. V=-1. If we substitute V==1 into (3) we get
N
s=1-JIa - s)) .
i=1
This is appropriate if each factor can substitute completely for another
factor in order for the component to work. A factor contributes incre-
mentally more when other factors are low (e.g., this one is needed)

than when other factors are high (this one is not really needed).

In fault tree theory, this is interpreted as the computation for
an OR gate. 1If S; is the probability that the factor associated with
question i works, and the overall component works if any of the individual

factors works, then the probability of overall sucess is given by S.
Co Vem, 1If we take limits as Vew, we get
N
s=JIs, .
i=]
This is appropriate if a ctor contributes incrementally more when

other factors are high rather than low, and does not contribute at

all if any of the other factor scorec is zero.

In fault tree theory, this is as the computation for an AND gate.
'n this case, every factor must succeed for the overall component to

succeed.

D. V=l. If we substitute V=1 into (3) we get

1 i N N
§= 2+ X B & ., @ S
28y § i {=1 j>21 13 11:[} 1] )
1 [ N
<. 1 NG +1) - (6)
271 | 1=l




In examining (5) (if the S, are assumed to be appropriate probabilities,
€.g., factors are mutually probabilistically independent or the S1 are
appropriate conditional probabilities) it can be seen that this is the
average of the probabilities that each factor succeeds in a particular
subset of the S; taken over all possible subsets. Thus S can be inter-
preted as the probability that all factors will succeed in a subset of
the 5; chosen at random. This is appropriate if the factors are related
in a way that requires success on each, but it is possible that not all
will be relevant in a given situation. This situation represents an in-
termediate case between the AND gate (V = =) where all factors are always
relevant and the average (V = 0) where exactly one factor (chosen at ran-

dom) determines the outcome. We will call this case a "soft AND" gate.

E. V=-1/2. 1If we substitute V=-1/2 into (3) we get

N
N
1
S 5| 3 0-t-s) + 3 (1-(1-5)(1-5,)) + ...+ (1- 1 (1-s,))
2N°l i=1 i éga,n i b izl i
1
)
N
N 11
. S (1- (1-1/2s ) ®)

i {=1

In examining (7) it can be seen that this is the averagze of the
probabilities that at least one factor succeeds over all possible sub-
sets of the set {(S4/1 = 1, «+« , N})» The value S can be interpreted
as the probability of at least one success in a subset chosen at random.
This is an appropriate rule if the factors can substitute for each
other but it is possible that not all factors will be relevant in
a given situation. This represents an intermediate case between the
strict OR calculation (V = =1), where all factors are relevant and
the average (V = 0), which can be interpreted as only one factor chosen

at random being relevant. We will call this case a "soft OR" gate.
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Thus as the constant V ranges from -1 to infinity, the scoring
formula (3) covers a complete range of possible factor interactions.
The most severe is when questions must all have high scores for an
overall high score (V = =), The least severe is when a high score
on any question gives a high overall score (V = -1). For =1 < V < =
there is a complete range of intermediate interactions including the
mean when V = 0. These possible interactions have the property that if
V > V', then $ < §'. As the constant V increases, the score from its
related formula decreases. Thus V can be interpreted as a "strength of
interrelation” coefficient that ranges from complete redundancy ("par-
allel circuitry") V = =1 to complete interdependence ("series circuitry")

at Vs=e,

The set of algorithms using the 5 values of V just described is
the basis for the aggregation scheme that is used to evaluate component
questionnaires and different levels of the capability hierarchy. In
principle, the parameters involved in calibrating the evaluation formula
can be assessed rigorously, both by multiattribute utility theory methods
and/or probability modeling. In practice, less involved calibration

methods can be employed as are discussed in Section 2.

In summary, the important features to note about the component eval-

uation algorithnm are:

1) The formula can be derived axiomatically from a set of clearly
state! assumptions and is defensible in being theoretically

sound from a preference function viewpoint.
2) The formula reflects the key concepts of weighting questions

based on their ranges as to importance and of allowing for a

variety of interaction between factors. Although simplified
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for practical implementation, the formula still provides much

flexibility with respect to modeling safeguard features.

The formula can yield the correct results when exact probabili-

ties are known and substituted into the computation formula,

given that the fault-tree like gates are assumed appropriate

from a probabilistic viewpoint.

Table 2-1 ..mmarizes the algorithm for evaluating components.
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Table 2-1. COMPONENT SCORING FORMULAS

51 - l-wi(l-xi)

N = number of questions

v Formula Interpretation
N
-1 s=1-J] Q-5s) OR GCate
i=1
N
-1/2 s=(IT a-125)-1)/2%@" - 1))  soft or Gate
i=1
N
0 S = }E (S4)/N Average
1=1
N
1 s= (] (s, +1) - 1/2%- 1) Soft AND Gate

i=]

AND Cate
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2.3 LOW LEVEL SYSTEM TASK (PERFORMANCE CHARACTERISTIC) EVALUATION

Because of the flexibility of the set of aggregation rules de-
scribed in Section 2.2, it is possible to use these same rules to
aggregate scores all the way up to the top of the hierarchy. A per-
formance characteristic evaluation consists of taking the scores of
several components and aggregating them to get an overall score. The
con, onents themselves may interact with each other in a fashion analogous
to the way factors interact as described in Section 2.2. In general,
it is not possible to select an interaction rule independently of the
specific components and facility features involved. It is also desir-
able that an evaluator or designer should nct have to select an inter-
action coefficient but rather, as with components, provide responses to
some multiple choice aguestions. "System effectiveness test question-
naires" are used to decide what type of inter ction is appropriate for
a particular combination of components. This concept of system question-

naire will now be discussed in more detail.

Just as there are factors that affect how a component performs, Sso
there are system factors that affect the way a combination of components
performs. Questions can be developed that address each particular
system factor. Since they are multiple choice, they are given weights.
An interaction rule that is generic to system factors can be selected
(e.g. soft AND) and an overall “compatibility" score can be computed for
any set of components. This scure can be interpreted in a consistent
preference function viewpoint manner to determine an appropriate inter-
action rule with which to combine component effectiveness scores.
Appendix Al discusses this interpretation in more detail. Thus, eval-
uators can use system test questionnaires to provide input to the
algorithm as to which interaction rule is most appropriate for combin-
ing component effectiveness scores to produce an overall score for a
low-level system task. (Section 3 will discuss the implementation of
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system questionnaires in more detail.) An example of several components
performing a low-level system task can be multiple sensors to detect
boundary penetrations. If each sensor is independent and they act as
substitutes for each other (high redundancy or "parallel circuitry”) a
system questionnaire would indicate that their component scores should
be ORed together to produce an overall score for the low-level system
task. (Of course, certain performance characteristics may not require
system questionnaires if it appears that a fixed interaction rule can

be assigned; e.g., multiple components always soft OR for a particular
characteristic.)

The system effectiveness test questionnaire is also a possible
format for factoring in supplementary information about a facility where
that is necessary for evaluation. Such information can include features
not addressed by any particular component questionnaire but still neces-
sary to properly evalvate a performance characteristic. In this case,
the system questionnaire is analogous to a component questionnaire where
some of the questions involve using calculated scores for other compo-
nents. The system questicnnaire can also contain questions pertaining
to delay/response type scores and multiple access points, when it is na-
tural to do so in terms of the subject matter inrolved in the question-

naire. These issves are the subject of the following paragraphs.
2.4 HICHER LEVEL AGGREGATION, DELAY/RESPONSE AND MULTIPLE ACCESS POINTS

At higher levels in the hierarchy, the aggregation should proceed
in a straightforward manner. Since the hierarchy is fixed in advance,
the appropriate interaction for combining low level task scores into
subfunction scores etc., into an overall capability score can be
specified before a evaluation is made. Since these hierarchy elements
are more generic in nature, the interaction rule for combining elements

should not require system questionnaires.
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There are two aggregation issues, however that need further discus-
sion. These are multiple access point type concerns and delay-response
type evaluations. Multiple access points refers to the fact that
different parts of the facility can each be viewed individually with
respect to certain elements of the generic hierarchy. These parts “hen
need to be aggregated together. For example, in the "Prevent Unautho-
rized Access of Persons and Introduction of Material into the MAA"
capability hierarchy, one segment refers to denying access through the
remaining (non-portal) area boundary. If a building forms part of the
boundary, possible access points could include windows, walls, floors,
roofs, vents, etc. Each of these access points may have its own sensor
system. Conceptually, the algorithm can treat each access point indi-
vidually and then use an interaction rule to combine the scores of all
access points. Thus, the hierarchy segment on denying access through
the area boundary could multiply into denying access through walls,
floors, vents, etc. In practice (see Section 3) it may be possible to
avoid subdividing the boundary into many smaller units and thus avoid
proliferating hierarchy elements. These same concepts just discussed

can apply to multiple portals. or multiple MAAs, etc.

The seccnd issue requiring discussion is the evaluation of delay-
response, delay-detect, delay-assess relationships of a facilty.
(Hereafter, delay-response will be used as an example. The treatment
is analogous for all tiree). For delay-response components or proce-
dures, two types of information are provided in the component question-
naires. The first type is subjective or qualitative informa‘ion that
refers to evaluating the generic implementation of delay or response
components. This information is somewhat component independent. For
example, in implementing a barrier for delay, there are a set of
questions that help evaluate how well the barrier has been installed.
These questions need not refer to the material of which the varrier is
made or how much of a delay the barrier provides. The second type of



information is quantitative. It consists of a mean and range of delay
times depending upon the type of barrier and type of adversary tools
used. Delay-response type components differ from others in this quan-
titative aspect. With other components and with the "implementation"
portion of delay-response components, the basic evaluation concept is
one of whether the component "works or doesn't work". With delay and
response, however, a "good response" really depends on how much delay
is available. Thus a mechanism is needed whereby delay and response

times can be compared before an evaluation of a delay-response hierarchy

element can be done.

The algorithm provides for such a comparison during the evaluation
in the following manner. First, the "qualitative" portion of each
delay-response component is scored in the usual manner. Then, at the
part of the hierarchy requirirg an evaluation of the delay and response,
the evaluator is asked to compare the quantitative delay times and
response times provided by the system. In theory, this comparison can
be done in a variety of ways ranging from using detailed probability
models to a subjective preference judgement (Section 3 discusses one
way of implementing this comparison using a multiple choice question).
The result of the comparison is a score reflecting how well the basic
design of the delay-response system works. If actual probabilities
could be obtained, this score could be the probability that the delay
time is greater than or equal to the response time. From a preference
viewpoint, a score between 0 and 1 would be an indication of the utility

of the delay-response system relative to some best and worst systems.

The design score or rating described in the last paragraph is then
combined with the implementation scores of the delay-response components
using one of the possible interaction rules. For example, if the "Lard
AND" rule were selected, one interpretation could be that if either the

implementation »f delav or response fails, (e.g. faulty implementation
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cruses the barrier to be essentially ineffective), or the basic design
fails because the response forces would not arrive in time, the entire
delay-response element fails. A "soft AND" rule could be interpreted
as providing for such possibilities as an adversary not realizing that
a barrier could be negated by a particular tool or the deterrence value
of a response force that may cause an adversary to flee rather than

attempt access even tnough the access might be successful.

For the cases of multiple barriers or response forces, a preference
interpretation would allow the combination of implementation scores for
the like multiple components via a system questionnaire that would
specify an aggregation rule depending upon how well the multiple compo-
nents coordinated with each other. Sums of delay times could then be
compared to response times to arrive at a system design score and the
computation would proceed as above. A detailed probability interpre-
tation or computation for multiple barriers t2comes fairly complev

This issue is discusssed further in Section 3 of this report.

In summary, the algorithm provides mechanisms for dealing with
the delay-response evaluation in a manner that allows for explicit

comparison of deiay times with response times.
2.5 CAPABILITIES EVALUATION

The previous discussion described the methodology for developing
a score for a single capability hierarchy. The disaggregation struc-
ture with its five capabilities or objectives directly corresponds to
the NRC's Physical Protection Upgrade Rulc. As the hierarchies stand,
each capability is evaluated independently of the others. Several
issues that pertain to evaluating overall safeguards capabilities with

respect to this disagregation structure are discussed in the follow-

ing paragraphs.
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Multiple Objectives

In one sense, the structure implicity overdesigns for physical
security by evaluating each capability independently of the others.
For example, in preventing theft, the only capability that must be
arhieved in an absolute sense is, "Permit removal of only authorized
and confirmed forms and amounts of SSNM from MAAs." Thus, theoretically
it might not matter if the facility fails to "prevent unauthorized
access of persons and materials into MAAs and VAs" as long as no un-
authorized SSNM is permitted to leave the MAA. however, separate
evaluation of capabilities implies that the ability to prevent un-
authorized access is important independent of the ability to prevent
theft. Thus, the five capabilities represent multiple objectives for
a safeguards syrtem rather than a single prevent theft (or sabotage)
objective. Multiple objectives can address important policy issues.
For inst:nce, in order to decrease the amount of risk as perceived
vy the public, a facility can be evaluated on how well it prevents
unauthorized access to the PA and MAA--not only on how well it ulti-

mately prevents theft and sabotage.

The algorithm that has been developed currently provides separate
scores only for each of the five capabilities. The particular dis-
aggregation structure was provided as a "given" with the requirement
for independent evaluation. Section 5 of this report discusses recom-

mendations for combining capabilities.

Types of Adversary

An adversary may be an outsider or an insider with respect to
certain areas of the facility, where "ouvtsider" implies that either
stealth or force would have to be used in order to gain access to
that area. For example, a guard at the PA boundary would be an in-
sider with respect to the PA, but an outsider with respect to the MAA
(i.e., access not permitted). The nature of the adversary will
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determine which saf - 'urds can first be expected to be needed. For
example, ~n insider wit' respect to the PA (but not the MAA) whose
purpose is theft «ill have access to the entire protected area. Thus
procedures a. equipment associated with entry through the PA boundary
will be ineffective in stopping an insider with respect to the PA from
gaining access to the PA. However, boundary controls at the MAA should
be effective, as should procedures and equipment for preventing removai
of SSNM from the PA boundary. The importance of the type of adversa.y
and its effect on detectiorn and the timeliness of a response is shown

in the adversary path diagram of Figure 2-2.

An cggregation scheme for evaluating overall safeguards can be
complicated by consideration of different types of adversaries. For
example, to evaluate how well a facility prevents theft by an outsider
would seem to require knowing how well it prevented unauthorized access

to the PA and MAA. The current disaggregation structure does not mae an

explicit formal connection between capabilities. kather, the implication
is that of an adversary attempt criginating (for all practical purposes)
in the particular area addressed by the particular hierarchy with the
requirement of preventing the attempt before it succeeds in involving
another capability. This condition appears to be reasonable for, say,

an MA. insider with respect to moving SSNM. But it becomes awkward to
consider the "permit only authorized placement and movement of SSN

within MAAs" hierarchy for the case of an outsider who has arrived there
by force. Since the hierarchy treats the attempt as beginning inside

the MAA, it is much more natural to view the attempt as coming from an

apparent insider and thus have questionnaires tailored to that situation.

The previous discussion serves to describe some of the complex-
ities of safeguards evaluation. It may be desirable to decompose
the problem by evaluating separate independent capabilities. This

separation may have connotations concerning "overdesigning security"
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Figure 2-2,
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and "typical threats". While overall safeguards evaluation seems

to require combining capabilities, the possible consideration of
multiple adversary "modes of attack" (stealth, force, deceit and
combinations there of), insider-outsider combinations, adversary

tools and pathways can make this a difficult task., Section 5 discusses
what types of information can be reasonably expected from a "disaggre-
gation structure-questionnaire" evaluation method in view nf the practi-
cal constraints on the method's implementation and the complexity of

the evaluation.
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3.0
IMPLEMENTATION GUIDELINES

3.1 INTRODUCTION

The previous section described the methodology in terms of its
capabilities for aggregating safeguard system elements. The algorithms
that were developed are flexible enough in terms of the parameters
provided to reflect a variety of element interrelationships. This
section describes guidelines for the implementation of the methodology
in terms of techniques for setting the required parameters. The dis-
cussion does not focus on what specific material should be contained
in component questionnaires or capability hierarchies. Rather, guide-
lines are given concerning the general nature of questionnaires and
hierarchies and how information in a particular format can be used in
a practical manner to assess algorithm parameters. The previous
section described the algorithm in a somewhat bottom to top order
reflecting the actual computation that would be done. In "starting
from scratch," a capabilities hierarchy would be formulated first and
probably revised after the lower levels had been defined in a first-

cut manner.

3.2 DEVELOPMENT OF HIERARCHIES

The objectives of a safeguard system are defined and the objec-
tives or capability hierarchies developed to indicate how well any
particular system achieves those objectives. This kind of evaluation
structure is typical of multiobjective evaluation problems. There are
some general guidelines for developing these hierarchy structures and

these are now discussed.



Typically, hierarchy development proceeds by subdividing a ma jor
ob jective into subobjectives and continuing this process until a fine
enough subdivision has occurred so one can evaluate in a specific
fashion the lowest level subobjective. The safeguards hierarchies
exhibit a natural subdivision of objectives corresponding to different

portions of a nuclear facility that continues down until the component

level is reached.

Some desirable properties for such hierarchies are the follcwing:

Completeness: All of tne essential features of the system are

addressed.

Non-Redundancy: The hierarchy should not double-count by aggregating

more than once how a system achieves the same sub-
obiective.

Reasonable Size: The hicrarchy should not proliferate both vertically

and laterally to where features are being examined
that cuuld more usefully be lumped together or
ignored.

Operational: The structure should have a logical flow from bottom

to top so that knowing the bottom levels enables

one to proceed easily to evaluate higher levels.

There is not necessarily any unique way of developing a structure for
a particular problem. The structure to be used can depend on the
evaluation orientation that is desired. In the safeguards evaluation
problem, there are at least two orientations that seem useful. One is
a fault-tree like orientation from either a facility or an adversary
viewpoint. This orientation focuses on sequences that must take place
for the safeguard system to succeed or fail in achieving a particular
objective. The strength of this approach is in the strong direction

it provides in terms of how elements should be aggregated. However,



it must be recognized that the nature of the evaluation information
may not enable a fault-tree type analysis to be conducted. Analogs

to probabilities and conditional probabilities may not be readily
obtainable from very qualitative data or it may be too difficult to
begin modeling a complex system using probability related computa=-
tions. A second orientation is one of a checklist of all the features
recognized as important to a safeguard system. The strength of this
approach is its focus on completeness. Aggregations, however, may
need to be done on a more subjective basis since the grouping of
elements may noc be done with a strong aggregation emphasis in mind.

In practice, a hierarchy may contain a blend of both orientations.

3.3 DEVELOPMENT OF QUESTIONNAIRES

A questionnaire can be viewed as a mini-hierarchy that relates
fairly specific features that can be assessed by an evaluator to an
overall objective of having a component or procedure work as well as
possible. As a hierarchy, the same guidelines that were discussed in
Section 3.2 apply to questionnaires as well. However, because question-
naires are at the most specific level of the hierarchy, more specific

guidelines can be discussed.

Each question on a questionnaire addresses a specific factor related
to how well a component works. To make evaluations practical and
consistent, each question has a response scale consisting of a set of
multiple choices. The questions should be complete in addressing all

important factors, non-redundant in not double-counting the same factor

effect on the component and minimal in number so that very minor or

irrelevant questions are weeded out.
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Each specific question response scale should have the following

desirable properties:

Comprehensiveness: The score on the scale should adequately

reflect the component performance relative to the factor in
question. The scale should be applicable in mest situations

and for most adversary actions.

Operational: The scales should minimize ambiguity by providing
a) a sufficient number of possible responses to discriminate
between most situations, b) meaningful scale point definitions
that includc examples for each point on the scale and use

specific quantitative units where possible.

The scales may be objective such as "inches of clearance" or subjective
such as a series of examples of different features that may be absent
or present. Proxy scales may also be used such as "number of drills

held per year" as a proxy for response force training.

For algorithm purposes, it is also desirable that response scales

be defined so that the following are reasonable approximations:

Linearity of preferences over the scale responses. If two responses
are almost equally desirable they should be put as alternatives for

the same scale point. Extreme responses that connote an unacceptable
facility should not be on a scale but rather should be noted separately

for mandatory remedial action.

Utility and Preferential Independence Assumptions Hold (see Appen-

dix Al). These are assumptions underlying the algorithm computations.
In general, if the response scales do not include extreme points,

these assumptions are more reasonable.



The previous discussion on hierarchies and questionnaires provide

suggestions for developing structures that are amenai:.le to formal
evaluation by the methodology. The following paragraphs discuss
techniques for calibrating the parameters of the aggregation algorithms.

3.4 ASSESSING WEIGHIS AND AGGREGATION RULES: INTRODUCTION

The aggregation of any group of "elements", in general, requires
two types of parameters to be set. For each element a weight ’Hi) can
be assigned to indicate its relative importance. Then an "interaction
coefficient" [V, is assigned to the group as a whole. Ideally, these
parameters would be assessed using formal techniques of utility theor,
or subjective probability. However, due to the large number of assess-
ments to be made, some simplified procedures are described both in the

remainder of this section and in Appendix A2.

The general procedure for implementing the algorithm is as follows:

1. Divide elements into groups such that the elements in any

particular group can be aggregated using one rule.

2. Assign a weight (this can be a relative weight) to each

element.

3. Assign aggregation rules for each group of elements

and calibrate each group's evaluation function.

Note that in general, the term "element" above could range from
being a question on a questionnaire to a higher level hierarchy box.
Techniques for assessing weights and aggregation rules for different

elements of the hierarchy will now be discussed.



3.5 ASSESSING WEIGHTS AND AGGREGATION RULES FOR QUESTIONS ON
COMPONENT QUESTICNNAIRES

Divide the Questions into Groups.

Sections 3.2 and 3.3 have already discussed how a questionnaire
can be viewed as a mini-hierarchy. Conceptually, an objectives structure
can be developed using the notions of "checklists" and/or "fault-trees."
The groupings of questions for assigning an interaction rule need not
exactly correspond to the groupings of questions for checklists,
although maintaining tw sets of mini-hierarchies can be confusing.

The Phase I report [1] contains an example of a fault-tree for a hypo-
thetical component questionnaire. In practice, due to the large number
of questionnaires and the prospect of their revision after some trial
implementatiins, all questions can be grouped togethe. in one single
group for assigning an interaction coefficient. If the ranges on
response scales are not too extreme, this approximation can be a reason-

able one.

Assign Weights and an Aggregation Rule.

Conceptually, from the multiattribute utility point of view, all
weights and the lnteraction rule are assessed relative to the best and
worst levels of each of the questions on a questionnaire. There are
techniques for assessing relative weights for different questions as
well as an overall "interaction" constant. [2] The use of typical techni-
ques, however, becomes difficult because of the size of the safeguards
assessment problem. There are, on the average, about fifteen questions
per questionnaire and on the order of one hundred questionnaires. The
questionnaires can conceivably be medified further as the algorithm is
tested (see Section 5). Also, because component questionnaires are

used as input to higher levels of the hierarchy, keeping in mind the



ranges of a ayriad of questions when assessing upper level parameters

becomes very complex.

To assess parameters in a practical yet systematic manner, techni-
ques to be described shortly have been formulated. They allow relative
weights to be assigned quickly and require, one assessment question per
questionnaire to consistently link the interaction coefficient with the
determination of absolute weights. (When all questions on such ques-
tionnaires are assumed to have the same relative weight, this is the
only question that needs to be asked to calibrate the entire question-

naire evaluation function.)

The assessment techniques recognize that there are two natural
performance level "ranges" to be considered when assessing parameters.
The first is the range between the highest and lowest possible responses
to a question. The weight W, must reflect this range for a meaningful
parameter calibration. The second is the implicit range that is
natural when considering assigning an interaction rule. In this case,
one cannot easily keep in mind all the varying question ranges. How-
ever, the endpcints of "component is not compromi sed" (best point) and
"component is ineffective"” (worst point) provide a somewhat "standardized"
range that can be considered in assigning an interaction rule. The
assessment techniques to follow connect these two ranges in a logical
manner. Question weights are assigned to reflect the relative impor-
tance of questions based on their response scale r:nges. An interacticn
rule is assigned based on the best-worst endpoints and is tied into

deterrining the absolute weights for each question.

Assign Relative Weights.

As was discussed earlier, rigorous utility theory techniques for

assessing relative weights are not practical for tne safeguards problem.



A pructical procedure for assigning relative weights to individual ques-
tions emphasizes distinguishing between relatively important and unim-

portant questions. The procedure is as follows:

For each question the following heuristic is posed: What is the
maximum possible degradation of component quality that can occur as a

result of changing from a maximum to a minimum response to the question?

l. A severe degradation in quality could occur, rendering the

component ineffective in performing its function.

2. A moderate degradation in quality could occur, resulting in

a likelihood that the component would be ineffective.

3. Only a minor degradation in quality could occur, with the

component still likely to function properly.

4. A very minor degradation in quality could occur, with only

a minimal effect on component quality.

Note that the weight is assigned on the basis of the range between
the highest and lowest pnssible responses to the question. For example
if a question has five possible responses (a=-e) the question should b:
assigned a weight on the basis of the relative desirability of a com

"o

ponent with a response of "a" versus one with a response of “e.”

The content of this question should be such that influence from
other questions or components is ignored. For example, if answers to
other questions can aggravate an effect, they should be thought of as
being at their best levels. If answers to other questions can mitigate
an effect, they should be thought of as being at their worst values.
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It remains to assign the relative Wi to be associated with the
response to the above heuristic. Reasonable values might be (1) Wy =1,
(2) Wy = .5, (3) Wy = .25, and (4) Wy = .1. Note that technically, at
this stage, these Ui are relative and could all get multiplied by a

constant depending on the interaction rule assessment.

In practice, one might choose to treat all the questions as being
of roughly equal importance. This is more reasonable after relatively
minor questions have been deleted. In this case, one can proceed directly
to the next step, which is assessing the interaction rule and absolute

weight.

Assign Interaction Coefficient and Absolute Weights.

A question for determining the interaction coefficient for a group

of questions is as follows:

In general, how do the factors interact with one another?

l. They interact in a "strongly interdependent” manner, with a
weakness on any one factor negating the strength of the other
factors. Or, factors interact destructively, tending to de-

grade each other's performance.

2. They interact in an "interdependent manner,” with weaknesses
accumulating to degrade the overall effectiveness of the

other factors.

3. They interact in a neutral manner, with the contribution
of each individual factor being unaffected by the contribu-

tions of others.



4., They interact in a redundant manner, with factors acting as

layers of depth of defense, or making up each other's defi~-

ciencies.

5. They interact in a strongly redundant manner such that if any
one question gets a high score, the group score shouid also be

high.

These five levels have natural interpretations in terms of the con-
stant V. Specifically, we can assign (5) V = -1 (OR gate), (4) V = =1/2
(soft OR gate), (3) V = 0 (average), (2) V = 1 (soft AND gate), and
(1) v=+B (AND gate).

Note that in answering this question, there can be a tendency teo
have a concept of "weakness" in a factor that does not necessarily corres-
pond to the range between best and worst on some cf the questions. That
is to say, there is an implicit worst point for each factor that makes
it intuitively easier to assign an interaction coefficient than to
explicitly consider all the best-worst points of each question. To logi-
cally connect the explicit and implicit ranges, the following question

can be asked:

Given a set of N questions, with n of them having equal wj. receiving
their worst scores, and the other N = n their best, what must n be for the

following situations to be about equally preferred:
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«5* All questions best

response
(N - n questions best response,
n questions worst response)
5 "Inef fective
component”

[*This probability can be changed and in general can be set to P where
0<P<1.]

Here choice B represents a hypothetical 50-50 gamble between getting a

component that scores the best possible on all questions and one which {is
“inef fective.” An "ineffective" component is one which receives a score
of 0 using the scoring formula, and the best possihle component receives

a score of 1.

Appendix Al shows that the absolute weight W (corresponding to wj)

is computed as follows:
W= ((1+V)/V[1=(P+(1=-p)1+v)y5Hl/n (9)
“-1<V<w, V§O
For V.= 0, W= (1 = P)N/n; for V -=>=, W ==>1 = /0, for v = -1,
n=Nand W= (1 - P)llN

In essence, the calibration above measures how a component is

perceived relative to an "ineffective” component given that it scores
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the worst responses on a certain aumber of questions. This computa-
tion links together the concept of factors making a component inef-
fective which is used to assign an interaction rule, and th: weights
Wi that indicate what range of factor "compromise” the questions

actually span.

The calibration procedure for W provides a consistency ad justment
that connects the orisinal assignment of weights W;, to the overall
interaction coefficient V, sc that they are assessed consistently.

As an illustration of a typical case of V = 1 (soft AND gate), several
absolute W's are shown as a function of n. Note that for N > 5, the

formula for W is well approximated by the following:

We=2(1 =57 when P = .5

n=1 W= n=>5 W= ,26
n =2 W= .59 n=7 We=,19
n=3 W= ,41 n=29 W= ,15
n=4 W= ,32 n=13 W= ,10

3.6 INTERPRETATION OF COMPONENT SCORES AND AGU”EGATION PARAMETERS

Interpretations for the interaction coefficient have already been
presented in Section 2. The interpretations concerning the weights
invo've interpretations of what is meant by a factor "failing.”

Having a factor "fail"” would ideally be defined by a specific scale
point. However, for many factors, such a point is awkward to express
in terms of what a facility may be expected to provide. Technically,
a Wy represents the probability for which one is indifferent between
the following:
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P factor not compromised
question has worst response <
1=P factor fails

Because factor "fails" is hard to explicitly define (though easy to
work with implicitly when assigning an interaction rule) and because
assessing this lottery is difficult enough without doing it fifteen
times per questionnaire, the heuristic mentioned earlier referring to
overall component quality is used to assess relative Wi's and an ad-

ditional assessment is made to assess the absolute Wi's.

The component score that is finally computed is the "indif ference”
probability that the component is "not compromised” in its performance.
The terms in quotations refer to the fact that the evaluation is con-

sidered as a judgemental subjective preference assessment.

A perceived "risk” need not be the same as a calculated one, and
yet still have validity in terms of its impact on decisions. Similarly,
an "ineffective” component is a judgmental term that need not imply the
component fails with probability equal to 1, or that the component is
effectively non-existent. It simply connotes a perception of ineffec-
tiveness. If one does ecquate ineffectiveness with worthlessness and
indifference probabilities with actual probabilities, then the component
score could represent the conditional probability that the component is

effective, given the responses to the questions on the questionnaire.
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3.7 ASSESSING AGGREGATION RULES FOR HIGHER LEVEL ELEMENTS
OF THE HIERARCHY

Weighting Elements
For higher level elements of the hierarchy, the same basic concepts

apply as they did for the component questionnaires. For these higher
level elements, however, there is currently no provision for assigning
an abusiute weight other than l. One reason for assuming a weight

equal to 1 is the fact that an implicit normalization has already

taken nlace in deriving the score for upper level boxes. That is, a
score of 0 already connotes an ineffective box. To explicitly weight
the box again would be difficult because no easy description could be
given as to what the new zero point might mean., Implicit weighting
actually occurs when boxes are gr.vped. As an analogy, consider the
case where one component (say tamper protection) feeds into another
component (say a sensor). All questions have weights equal to 1 and we
soft AND to compute the scores for both components. If the sensor
component has one response at its worst level and all others at their best,
it would receive a score of about .5 (when N>5). However, if one tamper
protection response was at its worst level, the tamper protection elcaent
would receive a score of .5, but the sensor would receive a score of

«75 if all other responses besides tamper protection were at their

best. Thus a tamper protection question ‘=plicitly has less effect on
the sensor score than a sensor question: This illustrates how the
grouping of elements can implicitly give less weight to those factors
that affect only a relatively narrow segment of the overall hierarchy.
In essence, relative weighting is automatically taking place via

grouping of the elements.

Assigning Interaction Rules - System Questionnaires
To assign the interaction coefficient for a group, the same

heuristic discussed in section 3.5 can be used. Another approach to
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aerigning an :nteraction coefficient is thet of the cyster guestiornaire
Giscusced in recticn 2.3, An exerple cf this corcept is chowr in Figure
3-1, Inctead of using a very general heuristic such as that in secticn
1.5, ¢r. eveluator enewerc more gpecific cuestiones cuch ¢ those ghown

in Figure 3-=1. The syster cuestiornaire in Figure 3-1 is treated just
like ¢ corporent cuestiorrzire, Veightes cen be 2esigned and a rule

srecified for combining cuestion scores. As section 2.3 and Appendix

Al explein, the overell sccre is veed tc cpecify the rule for combining

rultiple sensore. A bigh score means thet the rultiple sensore are
reduncent end previce cefenrce in depth., 2 low ecore meens that one
feor sensor can negate the strengthe of the others.

pultiple Accese Poirte anc Celey-Response
cecticn 2,4 disc’ ssed the icsue of multiple accese points. For

inylesentat ion [urpcces, it ie cirplest to aggregate such points at

the lowest poesible level of the hierarchy.* For example, if there are
ceverel poecible entry points, each presenting 2 t:rrier to adversary
genetration, it ie cirplest to eggregate 211 the Larriers using some
rvle rather than to analyze eéch barrier-eccess point individually up
‘o the higheet level of the hiererchy and then combine access points

at the higheet level. RAcide frem proliferating hiererchy elements,
this latter approech tries to define the entire pathwzy that an sdver-
sery micht take ir trying to gain access to a fecility. The algorithm
and cuvectiontzires were not intended for such detziled system modeling.

*NOTE: It if the Sandie authcrs' view thet aggregating each low-leve!
tack over all eccesc pointe and subsecuently combining the resultant
reacsures at each level of the hierarchy faile to reflect the essentiel
secuence of evente for detecticn and resporce functiones ené faile te
identify the locatione where these fun-!jons are of concern. A test pro-
crer choulc help ~.sclve the cvestior ©. correctnese vs. fracticality.
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Figure 3-1 System Questionnaire Example: Multiple Sensors

1.

2.

3.

4

5.

Will each sensor type be selected to minimize the susceptibility of any
two or more sensor types to the same local envircamental (natural or

man-made) source of nuisance alarms?

Will each sensor type be selected to minimize the likel hood that two
or more sensor types will be affected by the simultaneous occurrence of

environmental (natural or man-made) sources of nuisance alarms, e.g.,

wind and rain?

What provisions will be made to minimize the likelihood of false or

nuisance alarms?

Will collocated sensors be installed to provide mutual tamper protection

for the sensors and processors?

Will collocated sensors be selected to provide coverage over a wide range
of intrusion methods, (e.g., microwave to sense surface intrusion and
buried cable to sense tunneling or crawling under the microwave beam or

balanced magnetic switch to sense door opening and breakwir: system to

sense cutting through the door)?

Will collocated sensors be selected to minimize operational performance

incompatabilities?
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Figure 3-2 Exam-le Question to Ald in Assessing a Delay-Response Type Score

Direct or Indirect Monitoring

Using data from the questionnaires pertaining to the barrier(s)
and the type of monitoring that will be used, how will the adver-
sary boundary penetration and/or introduction of materials time

compare with time between monitoring observations?

a. Adversary penetration and/or introduction of material
time will exceed twice the time betwe:. observations

b. Adversary penetration and/or introduction of material
time will be less than twice but greater than the time
between ovservations

c. Adversary penetration and/or introduction of material
time will be equal to th time between observations

d. Adversary penetration and/or introduction of material

time will be less than the time between observations
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Simileriy, it ic complex to do scrarate delay-response type

anelysee of every pathway en acversary might pursue. 2 more subjective

cvaluation of delay-resfonse is possible as described in section 2.4.

For irplementation purpcses, ¢ multiple-choice cuestior such as the one

shown in Figure 3-2 can aid in ascessing a delay-response score that
(Thie cuestion cen have 2

cornsicere multiple berriers/eccess points.
Alterretively, the celay-response score can be directly

weight,)
(See those suggested in

escrigred ucing whatever meens ir eprropricte.

cection 2.3.)

Cuesticnneircs Input to Other Questi-nnaires
The iscue cf cuesticrraires being veced 2c input to other cuestion-

reaires hes 2lrecdy been discusced in temme of compcnent cuestionnaires
(e.a. temper protection input to censors) and cystem cauestionnzires
(components combined witi: other information, such z& described in
gectior 2.3). 1Two effects occur wher this ic dGone. First, as was
described irn the beginning of this sectior, the cuestions on question-
neires feeding into otheres gererclly have implicitly much lese weight,
Seccnd, a guresticnneire ic a2lways the lowest level the hierarchy algo-

rithr can concider. A cysteme questionnaire must be corpletec manueally

with other corponent scores being input manuclly (after e first pass
computctior)., If censitivity enalysis it desired or input-type cues-
tionreaire responses, a manual update must be done before the algorithm
Furthermore, in crcer to input one questionnaire into

“e input cuectionraire must be discretized

can be run.,
enother, the score of
to be in the proper mulciple choice format. Eecause of thesc ef fects,

we reconmwenc the following:

® Eliminete as much ac possible all input-type cuestionnaire
For exermple, terper protecticr hee 2 srmell influ-
Cne

situations.
ence on the scores of compenents to which it is input.
cvesticr with meny multiple choice responses should be uced

to replace the ertire tarper protection guestionnaire, or
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elee it ehould be treasted ac¢ & component that Goes not feed
irto another cuestionraire.*

e Compoce system cuectiornaires sc that they only determine the
wey in which components conbire tc perferm & function. When

other irforrztion is mixed in on @& system ouvestionnaire, it
mekes the znélyeie conplex ernd elsc "cute off" the algerithm

from trecing results down tc components below the system
cuestionreire level.

cectione 3.6 and 3.7 have described technigues fcr celibrating the
perameters of the élecrithm. The followino subsections descrikte the
besic ctepe for exercicing the 2lgorithm, interpreting the evaluation
recsulte éné performirg cencsitivity anelysis.

3.8 INSPECTION (DESICN) STEPS - CATA RECUIREMENTS

The stepe perforred in exercising the 2lgorithmr 2re now summarized.
The essunpticre are thet a capability hierarchy is defined and all
corponent anc systern ovestiornaires recuired for the analyesis have
Leen ceveloged. In addition, all the fixed intrcraction coefficients
for hierarchy bexes and cuesticnnezires and the weighte for ocuesticns
gre egscsumed tc be ascigned.

Step 1. Identify 2ll the comporents to be used for accomplishing low-
level syeter taskes (performance characteristice) veing the comr-
renert selectiorn matrices.

*NOTE: The opposina view teken by the Sandia authors ie that to eval-

luate such corporente 2¢ tamper protecticn, erergency power supglies,

ctc. irdepencently ard then cortine resultc with those from components
cuch #¢ sercors, CCTV, etc. effectively places ecual importence on
tenper preotecticr as on the curbired effect of 211 the other sensor
rerferrence féecters,
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Step

Step

Step

Step

Step

Step

Step

them.

2.

3.

7.

Answer all of the questionnaires for the components above.
(Quest ionnaires that feed into others need to be scored first
before this can be done. See Step 5.)

Using the component selection matrices, identify those components
that are used to perform the sare iow level system task. Answer
any system guestionnaire reguired tc indicate how well these
components coordinate with each other.

Compose computer input. (See Section 4 for details.) Select
guestionnaire input for those components involved and compose
File 1. Organize gquestionnaire responses in File 2, 1Indicate
which questionnaires feed into which hierarchy elements in

File 3.

Use the algorithm to score all guestionnaires.

Assign scores to delay-response hierarchy boxes if they do not have
questionnaires determining their scores. (Note whether the same
barriers are being used both to help detect and/or assess as well

as delay. 1If so, the delay-response score shouid take into account
the fact that the barrier is doing "double or triple” duty.)

Score capability hierarchy.

Evaluate results and perform sensitivity analysis.

A capability is scored for a single set of evaluato: responses,.
(Multiple evaluators are not currently handled by the algorithm in terms
of such possibilities as averaging evaluator scores or consistency checking

)

The following paragraphs discuss Step 8 in more detail.
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3.9 EVALUATION OF RESULTS - SENSITIVITY ANALYSIS

Once a capability is evaluated, the results can be interpreted in a
comparative sense. As an illustration of this, suppose the algorithm
is used to evaluate systems A and B and system A scores higher than B.
The implication is that system A is preferred to system B. If system A
is considered a barely acceptable facility, then system B might be
considered unacceptable. Whatever score system A received is then con-
sidered a threshhold score.

Another interpretation can be given in terms of an "ideal" system
versus an "ineffective" system. Theoretically, a facility receiving a
score of .5 on a capability is considered equally preferred to a 50-50
gamble between an ideal system getting perfect responses on all guestion-
naires and an "ineffective system"™ receiving an overall score of 0. (A
system receiving the worst response to all guestionnaires will probably
have a score very close to 0). A score below .5 indicates that one is
willing to take such a camble. This does not indicate much faith in
the facility to perform the capability. On the other hand, a score of
above .5 indicates that at least one would rather stay with such a
facility than take an even chance at "perfecting it" versus losing its
ef fectiveness. (This same interpretation can be applied to individual

components and lower level boxes.)

The computer proc:am described in section 4 provides the rcutines
for tracing the capability score computation down through lower level
boxes all the way to the component level and to guestionnaire responses.
It provides displays that help to pinpoint particularly low scores, or
situations where many elements are "ANDing" together to produce a
lower score than may be desired. The designer or inspector can then
see whether improving a component, adding a component or improving the
way components coordinate can help improve the facility score.



Sensitivity Analysis

The computer program enables the user to change the following
parameters to see how the results are affected:

® questionnaire weights and responses
e all aggregation rules
e scores for any box or guestionnaire

With these features, a user can examine what "improvements™ will cause one
facility to be at least as preferred as another. Changing weigiats and ag-
gregation rules also allows the evaluation to span a range of relatively
more conservative assumptions (e.g. larger weights and more AND operators)
to relatively less conservative assumptions (e.g. smaller weights and
fewer AND operators). In this way, the algorithm is a useful tool that
can help analyze what set of assumptions cause a facility to be evaluated
as relatively acceptable or not.

In summary, section 3 has discussed how the algorithm can be
implemented and used. Section 4 describes the computer program that
facilitates this implementation. (Hand calculations and programmable
calculators can be used to compute scores for individual elements
since the scoring algorithms are straightforward. But the computer
program greatly facilitates the handling of hierarchies and large
numbers of guestionnaires). An example presented in section 4.3
illustrates the algorithm implementation.




4.0
SAFEGUARDS EVALUATION COMPUTER PROGRAM

4.1 INTRODUCTION

To implement the algorithm described in previous sections, an evalu-
tion computer program has been developed. This program is designed to
automate the scoring of evaluation questionnaires and hierz2rchy elements
and to provide maximum flexibility to the user for sensitivity analysis

and other changes.

The program uses two basic types of input. The first type pro-
vides the structure of the questionnaires and hierarchies, including
the number of questions (or inputs to a hierarchy element) weights and
the scoring rules to be used. This data is independent of any particular
evaluation and can be developed and stored on the computer before an
evaluation is done. The second type of input is the responses to the
questionnaires. These are the answers to the questionnaires filled out

by an evaluator.

To compute the score for a hierarchy, the program first looks at
questicnnaires. The questionnaire structure (number of questions, weights,
lowest values for each question, etc.) is read from one disk file and
responses are read off another. The routine then automatically computes
and saves the questionnaire score. After the questionnaires have been
scored the program can be switched into hierarchy mode. To score a
hierarchy element (box) its name is entered. 1f the scores for all the

boxes leading into the box have been computed it scores the box using
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the appropriate rule. If not, the program attempts to score lower level
boxes, gradually working down in the hierarchy until a box whose score
can be computed is found. The program then works back up the hierarchy
until the original box's score can be computed. Low level boxes (with
component questionnaires) are scored in the same way except that the

program assumes that all questionnaires have been scored.

The rest of this chapter describes the structure and operation of
the evaluation computer program in more detail. Section 4.2 describes
the use of the program and the format of the associated input files.
Section 4.3 provides an example of the program's use. Listings of the

program are presented in Appendix A3.
4.2 USE OF THE EVALUATION PROGRAM

This section descr{bes how the evaluation computer program can be
used to evaluate questionnaires and hierarchies. First the data base
is described in detail, then the operation of the program, including
the various options available and the flow of the program, is described.

The use of the program is demonstrated in section 4.3.
DATA BASE

The input to the program consists of four "files" (sets of data

stored on cards or disk):

l. Questionnaire structures
2. Questionnaire responses
3. Hierarchy structure

4. Hierarchy initial scores



The content and format of these files is described in more detail below.
The program is written in FORTRAN ana FORTRAN formats are listed where

appropriate.

Questionnaire Structures

This file contains information on the questionnaires to be evaluated.

The data for each questionnaire includes:

Name

Number of questions

Number of subgroupings (if any)
wWeight for each question

Lowest possible response for each question

Scoring rules for overall group and subgroups

The specific layout is as follows:

Card (record) 1: Number of questionnaires in file (112 format)

Card 2: First card number for each questionnaire (i.e. the number of the
card where the questionnaire starts). (2014 format) This card
is repeated as necessary to specify the first record of all

questionnaires in the file.

Cird 3: CQuestionnaire title. Contains the questionnaire name (maximum
of four characters) the number of questions (maximum of 40)
and the number of subgroups (counting the overall questionnaire
as 1). The inital implementation of the algorithm will not use
subgoups, but the program has the ability to process them. For-
mat (l1A4,6X,112,8X,112).



Card 4: Worst Response. The letter corresponding to the worst response
is given for each question. (The best response is always as-
sumed to be "A".) (40(1X,1Al)).

Card 5: Group Information. Group number. (The group number for the
overall questionnaire is always 50). Additional groups are
numbered 51,52...etc. The number of questions (and subgroups)
to be aggregated and the rule to be used is also given. The
codes for rules are HA = hard AND, SA = soft AND, AV = average,
SO = soft OR, OR = hard OR. Format (1I1.,8X,112,8X,1A2).

Card 6: Group Inputs. The questions (or subgroups) to be aggregated
as part of the group are given in (40I2) format.

Card 7: Question Weights. contains the weight (between 0 and 1) as-
signed to each question. Initially the questions will be
equally weighted at 0.5, but the program can accept differential
weights. (8F5.3) This card is repeated until a weight is spec~-
ified for each question. A convenience option allows one weight
for all questions to be set by specifying 2. as the first "weight"
and the assigned weight for all as the second weight.

Cards 5 and 6 are repeated for each group.

Cards 3 through 7 are repcated for each questionnaire.

Questionnaire Reponses

This file contains the responses to the various questionnaires

(the results of the evaluation). The format is as follows:

Card 1: The number of questionnaires evaluated. (112) format.

44



Card 2:

Card 3:

Card 4:

The first card number for each questionnaire. (2014) format.
The questionnaires must be in the same order as in the question-
naire structures file. This card is repeated as many times as

necessary to identify the first record for each questionnaire.

The name of a questionnaire. (lA4) format

The score for each question on the questionnaire. In alphabetic
format (40(1X,1Al1)).

Cards 3 and 4 are repeated for each questionnaire.

Hierarchy Structures

This file contains structural data about the organization and scoring

of hierarchies. The format is as follows:

Card 1:

Card 2:

Card 3:

Card 4:

The number of complete hierarchies in the file. Format (112),

maximum value = 5. (Typically, there is only one hierarchy in
a file)

The first card number for each hierarchy (514) format.

Box Data Card. This card includes the name of a box, the num-
ber of subelements to be aggregated and the scoring rule to

be used. If the elements to be aggregateu are questionnaires
instead of boxes then 50 is added to the number of subelements.
If a questionnaire is to be used to determine the scoring rule
the questionnaire name also appears on the card. The order

is: box name, number of elements, rule, questionnaire name

(if any). The format is (1A6,4X,112,8X,1A2,8X,1A4).

Input Box Data Card. This card contains the name of an input

subelement (box or questionnaire) in (1A6) format.



Card 4 is repear=d for each input subelement. Cards 3 and 4 are
repeated for each hiecarchy box having sub-elements. The only restric-
tion of the ordering of the boxes is that a box name must not appear or
a number 4 card after it has appeared on a number 3 card, (i.e, go from

top to bottom).

Card 5: The last card for each hierarchy is a card with the word
""NOMORE" in the first six columns.

Hierarchy [nitial Scores

Tlis fils contains values for any initial scores to be sec for

hierarchy boxes. The file is structured as follows:

Card 1: The number of hierarchies in (112) format. (Typically,

this number is 1)

Card 2: The initial card for each hierarchy in (514) format.

Card 3: The names of boxes to be set followed by the initial score.
1f the score is set at -1, the initial score ic free. (Other-
wise scores must be between 0 and 1). There are no restric-
tions on the order of the boxes. If a box does not appear
its initial score is assumed to be =-l. The format is (5(1A6,
1F6.3)).

Card 3 is repeated until all set scores have been read in.

Card 4: Questionnaire scores in (10F8.5) format. Ten cards (they may

all be blank) are required for each hierarchy.

This file is use! primarily by the program to store the results
of an evaluation so that they need not all be computed each
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time the program is run. Initially, the file can be set with
the first two cards specified as above, and 18 blank lines
following the first two cards.

INTERACTIVE PROGRAM OPERATION

Questionnaires and hierarchy elements are evaluated using an inter-
active computer program. This program uses the data files described
in the previous section as input and provides the user with a wide variety
of evaluation and sensitivity analysis options. The following paragraphs
describe the relationship of the program elements and data files and the

options available to the user.

Input/Output Considerations

The evaluation program is designed to be used interactively at a
timesharing terminal. In addition, four disk storage files are needed.

These files were described previously. They interface with the program

as shown in Table 4-1.

Program (peration: General Features

When the evaluation program is called, it first initializes the

major variables and then prompts the user with the following question:

SELECT 1-HIERARCHIES 2-QUESTIONNAIRES I=BTOR ==

Typing "1" in response to this question initiates the hierarchy manipu-
lation portion of the program. A second list of options will be printed
to allow the user to control the manipulation. These options are
described shortly. Similarly, if the user responds with "2", a set

of options relating to questionnaires is printed. Typing "3" stope

the program. If the user is familiar with the program options described
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Table 4-1. DATA RASE DEFINITIONS

File

l. Questionnaire
Structures

2+ Questionnaire
Responses

3. Hierarchy
Structure

4. Hierarchy
Scores

Unit

1

o

Type

Random Access

Random Access

Random Access

Random Access

Ma ximum
Record Length Number of
(Characters) Records
80 300
80 150
80 200
80 50




below, any valid option number can be typed and the program will branch
directly to that option.

Program Operation: Questionnaire Manipulation

Selecting the questionnaire option causes the following table to
be printed.

SELECT ONE:

21-COMPUTE SCORES 22-PRINT SCORES

23-SET SCORES 24-REVISE WEIGHTS

25-REVISE RULES 26-REVISE RESPONSES
29-NO MORE REVISIONS

WHICH?

The user simply types in the number corresponding to the desired option
and the computer will initiate the option and ask additional questions
to enable its completion. The options are described in more detail

below.

Option 21 - Compute Scores. This option computes the score for a

questionnaire. When the option is selected the prompt "ENTER
QUESTIONNAIRE NAME -- " is given. If the name is valid, the question-
naire's information is retrieved from the questionnaire structure and
response files and the score is printed and stored. If "ALL" is typed
in response to the name prompt, all the currently stored questionnaires

are scored and printed. The user is then asked to select another option.

Option 22 - Print Scores. This option prints the data associated with

a questionnaire. A name is entered as in Option 21 and the computer

prints a table of information for the questionnaire. The information



includes the scoring rule and score and a diagram of the questionnaire

structure. The structure shows the subgroups (if any) used in scoring

the questionnaire, the scoring rules used for the subgroups and the

individual questions included in each group along with their associated o

raw scores, weights and adjusted scores.

|
|
Option 23 - Set Scores. This option allows the user to directly specify
a score for a questionnaire. In response to a prompt the user enters

a questionnaire name. The prompt "SCORE =" is printed and the user i
may enter any value between 0 and 1.0. This score is saved until the }

score is recomputed or reset.

;
Option 24 - Revise Weights. The option allows the user to revise the |
weight assigned to a given question or questions. After the questionnaire 1
na«e is entered, the prompt "NUMBER OF QUESTIONS TO BE REVISED =" is !
given. If the weight has been assigned using the brief form, the common

weight assigned to all questions must be revised. For each question

to be revised, the prompts "QUESTION NUMBER =" and "WEIGHT =" allow the

new weight to be assigned to the appropriate question. After this

option is completed the score is recomputed and printed.

Option 25 - Revise Rules. This option allows the user to revise the

scoring rule used to score a questionnaire or subgroup. After the
questionnaire name is entered, the computer asks for the "group number"
to be changed. Group "50" corresponds to the overall questionnaire

and 51, 52, etc., correspond to the subgroups (if any). Next the

revised rule is requested, using the following abbreviations:

HA-Hard AND
SA-Soft AND
AV-AVERAGE
S0-Soft OR
OR- OR




The revised score is computed after the desired number of changes has

been made.

Option 26 - Revise Responses. This option allows the user to revise

the responses associated with particular questions. The procedure is
similar to that for revising weights, in that the questionnaire name and
number of questions to be revised initializes a loop for entering revised
respcnses. For each question, a prompt asks tor the question number and
then the user is prompted "ENTER REVISED RESPONSE (A to WORST) --".

WORST is the letter of the alphabet corresponding to the worst answer on
the question. The user enters the letter of the alphabet corresponding
to the revised response. After all desired changes have been completed

the questionnaire score is recomputed and printed.

Option 29 - No More Revisions. This simply returns the program to the

original hierarchy/questionnaire/stop choice. These options represent
all of the interactive routines relating to questionnaires. Other
changes (e.g., revisions to questionnaire structure) must be made using

a text editor on the appropriate files.

Program Operation: Hierarchy Manipulation

When the hierarchy manipulation option of the program is first
initiated, the computer requests "ENTER HIERARCHY NUMBER --". The
user enters the number of the hierarchy to be manipulated in the current
session. The computer then retrieves the data corresponding to that

hierarchy from the disk files. Next the following table is printed:

SELECT ONE:
41-COMPUTE SCORES "PRING DATA
43-ASSIGN SCORES 44-RCVISE DELAY/RESP
45-REVISE RULES 46-SELECT NEW HIERARCHY
47-PRINT BOX NAMES 48-FILE HIERARCHY DATA
49-CHANGE BOX NAMES S0-PRINT HIERARCHY

51-NO MORE REVISIONS

4=11



WHICH?

Typing the number corresponding to an option initiates the option. As
described below, the computer asks additional questions as necessary to

allow completion of the option.

Option 41 - Compute Scores. This option allows the user to compute the

score for a hierarchy box. Of course, if the top box of the hierarchy
is scored, the overall score will be computed. After the box name is
requested and entered, the computer automatically searches as far down
in the hierarchy as is necessary (up to a maximum of five levels) to
identify boxes which can be scored, (i.e., boxes for which scores are
available for each lower level box or questionnaire). Then the computer
works back up the hierarchy, scoring higher level boxes until it is
possible to compute the score for the requested box. This score is
printed. (Note: The scores for all higher level boxes are reinitialized

to -1 when a lower level score has been changed.)

Option 42 - Print Data. This option allows the user to obtain a simplified

diagram of the hierarchy structure beneath a specified box. Up to four
levels of boxes are printed. The information for each box inclulecs the
box name, its score, (-1 is shown if the score has not been computed) and
scoring rule and scoring questionnaire (if any). The table is printed
in outline style, with lower level boxes being indented beneath higher

level boxes.

Option 43 - Assign Scores. This option allows the user to assign a

score to a specified box. The computer first prompts for the box
name and then requests the score, which must be between 0.0 and 1.0.
The scores for all higher level boxes are reinitialized to show that

a lower level score has been changed.

Option 44 - Revise Delay/Response. This option is not used at the

current time.

4-12



Option 45 - Revise Scoring Rule. This option allows the user to change

the scoring rule associated with a box. The computer first requests
the box name and then the rule. The rule is entered using the following

abbreviations.

HA-Hard AND
SA-Soft AND
AV-Average

SO0-Soft OR

OR-0OR

() =Scoring rule determined by questionnaire

If Q (Questionnaire Scoring) is entered, the computer will prompt for

the questionnaire name.

Option 46 - Select New Hierarchy. This option reinitializes the program

by allowing the user to reenter the data for the current hierarchy or

another stored in Disk File 3. The only prompt is "ENi. 'R HIERARCHY NUMBER".

Option 47 - Print Box Names. This option causes a list of the current box

names to be printed.

Option 48 - File Hierarchy Data. This option saves all revisions and

scores for the hierarchy (including questionnaire scores) during the
current session on Disk File 3 and 4 respectively. The original data
is overwritten. This cption is done automatically at the termination
of a session if Options 45 or 49 have been used.

Option 49 - Change Box Name. The computer first prompts for the original

box name and then for a revised name. Names are allowed to be a maximum

of 6 characters long.
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Option 50 ~ Print Hierarchy. This option is similar to option 42 except

that the structure is printed in a more easy to follow graphical form.
One to five hierarchy levels are printed starting with a box name
entered with the computer prompt. Warning: If you are in a hurry or
conserving paper it is best to use Option 42 for viewing hierarchy

data.

Option & = No More Revisions. This option reverts the program back to

the orijinal questionnaire/hierarchy/stop choice.
4.3 FTIAMPLE OF ALGORITHM AND COMPUTER PROGRAM USE

To illustrate the algorithm and computer program, hypothetical data
wa: provided by Sandia concerning the capapbility of "prevent unauthorized
acccss of persons and materials into the MAA" (see Figure 1-1(1)). A set
of component questionnaires was filled out corresponding to several, but
not all of the low-level system tasks. The weight on each question in
every component questionnaire was set equal to .5. Each component's score
was computed by using a soft AND operator on the question scores. (Some
questionnaires that were input to others were scored in a "first pass'.)

A total of 38 questionnaires appear directly in the computer program in-

put data which can be found in Appendix A4.

Interaction coefficients were assigned for all hierarchy boxes requir-
ing them. All boxes without appropriate component questionnaire input

were ass. ned arbitrary scores (e.g., a 1 in most cases).

The example is developed in terms of the commands that would be
issued ' a user to the computer and the resulting output. Appendix A4
contains computer input and additional computer cutput for the entiia
capability. In this example, lowever, the focus is on that segment of
the capability hierarchy concrrned with "detect access/ introduction of
material through remainder c¢. area boundary." (This is the only segment
of the example with reasorably complete questionnaire input data.)
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Each questionnaire was given an identifying number and each hierarchy
box was given a mnemonic identifier. Appendix A4 lists the component
corresponding to each questiornaire number. The mnemonics for this

example are shown in Figure 4-1.

In exercising the algorithm, the first command to the computer
should be to read in the hierarchy structure (and any initializing
information). This step is shown in Figure 4-2. The next step is to
score all the questionnaire (if such scores have not bezn computed
and stored previously). The appropriate cption for this is 21. Figure
4=3 shows how all the questionnaire scores can be computed. Figure 4-4
shows an example of how a more detailed printout for the annunciator

systems component questionnaire can be displayed.

The next step is to evaluate the capability hierarchy. (First,
boxes requiring assigned scores should be given these scores using option
43.) The computer 1s capable of evaluating up to five hierarchy levels
down. Therefore, lower level boxes must be evaluated first if the top
box has more than five levels beneath it. In this example, the right
side of Figure 1-1(1), "Deny Access" (DENACC) can be evaluated directly
using option 4l. One form of computer display of the hierarchy results
is shown in Figure 4-5. By using a series of display commands, the
user can focus on different segments of the hierarchy. For example,
in Figure 4-5, the DETACC display shows a trace of the scoring down
to the questionnaire level for some boxes. The second page of Figure
4-5 illustrates how one can obtain a more detailed look at lower level
boxes such as INDMI.

A second way of displaying hierarchy data is shown in Figure 4-6.

This type of display does not contain questionnaire scores explicitly,
but does give a pictorial view of hierarchy relationships. Figure
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Figure 4-1. MNEMONICS FOR ALGORITHM EXAMPLE

DETACC - Detect Access

SENSE =~ Sense Attempt

REPALR - Report Alarm

ASSESS - Assess Alarm

MULTS = Multiple Components for Sensing Attempts

INDIMI - Indirect Monitoring to Sense Attempts

TSIG = Transmit Signal

ANALRM - Anunciate Alarm

MULTA = Single or Multiple Componer s for Assessing Alarms

INDAI =~ Indirect Assessment of Al: s

CASSAS - Central and Secondary Alaru Stations Score

DDS - Delay/Detection Score (based on time comparisons)
GP = Cuard Patrol Score

BARR - Barriers (multiple access points)

DDA - Delay/Assessment Score (based on time comparisons)

ALAS - Alarm Assessment System Questionnaire (not actually used in
capability evaluation)

PNSS = Multiple Sensor Penetration Sensing System Questionnzire (not

actually used in capability evaluation).
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Figure 4~2. READING IN THE HIERARCHY STRUCTURE

EXECUTION:
SELECT 1- HIERARCHIES, 2- QUESTIONARIRES, 3- STOP -- 1
ENTER HIERARCHY NUMEER -- 1

SELECT ONE:

41- COMPUTE SCORES 42- PRINT DATA

43- RISIGN SCORES 44- REVIZE DELAY/RESP
45~ REVISE RULES 46~ SELECT NEW HIERARCHY
47~ FPRINT BOX NAMES 43- FILE HIERARCHY DATA
43~ CHANGE BOX NAME S0- PRINT HIERRRCHY

S1- NO MORE REVISIONZ



Figure 4-3. COMPUTING QUESTIONNAIRE

SELECY 41-3) -~ 21
ENTER QUESTIONARIRE NAME

QUESTIONNAIRE 4 : THE
QUESTIONNRIRE 6 : THE
QUESTIONNRIRE 10 : THE
QUESTIONNRIRE 47 : THE
QUESTIONNARIRE S7 : THE
QUESTIONNRIRE 1 : THE
PUESTIONNRIRE 2 : THE
FUESTIONNARIRE 3 : THE
QUESTIONNARIRE 11 : THE
PUESTIONNRIRE 14 : THE
QUESTIONNAIRE 16 : THE
QUESTIONNARIRE 21 : THE
QUESTIONNRIRE 22 * THE
DUESTIONNRIRE 25 : ThE
QUESTIONNRIRE 28 : THE
QUESTIONNRIRE 32 : THE
QUESTIONNAIRE 36 : THE
QUESTIONNRIRE 33 : THE
QUESTIONNARIRE 43 : THE
PUESTIONNRIRE S1  : THE
DUESTIONNRIRE 60 : THE
QUESTIONNAIRE 63 : THE
RUESTIONNRIRE 66 : THE
PUESTIONNARIRE 63 : THE
QUESTIONNARIRE 69 : THE
QUESTIONNRIRE 74 : THE
QUESTIONNRIRE 75 : THE
QUESTIONNARIRE 83 : THE
RUESTIONNAIRE 84 : THE
QUESTIONNARIRE 87 : THE
QUESTIONNARIRE 90 : THE
QUESTIONNRIRE 25 @ THE
QUESTIONNRIRE 12 ¢ THE
QUESTIONNRIRE 32 : THE
RUEZTIONNRIRE ALAS: THE
QUESTIONNARIRE PNSZ: THE
QUESTIONNRIRE 17 : THE
QUESTIONNAIRE 18 @ THE

SCORES

-= ALL
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE
SCORE

« 795
0.765
0.670
0.320
0.579
1.000
0.917
0.608
0.820
1.000
1.000
0.211
0.237
0.5s2
0.516
0.750
0.3875
1.000
1.000
0.765
0.518
0.387
1.000
1.000
0.543
1.000
1.000
0.746
0.637
0.733
0.667
0.337
0.333
1.000
0.593
1.000
1.000
1.000



Figure 4-4. DISPLAYING QUESTIONNAIRES

SELECY 21-2% -~ 22
ENTER QUESTIONARIRE NAME -— 4

QUESTIONRIRE DATA FOR
QUESTIONRIRE 4
OVERALL SCORE = 0.75433 RULE : SA

EQ<: S0 RULE: SR

0= 1 RESP= 1,000 W= 0,500 S= 1,000
P= 2 RESP= 0.6A7 W= 0.500 S= 0.333
@= 3 RESP= 1.000 W= 0.500 S= 1,000
G= 4 RESP= 1.000 W= 0,500 3= 1.000
=5 RESP= 1.000 W= 0.500 = 1.000
G= & RESP= 1.000 W= 0.500 3= 1.000
G= 7 RESP= 1.000 W= 0,500 S= 1.000
@= 3 RESP= 1,000 W= 0,500 S= 1,000
G= 3 RESP= 1.000 W= 0.500 S= 1,000

G=10 RESP= 1.000 W= 0.500 S= 1.000
@=11 RESP= 1.000 W= 0,500 S= 1.000
@=12 RESP= 1.000 W= 0,500 3= 1,000
=13 RESP= 0.833 W= 0.500 S= 0.917
@=14 RESP= 1.020 W= 0.500 S= 1,000
0=15 RESP= 0.667 W= 0.500 S= 0,833
P=1s RESP= 0.750 W= 0.500 S= 0.875
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Figure 4-5. HIERARCHY DISPLAY

WHICH? 42
ENTER BO< MAME -- DENACC

HIERARCHY DATH FOR BOX DENACC

BO<:DENACC RULE:SA SCORE: 0.436 Q:
BO<:DETACC RULE:WA SCORE: 0.335 Q:
BOX3: SENSE RULE:SD SCORE: 0.702 @
BO<:MULTS RULE:AY SCORE: 0.671
BO<: INDM1 RULE:SA SCORE: 0.S57%
BO<:REPALR RULE:HMA SCORE: 0.868 Q:
BO«:TSIG RULE:SO SCORE: 0.940
BOC:ANALRM RULE:SD SCORE: 0.922
BOX:ASSESS RULE:sAY SCORE: 0.549 o
BOX:MULTR RULE:AY SCORE: 0.670
BOX: INDAL RULE:SA SCORE: 0.640
BO<:CASSAS RULE:AY SCORE: 0.333
BOX:RESACC RULE:WA SCORE: 0.730 Q:
BD<:COMRSP RULE:SAR SCORE: 1.000 Q:
BOX:BETGD: RULE: SCORE: 1.000
BO<:GD33TN RULE:WR SCORE: 1,000
BO<:BETSTN RULE: SCORE: 1.000
BO.<: ONOFF RULE: SCURE: 1.000
BOX3RESP RULE:SA SCORE: 0.730 @
BOX<:DELR3P RULE:30D SCORE: 0.790
BO.:EFFRSP RULE:SA SCORE: 0.706
BO<:DRRSP  RULE: SCORE: 1.000
SELECY 41-3) -- 42
ENTER BOx NAME -- DETACC

HIERARCHY DATA FOR BO< DETACC

BOX:DETARCC RULE:WA SCORE: 0.335 Q¢
BO<: SENSE RULE:SD SCDRE: 0.702 O3
BOX:MULTS RULE:AY SCORE: 0.671 Q:
QUESTIONNARIRE: 6 SCORE: 0.766
QUESTIONNARIRE: S7 SCORE: 0.579%
QUESTIDONNAIRE: 10 SCORE: 0.670
BO.<: INDM1 RULE:SA SCORE: 0.575 @
BOx:DDZ RULE: SCORE: 0.833
BOX:GP RULE: v SCORE: 1.000
BO<: BARR RULE: S, SCORE: 0.370
BO<:REPALR RULE:WA SCORE: 0.868 Q¢
BOX:TSIG RULE:SO SCORE: 0.%40 Q¢
QUESTIONNAIRE: 47 SCORE: 0.820
QUESTIONNRIRE: 18 SCORE: 1.000
BOX:AMALRM RULE:SO SCORE: 0.%23 0¢f
QUESTIONNRIRE: 4 SCORE: 0.75S5
QUESTIONNARIRE: S1 SCORE: 0.766
QUESTIONNARIRE: 43 SCORE: 1.000
BOX:R3SESS RULE:AY SCORE: 0.549 Q@
BOX:MULTA RULE:AY SCORE: 0.670 Q:
QUESTIONNAIRE: 10 SCORE: 0.670
BOx: INDAL RULE:SA SCORE: 0.640 Q@
BOX: DDA RULE? SCORE: 1.000
BOX:GP RULE:AY SCORE: 1.000
BG<: BARR RULE:SA SCORE: 0.370
BOX:CASSAS RULE!RY SCORE: 0.338 @3
QUESTIONNARIRE: 12 SCORE: 0.338
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Figure 4-5. (Continued)

SELECY 41-31 — 42
ENTER BOX NAME -~ INDMI1

HIERARCHY DATA FOR BOX INDMI

BO<: INDM1 RULE:SAR SCORE: 0.57S Qs
BO<:DDS RULE: SCORE: 0.833 Q:
BOX:GP RULE:AY SCORE: 1.000 @:
QUESTIDNNAIRE: 43 SCORE: 1.000
BOX: BAFR RULE:SA SCORE: 0.370 Q:
QUESTIONNAIRE: 3 SCORE: 0.606
QUESTIONNRIRE: 21 SCORE: 0.911
QUESTIONNRIRE: 28 SCORE: 0.516
QUESTIONNAIRE: 38 SCORE: 1.00C
QUESTIONNRIRE: 68 SCORE: 1.000
QUESTIONNRIRE: 6% SCORE: 0.543
QUESTIONNAIRE: S0 SCORE: 0.667
SELECT 41-51 -- 42
ENTER BO<X NAME -- RESP

HIERARCHY DRTA FOR BOX RECZP

BOX"RESP RULE:SA SCORE: 0.730 o2
BO:PELRSP RULE:SO SCORE: -0.790 ©@:
L0x: BARR RULE:SAR SCORE: 0.37C O:
QUESTIONNRIRE: 3 SCORE: 0.606
QUESTIONNRIRE: 21 SCORE: 0.911
QUESTIONNAIRE: 28 SCORE: 0.51é
QUESTIONNRIRE: 33 SCORE: 1.000
QUESTIONNRIRE: 68 SCORE: 1.000
QUESTIONNAIRE: 69 SCORE: 0.54%
QUESTIDNNRIRE: S0 SCORE: 0.667
BOX:GP RULE:AY SCORE: 1.000 Q:
QUESTIONNARIRE: « SCORE: 1.000
BO<:EFFRSP RULE:SA SCDRE: 0.706 O
BOX:DNSITE RULE:SAR SCORE: 0.559 @:
BOX:RECDFF RULE:WA SCORPE: 0,333
BOX:CONADY RULE:SA SCORE: 1.000
BOX:OFFE1T RULE:SA SCORE: 1.000 @
BOX:RSPREQ RULE:HA SCORE: 1.000
BOX:ENGADY RULE:SAR SCORE: 1.000
BOM:DRRSP  RULE: SCORE: 1.000 @3
SELECT 41-35] -- 42
ENTER BOX NAME -- EFFRSP

HIERARCHY DATA FOR BOX EFFRSP

BO<:EFFRSP RULE:SA SCORE: 0.706 Q¢
BOX:ONSITE RULE:SA SCORE: 0.55% @
BOX:REQDFF RULE:WA SCORE: 0.3338 @@
QUESTIONNAIRE: 12 SCORE: 0.338
QUESTIONNAIRE: 16 SCORE: 1.000
BOX:CONADY RULE:SA SCORE: 1.000 @
QUESTIONNAIRE: 16 SCORE: 1.000
QUESTIONNRIRE: 43 SCORE: 1.000
BOX:OFFSIT RULE:SA SCORE: 1.000 @@
BOX:RSPREQ RULE:MA SCORE: 1.000 @@
QUESTIONNRIRE: 16 SCORE: 1.000
BOX:ENGADY RULE:SAR SCORE: 1.000 @@
QUESTIDONNRIRE: 16 SCORE: 1.000
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4~7 (not produced by the computer) illustrates the level by level evalua-

tion taking place for the entire capability.

The following discussion illustrates a hypothetical analysis of how
the computer output might aid an evaluator or designer in recommending
upgrade procedures for a facility. Let us assume that it is desired
to upgrade the facility capability score from a .4 to a «5 by improving
the "deny access" portion of the hierarchy. The upper portions of the
wicravchy evaluation involve AND type interactions. From descriptions
in Section 2, (and also from formal computations with the algorithm
formula in Appendix Al,, the greatest improvement to an overall score
per unit improvement of scores directly beneath it comes from improving
the worst score when an AND type operation is involved. In looking at
Figure 4-7, we first look at improving the DETACC score (the smaller
of the two scores immediately below DENACC). We then look at improving
the SENSE and ASSESS bcexes to at least the same lcvel as the REPALR

box .

Figure 4-5 shows that the ASSESS box is evaluated by averaging the
scores of the direct and indirect assessment techniques with the alarm
station score. The alarm station score (#12) appears quite low. In
addition, the techniques only average together reflecting a not especially

well ccordinated group of elements in performing the assessment task.

The questionnaire for the alarm stations (#12), indicates that the
responses to several of the questions are at their worst levels. If
these were changed to their best levels, the component would score
.802 instead of .338. 1If, in addition, the ASSESS elements were coordi-
nated so that a soft OR were appropriate, the total ASSESS score would
become .838.
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7. AGGREGATION EXAMPLE

Figure

Prevent Unauthorized Access of
Fersons and Introduction of
Material into MAA (b)

407

I 1
CONACC DENACC
A 4

Control Access
through Entry

Deny Access
through Remain

KEY Portals der of Boundary
Q 547° 436
“Hard And"”
® = “Soft And"”
r .
@ « “Soft Or" DETAACC RES‘ACC
Respond to
. = Assigned Score 'D'::::;"A;:‘::m Attempted Access
det of Bandary through Remainder
Q = Questions of Boundary
I 335 .730°
r ——
SENSE REPALR ASSESS
Sense Report Assess
Penetration Alarm Alarm
702 .868 549
f 1
TSIG ANALRM
Transmit Annunciate
Signal Alarm
63 940 69 923
I 1 I -
Annunc. Guard Locai
F::g')o Ha‘rg;\;ure Systems Patrols Alarms
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In examining the SENSE box, we note two techniques are used. Since
the SENSE box is evaluated using an OR rather than an AND, the most
improvement is gained by improving the best technique beneath it rather
than the worst. This refers to the box labeled MULTS. In Figure 4-5,
MULTS is evaluated by averaging a group of components. This reflects
the situation that the components do not especially provide defense
in depth; e.g., when one component is active another is not. If these
components coordinated together more closely, (e.g., all were alwavs
acti.. providing some defense in the depth), so that a soft OR were
appropriate, the score for MULTS would become .808. Finally, if the
direct and indirect assessment techniques were made to provide completely
independent, redundant systems so that a hard OR were appropriate,
the total score for the SENSE box would be .918.

Working the improved scores up through the hierarct yields improved

scores for the following elements:

SENSE: .918
ASSESS: .838
DETACC: .668
DENACC: .629

Capability: .506

The above discussion and example serves to illustrate how the al-
gorithm is implemented using the computer program and how the resulting
output can be analyzed to provide insight into and to explore different
safeguard strategies.
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5.0
SUMMARY AND RECOMMENDATIONS FOR FUTURE WORK

5.1 STRENGTHS OF THE METHODOLOGY
The evaluation methodology presented in this report was designed to
have certain desirable properties as outlined in Section 2.1. These

strengths of the methodology are now summarized.

e Defensibility of Computational Formulas: The computational rules

that arc used are not arbitrary. They can be derived formally from
a set of assumptions that allow the problem to be decomposed into
simpler parts and then logically connected together. Whether the
assumptions that justify the use of the computational formulas are
valid for a particular component questionnaire or capability
hierarchy depends a great deal upon the nature and interpretation
of all the elements and factors involved. Because the formulas can
be related to specific assumptions, however, the motivation for
choosing a particular aggregation rule in a given situation can be
explained. The rules have a basis in both probability and utility
theory. Both theories provide orientations that appear useful for
the safepuards evaluation problem.

® Flexibility of Aggregation Rules: The algorithms are capable of

modeling several types of interactions using relatively simple
functional forms. The rules were developed to address all ths
elements of a capability hierarchy including component questicu-
naires, component combinations, delay-response elements and higher

level hierarchy elements.



Practicality: The methodology can be implemented in a practical

fashion using a framework consisting of multiple choice ques-
tionnaires and a hierarchy structure. The effort required to
specify the parameters of the algorithms is reasonable. Both
interaction rules and weighting factors can be assigned in a
practical and systematic manner with a provision for some con-

sistency checking.

Traceability: The computer program allows a user to trace an

overall capability score all the way down to a score on an in-
dividual component or question. Thus, the reasons why - facility
received a particular score can be specifieds The computer pro-

gram has interactive capabilities that especially facilitate

such tracing displays.

Aid to Evaluators: 1In addition to traceability, the computer
program can aid evaluators via sensitivity analysis. By varying
the algorithm parame ers and/or elevent scores, evaluators can
examine the range of assumptions under which a facility receives
an overall score within a certain range, or feor which it is

less "preferred" than another facility. This type of analysis
can provide useful insight into the critical elements affecting

a facility's overall evaluation.

Aid to Designers: Sensitivity analysis can also aid designers.

By testing out combinations of potential components, or by adding
or upgrading components, a designer can gain insight into what
the strengths and weaknesses of a design might be and into what

changes can most improve the design score.

In summary, the methodology has the potential for providing, in
a practical manner, useful evaluations of safeguards facilities to

both evaluators and designers.




5.2

gefeguarce evaluation.

LIMITATIONS OF THE MCTHOLOLOCY

The methodology hes limitations stemring from the complexity of
Liriteticns of the methodclogy and epprcach

are now summerized.

Multiple-Choice Questionnaire, Capability Hierarchy Framework: An

erproach celecteéd to charecterize a fecility should be practical
to implement and yet £till reflect in a reasonable way essentiel
The guecstionnaire hierarchy

fectures of the safeguardes systen.
fremewcrk if en approéch thet addresses the eveluation prcblem,

rot from the standpoint of providing a detailed model or simulaticn
of 7 safequerds operation, but rether cf providing 2 large "check-
list" of acpects that should be examined ir inspecting a desigr

Information that can be cbteined via cuecstionneires
This makes

cr fecility,
is very diverce in both subject matter and precision.

it ¢ifficalt to hendle guch cuestionnaires in 2 systemetic, cuenti-
Thics should be remembered when interpreting &n
evaluation sccre. Wwhile giving useful incsight into a facility,

such an evaluvetion should not be the sole irput to a complete safe-
It shoulé not be expected that this

tative fashion.

guardes capebility evaluation.
particuler aprroach could adcéress 2ll the corplex features of a fa-

cility and potentiel adversary actions.

In order to guantitatively evaluate a

Methodology Assumptions:
ascsunptions were made

hierzrchy cepebility, several simplifying
in developing the aggregation algorithme. It must be recognized
:hat these essumptiors are approximate at best, Careful design

of questiorncires and hierarchy structure can help make these
assumptions nore reasoneble approximatione. The methodology, like
the cuestionraire~-hierarchy framewcrk, hae had to consider the
compromise between practical implementetion arné the ability to

addrecs complex features of the problem.
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® Methodology Implementation: The current capability hierarchies and
questinnnaires and the methodology itself have had very little
testing in terms of sample or hypothetical facility information.
The preliminary testing that has been done has served to point out

areas for improvement, further implications of setting certain
_algorithm parameters and potential redundancies or double-counting
in both questionnaires and hierarchies. This issue will be dis-

cussed further in the paragraphs to follow.
5.3 RECOMMENDATIONS FOR FUTURE WORK

While it is difficult to address all of the limitations discussed
above, there are several areas where additional work could improve
the framework and methodology presented in this report. These recom-

mendations are discussed below.

e Design Methodology Testing: Further testing of the methodology

is strongly recommended. Availability of the computer program
will greatly facilitate this testing. The testing should include:

1) Evaluating component questionnaires and deciding what
question weights and interaction rule can most reasonably

reflect the effectiveness of individual components.

2) Evaluating component combinations and devising, if
necessary, improved system questionnaires to deal with

this issue.

3) Evaluating higher level system tasks, whether the current
hierarchy structures are appropriate and what interaction

coefficients should be assigned to higher levels.



Formal assessments and consistency checking of algorithm parameters

is recommended as part of this testing.

This evaluation and testing should be carried out under as realistic
conditions as possible. Several existing facilities may provide useful
data to help evaluate whether computed scores correspond to an intuitive
evaluation of the quality of safeguards. After this testing procedure
has been completed, an effort should be made to further simplify the use

of the methodology for designers and evaluators.

e Extending the Methodology to Evaluate Overall Safeguards Capabi-

lities: As was mentioned in Section 2.5, the current hierarchy
structure does not reflect the concept of several -afeguard capa-
bilities working together to provide more complete safeguards

than an individual capability considered in isolation could provide.
There are possibilities for using the questionnaire information
assessed for individual capabilities to evaluate overall safeguards.
These may involve restructuring hierarchies especially for this pur-
pose and also devising questionnaires that consider how capabi-
lities coordinate with each other. Since some safegnard systems
may be designed with an overall concept in mind, it would be use-
ful to be able to evaluate overall safeguards in addition to indi-

vidual capabilities.



6.0
GLOSSARY

Disaggregation Structure: The capabilities hierarchy that specifies
required safeguard capabilities and defines the functions that a system

must perform in order to meet these capabtilities (see Figure 6-1).

Performance Capabilities: The five major objectives specified by the

NRC that form the highest level of the disaggregation structure.

System Functions: The second leve! of the disaggregation structure.

Those functions that contribute directly to a system capability.

System Subfunctions: All disaggregation levels below the system func~-
tions (excluding the lowest levels), which identify specific tasks to
be performed by the system.

Low-level System Tasks: Those specific tasks or jobs which follow from

the system subfunctions and which correspond to the Performance Charac-

teristics in the Component Selection Matrix-

Performance Characteristics: Constrained low-level system tasks.

Component Selection Matrices: Matrices that indicate correlations be-

tween specific tasks via periormance characteristics and feasible ap-

proaches (equipment and procedures).

SSNM: Strategic Special Nuclear Material.
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MAA: Materials Access Area. Any area containing SSNM.

VA: Vital Area. Any area containing equipment that could be sabotaged.

PA: Protected Area. Area surrounding a VA and/or MAA, up to the peri-
meter of the facility.

ETQ: Effectiveness Test Questionnaire. A set of multiple choice ques~-
tions that provides information used by the algonrithm to evaluate an

overall component effectiveness score.

IRS: Information Request Sheet. A mcre expansive description of a
component or safeguard system that provides additional information to
evaluators. The algorithm uses only the multiple choice responses and

direct scoring information provided by the evaluator in its computations.

System Effectiveness Test Questionnaire: A set of multiple choice ques-

tions that provides information used by the algorithm to decide what

type of computation is appropriate to combine certain component scores.
The questionnaire may also provide the informatior necessary to combine
delay-response type scores, treat multiple access points and factor in

facility information not covered in any particlar component questionnaire.

Delay-Response Type Elements: Elements that require a synthesis of de-

lay and response/assessment/monitoring capabilities by comparing delay

and response/assessment/monitoring times.
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Appendix Al
FUNCTIONAL FORM FOR SAFEGUARDS
EVALUATION ALGORITHM

In Section 2.2, the utility function structure used in safeguards
evaluation computations was briefly presented. In this appendix, the
underlying assumptions made in that structure are described. In

addition, further properties of the evaluation function are discussed.

Al.1 Utility Theory

The axioms of decision analysis [1] define a formal logic for
evaluating alternatives where the consequences of these alternatives
may be uncertain. Specifically, the assumptions utilized in this study
imply the existence of a utility function to model the preferences of

the evaluators.

Before stating the axioms of utility theory, we define our

notation. A simple lottery, written L(xl,p,x), is a probabilistic

event characterized by two possible consequences, which will be
designated by X and X5, and by their respective probabilities of
occurrence, designated by p and l-p. The symbols >, ~, and < will

"woon

be read "is preferred to, is indifferent to,"” and "is less pre-

ferred than,” respectively.l Thus, Xy ~ L(xz,p,x3) says that x; is
indifferent to the lottery which yields either Xy with probability p
or x4 with probability l-p.

lThese designations are only for section Al.l.
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The axioms stated here which imply the existence of a utility

function are only slightly modified from the formulation of Pratt, Raiffa,

and Schlaifer [1].

Axiom ul: Existence of Relative Preferences. For every

pair of consequences x) and x,, preferences exist such that either

X) ™ Xy, X > Xy, OF X, < X

Axiom u2: Transitivity, For any lotteries Lis Lo, and L, the

following hold:

i) L ~ Ly and Ly ~ Ly implies that L; ~ L,

ii) Ly > L2 and Ly ~ Ly implies that L > Ly, etc.

Since a consequence can be interpreted as a degenerate lottery
(i.e., p=1), axioms vl and u2 together imply the existence of a
ranking of the relative desirabili. .es of the various possible con-
sequences. They do not say that an individual can articulate this, nor
do they require that this ranking be stationary over time. Let us
designate as x° @ ~nsequence which is not preferred to any of the
other consequenc< € r a problem and as . * a consequence which is at
least as preferr as each of the other consequences. Therefore, one
possiblity is that x° and x* designate the least and most preferred
consequences, although they may represent hypothetical conseguences

such that x* > x and x > x° for all possible x.

Axiom u3, Comparison of Simple Lotteries. Given the preference

order Xy > X5, then

i) Ll(xl'pl’xZ) > Lz(xl,pz,xz) if p; > py,
11)  Ly(xpappaxp) ~ Lp(xp,pz,%p) if py = ppe

Al=2



Axiom u4. Quanti€ication of Preference. For each possible con-

sequence x, the evaluator can specify a number n(x), where

0< n(x)< 1, such that x ~ L(x*, m(x), x°).

Axioms u3 and ué taken together establish a measure of the relative
desirabilities of the various consequences to the evaluator. The

n(x) value - or indifference probability, as it is cailed - is

that measure.

Clearly, since the standards x° and x* for measuring n(x) are
somewhat arbitrary, different n functions may be assess or a
specific individual in a particular situation. To be consistent
with these axioms, however, all possible functions must be positive
linear transformations of each other. Any positive linear transfor=-

mation of m of the form

u(x) = a + bn(x), v >0

is referred to as a utility funcifon. The quantity u(x) is said to

be the utility of consequence x. If onc accepts the above axioms, one
should always prefer alternatives that maximize expected utility.
There are no alternative procedures for making decisions consistent

with these axioms.

Since maximiring expected utility is equivalent to maximizing the
expected value of ", the arbitrary choice of x* and x° has no influence
on the actual decition. Utility provides a relative scale analogous to
the temperature sciles, and two scales which are posiiive 1inear trans-

formations of eact other are identical for decision-making ,.-poses.
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Al.2 TINDEPENDENCE ASSUMPTICNS

The theory underlying multiattribute vtility functions is presented
in detail in [2). Here we briefly present the theoretical results that
onderlie the utility functions used in the evaluation methodology pre-
gented this report. Suppose (X eXgreua Xyl are the attributes of an
evaluation problem., For notational convenience let X; be any specified
subset of (X) 1 X900 e0eiXyl and X; be the complement of X;. Then X; is
utility independent of il if preferences for risky choices (lotteries)
over X; with the value of X held fixed do not depend on the fixed
value of ¥;. If Xy is utility independent of R; for all X; then

XpeXgreeu syt are mutually utility independent.

Theorem [2, Theorem 6.1]. If (XyeXge e Xyl are mutually
utility independent theq either

N
(X aXgeeensty) = D) Kpup(xg, (Al.la)
n=1
or
N
LeKu(xyoxgeeenxy) = [T (#Kkqup(x)) (Al.1b)
n=1
where x  represents a specific value of X,, u and the un's are utility

functions scaled from zero to one, the k, 's are scaling constants with
0<* <1, and K>-1 is a nonzero scaling constant which is the solution to

N

k+ 1= J[ xxye0). (Al.lc)
n=1
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Note that in the derivation of the utility function for the

safeguards evaluation, some or all of the attriputes may be vectors.

In Section 2.2, the expanded expression for the utility function
is given with the following relationships:

> = u (xl,xz'oochn)
€ =k, for all N attributes

Ny = Sn for all N attributes

Thus, in simplifying the expression for the aggregation algorithm,

N

s = 3 s./N or (Al.2)
1=
N

s = JIG +vs)) - (A1.3)
i=1
1+ 0¥ -

Al.3 SYSTEM QUESTIONNAIRES FOR DETERMINING CONDITTONAL UTILITY FUNCTIONS

The parameter V in (Al.3) can be considered to be conditional
upon other factors that are assumed fixed for a particular evaluation.
If such factors change, it is possible that V might change. A system
questionnaire provides the mechanism for assigning V conditional upon

bow well a group of elements coordinate with one another.
Specifically, in the Phase 1 report in Appendix A3 [3], it was

shown how the interaction coefficient was related to the value ¢. Y

that would make a decision maker indifferent between the following:
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A. Element 1, Element 2 B. Element 1, Element 2
(Sl-l, 52*)) (SI-Y’ Sz.oS)

It was shown there, that V=(1/Y)-2

A value of Y near | would indicate that S| and S, were redundant
or substitutes for each other. A value of Y near 0 would show that a
fatal flaw in either one would cause the other to be almost worthless.
A system questionnaire provides a mechanism for computing more formally
what value of Y a decision maker would feel to be appropriate for the
above tradeoff. Specifically, Y is set equal to the score on the system
questionnaire. To simplify the algorithm, the following correspondences

between Y and V are used:

¥ L
«8-1. V==1 (OR)
o6=.8 V==1/2 (SOFT OR)
Wh=u6 V=0 (AVERAGE)
«2=.4 V=] (SOFT AND)
0=.2 Y=o (AND)

In summary, V is conditional upon the score of the system question-
naire in the manner indcated above. In these instances, (Al.3) with
the appropriate value of V is a conditional evaluation or utility func-
tion based on howe well the elements coordinate with each other as

determined by the system juestionnaire.
Al.4 SOME PROPERTIES OF THE FUNCTIONAL FORM

If we take the partial derivative of S with respect to §; in (Al.2)
and (Al.3) we obtain the following:
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_3.§_ = % for V=0 (Al.‘)

38,

N
as [l sy vk (Al.5)
38; 3=l

i#i

In (Al1.5) the quality V/K is always positive. In examining (Al.5),
when -1<Vv<0, the product term is largest when the S; excluded is the
largest. This implies that for an OR type aggregation, the greatest
gain per unit increase in an §; is achieved when the largest S; element
is selected. In other words, to upgrade a combination of components
which OR together, i* would pay to improve the best element further, if
possible. When 0<V<e , the product term is largest when the §; excluded
is the smallest. Thus for an AND type aggregation, it would "pay" to

improve the worst element further, if possible.1

Of course, there are other factors which would influence those
elements to be selected for potential upgrading; e.g., cost, feasibility
of improvement, etc., But the algorithm's functional form does provide
some guidance on this issue.

lln this sense, the maximum and minimum element scores have the greatest
influence respectively on OR and AND type aggregations. But, unlike
using a MAX or MIN operator, their influence need not completely over-
ride the contribution of the other elements.
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Appendix A2
ASSESSING ALGORITHM PARAMETERS

In Section 3.5, a technique was presented with which the parameters
of the algorithm could be assessed in a consistent manner. The derivation

of the formulas shown in that section are now presented.

To review, to calibrate the weight W for a group of equally weighted
elements in a manner consistent with the selected aggregation ccefficient,
one should choose n and P for which the followign two situations are

equally preferred:

A B
(N-n elements at their best, P All elements at their best
n elements at their worst) (1.e¢., S=1)
=P S=0

In practice, P is sometimes set to .5, and n is then determined. The

formulas for u in terms of N,n and P are now derived.

The basic equations used are the formulas (Al.2) and (Al.3). As
appendix Al explained, the expected utility or score for situations
A and B above should be set equal to each other since they are equally
preferred. In terms of formula (Al.2), the expected utility for situation
A is equal to(N = n + n(1-W))/N. The expected utility for situation B is

P. Equating these two scores, yields:

W= (1-P)N/n
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There is a transformation of formula (Al.3) that is useful in
deriving expressions for W. It is a noormalization scheme that has the
scores going from -1 to 0 rather than 0 to l. To make this transformation,

the following quantities are defined:

V' V/(14V) » V = V' /(1=V")
S;' = Sy=1 + 8, =14+ 58,°
§' = S=] + § =] + §'

In terms of the new quantities, (using formula (Al.3) and reducing),

N
st= I (Q+V'sg) -1
i=] (A2.1)
1=(1-y*)N

Both formulas (Al.3) and (A2.1) will now be used to derive expressions
for W.

The expected utility for B in the new variable cystem is P(Q)+(1-P)(~-1
or P-l. The expected utility for A using formula (A2.1) ie simply:

(1=v'w)" -1 (A2.2) ==XV'<1, V'#)
1_( l-v! )N

(Si' i r aperfect element is 0 in the new system). Equating (A2.2)
with P-] yields the following fo. wW:

W= (1=(P4+(1-F) (1=v*)N)1/n sy (A2.3)

The formula in the original variable system is shown in Section 3.5.



For v+« V'+], and formula (A2.3) becomes W = l-Pl/n.

For V=1, V'=1/2 (soft AND). For N large, the term containing (1=v")¥

is multiplied by (1/2)N and can be ignored in (A2.3) for N)>5.

For V=] (hard OR), the use of formula (Al.3) yields an expected
utility for A of 1-WY for the case where ail elements are at their
worst. (Even one at its best will yield a utility of 1). Solving for
W in this case yields H-(I-P)I/N,



APPENDIX A3
COMPUTER PROGRAM DOCUMENTATION

Al.]l GENERAL OVERVIEW

Two versions of the safeguards evaluation computer program were
written in FORTRAN 1V. This appendix contains listings of both ver-
sions. An interactive program design was chosen because (l) it fa-
cilitates easy use of the program by providing easy to understand
dialogue and (Z) it greatly facilitates sensitivity analysis as well
as fine tuning of algorithm parameters. The first version has more
interactive options than the second, but may require more modifications
to implement on non-1BM systems. This version is not strictly 1966 ANSI
standard[]l]. However, it has been recognized that the 1966 standard
is quite limited in certain respects. Specifically, no random access
input-output is allowed by the 1966 standards. A new standard (FORTRAN
77)[2] has been published, but as yet is not implemented on most systems.

The second version is less interactive and replaces all the random
access input-output statements with sequential input-output statements.
This second version is intended to comply with the 1966 standard and
should be easy to implement most systems. It has the following limita-
tions: Options 21 and 48 may only be done once in a run and options

22 through 29 are not available.
A3.2 LANGUAGE AND OPERATING SYSTEM CHARACTERISTICS

Both programs do not require large amounts of core, but do utilize

four disk files for input and output as explained in Section 4 of the



main report. Currently, there is room for 100 questionnaires with up
to 40 questions each, and 40 "boxes" per capability. These dimensions
can be changed if necessary. With the current dimensions, it is some-
times necessary to evaluate an entire capability in two pieces. This
was done for the example discussed in Section 4 and presented in more

detail in Appendix A4.

Some features that may require modification when implementing
the program on different systems are now discussed. DOUBLE PRECISION
statements arc necessary to accommodate label variables ot more than
4 characters o IBM machines. DOUBLE PRECISION statements should be
removec for CDC machines. All random access input-output related state-
ments are usually different for different computer systems. The cur-
rent fully interactive version is IBM compatible only. The hierarchy
graphical display routine utilizes certain carriage control characters
that may be different or not present on some systems. The graphical
display option 50 should not be used on systems that do not support a
control character that allows the printer to remain on the same line
with noc carriage return and no line feed. Finally, CDC systems re-

quire a PROGRAM CARD to appear as the first card in the main program.

The mnemonic QUEAS (Quantitative Evaluation of safeguards) is
given to the program files which contain the routines implementing
the algorithme The program routines and data files are described in
Table A3-1. The program listings follows the table. The routines
with a "B" appended to the file name replace their counterparts

to compose version B of the program.
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Table A3-i. PROGRAM ROUTINES AND DATA FILES

QUEASI (FORTRAN): Main Program File
QUEAS] (FORTRAN): First Subroutine File

SUBROUTINE GETHN : Interactively requests a niera:chy box name
and returns the corresponding number

SUBROUTINE ATGET : Accepts a hierarchy box name and returns the
cerresponding number

SUBROUTINE SCREH : Accepts a box number and returns the box score

SUBROUTINE BOX : Computes score for a box with questionnaires
as input

SUBROUTINE MULTEV: First level of recursive scoring routine. Tries
to compute box score

SUBROUTINE GETQN : Interactively requests a questionnaire name and
returns the corresponding number

FUNCTION YESNO : Accepts an interactive answer to a yes/no ques-
tion and returns O for no, 1 for yes

FUNCTION GETNUM : Accepts a number from within a specific range
interactively

SUBROUTINE TXTURE: Combines a group of numbers using a scoring
rule

SUBROUTINE MULTEl: Second level of recursive box scoring routine
SUBROUTINE MULTE2: Third level of recursive box scoring routine
SUBROUTINE MULTE3: Fourth level of recursive box scoring routine
SUBROUTINE MULTE4: Fifth level of recursive box scoring routine
SUBROUTINE MULTES5: Final level of recursive box scoring routine

SUBROUTINE GETR : Reads a questionrnaire's responses

QUEAS2 (FORTRAN): Second Subroutine File

SUBROUTINE PRINTH: Prints short version of hierarchy structure
starting with specified box

SUBROUTINE SETH : Resets higher score values when a box score
is set
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Table A3-1. (Continued)

FUNCTION NQ : Returns the questionnaire number of a supplied
name
QUEAS3 (FORTRAN): Third Subroutine File
FUNCTION SCOREQ : Returns the computed score of a questionnaire
SUBROUTINE GETQ : Retrieves questionnaire structure

SUBROUTINE PRINTQ: Prints detailed questionnaire data

QUEAS4 (FORTRAN): Fourth Subroutine File
SUBROUTINE HPR  : Prints nievarchy diagram
SUBROI"/INE PNAME : Prints names of hierarchy boxes

SUBROUTINE PQNAME: Prints names of questionnaires

FILE] (DATA): CQuestionnaire structure data
FILE2 (DATA): Questionnaire scores
FILE3 (DATA): Hierarchy structure data

FILE4 (DATA): Initial hierarchy scores
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QuUEAL] FORTRAN P 1D3yCCuR 16+19.58 THURSDAY & DEICEMBER 1979 PaGE 1

NATICNAL CSSe INCe CSUNNYVALE DATA CENTER) SUNY
€ QUENST <« A PROGRAM FOR EVALUATION OF SAFEGUARDS QUESTIONNRIRES QUEDDLLIC
€ ANC MIERARCKIES QUEDDN20
COmMON LOCQILI00) 4QSCORECIOD)4LOCRIL0D) euecocse
COmMON SCOREM(A0)sRULERCAD)ISIOEX(A0410)4QDEXLAC) sGNANELLIOD) QUEDT et
pOUBLE PRECISICN BNAME (40) ¢BLANK NOMO JHNAME (40) s ANAME QUED2958)
INTEGER LOCHSIES) o1 SETCA0) oFLAGELI0) JLOCKH(S) JIRESP (D) 4JEEST (ML) QuUERrCs?
REM. SCORE (M0) oWEIGHTLADIQRULECLIDDWTEXTSI(T) QUEDOLTD
DATA TYEXTS/2HHAG2HSA G 2HAY o 2HSD o 2HOR 1 HQe2HLR/ QUEDDCR)
OATA IAAZIHAZGNOMO/ZENNOROREZBLANK/EH / QuUEDSLS)
CEFINE FILE 1 (30048046419 QUEDCICD
CEFINE FILE 3 (20C+80+Es19) QUEDC11D
PEFINE FisE 2 €1504804041%) QurFeci1z2n
CEFINE FILE & (504804E41%) QuUE ‘0113°2
ARR=FLCATCIAN) QUESTIeL
CO 3359 1=1400 QUEDCISC
395 SCCRENM(IVI==1, QUEDCL6L
=z QuUECCLL1TC
C REAL QUESTIONNAIRE LOCATICNS AND NAMES QUEDDLR?
READ(1%149864) NUNMG QUEDT19%
READIITIGT465)ILOCOCILD o111 JNUMG) QUECLC202
REAC(2%J490E5YILOCRUIZ2)IgI2=14NUPQ) QuUED921°
CC 30 1=z14NUMG QuUENr22n
JELOCG D) QuUEDIDN23)?
30 READC1%U+9272) QNAFELD) QUEG(24c
DC 10 I=1s100 QUEN2SH
1C CSCCRE(TIDI==1, QUEDTZE"
DC 29 I=1,10C QUEBC?2YC
20 FLAG(I)=D QUEdC2¢®
C SELECY INITIAL OPTICN QuUECC232
1000 MRITEC(E491CC) QUEGLLIOC
9100 FCRMAT(S4H? SELECT 1+ MIERARCHIESy 2= GUESTIONAIRESe 2= SYOUP «= JQUECQNIC
JICF=GETNUM Il aeanls) Quegssat
1001 IF (IOP.EG.3) STOF QUECD3ZD
GCTO (400C02000) 1ICP QUEDC3eD
C REVIEW CPTION SELECTION AND BRANCH TO PROPER QPTICA QUED535)
1CFY=10P QUEGD36T
1100 CONTINUE QUEOL3T7C
1F (J0PTeGLeleANDLIOPTWLELS) 6CT0 1101 QUEDC3IED
IFCIOPYL6E 21 4ANDIO0OPTLES26) GOTO 11C2 QUEDDISL
IF CTOPT.GESQ]1 «ANDLICPTLLELSCY G070 1122 QuUEOCalt
GOTC €1000+4230+10004402) 10F QUEDDLLC
1101 1CP=IOPY QUEDDe20
6CT0 1001 QUEDOe3"
1102 IO0P=INT(FLOAY(IOPT)/104) QUEDRC A4
JIFLIOP*10.EQ.ICPT) GOTC 1CC1 QUEDIAST
ICPT=1CPT=10P+10 GUEDDaEE!
GOYO (1000420141003,404) 10P QuUECQ&aT?
6070 1000 QUEDCag?
C PRINT MENU AND GET QUESTICONNAIRE OPTION QUEODCesC
2000 JF (FLAG(2).,EC.1) 60TC 21¢C QUELDSUD
230 WRITE(E49200) GUELZ51D
MRITE(E49201) QUEDDS2?
MRITE(E49202) QUEDISIC
NRITE(649203) QUEDLSe
WRITEC(6E49204) QUECDES?
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QUEAS] FORTRAN P J0=WCCuR 16+19.58 THURSDAY & DECEMBER 1979 PAGE 2

WRITE(643205) QUEDDSED

9200 FOPMAT(/Z414M SELECTY ONE: o/) QUEJDRSTC
9271 FCRMAT(SIM 21~ COPPUTE SCORES 22- PRINT SCORES )  QUEGOLESD
9202 FORMAT(51H 23« SET SCORES 24« REVISE MEIGHTS Yy  QUEDDSSQ
920 FORMAT(S51% 25 REVISE RULES 26- REVISE RESPONCES )  GQUEDC&DD
9207 FORMAT(S1H 27« REVISE NAMES 28~= PRINT NAMES ) QUELOD61D
9204 FORMATI(SIHK 25= NO MORE REVISIOAS )  QUET062)
9205 FCRMAT(/49H? WFICH? ) QUECI63)
6CY0 220 GUENUEAD

210 WRITE(E49206) Q.200650
$206 FCRMAT(1EM? SELECT 2129 == ) QUECCEED
220 JCFT=GETNUMI214929.492e) QUEDCETD
IF (IOPT.LT421.0R.10PT.GT429) GOTO 110¢C QUECCER?
10PT=1CPT=20 QUEDDE9?

201 FLAG(2)=] QUESPT2)
€ BRANCK 10 PROPER CPTION QUENCTIC
ECT0 (2001420020200342004+2005+420060200742C08420CC) ICPT GUE0C720
GUEDCT3?

C == CPTICN 22 TO PRIMNY DATA FOR A QUESTIONNAIRE == QUEDNTAC
2602 6070 222 QUEODDTSO
223 €O 221 I=214NUMG QUEJNTED
C-LL PRINTGCI(GNAME) QUELSTT0

221 COANTINUE QuESITRE
€0T0 2000 UEDNCT7SC

222 CALL GETGN(ID9GNAMESNUMGU) QUEJCROC
IF(ID.EGe=1) GCTO 223 QUECIRIC

CALL PRINTGCIDsGNAYPE) QUED9823

GCYC 2¢€00 QUEQDAYD
QUEDDSBSLN

C == fPYICN 21 TO COMPUTE A QUESTIONNAIRE SCORE == QUECPRSD
2€031 GCTO 213 QUEDDRE?
214 DC 211 1=1NUMG GUEDIRTD
WRITE(649301) GNAMECI) QUEDDRRD

9301 FORMAT(IEH? QUESTIONNAIRE o1A841K:) QUECNES)
€11 CALL SCOREGCI) QUELO9OL
GOTO 2:00 QUEDGSLIN

211 CALL GETGN (1D +GNAME ¢NUMGU) QUEDD920
IF(ID.EQa=1) GCTO 214 GQUENDS3D

CALL SCOREQUID) QUEDIN3A&N

6770 2000 QUECTeSY
GUEDC96L

C == CPTION 23 TO SET A QUESTIONNAIRE SCORE == QUEONST?D
2002 CALL GETGN(ID4GNAME ¢NUMGL) QUECI9BD
WRITE(649300) QUEWLSSC

9300 FORMAT (30M? ENTER QUESTIONAIRE SCORE == ) QUIOIGLO
GSCCRECID) =GETMUMCQavlevls) GUED1210

6CTC 2000 GUEJ1C2S

QUi 1026

C == OPTION 24 TO REVISE QUESTION MEIGHTS == QUEGLCAD
2004 CALL GETON LIDGNAME ¢NUMGU) QUEO0105¢C
QSCORE(ID)==1, QUED1060

WRITE (645240) GUEDICT)

9240 FCRMAT(39H? NUMBER OF QUESTIONS TO BE REVISED == ) QUEC1UED
NUPZGETNUM( 1o o FLOATENUPGU) 40 4) QUEQ1090
LEC=LOCGCID) GUEG1100
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QuUEAS]

9244

FL R

ML

9241

9242

LS
9242

FORTRAN P I0=wCCWR 1641958 THURSDAY 6 DFCEMBER 1975

READCLI*LOC9500) RoNQQGQINGBRP
LCC=LOCeZe2eNGRP
REACCITOC 9243V tWEIGHTI(K) oK=148)
IFGWEIGHT 1) aLEal) GOTOD 241
wRITEC(E9920%)

FORMAT (ATH? MUST REVISI ALL WEIGHTS., ENTER NEw WEIGHT == )
MEIGHT (2)=6ETANUM(Deolanls)
WRITECIYLOC49243) IWEIGHT(K) gK=148)
6CT0 200

LCC=LOC1

IFINUMGQUSLEB) GOTC 2413
READCI®LOC929%) (WEIGHTIK) yX=94NUMGU)
0C 240 I=14NUM

WRITE t649241)

FORMAT (LOH? GQUESTION NUMBER = )
NUPG=GLTNUMIL1+9800404)

WRITELEW9042)

FCRMAT(IIH? WEIGHT =
WzGETNL4t049lesls)

NEIGHT (NUMG) =,

FORMAT (BRFE,.3)

LCC=LOCQUID)I*2eNGRP 2
WRITECLOLOCo9243 ) CwEIGRTAX ) oK =1 4 NUMGU)
CALL SCOREGQUIM)

€CT0 2000

C == CPTICN 25 10 REVISE SCORINC RULES ==

17

scoc
251
935¢C2

2502
254
9s%¢C

CALL GETONCIDoCNAME oNUNGL)
QSCORE(ID)==1,

LOC=LOCGI{ID)

REACC1'L0C4950C0) RGNQUQ¢NGEP
FORMAT(1A242(BXe112M)

WRITE(E49502)

FOPMAT(24H? ENTLR GRCUP NUMEER == )
NZGETNUMIS 0esFLOATUINGRP)I %89, 404
WRITE (€49503)

FORMAT(32H? ENTER RULE (HASA4AV4SCe0R) == )
REMDULS49504) R

FCRMAT(1A2)

DL 252 1=1+%

IFtREGTEXTSCI)) ECTO 253

COATINLE

dRITE (€4950%)

FORMAT (2512 BAD RULEs TRY AGAIN == )
62TL 254

LsL0Ce2

0L 255 I=1eNGRP

READCL®L49506) 1LRPyM,2
FORMAT(2(112+8X)41A2)

IFUIGRP LU eN) WRITECLI®L49506) IGRP yMuR
La=l+2

CaLL SCOREGQUID)

6CT0 2000

€ == CPTICN 26 TO REVISE GQUESTION RESPONSES ==
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QUEDI1LC
QUESL12E
GUED113D
GUECLI14o
QUEDLLZE
QUEClleD
GuEoilto
QueEg118C
GUECI1SC
QUEGIZL

GUEDdiIZ1C
QUEC1223
QUED123C
GUET1240
QUEGLZZD
GUEDG126D
GUEL1IZT2
Gucllzsal
GUES129.
SUZul 3
GUEC1319
GUEL132¢C
GUED1323S
GUED1%a"
QUET1350
QUECl136?
QUEOD1I3TC
GJEC12BD
sUEd139?
QUECI&CY
GQUECisl12
GUED1462¢C
GuEC162?
QUE 1462
QUEC1452
GUEZ146&Q
QUECI&TL
GUEC148C
QUERC14STE
QUEDLILEC
GUELl1S1C
cuEoicsatL
QUED1S3S
GUEC1S4D
GUEJ1ES L
QUED1SEl
GUED1STO
GUEC13EC
GUEGC159?
QUEJIETE
GUESIELD
Wugble20
Sutldle3o
GUEU164)
GUEC1€59



QUEAE] FORTRAN P 1C=uwCCuR 16419.58 THURSDAY 6 DECEMBER 1979 PAGE &

200¢ CALL GETONCID<QGNAME oNUMGU) QULN166D
QSCORELID)I==]1. QUEL16T
LCC=LUCRCID)#! QUEQd1lea"
READ(2%L0C4960C) IRESP CUEL1693
9E0C FORMAT(ADC1Xe1A1)) QUIZIITLS
LELOCQUIL) ) GUEGLIT1D
READ(1°L+9600) IBEST QUEVLIT23
WRITE(B49240) QUEZS1720
NzGETNLM(U a9t Can04) QUED1T«0
0C 260 1I=14N GUED17S3
BRITELE495241) QUEILTHD
NUMZGE TNUM(D.940e904) GUEWITTO
261 NRITE(E+45603) IBESTINUY) GUED1TEY
G0 FORMAT(16M? KRESPONSE (A TColXoelAlebHi = ) QUEC1IT7SL
260 READ(54+9260) IRESP(NUM) GUESLIRC?
9260 FCRMAT(1AL1) QUEJIELD
X=1=(AAA=FLOATCIRESPINUMIDI I/ CAAA=FLOATCIRESTINUMY)) QUEDBiIs22
JF (el Ta0ueORXs6Tele) 6CTO 261 GUELL1RZL
WRITE(2°LOC496C0) IRESF GUIC1Es4L
CALL SCOREQUID) QUEC1ESL
GCTQo 2C0C QUEC1ESD
QUED1ETL
{ o« CPTICN 27 TO REVISE QUESTIONNAIRE NAMES QUEC1BED
2007 CALL GETGNUIDoGNAMEJNUMGU) GUEDLBST
WRITE(649271) GUEDiISZLL
G271 FQORMAT(LIEHM? ENTER NAME == ) QUEL191?
READ(E 49272) GNAME(ID) QUED1920
927 FORMAT(1AW) QUED193S
GCIC 2100 GUED1S4D
QUED195¢C
€ == PRINT AND SELECT MIERARCEY MANIPULATION OPTICNS == GUEC1962
2008 CALL PGNAMECONAME o NUMG) QUEJ13T7C
€010 2¢0C0 QUED1950
@wUED1953
€600 IF (FLAGIS).EQ.0) GOTC ADULE QUEC2002
IF(FLAGLA) +EQ.1) BCTC 401 GuUEg201¢
40z WRITE(E49400) QUEU2320
WRITECLESS4 D) GUED2030
MRITE(E49402) GUEJ2uel
WRITECE49403) QUE 22050
WRITE(E99404) GUEG2063
WRITE(E4940) QUECL207¢
WRITEC(E4940T) QuEC2C82
WRITE(E49205) GUED20SC
9400 FCORMAT (/414K SELECY ONE: o7) QUEGeICY
9401 FCRMAT(SIH A&1= COMPUTE SCORES 42~ PRINT DAT: ) @uEt211¢
9422 FCRMAT(S51M 43« ASSIGN SCORES A4+« REVISE DELAY/RESP ) Qued212¢
940! FORMAT(51Mn 45~ RLVISE RULES 46= SELECTY NEw HIERARCKY ) wUEG213D
G4L4 FORMAT(SIn A&7~ PRINT EBOX NAMES 48~ FILE HIERARCHY DATA ) GUED214C
9405 FORMATI(SIN 49~ CHANGE BOX NAME S0= PRINT HIERARCKY ) QUEC21%¢C
S407 FCRMAT(S1HM S1= NO MORE REVISIONS ) QUED2160
GCTC o(3 QUED21T7C =
401 MRITE(E49408) QUED2180
9406 FCRMATC(IEBH? SELECY 41e5] == ) QUED2190
A0 JO0PT=GETNUM(ALl.98T74924) GUED2200
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IF(IOPT.LT 441 ,CRIOPT.GT.51) GOTC 1100 QUED2219
1CPT=10PT=40 QUEd222¢C

a04 FLAG(O)=) QUED223¢

C BRAMNCH 1C PROPER HMIERARCHY CPTION QUED2240
IF(FLAGES) JEG. () GCTC aD0& GUED2250
GOTOCAG014A0C240003,80J0,4005,40064400744008,4009,4002,1000) ICOPTGUECL2260
QUEGL22T0

C == CPTION 41 TO SCORE A MIERARCHY BOX == QUED2289
ACC1 CALL GETHNUIDGHNAME) GQUET2299
CALL SCREMCID) QUEIZI0D

CALL SETHUIDGISET) QUED2310
1SETCIC)=0 GUEG2320

6010 4000 QUED233"
QUEI214Q

€ o= CPTICN 42 TO PRIANT WIERARCHY DATA == GUED235¢L
AC0Z CALL GETHN(IDoHNAME) GUED23%60
IFCIOPT.EGe2) CALL PRINTHUIDHNAME) QUED2370

1F C(IOPTLEGelU) CALL HPRUIDgHNAME) QUELZ3RE

6C10 &(0C QUESZ239%
JUEG2400

€ «= CPYICN & TO ASSIGN WIERARCHY BOX SCORES == GUES241C
400 CALL GETHNCIU JHNAME) GUEJ2420
WRITE(649430) QUZLz2e3t

CALL SETHCIDGISET) QUEJ264:

9430 FORMAT(10M? SCCRL = ) GUEC2452
SCCREHCID)I ZGETAUM =1 a0la9ls) GUE224E2

IF (SCORENM{ID)«LToU) ISETCID)=O QUEG24T7y
IF(SCOREH(ID)«GE D) ISET(IDI=1 QUEZ0248¢

GOTO 4400 JUED2692
QUED2502

€ o= CPTICN 44 70 REVISE DELAY/RESPONSE RULE. NCT CURRENTLY ULSED GQUEV2513
4CL8 CALL GETHNCIDeWNAY ) QUEd2320
IFCRULEMIID) oFGa TEXTS(T7)) GOTO 440 LUEC253C
WRITE(649440) QUEG2542

9440 FCORMAT(28H BOX DOES NOT USE DELAY/RESP) GUED255¢
60TC &COL QUEJ2560

440 CCNTINUE QUED2570
COTO 400G GQUEG2SEL
QUEC2:92

C == CPTICN 45 TO REVISE SCORING RULES == GUED2603
ACCE CALL SETHN(IDGHNAME) GUED261d
WRITE(£45503) GUEL2620

45( REM(5,49504) R QUED2632
DO 45! I=146 GUEG264)

1F (RLEQ.TEXTS(I)) GOTC 452 GUEL2450

451 CONTINUE GQUEU 2660
MRITE(649505) QUECL2eT7)

6010 A4S0 QUEG268L

452 RULEW(1D)I=R GUEDZBS3
SCOREMIID)I==1, GUEDd2700

CALL SETH(IDLISET) QUE2719

6073 4000 QUEL2T720
GUE22730

C == CPTICN 46 TO ENTER A NEW MIERARCHY INTO THD SYSTEM == QUED2744
AC0E WNRITE(649467) SUED27590
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FLIGLS) =] QUEC27s0
READ(3"1,9464) NUMK QUEC277¢C
READ(392,9465) (LOCH(IDoI=14NUMH) QUES275C
9464 FORMAT(112) QUEJ279¢
9465 FCRNAT(2u1®) WJECZ2H)
READI(A®1,9464) NUM)P QUED28:2
READC(AP2,9465) LLOCHS ) 41214 NUMH) QUEJZ2E20
9460 FORMAT(28M? ENTLR HIERARCHY NUMGER == ) QUEC283C
HNUMZGETNUME Lo oF LOAT CNUMKE) 93 o) QUEZU2Esg
CO 465 I=146C GUEDZE5D
1SET¢1)=0 QUEG28¢ 3
DC 466 I1=zi410 GUEJZET2
46E ICEXCI4I1=0 QUEl2ercs
HNAME (I)=BLANK QUEDZze9s
A€t SCCREMLINIZ-1, QUEJ23Ly
LsC @UEL2912
LOC=LOCH (NNUM) QUEJ2920
C BEGIN BY READING INFO FOR FIRST BOX QUES293C
460 READ(3I"LOCs9461) ANAMIGNUMGR G QUEL294)
G4E1 FORMAT(1AGo4NI120BXe1824EXy1R4) QuEL2S5:
IF CANAME JEG.NCMO) GCTC 468 GUEL2989
CALL ATGET (ANAME 10 oHNAME) GUER25TJ
IFLIDeGT0) 6270 &4 JUEJ29&(
L=le} GUES29330
IC=L QUE23L02
HNAME ¢ ID) = ANAME SUED3a10
Q64 JFINUMLEG.D) GCYO 462 GueElC3l2c
@oLxtip) =g GUEs3C3C
RULEMTID)=R GUEC324
4€1 JCEXCICsi)=NUM QUES SIS
IF(NUMFGeN) GCTO 46 QUES30ES
IFINUMLGTLS5C) GOTO 4€0) GUELZOTYE
DC 462 J=1ehUM QUEd3380
JizJel QUED3093S
LOC=L0C] GUEG310.
READU(3I®LOC ¢94E2) ANANME QUED3:1¢
CALL ATGET(ANANME o1E oHNAME) QUET3122
IFCIE«GTW0) B6OTO 462 QUECT3130
LzLe] QUED3143
if=L QUEDNZ15%
WAAME (L) SANAME QUEC3182
462 10EX(ID4J1D=]1E GUED3172
9462 FLURMAT(14A6) GUEC3183
46 LOC=LOCe1 QUEJ315¢
6CTO 460 QUEL32CC
4601 NUMzNUMeSQ GUED3210
OC 4602 JuzleNUPY GUED322¢L
JizJe] GUEDB323¢
LOC=LOC1 QUFD3240
READ(3I'LOC49272) ANANM QUEL. 3l :
Q602 JTDEXCIUGJID=NGCANAM) QUED3ZeD
LOC=LOC»1 @JES327C
GCTO e6( QUEC328¢C
468 CCONTINUE GUELZ2292
VELCCHS (HNUM) QUED3300 2
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READCATJ49463) (UBNAMECTIL) oSCORECINIIoI1=14L) QUED3319

wEJeL /5] QUEull2¢
REACCA®J45480) QSCORE QUEDG2332

9462 FORMATISCLAEsLFELD)) GUECI3aC
OC 469 K=) 4L QUED33SE

CALL ATGET(BNAVE(K) s IDsHNAME) WUEL{3360

IF (IDEQGauU) GLTO 45 QUEL3IITS
SCOREM(ID)=SCOREtK) QUESl3d

4€S5 CONTINUE GUET3390
DC 455 I=z14640 QUEJ3a00

459 IFCIDEXUCIo1)eEQL0) RULEM(I)I=BLANK QUEC 341D
GCIC 400 GUED3&2)
GUEDT41D

C == CPTICN 47 YO PRIAYT CURREANT BOX NAMES == GUE2Z442
QC0T CALL PNAML (HNAME) QUEC345T
6CT0 4C00 QUE 33460
QUE034TCO

C == CPTICN 4F TO FILE HIERARCHY DATA == GUEQ3eRD
4CCP LOC=LOCHIHNUM) GUEJ343(
OC &30 I=1.L QUEL2500
IF(ANARMECTI ) oEQeBLANK) COTC 482 QUEJ3ISL1:C
WRITEC2®LOCs94El) KMAAMECT) oICEXCIo1) oRULLENITI) 4GDEXLI) QUED3S2CL
I14z10EX(I4 1) Sub 03530
IF(l1a,EG.0) 60TO 480D QUEC3SEL
LOC=L0C»1 QUECISST
I1=MODCIDEXEI 91) 4S50} QUEY3SeC

CC 481 12=2411 GUEC357¢C
13=10Ex¢C1e12) GUECL3ISES
IFCIQA.LELS0) GCTO ag3 QUEL3E92
BRITEC3I®LOCe9272) GQGNAME(IDZ) GUEV3eDL

GOTL 481 @GuUEtlel?

482 WRITECI®LOC494€2) HNAME(IY) QUEG3e2C
481 LCC=LUCe) GUES3e3C
4EC CCATINLE QUEC3EN?
MRITE(3*LOCs9462) NCPO wUED3eS0
JLCCHS (HNUM) GUEODZe6C
SRITECAO g FUE 3N (HNAME(IZ) o SCOREMIIIoI3=1,4L) QUEL3ETL
NEREIWARD | GUEJ358C
WRITZ(4%J49450) GSCORE QUEJI3e9D

9480 FORMAT(1(FE.S QUEC370¢
GCT0 &C0Q QUED3IT1)
QUEJTT20

C == CPTICN 45 TO CHANGE NAME OF BOX == GUEZ3IT3¢C
4009 CALL GETHNC(IDHNAME) QUEIYIT&C
MRITE(643271) QUEL2T5C
REM (S +9462) HNAMELID) QUZC3T76cl

GOTO &4cCOC CUED3TTS

ENC GUEG3ITBI
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NATIONAL CSSe INCe CSUNNYVALE DATA CENTER) SUNY
QUECOQ1D
SUBROUTINE GETHN(IDMNAME) Quiiooace
C SUEROUTINE GETHN INTERACTIVELY REGUESTS A BOX NAME AND RETLRNS ITS QUELQJC3C
C 10 MUMEER. GUECTCJ42
OCUBLE PRECISION ALL oMNAME (40D A QUEDCISD
CATA ALLZ&MALL / GUEDuLsC
10=1 QUELS2T70
10 WRITE(649000) QUECED
9CCC FORMAT(20H? ENTER BOX WAME == ) GUEDLCS)
READ(S,9001) & QUELD10G
9001 FCRMAT(1AE) GUEDDL1D
IFCALEQeALL) RETURM GUELCLL2Y
CALL ATGET(AoIDgHNAME) QUEOLul3y
IFCID.EG.D) €O0TO 2C QUELRD14C
RE TURN GUEGCL1ISC
20 NRITEC(E49002) QUEJSles
9002 FCRMAT(11H? BAD NAME ) GUECN1T0
CALL PNAME (HNANME) GUECCIky
GCTYC 1¢C QUEGC1I9T
ENC GueEdLaCC
QUELC21C
SUBROUTINE ATGETCANAME o IDoHNAME) GUECT22¢
C SUBROUTINE ATGET CHECKS A BOCX NAME AGAINST THCSE CURRENTLY IN GUELI23
C THE SYSTEM AND RETURNS ITS 1D NUMBER (0 IF MNOT VALID). QUEQDC24C
DOUEBLE PRECISICN ANAME oHNAME (40) GUES3J25C
CC 10 I=1440 QUESCZeT
IF (ANAMELEG.HNAME(I)) GOTO 20 QuUEwI2Te
10 CONTINLE GUEDG203
I1C=¢C QUEODC293
RETURN GUESR23CC
20 IC=1 Quectosle
RETURN GUEST320
ENC QUEUC33N
GUEDUD34D
SUERQUTINE IFREWCID) QUEGC3S3
C SUBROUTINE SCREHW IS (.0 “*STER SUBROUTINE FCR SCORING BCOXES QUECI3e?
COMPON L1(100)+QSCCRECI00)9L2(100) ¢SCIRERLAD) yRULEH(GT) QUELO3TC
COMMON IDEXC(40410) QUECT3SC
CALL MULTEVCID) QUECC39L
102 MRITE(E4904uU) SCOREWCID) QUELD&CC
9000 FORMAT(13H THE SCORE I341F10.5) QUEDDe10
RETURN QUECD42C
ENC GQUEDLA3C
QUEDJD44 3
SUEROUTINE BOX(ID) GUEDD45SD
C SMERQUTINE BCX SCORES BOXES WHICH WAVE QUESTIONANAIRES AS INPUT, QUEDS4ED
COMMON L1C€100)4QSCORECLICO) 4L 2€100) 9SCOREH(4D) GUEDCaTC
COMMON RULEH(GC)oICEXCAC,ID) QUERCAHEL
DIPENSION INDEX(40)4RESPC100) UEDD4SD
NAT=IDEX(IDs1)=45 GQUEDODS00
DO 101 I=24NAT QUEQ®S1D
101 INCEXCI,=IDEX(IDsI1) QUEDDS22
INCEXC1)=NAT=]1 QUEJGLEZD
0C 102 I=1,4100 GUEDDS4D
102 RESPC(IN=QSCORE(]) GUEDDSSO
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RULE=RULEWCID)

16420408 THURSUAY 6 DECEMBER 1979

CALL TXTURECIDWRULE +INDEXJRESP4SCORE)

SCOREMLID) =SCORE
RETURN
ENC

SUBROUTINE MULTEVCLID)

C SUERCUTINE MULTEV IS THE HIGHEST LEVEL OF THE

C NESTED 80x SCORING ROUTINE

COMMON LLU300)4SCOREHI(AD)GRULEMCAD) 4 IDEXC40,410)

DIMENSION INDEXCSD)
NUMAT=IDEX (10 1)
IF(NUPATLEGel) RETURN
IFINUMAT GTLS50u) 60TC 40
CJ 10 I=lehUMAT
I1=1+1
L=IDEXCIDL11)
IF(SCOREM(L)«6EL0) &CTC 10
CALL MULTRLML)

1C CCNTIMUE
J1zNUMAT ]
CC 30 uzledl

30 INDEXtUI=ZIDEXCIDeW)

CALL TXTURECIDORULEHCIC) oINDEX9SCOREHSCORED

SCCREH(ID)=SCORE
RETURN

40 CALL BCOXUID)
RETURN
EhC

SUEROQUTINE GETANCIDoGNAME JNUMG)

C SUBROUTINE GETGMN NMTERACTIVEL Y
C ANC RETURNS ITS .. NUMBER
COMMON LOCQCQIO0)
CIMENSION GNAMECLICOD)
AL MRITECEL900L)

ACCEPTS A GUESTIONNAIRE NaKE

900C FCRMAT(29H? ENTER QUESTICNAIRE NAME == )

READ(S49001) &

GL01 FCRMAT (1A4)
IC=NGLR)
IF(10«EG4C) GCTC 1€
1F¢J0«LTo0) RETURN
I=L0CQCIDN
READCL1%149002) NUMG

SCC2 FCORMATIIOXG112)
RETURK

10 CALL PGNAME(QNAME NUMG)
GCTC &cC
RETURN
EAC

FUNCTION YESNO(2)

€ FUNCTION YESNO RETURNS THE ANSWER TO A YES=ANO QUESTIOM

C C FCR NCy 1 FOR YES.
DATA X/L1EN/
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QUEDDSE?
QUERDZTC
QUEDVERT
QUEDLE9D
QUEDTELD
QUEDGEL1D
QUECJE2)
GUECLJEXD
QUEJDE«)
QUEGCESC
QUEDUeED
QUELCETD
GUEDCEED
GUEuULE3D
QUESOITRL
WELLTLIC
GUEJGT22
GUELCT30
QUEOCTAC
GUEDSCTSS
QUELLT6C
GUELCTTC
GUECDT8?
QUEDRATSEC
GUECDBOL
QUEDLBLD
GUECOB22
QUEUCa3C
GUELCESaC
GUECOBSY
QUEDJBED
GUESCET
QUEGCHED
QUECCSE93
QUEUCSCY
GUEQU910
GUESCS20
GUEDTI3CL
QUEGT343
GUEJ(LeSD
GUECCL98D
QUECL2%813
QUELI9583
QUEDDNSIC
GQUED1CIC
GJES1C10
Quesica?
GUEJ103C
GUEDL1S4)
WUED10%0
QUECD1%e0
QUEN1ICTY
wUED1CED
QUED103Y
GUED1100



CUEAS] FORTRAN P 10=zyCCyr 16.20.08

DATA YZimY/
YEENO=U.
2C READUS,9000) &

9C0C FORMAT(1AY)
IF(N.EG.A) RETURN
IF (YehEWA) 60TC 10
YESAC=1,
RETURKN

10 WRITEC(E49001)

9001 FCRMAT(2CH? TYPE YES CR NO == )

6070 2¢
ENC

FUACTICON GETNUMCALCNGAXIGHsTYPE)
C FUMCTICN GETNUM RETURNS A NUMBER ENTERED INTERACTIVELY

THURSDAY €& DECEMBER 1979

C MFTER CrECKINC FOR THE AFPPRCPRIATE RANGE AND TYPE.

. REAL GETAUM
10 READ (SeegERR=20) GETNUM

IF (TYPEWEGeOANDGGETNUMGNTZAINT(GETNUM)) GOTO 57
IF (GETNUM.GE oA . OWeAND«GETNUMLE «AMIGH) RETUERN

IF CTYPELEG2) 6CTC 4C
3C WRITE(&s100) ALOweAMIGH

100 FCRMAT(26H? ENTER A NUPMBER BETWEEN

6CT0 10
2C IF (TYPEWNL42) GOTO 3¢
4C COATINUE

RETURN
S0 MRITC(Ee101) ALOWGAKIGH

¢1G10.S94rAND

0151:.5.3" .=)

101 FORMAT(26H? ENTER AN INTEGER BETWEENG10.594HAND 961045 43H== )

6CTC 1v
ENC

SUEROUTINL TXTURE (NUMJRULE. INDEX4RESP4SCORE)

C SCCRING RULE.

SUEROUTINE TXTURE COMPUTES A SCOKL USING A SPECIFIED

CCPMON LLCL10D) 4GSCCRECLI00) oLL1(SB0)4QDEX(4D)

DIMENSION INCEXCL)GRESFCL1)4TEXTS(E)

DATA TEXTS/OHAY OSAY G PAVS oSV 0OR, 000y

M=INCEX())

NzMe]

CC S I=146
IFC(RULEEQTEXTS(I)) GOTO &
CONTINLE

WRITEC(EL900)

w

SCC FORMAT (38K BALC RULE ENCOUNTERED COMPUTING SCOCRE

RETURN
€ GOTC (1U42043C400450470) 1
10 SCCRE=],

CO 11 I=24N

1 SCCRE=SCORE*KLSPLINDEXC(I))
RE TURN

20 SCCRE=1.
DC 21 I=24N

21 SCORE=SCORE«( ESPUINDEX(I))*14)

C21a/(2a00M=1,)
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QUEC21113
QUEdil2¢C
QuZulllse
QUEC11ay
QUE115C
QUIC1l60
GUEC117D
GUE21183
QUEC119D
GUEJI2CQ
GUELiZ1)
GUEC122)
QUEC1Z23:
GuUItized
QUEC12LC
WUED126°
wUECI27C
SUEl128)
GuZvlas:
QUIC1z9d
QUES13LC
WUECL]I320
GLEUIZ3O0
GUEU1340
GUEL1335)
QUED13€3
GUECL13T0
GUED13E.
QUEL139C
QUED1&CC
GuZIdlslc
GUEDL1a2C
GUELL433
QUEV144C
GUEC1eS5C
GUEQL46D
GUECD1470
GUEDisal
QUEJ14%0
GUEXiSGd
QUEDISI1C
QUESLS20
QUED1S3Y
QUES1Se2
QUEL1S5C
GJED156C
GQUEC1ISTO
<UEC1S8C
QUEQ1590
QUEC16G60
GUED1610
GUEL1620
QUED1630
QUEG1640
GUEQ1850
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SCCRE=Ce(SCORE=~14) QUEC166D
RETURN GUEDSIET?
GUEC1es(

30 SCCRE=0. QUECleS:
CO 31 I=24N eJE0r7( ¢

n SCORE=SCORERESP (INDEX (L)) QUELITL1O
SCCRE=SCORE=(] /M) QUESiIT20
RETURN GUEC1T30

AC SCCRE=1, @JEGLiTe 3
DO 41 Iz24M QUEV1TS)

41 SCORE=SCORE® (Ll o= S+RESPUINDEXCLI) ) QUES17e0
SCCRE= (2w oM/ (2o0eM=],))0(]1,-SCOPED GQUEZITTY

€C CONTINUE QUEZO176¢C
RETURN GUEDL1792

S0 SCCRE=1. QUEJdLELC
DC S1 I=24N GUEL1813

-3 | SCCRE=SCORE#(] +=RESPULINDEXCLI D) QUECTIB2.
SCCRE=14=SCORE aJzC183d
RETURN QUESIRGD

TC Q=QDEX(NUM) QUELIELS
1C=NQ(Q) QUEL18€Z
A=GSCORECID) QUER1ETC
B=C.2 GUEZ1s2s

DO 65 J=145 QUECIESS
IF(ALY.B) GCTC 66 QUECIaCL
BzB+0.2 GUEC1510

6% CCATINUE eUtvlSas
66 RULE=TEXTS (W) QUED1%Y)]
I=d GUEG]IS4

6C10 & QUEJL95LC

END QUEC19¢e
GUES19T)

SUEBKOUTINE MULTELID) @uEC1381

C SUPROUTINE MULTE] IS THE SECOND LEVEL OF Tr: BOX SCCRING GUEC.iS3C
C SYSTEM. IT IS A CLONE OF MULTEVe AS ARE MULTEZe MULTE3e ANC MULTES, GUED20CLD
o, CCPMON LLC30C) «SCOREMIADIRULEH(SC) 910 X(40418) QuZc231e
CIPENSION INCEXC(4C) GUEd2G2?

e NUPATSIDEX (IO 1) wJE02338
IF(RUMAY JEQe D) RETLRA QUED204L
IFINURATGTSU) GOTC 40 QuUEG2052

PO 10 I=1e¢NUMATY QUEUL2CeY
I11z]+1 GUED23TC
L=IDEX(IDs 1) GUEC2CHQ
IF(SCOKEH(L)«GELD) GCTC 10 QUEI2RS D

CALL MULTEZCL) QUEJZ1GL

10 CONTINLE GUEZOo2110
J1: NUMATeL Ques2iatl

DO 30 J=zl,4Jl GUEG2130

30 INCEXCOIZIDEXCID<S) QUEC214v
CALL TXTURECIDWRULEMCID) oINDEXoSCOREHSCORE) GUEQ2158
SCCREM(ID) =SCORE @UED2160
RETURN GUEOD21T7¢C

40 CALL BOXUID) GUEC218)
RETURN QUEG219¢0

END QUEG2200
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QUEJ2210

SUERQUTINE WULTE2¢(ID) QUEL222¢

€ SUBROUTINE RULTEZ2 IS THE THIRD LEVEL OF THE BOX SCORING SYSTEM QUED221)
COMMON LLC30G) oSCOREN(ADIRULEHIAD) oIDEXCA0410) QUEL2247
DIMENSION INDLXCAD) GUEC2250
NUMATZIDEXC(ID. D) GUEZ226¢
IFINURMATLEQ.D) RETURMN QuUEC227)
IFINUMAT 6T.50) GOTO &0 QUEDZ228D

DC 10 I=leNumal GUEDZ2230
11z]+1 GUE223C00
L=IDEXC(IDs 1Y) QuUEd2%1C
IF(SCOUREHIL)«GED) 6CTC 10 QUEL2320
CALL MULTE3IL) WUED223L

10 CONTINLE QUEC2340
JIZNUMATS] WUED23%3

GO0 30 J=1,4J1 QUES236C

30 INCEXCUI=IDEXCIDWY) GUEY237Y
CALL TXTURECIDSRULEMCIC)9oINDEX9SCOREN¢SCORE) GJEv2383
SCCREMC(ID)=SCORE QUEG239)

RE TURN GUEC24CC

AC CALL BOX(ID) QuUIZT2410
RETURN QUEDR2422

ENC QUEvZa3dy
QUEJZ44 3

SUBROUTINE MULTESCID) GUEC2453

C SUEBROQUTINE MULTES IS THE FOURTH LEVEL OF THKE POX SCORING SYSTEM,. GUEG2460
COMMON LLU30C) oSCOREHIADIRULENI4C) oIDEXLGC10) GUELU24TC
CIFENSION INDEX(AD) QUEC2480
NUPAT=ZIDEXC(IDs1) QUED2«93

IF (NUMATLEQeD) RETURN GUEN2SCS
IFCNUMAT (GToS50) 6CTC &C QUE02S510

PC 10 1=1y¢NUMATY GUED2520
11=1+1 GUED2S3S
L=IDEX(IDs11) GUED254D
IF(SCOREHIL)GELD) GOTO GUED2852
CALL PULTES(L) CUEJ256?

10 CONIINUE QUED257C
JIZNUMAT e, GUED2582

D0 3C u=1l4dl GUEG259:

30 INCEXCUIZIDEXCID.Y) GUEo26L?
CALL TXTUKECIDGRULEMCID) ¢ INDEX4SCOREHSCORE) GUEQ2619
SCOREMCID)Y=SCORE GUEL2625
RETURN QUED26122

A0 CALL BOXCLID) QUED 2643
RETURN GUEJ2&50

ENC GUES26860
QUEL28TD

SUBROUTINE MULTEACID) GQUEDZE8D

C SUBROUTINE MULTEA 1S THE FIFTH LEVEL OF THE BOx SCORINC SYSTEM, QUED2650
COMMON LLC300) oSCOREMCADIRULENIAD) IDEXIATH1 D) GUES27C0
DIMENSION INDEXC(AD) QUEDZ2T10
NUPAT=IDEXCID41) QUED2720
IFA(NUMAT,EQ.0) RETURM QUED2730
IFENUMAT.GT.S0) GOTC &C QUEC2742

DC 10 I=1leNUMAT QUED2750

A3-1¢
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I1z]+1
L=IDEXCIDL 1Y)
- IF(SCOREM(L)«GE.D) €0TQ 10
CALL MULTES(L)
10 CONTINLE
JIZNUMAT«}
PC 30 uszieJl
30 INCEXCJUI=IDEXCIDWD)
CALL TXTURECIDZRULEHCID) oINDEX «SCOREH ¢SCCRE)
SCCREMCIDI =SCCRE
RETURA
0 CALL BOXUID)
RE .URN
END

SUERDUTINE GETRCILOCSRESP)

PAGE &

QUED27el
QUEC277y
QUER2780
QUED273¢L
QUEG2anD
QUED281D
GUEJZe20
GUES2s10
GUEL2E4D
GUES2AR30
QUEC2£e0
GUED2&TD
QUEG2#SD
QUEL 2890
QUEJZSC.
GUED2S15
GUEL2920

€ SUERQUYINE GETR RETRIEVES THE RESPUNSES FROM A SPECIFIED QGLESTICNASIREGUED29ID

C LOCATICH,.
INTEGER RESPLOGD)
JEILOC 1
READ(2%J49000) RESP
900C FORMAT(AD(1Xe1ALI))
RETURN
EAC

SUBRQUTINE MULTESCIC)

C SUBROUTINE MULTES SIMPLY PRINTS AN ERROR MESSAGE AND RETUPAS.
SRITECE4900)
WRITECEeS01)

QUEL2940
QUED2952
QUED29¢eD
CUEC2972
QUEV29ED
QUEL293)
QUEJIONCE
GUEC2(LD
QUEJ®A2
SUE030130
GUEJZO&L
GUEJI3IO0SD

SCC FCRMAT(S4M YOU MAVE KIT THE LOWEST LEVEL IN THE SCORIANG ROUTINEICUEC30€ED

$01 FCRMAT (454 PLEASE TRY SCORING LOWER LEVEL BOXES FIRST )
RETURN
ENC

A3-17
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NATIOMAL CSSe INCe CSUNNYVALE DATA CENTER) SUNY

SUERCUTINE PRINTHUIDoHAANE) QUECC:D:
C SUBROUTINE PRINTH PRINTS 2 GRAPHICAL DESCRIPTION OF THE MHIERARCHY GUEQSL2C
C BELCW A GIVEN BOX, QUESDIZY
COMMON LaX(100)9QSCORECLICOI o LAXXEL100) ¢SCORENLAD) 9RULEKLSGL) GUEGZ0s0
CCMMON IDEX(a0410) ¢GDEXCAL) ONAMEC(LIDU) QUERTCSE
COUELE PRECISICN HAAMI (40) GUELClEL
DATA Q/1nQ/ GUELCGT
WRITECE49000) HNAMECID) GQUELCOED
9000 FORMAT(/Z425¢ FKIERARCHY DATA FOR BCX olAee /) QUE2CI9
11=IDEXCIDGY? QUECLC1GO
M1=MOD(I1450) GUESZ11D
MRITE(699001) WNAMECID)JRULEHC(ID) o SCOREHEID) 4GDEXCID) SUEJdCiad
9001 FORMAT(SH BOX:elA6eTH RULE:91A2¢8H SCORE:w1F6els QUEIN13.
15w Giela8) QUESCC1a
IF (I51.EQGel) RETURN QUEDC1SY
DC 10 12324K1 GUEUC1ES
WRITE(£49002) GUECC17:
9C02 FORMAT(TH? ) QUEull18d
I3zI0ExCIDy12) QUEL219¢
IF(K1.EGeI1) GCTO 15 QuEdtD2C?
WRITECELTOUS) CNAMECIZ)GGSCORECI D) GUEJL21Y
900 FORMATI1ITH QUESTIONNAIRE: olA4eEH SCORE:$1FE.3) GUEG322)
6CTC 1¢ QUEGJ23%
15 WRITE(S649001) WNAMECIZ)oRULENITIZ) oSCORENIIZ)GGDEXCID GUEJ(242
164=J0EX(I341)¢] QUELC250
K2=MOD (14450 GuECD28C
JIF(I4,EGe1) GOTO 10 eugdta21e
OO &40 15=24X2 QUEVC28C
NRITE(E45002) euEodo2se
sRITECELS0LD) Gueocloc
18=1DExC13,415) GUEDD31)
IF(K2.EGe14) 6CTO 25 guUESC320
WRITECEs9003) GNAMECIB)oQSCORE(IB) QUELC33C
GCTO &¢ SUELD3AD
25 WRITECELSOCL) MNAMECIE) oRULEHCIB) oSCOREMCIB) oGLEXLIR) GUEGISS
J6=I0EXCIB 1)) QUEDC36C
K3I=MO0D(I6+5D) QuUEIL3T7e
IFLI6«EQel) GCTYO &5 QUEOG3ES
BC 30 17=24K2 QUECI39¢0
DC 11 Ji=1,3 GUEJLeOL
11 WRITE(&49082) GUELJSL1D
JIZIDEX(IBLIT) QUECD&2:
IF(K3.EQ.I8) GCTO 35 QUEGCAIC
WRITECE+S0L3) GNAMECJUS) 4GSCORE(US) GUECJ6e?
6CTC 30 GUELCS&S D
35 NRITE(6+9001) WNAME(JUT)GRULEK(UI ) ¢ SCOREMIJTI4QDEX tUT) GUEdC4ol
30 CONTINUE QUESDeTS
4% CONTINUE QUEQNeR?
AC CCATINUE QUEGL4SD
10 CONTINUE GUECDELO
RETURN QUEDODS10
END QUECES2)
QUESUS3L
SUERQUTINE SETH(IDLISET QUEGDSeD
C SUBROUTINE SETH IDENTIFIES WHAT BCX SCORES WNILL BE CHANEED WUEDLESE

A3-18



QUEASZ

C WHEN

1c
at

2¢
SC

FORTRAN P ID=yCCuR 16420419 THURSDAY 6 DECEMBER 1979

A LOW LOVEL BOX*S SCURE IS CHANGED AND REINITIALIZES THEM.
CCPMON LXXCIC0DeSCORENCA0) JRULEMCAD) o ICEX(40410)
CIMENSION 1SET(aD)

1E<10

00 20 13=1+10

ICk=g

CC «l J1=1440

12210Ex(1141)e)

IF (12.EQele0R ]124GE-50) GOTO &0
OC 10 l1e=2,412

IS=IDEXCIl4IN)

IFCISeAESIE) GETO 1C
SCOREH(IL)==1,

IE=11

GO0ty 2¢

CCATINLE

COATINLE

IF (ICreEGe0) GOTC SC

CONTINLE

RETLRN

ENC

FUNCTION NGCANRKE)

C FUNCTICA NG RETURNS THE NUMEER OF THE PASSED QUESTIONMAIRE NAME,

ic

30
9c02?

2C

COMMON LL(BcO) oQNAPECLILD)
DATA ALL/Z4HALL 7

OC 10 I=14100

IF (ANAME SEGeGNAME (1)) GOTC 20
CCATINUE

IF (ANAME JNEJALL) GOTC 3C
hNez=]

RETURN

WRITE(£49003)

FCRMAT(10H BALC NANME)
NG=0

RETURN

NGzl

RETURN

ENC

A3-19
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QUEDCSED
QUEC:5TC
QUEG2SED
QUESLZ9
GQUECDSIC
QUEULELD
GUEJJ&20
GUECLE3D
CUECOeaD
QUELCeSH
GUEC Jeed
QUELCETY
GUEDCGE®RD
GUELDdEe"
QUECITNC
QUED2713%
QUEDdQTZC
GUEDZCST3C
QUETZST42
GUEDSCLT730
QUEGS TeC
wUECC?73
GUEQRDTER?
QUELDT79¢
GUEGLOD3TC
QUECJELD
GUEC(UB2C
@UEJICS2L
QUECPL4C
JUECE8SC
GUZJuBsen
SUEJIRT G
SUEJJ3BD
GUEvd3asn
QUELCSCL
QUESGYL1C
GUEdJ920
QUECD93C
GUEZD94C
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NATICNAL €S5S¢ INC. CSUNNYVALE DATA CENTER) SUMNY
QUEICDLC
QUELIQ2L
SUERCQUTINE SCOREGCID) QUECIL3C
C SUBROUTINE SCOPEG SCORES QUESTIONNAIRES. GQUECIT4?
COMMON LOCG(100) ¢QSCCRECLIOD0)4LOCRCLI0D) QUESAQS5L
DIMENSION IRESF(OL)IJRESP(eD)oRULECIC) o IWRSTLAD) oWEIGHTLED) QUECLISL
CIMENSION SCORECSU)oSCCUADI4INCEXTAD) GUEJLLTD
INTEGEFR QDEX(ICea0) GUEDJORD
CATA IBEST/1Map/ QUECLCLSD
BEST=FLOAT(IBEST) QUEVT109
CALL GETGQILOCGIIL) yRULEGIWRST qWEIGHT ¢NUMG 4 NUMGP 4GDEX) QUECLCLLIE
CALL GETRCLQOCRCID) oIRESP) QuEpe12C
DO 10 I=1¢NUMG wUEGul 3t
IF CIWRSTUIDLEQSLIBEST) 6CTO 10 QUEST1eL
RESPUII=CBEST=FLOATCIRESPC(I)))ZUBEST=FLOAT(IWRSTLI))) QUESZ15¢C
RESP(II=le=dEIEHT(IIeRESF(]) QUEL 31l
10 CCATINLE GUEDZ17¢
DC 150 I=21,410 GUEC:.1sl
15¢ SCCREtI)==1, QUEvVILge
DC 140 I1=1410 GUEo02¢C2
FLAG=U. eutLIel
CO 100 1=14NUMEP QUEOd22¢
J1ZQUEX(Iel) el GUEJJ23:
DC 110 J2=24J1 QUEGG2e.
JIZQDEX(Iav2) QUECQ228°
IF(U3.GE-100) €070 115 QUELP2E?
IFC(SCORE(UZ)I oL ToD) GCTC 120 QUEdd2T&
115 CONTINUE GUEDD2=?D
11C CONTINUE GUECL225)
CC 1330 Ja=z24J1 QUEAIZG:
vEzQDEX(LIeue) QuedIiic
IF(J5.LT4100) COTC 160 QUEDG32D
J5zJ5-100 GUELDN32?
SCCUJM)I=RESPLUE) GUEJD34D
60TC 170 QUEDJ3SC
J6C SCCtJ&)I=SCCRE(US) GUEQLIER
17¢  INCEX(Ja)=JU4 GUEBO3TC
13C CONTINLE GUEDDZ8D
FLAG=1. QUES23%9e
INCEXC1)=QDEX(]I¢1) QUEQ2¢cCe
CALL TXTURECISRULECTI) o INDEXsSCO9SCORECI)) QUEDUs!C
IF(lebGel) GOTC 145 GUEDCse20
120 CONTINUE QUEINGe3L
100 CCNTINUE QUEGJ44D
IF(FLAELEQ.0) EOTC 145 QUEDD&ST
IFCSCORECL1)«GELD) ECTC 145 QuUEDOasL
140 CONTINLE GUECCeT)
145 QSCORE(ID)=SCCREC(Y) QUEDDuE?
WRITE(6+9002) QSCORECID) QUEDQ4SCD
9C0C FORMAT(1I3H THE SCORE =41F6.3) GUEJCSER
RETURN QUEGLSLD
ENC GUEDODS52Z3
QUES0533
SUBROUTINE GETGULOCIRULE2wIWRSToNMEIGHT oNUMGU ¢NUMGP 4QDEX) QUECLS40

C SUBROUTINE GETQ REACS THE STRUCTURL OF A QUESTICNNAJRE OFF DISC FILE 1GUED2%50

A3-20
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INTEGER QDEX(10040)4ISAVEC(AD) 4INRSTC4D) QUED %Sk
DIFENSION RULECLIUDZWWELIGHT(40) QUECDST)

vzLOoC QUEDQJ3&C
REACLLI%J49000) XoNUMQU NUMGP GUECCE9D

9000 FORMAT(IAS 46Xo1124874112) GUEDOeLD
JEJel GJEDDOB10
READC1°J49002) IWRST QUEL2£20

SCC: FCREAT(AQUIXg1A1)) QUEDSEZS
9001 FORMAT(EF5.3) GUI00e«D
CC SC 12:=1 ¢NUMGP GUEZ0esD

NEE DY QUECDEED
READCLI®J49003) NAMENUMGR QUEL2ET)

SCO0Y FORMATI(2CLII24EX)91A2) QUEDTER?
NAMEZNAME =45 QUEC &3¢
GLELINAME 1) =NUM QUEDTTC)
RULECNANME) =R QUEWDTITD

JEuel QUEDDT?2?
KREACEL1%U990C4) (ISAVE(L2)ed2=14NUN) GQUECI73L

OC SO0 I=1.NUM QUECJT74C
11=]¢1 QUEJCTSD
IFCISAVECID el Te50) QDEX(NAME ¢ I1)=1SAVELIde100 GUEC27e60
IFCISAVECI DGl Sv) GDEXUINAMEGI1)=ISAVE(I) =49 QuiELdTTe

SC CCARTYINUE QUECQ7R)D
Jzyel GUEJCTIY

READ (1%JeSOULNINWEIGHTLIZ2)e12=148) QUEGDeELE
IF(UEIGHT(1)eGTe1) 6CTC Y0 QUEGOELDL
IF(NUMGU.LE«E) RETURAM GUECODB22
Jiszyel GuezcCCe3tL
READCI®UL4F000NCWEIGHTEIZ2) o125 4NUNGL) QUECOB&C
RETURN QUELIeSD

T80 00 10U J2=14NUMGU SQUEDCE6?
100 WEIGHT(J2)=WEIGHT(2) QUEJDZT?
9004 FCRMAT(40I2) QUICIBsy
RETURY GUEOLESE

ENC QUESS994
GUEGSI91)

JUEDQDS20

SUERQUTINE PRINTG(ID¢GNANE) QUERLI3LC

C SUEROLYINE PRINTG PRINTS THE STRUCTURE FOR A QUESTIONNAIRE, GUECD 2943
CCPMON LOCGI102)+GSCORECLIO0Z) ¢LOCR(IDD) GUEWLS5D
INTEGER QUEXC1Ce40) QUEC?962
CIMENSION RULECL0) ¢RESP(AD) oGNAMECIUD) o INRSTIA0) 4NEICKT (D) QUEJIST0
DIFENSION IRESP(AL) oX(A40)4Y(4D) GUEDD9R?

DATA 1BESY/1HAZ QUECD03S?

CALL GETQULOCGUID) yRULEGIWRST oWETIGHT o NUMGU ¢NUMGP +GDEX) QUEDL9CTt
PEST=FLOAT(IBEST) @JEO1Q10

CALL GETR(LOCRCID)4IRESP) QUEDICZ?
MRITE(G48999) @UECLID03?
MRITECE49000) GNAMECID) QUEJiITe?

8995 FCRMAT (//+20X422H QUESTIONAIRE DATA FOR) QUEC10390
SCC0 FCORMAT (23X o13HQUESTIONAIRE o144) QUED1uED
MRITECE€49002) QGSCORECICIRULTI(]L) @UEDLICTD

9002 FCRMAT(BXo16HOVERALL SCORE = ¢1F10.5¢SXeTHRULE ' +1A84/7) QUEC1CES
DC 5 I=1440 QUED10%9)

IF CIMRSTCIDeNELIBEST) 6070 o QUELI109
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S(0s

900

11

¢

9C0¢
60

5¢

3t

2t
1c

FCRTRAN P ID=WCCWR 1620427 TYHURSDAY ¢ DECEMBER 1975

xtl)=0.

6070 &
XCI)=)1o(BEST=-FLOATC(IRESP(IDID/UBEST=FLOATC(INWRETL]) )
YOI)=1 o~MEIGHTY (1D et l=X(]))

CONTINUE

1=1

Ji1=5¢0

MRITE(6+95004) JI4RULEC(Y)

FORMAT (7 BOX:I o112¢8F RULE: #1A2)
112G0EXt141)e1

IF(11.EQ.1) 6070 1C

OC 20 I2=2.11

BRITECE49005)

FCRMAT (TH? )

12=4DExtiel2)

IFLI3«GE-100) GOTO 3&

J1z13+45

WRITE(649006) JIRULELID)
16zQDEX(I341) )

IF(la.EQ.1) GOYO 20

CC &40 1I5=2,14

WRITL (645005

WRITE (€£4500%5)

I18=QDEA(13,415)

IF(le«CES100) CGOTO SO

Jiz1geas

wRITE(E+9006) JleRULECIE)
16=QDEX(IBe1) ]

1F€(16+EGQel) ECTO 4S5

CC 60 17=2,16

CO 11 J231,43

WRITE(E4300uS)

JISUDEX(IELIT)

IFCU9.€Le100) E€EOTO T7¢C

JizJ9+49

MRITE(E+9004) W1 GRLLELYS)

60710 &4

J1=J9-100

BRITECESSOCE) L1 XUJ1)oWEIGHT UL D YU
FORMAT (4K Z9l12¢0TH RESPzolF6e3¢3H wWxolF6e3e3H S=elfEed)
CCATINUE

GCTO &%

vizlg=100

BRITECE49006) J1oX(J1DQNEIBHT UL oY CUYD)
CONTINUE

CONTINUE

60T0 2¢

vizl3=100

WRITECE49006) 1oXCJ1DGMEIGHT UL 4Y(J1)
CONTINLE

RETURN

END

A3-22
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GUED1110
GUED1120
QUEU113,
GUECGL1a)
GUEGI15
QUEV1le0
QUELLITO
QUESIIBD
GUET119C
willzng
GUEJ12180
QUEDL1222
auedlel:?
GJutbl2sg
@UED1253
QuElizeld
GUELi2T2
euEli2sg
GUED123Y
QUEILI303
aUEv131)
QUEDdLI32)
QUECL133D
GUEC134D
QUED13%35
QUEZ13¢él
QUEG12T
GUEU1380
QUED139¢C
GutClalo
GQUECDL4L2
GUEC1s2C
QUEdielD
QUEDI&4D
GUEJ145)
QUED14ed
QUEB14TO
QUEV14ETD
WUEC1I&SC
Guetlsao
QUEL1519
<UEC152¢0
QUEJ1833
GUED15ecC
QUEC15E2
QUEDd156C
QUEC1=7¢
QUEG1ERI
QUED13%3
QuUZllell
GUES161D
QuUELlE2]
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NATIOMAL CSSe INCe CSUNNYVALE DATA CENTER) SUNY

SUBRCUTINE HPRUIDHNAME) QUEDNrOLC

C SUBRCUTINE MPKk PRINTS A PICTURE OF A PORTION OF THME MWIERABRCHY. QUE?CJ20
COMMON LXXC(300)oSCCREMC(AD0) ¢ ULEMIAD) o I0EXLED4 1) QUEDLZ3S
DIMENSION DOTU(Z2045)41PR(2045) QUEDCD4S
DOUBLE PRECISION HNAME (40) GQUESL250
CATA STARKZAHeene JELANK /4H / QUECLOLD
CC 1 I=1+420 GUEQC0TD
DC 1 Jz145 @UELCO0BD
IPRCI ) =0 QUEGSL299
1 DO0T(leJ)=BLANK GQUEC(1d)
LEv=1 QUECCIL0
J1=10ExtID o101} QUESLi20
IPRCLEVe1)=IU GUEGS1Y3
JF (11eEQeleCR,I?4GT.50) GOTO S QUED 14,
& CC 310 12=22,11 GUECTIEL
13=1DExCI0e12) GUELS1el
IPRCLEVe2)=13 QUEDGITC
JazIDEX(I3 41091 GUEQC1E?
IF(I8.EUel sORLINLGTL55) GOTO 15 GUECCLSD
1€ CC 20 15=2414 GuEldgace
16210EX(]I3415) QUElLZiS
IPR(LEVe3)=]E GUETCT22¢
I7=10Ex(I6e1) el GUIBT239
IFCIT7eE0el e 0RaITeGT6E9) 60OY0 25 WUEul24C
26 0C 30 18=2417 GUELL252
19=IDEX(I6e18) QUELC26C
IFRCLEV.82=]1S QUEJLZTR
110=I0EXNCIYelDdel @UECi28g
IFCI104EQeleCRI10.CT650) GOTO 501 QUEJIZTeSC
D3 Sud 111224110 QUECI3CS
IPRCLEVHSIZIDEX(IT6111) GUELJI3Le
€CC LEv=LEVe) GUEGL32L
60T0 328 GJEDD33?
€01 LEV=LEVe] QUELDI4t
30 CONTINUE SUEGC3SS
6CT0 2¢ Qucullen
2% LEV=LEVe] QUESC3T7S
20 CONTINUE QUERCILS
607TC 10 RUECS3SE
15 LEV=LEVe) Queicact
1C CONTINUE GUE3CeLC
€ CONTINLUL QUICOe2(C
0C 60 I=1,419 GUESCa3L
CC 60 Jzle4 QUECJ44?
I11=1IPR(]1eJ) GUEJDeS?
IFtI1.EG.0) €CT0 &0 GUZO0&E"
12=I0EXCI14101 QUERTaT

IF CI12.LEe20R4I2.6T450) GOTO &0 GUEGD4BL
15=1+1 QUEQC4SD
DC 61 13=15419 QUEDCSED

JizJdel GuEoLs!
CCTCI34J)=STAR GUETOS20
IFCIPRAUISGJUIDLEQ.ICEX(IL1412)) 6OTO 62 GUEDDSI)
61 CONTIMGE GUELZS4D
62 CONTIN'E QUEGCS3D
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6C CONTINUE QUEDC36D
WRITE(6+900UB) HWNAMECID) Queodose
900C FORMAT(3I2H MWIERARCHY INFCRMATION FOR BOX slAce//) QUEDUSEQ
90C]1 FORMAT()AH?2%sssesrans) QUESUSIT
FCC2 FCORMAT(IHY e 1 0642K ») QUECCEDC
9C0r FORMAT(OHYeSz41F6a3elKe) QUEDCsl0
9CCA FORMAT (bHY?#RULE: ¢1A291HKe) QUEwCE2D
9005 FORMAT (3KH2ee) QUEDLS3D
SL0E FCRMAT(IH21AD) QUESOEsD
S007 FORMAT(3IN?2 ) QUEDUESD
9C08 FORMAT(2KH? ) QUEDCceD
9C09 FCRMAT(11H2 ) QUEJCETY
9C11 FORMAT(3IH? +1A142H ) QUES2ak?
SC1Z FORMAT( "g2K?2 ) GUEGGLESE
I=LEv=] QUEDULTCD
WRITEtELS00E) GUECCT1C
0O &U LEV=1sl QueEcoT2l
LE=LEVe] QuUEdC23D
Faxz] QUESST4L
OC 101 I11=1,5 UEDNJTSD
101 IFCIPROLEVOIIIDeNE «CoORJDOTILEVOIIIIECSSTAR) MAX=II] GUECOTe?
DC &1 I1=1eMAX GUECCTTE
IFCIPRCLEVeI1)aNELC) GCTC 39 Quelt278d
WRITE(E49009) QUEQLT90
GCTL &1 GuUEZCRGC
35 NRITELE490LY) QUECDOEIC
41 WRITEL(6+9011) DOTCELEVSIL) QUEDSTB2C
WRITE (E4S5012) GUEDLS3C
CC 42 12=14MaX GUECODEST
I3zIPRILEVei2) QUEQJ285¢L
IFLI3.EQe0) 6070 43 QUECLaeT
WRITE(E+900U2) HNAMECLIDZ) QUEJDSTC
6070 3¢ GUESLEBL
4 WRITECEL900D) Gugocasc
38 NRITE(E49011) DOTHLEVe12) QUEJCSGC
44 CONTINUE QUEDLS10
42 COANTINUE QUERJ920
WRITE(E49012) QUEJIS3I
CC 66 11=144 QUEJCSsL
JFI(DOT(29]11)ECeSTAR) DOTC1411)=STAR GUEDDSS5Y
66 IF(ODOTClol1)eEQeSTARGAND MAXLLTLI1) MAX=]] QUEwUS6S
DO A5 12=1 4MAX QUEST9TL
12=IPRILEV.1I2) GUEDUSRY
IF(I3.EG.D) GOTO a7 QUEQDDSSL
IF(J2.6T41) WRITE(E49500%) GUED1COD
MRITE(H+9003) SCOREKW(IZ) QUEDd1ICIC
IF(I2.EQ.4) GOTO A4S GUED1L20
14z]2+1 gueQlcle
IFLIPRALEV.I)6Ted) GCTO a6 QUEC1J4¢0 v
NRITECEL90OT) GUED10S50
€070 65 QUES1060
46 NRITE(E+4900%) QUED1ICTD
MRITECEL9006) STAR QUEG108Q
GOT0 &5 QUEQ10SC =
47 WNRITEL6.9009) QUED1108
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QUEASH

6%
L]

11
S1
L

54

al

FORTRAN P 1D0=MCCWR 162036 THURSDAY €& DECEMBER 1579

MRITELEL900T)

IFCI2.GT41) MRITECE490CT)
MRITEC(E+9006) COTCLEV.12)
CONTINUE

MRITECESS012)

DC 49 12=14KAX
I3zIPRILEVI2)
aFtI3.EG.0) 6CTO S50
MRITE(E49008) RULENWCIZ)
6070 &1

WRITE(E49009)
WRITE(649011) COTULELI2)
CONTINUE

WRITE (649012

DC 52 11=1MAX
IFCIPRCLEVGIL)NELO) GCTO S3
WRITEC(E«90UD)

6CT0 5%

MRITE(E490LY)
MRITECEe90U11) COTHLLESID)
COANTINUE

WRITE(E49012)

CC 54 11=144
MRITEC(E4500%)
WRITECEZSO11) COTI(LESID)
SRITE(E+9012)

CCNTINLE

RETURN

ENC

SUERCUTINE PNAML (HNAME)

C SUERQUTINE PNAME PRINTS THE NAME COF THE CURRENT HIERARCHY ECXESe.

947¢C

4cC
9471

DCLUBLE PRECISICN HNAPE(AC)
WRITE (649470
FORMAT(38M THE CURRENY HIERARCHY INCLUDES BCXES /)
DU 870 1=21,5
I1z8e(l=1) 9]
12=11+7
WRITECEe94T1) INNAMECTIS) 4132114120
FCRPATI(BULIXo1RE41X D))
RETUKN
END

SUBROUTINE PONAME (GNAMENUMG)

C SUERCUTINE PGNAME PRINTS THE NAMES OF THE CURRENT QUESTIONARIRES,

J00¢
it
sco1

CIMENSION GNAMECLIOD)

MRITELEL9000)

FCRMAT(33H TwE CURRENT QUESTIONNAIRES ARE: +/)
WRITE (699001 (GNAMECTIZ) 91221 4NUNG)
FORMATI2X41001A4,2X))

RE TURN

END
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QUED1119
QUEC11.i
QuUEDNLLlL
GUI0114¢
QUED1153
QUED1ie6D
QUETI1ITC
QUEC1180
QUED119¢0
QUEJL1Z20)
QUED1Z210
QueEdla2y
GUtel1232
QUEDiIZel
Qugolzse
GUEC1267
GugLizrt
QUEDd128T
QUED1Z29C
GUEC130C
GUEd131D
Queciles
QUEJ1332
QUECL 1343
QUEC1I3ZC
GUECZ1362
QUED137C
QUES13BD
GUEC139:
GUED1s0C
QUEC1410
QUEV1a2C
QUED1430
QUED1440
QUED14SC
GUED148D
GUEC147C
QUEU1480
QUED149C
GUED1S3¢C
GUED1510
GUEDd1S52C
QUECG153¢C
QUED1540
QUED1S3C
GUED1560
QUEJ1STD
GUED158¢0
@UED15S0
QUEQ16090
QUEQ1610
QUED1€20



GUEASIB FORTRAN P 1C=JdCCwrR 12.8F 456 THURSDAY 13 CECCMEER 1979 PAGE 1

NATIOMN2L CSSe INCe (SUNNYVALE DATA CENTER) SUNY
C GUEAS] =< A PROGRAM FUR EVALUATION OF SAFEGUARDS QUESTIONNRIRES QUEDDL1C
C ANLC HIERARCFPIES QuEJ(lrae
COVMON LCCGILCC) oudSCCRECICC)GLOCRCIGY) QUECIT3D
COMMON SCOREFCUD) sRULEFCQU) o JDEXCA o1 0D o GOEX QD) oGNAME(ICL) GUEDICey
OOUBLE FRECISION BRAME (40) dELANK oNCMO oHNAVE (4 () ¢ ANAME GuedLed
INTEGER LOCHSIE) o ISET(O)oFLAGLLID) qLOCHIS)IoIRESPIAD)GTBESTIAL) QUE23.87
REAL SCORECAC) oWEIGHTIGU) oRULFCI0) oTELTSLT) QUELHLTY
CRTA YEXTS/2Knie2r SR e2HAVe2HS2e2HDR g1 HAe2H 2R/ QUECURE)
CRTA TAAZIFA/WNUMOZERNCHORE/ELANK/ER / QUL C.u90
AAAZFLCATC(1AR) QUETTI1ICY
DC 3939 1I=1+40 eyeE22113
399 SCCREm(l)=~=]. SUELL2¢C
J=z QUELILY?
F REAC GUESTIONNAIRE LOCATIONE AND MAMES GUERLIeL
REBL (245406 wNIIMG SUELT1SC
REAC(2¢99465) (LICRUTI?) 1221 4NUMG) QUEO2lel
REACCL 99464 NUNM, autell17¢
REAC(1995465) (LCCQCI1Yel1=14NUME) GUEPLL1AL
CC IC J=leNUVMJ CGUECL19:
30 REALC(2645727) GNAME(W) QUEIC20L
9727 FORAT(144/) «Ugotel?
RCdINL 2 sueEocLzet
RELCL2499468) NUMG QUECS23:
REALI2+5465) (LCCRCI2141221eNUNG) QUECL247
DC 10 I=14100 GUEDC2¢%
ir CGSCOREt]I)==], QUEDP(2¢?
DS 20 I=1el¢ QUEDZCT?
«( FLAG(] )= SUEJD2EC
C SELECTY INiTlhe CPTICN ; QueELIzsi
1800 wPITEteo?10W) GUEZL30Q
916C FCRMAT(S54H SELECT 1= PIERAPCHIESe &= GUISTIONAIRESy 1= STOP == )GUEI"21L
ICF2oETuUMCieedanie) QuUETutl2?d
1C01 IF CIOF.EQ.3) STOP GUETC33?
GOTC (4Ulue2LL0) 1ILP GUEgu34t
C REVIEW CPTICN SLLECTION AND BRANCH YO PRCPER OPTIUN GUEDC350D
1SPT=10P GUERC( 36
1100  COANTINUL QUELC3ITC
1F CICFTeGEeloatNCoIOFTWLECY) GOTO 11012 GUENCISG
IFCICHTowl o2l oAU 1LPTolboect) GOTO 1102 GUEoc3ec
IF (IO0FTeOEe%1eANDeIO0PTALESSU) GOTL 1102 GUEvCRLY
GOTO (1000902301 0Ce422) 108 QUEJI41C0
1101 10P=]OPT QUEJIC&2D
€oT0 1791 QUECT42C
1102 ICF=INTUFLOATCIOPT I 1LY GUECLA& "
JIFCIOP#)CaEG . ICPT) GOTC 1721 QUEDD&S"
ICPT=1CPT=10P10 QUEL 46"
GOTO €100uec0loll0ueara) ICP QUECTeTC
GCTO 1c0C GUEQ(LsEC
C PRINT MENU AND GET GWUESTIONNAIRE CPTION QUECC&SC
2000 IF (FLAG(2)+E7.1) 6uTD 210 FVEJCE0D
230 WRITEtEes9200) GUELCSLD
NRITE(ELS2.1) GUEGURE2)
WRITEC(E49202) GUEDOS3C
WRITE(64927D) UEDCS4Dd
WRITE(645204) QUECPSS L
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WRITELEL927%) QUEDISeC

9200 FORMAT(/Z416n SELECY ONE: o/ QUELOET"
9201 FORMAT(SI® 21« COMPUTE SCORES 2= PRINT SCCLRES ) QUEICSRN
9282 FCRPAT(S5IM 23« SET SCCnES 24> REVISE «ZICRTS ) GUtols53e
92CY FORMAT(SIH 2%= REVISE RULES 26= REVISE RESPONSES ) QUEJC&D2
9207 FORMATISIM 27« REVISE NAMLS 2e= PRINT NANES ) GUEDZeLC
9206 FORMAT(S1M 29= N7 MORE REVISICAS ) QUELTezD
92C% FCRMATI(/49r WnICn ) GUELIBLD
6070 22? QUEC J€40

21C MRITE(E49278) QUEGLEEL
920€ FCRMAT(1EH SELECY 2129 == ) JUEDCE6D
220 JOPTZGETNUMI21e92%ev2e) QUEDLE??
IF CIOPTeLTe21e0Re]JuUPTelTe29) 6270 1100 QUEC Jest
ICPT=10PT=2( QUEC ¢SS

201 FLAGL2)=] GUELCLTLE
C ERANCH TC PROFLE CPTICH GUELSTLIC
GCTC (200102005020 2020u0920L00420%002000¢2CC0h01200) 10FT suELnT2(
QUECDT730

€ o= CPTICN 21 T0 COMFUTL A GQUESTIONNAIRE SCORE =e QUECLCTTAS
201 CONTINUL GUEDBGTS.
214 DT 211 1=)NU™S GUEDLTED
RITECESTI VL) Wik t]) Qucer 17t

S301 FURMAT(16n  GULSTIUNNAIRE ¢1A441¢2) QUELJT8L
211 CALL SCOREWtD) WEILTST
GCIC 2030 WUELOEC T
QUECDELZ

GELT FORMAT(23H CATER RULE (HAeSAsAVaSUWOR) == ) QUEGlE2®
95« FCrMAT (142) WUEJCF3(
GELE FORMAT(ZSH BAD RULCe TRY AGAIN o= ) QUECOS4L
9271 FCRPATCLISZH ENTER NAML == ) WUELCES G
9272 FCRMAT(1A4) AL Ilerel
C == PRINT AND SELECTY WIERARCHY MANIPULATION CFTICNS == GuUEsCleaTl
2C00F CALL POUNAMECGNEME ZNUPG) QUEILRED
GCTU 240C Cueeoesese
GUEJ(2G0

GCLCC  IF (FLAG(S)WEG.0) GUTC 40CE QUEDDSLT
IF(FLAGE&) EQe3) BUTC 4Ll GUEQCLS2C

4Ce WRITE(EWS4. D) GQUEIC33C
WrlTECE496N)) GUEDI94Q
sRITEC(ELZS4D2) CUEDL 5T

WEITE (e 94 () QUESDSET

SRITE (£4942%) QUEDLS73
BRITE(E994L3D) QUEGJSED

WFITE (sS40 QUEDD39?

MERITE (£49<0%) GUEC1ICUS

S40C FCRMAT(/e16K SELECTY ONE: /) QUEU1I1?
94C1 FCRPAT(S1IH &1« COMPUTE SCOPES 42+ PRINTY DATA ) QUEJ1L2%
G40z FCRMAT(SIH &3« ASSIGN SCCORES 44~ REVISE DELAY/ZRESP ) QUZIOLILA?
SaC?! FCRMATI(S51A 4%« REVISE RULES 46~ SELECT Ngwe MIERARCHY ) wUED108D
94C4 FCRMAT(SIN A&7« PRINY BOX NAMES 48+ FILE HIERARCHY DATA ) Qugd10S0
9405 FORMAT(S5IM 49- CHANGE BCOX NAME SC= PRINT HIERARCHY ) QUEL1"60
9407 FCRPMATI(SIH &1« NO MORI REVISIONS ) QUE21CTY
GCYC &« (3 GUEC1CRD

401 NRITEtEsS540E) QUEDILCSI
940¢ FOPMAT(18M SELECTY 41=51 == ) QUEG1103
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A0 JCPT=GETNUMIA]L 4947 e024) GUED1110
JIFCIOPTaLT ol sCRGICFTLCTL%1) GOTO 1100 GUESi12C
ICPT=zIC0PT=40 QULL113L

404 FLAG(S)=] QUECL1149

C ERAANCK TC PRUPER MIERARCHY CPYION GUEV11SD
IF(FLAG(S) EGC) GCTC 400¢ QUEJlles

GOTOUA UL o002 ot 0030t 008 TLS¢t006e000744008,500544002,1020) ICPTSUECSIITO
QUES1I1RD

C o= CPTICN 41 TO SCOUPE A HIERARCHY BOX == QUEV1ISC
AC01 CALL GETHNC(IDoHNAME) QUESI2GD
CALL SCReM(ID) @UEB121)

CALL SETHUIGSISED) GUED1z2"
ISETCICY=0 QUEd123¢L

GCYO 03 QUEJ1¢24L
QUECLI2S2

£ == CFTION 42 TO PRINY nIERARCHY DiTA == GUECi2¢6.
40uc CALL GETHNI(IDoRNAMD) QUEC12770
IFCIOFTeEGe2) CALL PRIANTHCIDeRNAME) GUEC12hL

IF (JUPTLEG.10) CALL HPR(IDeMHWANME) QUED129?2

ECTC «(Cv QUES135S
GUEDS131D

C == CPTICN 42 TO ASSIGH HIERARCHY ECX SCORES e= QUESI3CC
LU CALL GETHNCID enNAME) QUEZ123¢
WRITE(ELS430) QUES134]

CALL SETRCICLISED) auEglise

9430 FCORMAT(IOM SCCRL = ) QUELI3eD
SCCREM(IDIZSETAUM( =1 aelavls) QUETL137)
IF(SCOREMCID)oLTed) ISETCID)=C GUEVT3k,
IFU(SCORERCID)«GESCL) ISETCION=) GUEC1350

GOTO0 &4 0C QUESIsCC
SUELL14L12

C == CPTICN 44 TQ REVISE CELAY/RESPONSE RULE. NOT CURRENTLY USED GuUIvl1a2e
4004 CALL GETHNCICorNAPD) qUIT2143¢
IFCRULEHCID)IoEGeTEXTS(T))Y 7CTC Q4 WUEQ144"
WRITE(E49840) QUED14ST

S44l FCRMAT(2EX BOX DOES NOT USE DELAYZRESP) GUECT14e3
6CLTO 4200 WUECL1472

440 CCATINUE QUEJ1e:C
€CT0 «C0O0 GUED145C

WUEDIS(D

C == CPTICN 45 TO REVISE SCORING RULES == GUEC151°C
4L25  CALL GETHNCIDeHNAME) Gucilsern
WRITE(EL950) SUEC1835

A5( RE2D(S549504) R QUECLIS4:
DC 451 I=146 QuUED155)
IF C(RJEGeTEXTS(I)) GOTC 452 QUES1o60

451 CONTINUE QUEJL157C
WRITE(E4950%) QUEL15e&D
€CT0 450 QUEDISS3T

452 RULEMC(ID)=R GJED16D0
SCCREM(1ID)==1, QUEL1ELN
CALL SETHCIDWISET) QUES1622
GOTO 4C00 QUEJi6lD

QUED1eeC
{ == CPTICN 46 TO ENTER A NEW MIERARCHY INTO THE SYSTEM == GUEGIESD
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GUEAS]E

“L0e

ELTRY
9465

2460

AEE

“eE

¢ EECIt
L I
L1 3

e s

FORTRAN P 1Dz WCCWR

WEITE (ee94860)
FLAG(S)=]
READEY 49468) UMK

12.48.5%6

REECC349465) (LOCHLID) g1zl aNUMH)

FCRMAT(1IZ)
FCRMAT (ZC14)
READ (449464 ALPH

READ (445965 LLLCHS (T Do I=1 o hUMK)

THURSDAY 13 CECEmZER 197%

FORMAT (28K ENTER MIEPARCHY NUMBER == )

CL 465 I=1e4¢
1SET¢10=0

OC 466 Il=1el.
ICextlelld=0

HLAME (I)=BLANK

SCCREK(T)=-],
Le
LCC=LTCHIMNUN)

HNUMSGETNUNM Lo oFLOCATINUMR) 010D

€Y READING 14FG FCR FIRST BUY

READ (I 4541 ) EAAMPLONUMIRSG

FORYAT(1Ab o X o 1124BXo1Ah24504184)

IF CANAML JEueviM0) HCTO
CLLL ATOETCANAVYE oluerNEME)

1P (10eGTa0) GLTO b

Lziel

el
L.

HEAME L)z ANRY D

IFENUMOEGaL)Y GCTu 462

GCEX(IUY=G
RULERC(ID)=R

ICextIlold =t
IF (NUF EGe 3) SCTL 462

IF(NUM uTeSu) GATL wEll
DC 48z U=l eNJt
JizJdel

LOC=LCCe)
REED(349462) AnNAME
CALL ATOET(AKREVL ¢ 1E oML AMD)

IFCIEeGTal) G270 &e2

L=l+]

it=L

HLAMD (L) =ANAME

L1
LT
“e?

LIS

1LEXCI0eV1=E
FORMLT(1AG)
LCC=LO0C]

GCTC asL
NUMSWUM=5C

CC 4602 J=14NUY

JizJdel

LCC=LCCel

“tlg

REED(249272) ANAM
ICEXCIC o J1I=NGCANANM)
LOC=LOCe]

6CTU «€y

LY.

CCATINUE
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QUELIEED
QUECLLaT2
QUECLlésay
QUESLIEIL
QUEJL1TNC
QuUED1ITIL
QuEoiT2c0
QUED1T732
QUEILITED
QUED175¢C
QUECiIT60
WUED1ITTC
GUEC1ITe2
QuUE3L1TS?
QUEC1»D
QUECLBLYL
GUEDIBCY
wEC1a32
QUTolEsn
QUES1850
GUES1EEL
eucdlar
QUEJLLRD
JUES18%9Y
FITTAVR S T ]
QUE«131)
QuED1SZt
QUEDL9L?
GUEf1342
QUES1I¥S.
QUEDI9€
eUEv1S57:
GUEDI9RI
QUES19%°?
GUELZOL?
QUEL2010
@UED2:2?2
QUEDJ2330
GUEd2(64&)
WUEJZ2L:

QUEC2TED
GUEC2079
GUEJ2TEC
QUES2292
QUE:21"Y
QUEC2116
GUED2123
CUES213C
QUET2142
QUEC21519
GUEQ216)
QUECZ17D
QUED2183
QUEJ219)0
@UEg22C?



CUEBSIE FCRTRAN F JC=dZClsR

C

4

C

946

“i0i

6lut

DN
LD
4y

Gar(

JELOCHS EHNUM)

12.48.56

THURSOAY 1* DECEMEER 197¢

READ (A 4946 3) C(ENAMECTILID9SCORECILIID oIi=lol)

Suel /8]
REMC1449480) WSCORE
FORMALTISIL1AEWIFEe3))
L0 4e9 K=1ll

CAll ATOET (BNANME (K)o I0WHNAME)

IF (10D4EGeC) ELTC 465
SCCREMCIL) =SCCRL (K)
CCATINGE

Ou 455 121440

IFCI0EXxClol)eEdcC) RULEMCIDISBLANK

GCIC 4.0¢C

CPFYILN &7 TO FRINY CURRERT BOX NAMES

CALL PAAME (HNLNME)
Cr10 4ive

CPYILN 8¢ TC FILE HIERARCHY CATa ~=

LCC=LOCHIHNLM)
RE&INO 2
RE=IND &
FEAC(249464) NUMH

REBC(249455) (LOCHEIN oI=14NUMK)

REAT(Gy3404) N MK

RELT(493965) (LOUCnS(])elz1eNUMH)

CC «k0 1I=14L

1F (HNAYEC(T ) eEuwoBLANK) €OTO &EC
aSITEC(349461) MNAMECID oIDEXCI92) oRULERCIDR0EXC]D

14210 xtlel)

1F (16t Qel) GITO 4&s
LieCsliCel

T1=MUCCIDEX(I 91)950) ¢}
DC &81 le=zcoli

132108 4C1e12)
IFCIQoLESSC) CCTU &g
WBRITE(349272) CNAMEC(IY)
GLTU &2]

WRITE(3494€62) BNAME(1D)
LCC=LOC*]

CCATINUE

RITEC249462) AOMD
JELCCH S (HNUM)

WRITE(495463) (KNAMECTIZ) ¢SCCREM(IZ) 913214l

JEJeL /5]
WhITEC4994F0) GSCORE
FCRMAT(10FB.5)

GOTC «CJ0

== (PTICN 495 TO CHANGE NAML OF BOX ==

40LS

CALL GETHNCID onNANME)
sRITE(Ee9270)
READ(549462) HAAME(1D)
GOTC eLdO

ENC
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QUED2210
QUES222y
QUELZ223)
QUEDdZZs)
QUED225D
QUER22860
QUER2270
QUECZ2CED
GUEG2258
QUE22300
GUER2319
QUEJ2322
QUEC230
QUEDdZ 34D
GUEDZ235)
QUECS23e0
QUEG2373
QUEJZ3F L
QUED2392
QUEC24L0
QUCJIZe1D
GQUEDZe2?
QUEL2432
GUEL244T
WUEJ24tD
QUEDZesD
QUED24T2
GWUEL2483
QUED24S)
GUECZ3NY
SUEC2£12
QUET2t20
QUEB2E2D
GUEDZ548
GUESZESD
GUEDL2ZEs
GUECL2570
QUED258?
GUET 2890
QUEC2€66Y
QUES2610
GUEQ2e2M
QUED2¢30
Gugdzesl
GUEG 2659
GUEGZ26ED
GUED2€70
QUETZ26RD
QUEJ2630
QUEW27C0
GUED2710
GUEB272)
QUED2730
QUEL2740
QUER2759



QUEAS

16 FORTRAN P ID=wCCu® 12.27.28 WEONESCAY 12 DECEPEBER 1975

NATIONAL CSSe INCe C(SUNNYVALE DATA CENTER) SUNY

€ SUE
C 10

1C
scocL

9c01

29
9ce2

SUBRUUTINE GETHNCICoHNANE)
ROLTINE GETHN INTERACTIVELY REQUESTS A ROX NAMI AND RETUKNE 1TSS
AUMELR,

DOUEBLE PRECISION ALL oHNAME(4D)4A

DATA ALLZ6HALL /

10=1

WRITEC(E49000)

FOCRMAT (20  ENTER BCX NAME «= )

READIE 45001y &

FORMAT(1AG)

IFGACEGQeALL) RETURY

CALL ATGET (AoIDoHNAME)

IFCIVLEG.D) GCTO 2¢C

RETURN

WRITECEL9002)

FCRMAT(LIH BAC NAME )

CiLL PNAME (HNANME)

6710 1

ENC

SUERQUTINE ATGET(ANAME o IDoHNAMD)

C SUEROUTINE BTGET CHECKS A BCx NAME AGAINST THOSE CUPRENTLY In

€ TKE

ic

2¢

SYSTEM ANC RETURNS ITS 10 NUMBER (C JF NOT VALID).
CCLBLE PRECISICN ANAML JHNAME (40)

L0 10 1=1.4¢C

IF C(ANAMECCQenNAMEC]I)) GCTO 207

COMNTINUE

1C=0

RETURN

10=1

RETURN

ENC

SUBRGUTINE SCREHCID)

C SUERQUTINE SCREH IS THE MASTER SUERCUTINE FCR SCORING ECXES

10&
9cec

CCPMON L1C100)¢QSCCPECICOI9L2€1G0) oSCORERIAD) ¢RULEHIAD)
CCPMON IDEX(44410)
CALL MLLTEV(ID)

MRITE(es9000) SCORERCID)

FORMAT (13K THE SCCORE IS+1F10.%5)
RETURN

ENC

SUERCQUTINE BOX(ID)

C SUERQUTINE BOX SCORES BOXES WHICH WAVE QUESTIONNAIRES AS IRPUT.

101

1c2

CCPMMON L1C€100)¢GSCORECLI0Q) 9L2C100)+SCORERLAT)
COMMUN RULEH(&D) 4IDEXCAC10)

DIMENSION INDEXCAQ)4RESPLICO)
NATZIDEXtID41) =45

DO 1C1 I=24NAT

INCEXCI)=IDEXCIDVI)

INCEXC1)=NAT=]

DC 102 I=1,.10C

RESP({1)=QSCCRE(D)
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QUESCT10
QueEC:stae
QUEDQT3)
QUELCeD
QUETGLS0
GUESJiEd
QuEvtCT0
QUECL Q&L
GUEDLOSC
UECDJ100
QUESQ112
GUELC12C
GQUETJ13¢
QUEC.l6S
QUE 2158
QUEJLiES
QUEIC1TC
QUEJ21EC
GUESD192
QUEDLZLL
QUETS21°
auEul22¢
QUESJI23L
WUEQT263
GUESL25¢C
QUELD2e?
QUESTZT0
@UEoT280
GJED.29C
GUEC.3C0
QUET D310
GUEL 3323
QUITL33D
QUEZL3aS
QUECIC3ISS
QUELI3ZE?
QUEL23TC
@UuEl3R)
QUEGLISY
GUEC 40?2
QUZuCelr
QUEJDe2C
QUEJD043D
eULGubs(
QUELI4ST
QUEL L&D
GUEDDeT?
QUEUD4BE
QUEGLWS?
GUECOSCY
QUECCS1C
QUECDS2)
QUEZDS3L
GQUEGDSeL
QUECES55C



QUEASIB FORTRAN P JD=wCCuR

RULESRULENCID)

12.27.28

WEONESCAY 12 CEICEPBER 1975

CALL TXTURECIDGWRULE ¢INDEXGRESP4SCORE)

SCCREMC(ID) =SCORE
RETURA
ENC

SUBROUTINE MULTEV(ID)

C SUERCUTINE MULTEV IS THE HIGHEST LEVEL CF THE

C MESTED BOXx SCURING ROUTINE

COMMON LLE3CL) oSCOREMIAL) ¢RULERIAD) JIDEXIACLI0)

CIMENSION INDEX(&D)
NUPAT=IDLX (104 1)
IF(NUMATEG.C) RETURN
IFARUMAT GT.50) 60T ol
CC 10 I=1lelumay
11z}
L=10cx 1D 1)
JF(SCOUREH(L) «GELC) GCTC 1C
CALL MULTELCL)

1f  CONTINUE
JIzhUMATe}
DC 3C u=1l4J1

20 INCEXCUIZIDEXCID ou)

CALL TXTURECIDORULEH(ID) oINDEX9SCORENSCORE)

SCCREM(ID) =SCUKE
RE TURA

40 CALL BCXCID)
RETURK
EnD

SUEROUTINE GETUNCIDGONAME 4HUML)
C SUERCLTINE GETON INTERACTIVEL Y ACCEPTS A GUESTIONKAIRLI NAME

C MNC RETURNS ITS IC NUMEER
CCrMON LOCQCICO)
CIYENSION GNAMECICQ)

aC WRITEC64950C0D)

9C0C FCRMAT(29H EANTER QUESTIONRAIRE NAME == )

REAC(S49301) &
9001 FCRMAT(14a4)
IC=NG (&)
IF(IDEGLD)Y GCTO 37
IFCID«LTed) RETURK
I=LoCe (Il
REWIND 1
REAC(1495002) NUMG
9CC2 FCRMAT(10Xx4112)
RETURN
10 CALL POGNAME(GNAMEGJAUMG)
GOTO & ¢
RETURM
END

FUNCTION YESNO(2)

C FUNCTICA YESNO RETURNS THE ANSWER T0 A YES<hD GUESTION

C 0 FCR ACe 1 FOR YES,.
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QUEGL(seD
QUELCSTC
QUECUSE?
QUETD0590
QUEIJs0C
QUEDZ2ELD
QUEDJSE20
QUEL 630
QUEDCE4D
QUEJLESH
QUEGLesL
CGUELLETD
QUECCEED
QUECTESC
QUEDITT
GUECCT1C
WUESQT72¢C
QUEJNT3C
QUEGCT74C
QUEDLTE)
GQUECLTEL
GUEJZTTD
QUEZA0TED
QUELCT9¢C
QUEN280TC
QUEDCLBLC
GUEODGCE22
QUERTESD
GUECCEND
QUELC3ES?
QUEDCESC
QUELD3ET?
QUELNEET
QUEJCE9L
QUELI9L3
GUECLS310
QUEvOS2T
QUELCI%3L
QUECD9I40
QUEDLSS?
GUEDIS6I
QUEZD09T73
QUECCTS9ET
QUENL9S2
QUED1000
QUECID10
QUEJ1J2¢
QUEQ1C30
GUEC124C
QUESIOST
QUE21CED
QuUEDRLCTO
QUEJICEBD
QUEJILSI
QUED11C0D



QUEASL1E

ke

2t
900¢

10
9001

FORTRAN P 10=WClWR 12.27. 28

CATA X/ZLInN/

CATA YZiWY?
YESKC=U,.
READLEZ,49007) &
FORMAT(1ALD)
IFEXsEGaA) RETURN
IF (Y.ALA) GOTO 2C
YESNU=1.

RETURN
WRITE(6+90L1)
FCRMAT(2CH TYPE YES OR NO == )
GCTIC 2¢

ENnC

FUNCTION GETNUFLALOWoARIGHSTYPE)

WEDNESCAY 12 CECEMBER 1975

FUNCTICN GETNUM RETURNS A NUMBER ENTERED INTERACTIVELY
BFTER CrECKING FOR THE APPRCPRIATE RANGE ANL TYFE,

10

LA

scc

1¢
11
2C
21

RE AL GETHUM
REAC (S,94ERGZ20) GETNUNM

I1F (TYFLeEQaledDeCGETHRUMJNELAINTIGETNUMY) COTC ST
IF (GETNUM  GE o ALOW eAND oGETNUMoLE o AHIGRH) RETURK

IF (TYPLLEGe2) GOTC &0
WRITE(Go100) ALOwoAMHIGH

FCRMAT (260 ENTER A NUMBER BETNEEN
6CTy 10

1F (TYFELNEL2) 607C 3¢

COATINLE

RE TURH

WRITE(L9101) ALOWeAMIGH

216104508 HEND

91G1CeS5e3H ==)

FURMAT (264 ENTER AN INTEGER BETWEENeG1O0eSe4H2AD 961CeSeln== )

cC18 1¢
EnC

SULROUTINE TXTURE (NUMsRULE 2 INDEXIRESP¢SCORE)
SUERCLYINE TXTURE CCMPUTES A SCORE USING A SPECIFIEC
SCCRING RULE.

COMMON LLEL0D)GSCCRECLI0D0DLLICSED)9QUEXISD)

CIVENSION INDEXUL) oRESPCYID oTEXTSI(E)
DATA TEXTS/2nHA+2HSA92nAVe2HS 09 2HOR 9 1IHG Y/

Mz INDEXC(D)

Azbe]l

CC 5 I=146
IF(RULESEG.TEXTS(I)) E€CYC &
CCNTINUE

WRITE(&e9C0)

FCRMAT(3BK BAD RULE EMNCCUNTERED COMPUTING SCORE

RE TURN

GCTO €10420e304404504700 1
SCCRE=1.

CC 11 I=2eN

SCORE=SCORL «RESPULINDEX (1))
RETURN

SCCRE=1.

CO 21 I=24N
SCCRE=SCOREC(RESPCINCEXC(IND*1.)
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SUEC111C
QUEJ1122
QUE113¢L
GUESL1142
QUE 1152
QUEl1ilel
QUELIL1TO
GUET116¢
QUES11SS
Ut llace.
QUE1410
GUEG1Z2?0
QUET123)
QUET1240
QUEL1I2%D
GUEULL2€"
GUED3I27¢C
GUEJ1280
QUELiIZsy
auEl1300
UET1I31Y
GuEs1d2il
GUEL133C
QUEVL3eC
GUEC1352
GUES136)
QUECiIXTC
GUED13eD
WEL139T
QUEL1eE
QUECl14e13
wUEC1«20
GULJ143C
QUEC]IG4C
GQUECiesS?
JUERL4sL
QUED1aTC
QUEDIALED
QUED14S50
QUEDL1SLD
GUEDLISIC
QuUEdLS2e
QUEC153?
QUEG1ISeD
QUED1ISSY
QUEC1SEC
GUELD1ST7C
GUEDR158?
WED159?
QUED1600
GUECiell
GUEDJLIE2D
GUED1630
QUELiI6sO
QUE21659



GUEASIE FORTRAN P IC-eCCuk 1262726 WLUNLSUAY 12 DLLLMoL™ 9IS raot &

Czla/t2anop=1,) GUERle6T
SCCRE=Co(SCORE~1 W) QUEdI67L
RETURN QUEDIEBD
GUETieS.

3¢ SCCRE=C. QUEJLTL?
OC 31 1z24sM euitim:3

31 SCORE=SCORERESP(INCEX (I QUELLITZD
SCCRE=SCORE*(1 44 M) GUED1I73C
RETumn QUED1Tag

a“r SCCRE=1. QUECL1I %)
CC &1 I=24N QUECiT63

Al SCCRE=SCURES (] o= SeRESPLINDEXCID M) QUELLITTO
SCCRE=Z (240 oW/ (LawoWal))etle=SCORD) GUELLITEL

6 CCATINLE GUEJ1ITS2
ReTURN QuUELsledt

se SCORe =1 QuEllelt
LT £1 I=2eN QUELIR2C

el SCCRE=SCORE () 4=RESFCINDEX(ID)) QUEDIRLS
SCCRE=14=SCOKE GUEC1542
FLTURN QUEJ1eSE

TC  S=GOEx (hnuM) WUELlB6D
IC=hG(G) QUEZ1IETS
=CSCORIC (1D GUEC1EAL

Bzled QUED1IARSD

OC 65 J=1+5 QUET19CD
IF(R.LTF) GOTC 66 QUESIZLIE
EzEe0.2 GUEJ1923

6% COATINUE GUt0i9xtl
66 RLULE=TEXTS(U) GUED19aT
e QUED19%0

GLYD & QUEU1%6D

ENnC QuUtvl19?)
QUELI9RL

SUBROUTINE MULTELCIWL) QUEL199C

C SUERCUTINE MULTEL IS THE SECOND LEVEL OF THE BOX SCORIAC GUELZNOO
C SYSTEP. IT 1S A CLONE OF MULTEVe AS ARE MULTE2e MULTEZe ANL MULTE4. QUEG2019
COVMON LLE3CO) oSCOREMEGODIRULERNISD) oIDEXtAGC 412) QUEL2C2C
DIVENSION INDEY(AD) UL o203l
NUMATZIDEX(IDs 1) GUEC204D
IFUINUMATWEGeC) RETURN QUES2uS?
TEANUMBT GT.50) GOTC AC QUEC2C6C

CC 1L I=leNUNMAT GuEG2CTL
ilz]lel GUEC208L
L=IDEXC1Ds 1) GueLzo9?
IF(SCOREM(LYeGELD) 60TO 10 QuEL2100

CALL MULTE2(W) QUEC2112

1¢ CCATINUE GUECZ120
JISNUMET#1 QUECZi30

L0 3C J=l441 QUEL214?

30 INDEXUCUI=IDEXCIDs) QUEG215L
CALL TXTURECIDORULEMUIC)$INDEX 9SCOREH$SCORE) GUEW216€D
SCCREM(ID) =SCORE GUEDZ170
RETURN QUEC” (KL

. CaLL BOX(ID) QUED., 99
RETURN QUEDZ. i
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GUEASLIE FORTRAN P IC=dZCHR 1242728 WEDNESDAY 12 CECEMEER 1975

ENC

SUBRCUTINE MULTE2(ID)

C SUERQUTINE MULTEZ IS THE THIKD LEVEL OF THE BOX SCORINE SYSTEY
COMMON LLE30V) «SCOREMIGCIRULENIAD) JIDEXIGL 1L
DIVENSION INDEXCALD)

NUMATZIDEXCICW 1)
IFANUMBTEQ.D) RETURN
IFANUMBT 4GTo50) GCTC &
DO 10 I=1e4NUMAT
11=]+]
L=I0EXCIDWIN)
IFASCOREMIL)CGELDY 6OTC 10
CALL MULTEZ(L)

1C CCATINUE
JI1ZNUMATe)
DC 3y JzleJ!

3C INDEX(UI=IOEXC(IDWU)
CALL TATURE(ICORULEHCUIC) o INDEA9SCORENGSCORED
SCOREMCID)=SCORE
RLTURN

40 CALL BOx(1D)
RETURI
ENC

SUEBRQUYINE MULTES(ID)

C SUBROUTINE PMULTED 1S THE FOURTH LEVEL OF THE POX SCORING SYSTEM,
COPMON LLOSCO) oSCOREMCADIRULIHIALY o1DEXC4C10?
DIMENSION INCEXCRL)

NUMBT=IDEXC(ID1)
IF CNUMAT EGeD) RETULAN
IF ANUMAT o5T450) GOTO oC
CO 10 I=leNUKRY
I1z1+)
L=IDEXCIDIY)
IF(SCORE(L)Y«GELD) 6OTC 10
CALL MULTEAC(L)
1C CCIATINUE
J1zNUMAT ]
DO 30 J=ziedl
3C INLEXCUD=]IDEXCIDWU)
CALL TXTURECIDGRULEHCID) oINDEX ¢SCOPER4SCORED
SCCREM(ID) =SCCRE
RE TURN
40 CALL BCxt(ID)
RE TURN
END

SUEROQUTINE MULTE#“"'7)
C SUBROUTINE MULTES 18 ° FifTw LEVEL OF THE BOXx SCORING SYSTEM.
COCMMON LLE300)+S UREKIQDIRULEHIGD) ¢IDEX(4C410)
CIPENSION INDEXC(SNI)
NUFAT=ZIDEXCID 1)
IF(NUMATEG.D) RETURN
IF(NUMATGT.50) GOTO &0
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QUEC2<1°
QuEC2220
QUE%2230
GUEvg2ay
wUEL223¢C
GUEZ226)
QutE.z2m
QUEC22E3
QUEDT293
GuEdz3rtD
NUED221)
QUEL2320
QUEDJ2?3L
GUET 2340
GUEN238L
QUETL2%¢€)
QUEZ23TL
QUEC236C
QUECZ39C
GUEDZeCC
QUEdZ4LD
QUEL242C
GbE:Z“!:
QUEDZ&62
QUEC26eL
GUE22482
QUET 26T
QUED24R]
QUICZza9¢
QUELZECLD
QuUEC2s10
QUEszE2t
GUEL2520
GUEL 2540
GUEL28SD
QUENZEEL
GUEL25TL
QUED25FR?
QUER2E9)
CUEf260°
QuEdZell
QUEJ2620
GuUESZz630
Wuiczeap
GUEJZE5T
GUEC2660
GUEJZET2
CUER2eRL
QUES2€92
QUEC27CD
QUEUL2T13
QuUEC2720
QUES27XD
QUELZ2T74)
QUEDZ 7SO



QUEASIE FORTRAN P JD=WCCWR 12427426 WEUNESDAY 12 DECEMIEF 1979 PAGE &
CC 10 J=z1eNUmAY QUEC2767
11211 QuUES27Y;
L=JOEXC(IDs11) QUEJ2T78:
IFASCOREMIL) «6ELD) 627C 30 QUELZ 9L
CALL MULTES(L)Y QUEd28C,
10 CCATiNuL WJEDZE) D
J1zNUMAT ) CUEUZER2D
LC 30 Jziev) AEIZRI)
3C INDEXCUISIDEXC(IDyU) CUELTAND
CaLL TXTURECID GRULEMULIC) o INDERGSCOREM o SCOKED GUESZES)
SCCREMC(ID)=SCORE GUELZRED
RETURY Qugrzard
40 CALL BOX(ID) RUEC24R0
RETURYN QUEC2°9¢
ENC QUESZTL?
GUECZ91L
GUEsz52¢C
SUERCUYINE GETRUILOCGRESP) eUEU2920
C SUERDUTINE GETR RETRIEVES Tmi KESPONSES FROM A SPZCIFIED QUESTICHABIREUED 2507
€ LOCATICH, UE029%2
INTEGER RESFLAD) WUEBZ96 3
JEILOC e} GUECZSTC
REAC(249000) RESP GUEL29k %
S00C FORMAT (Z4CEixs181)) SUEL233¢C
RETURY QUET3TOL
€N GUED2010
GUEC3C2?
SUBROUTINE MULTES(LID) SUEV3C3T
C SUEROUTINE MULTES SIMPLY PRINTS AN ERROR MESSAGE AND RETURAS, GUEL2D4)
RITECESLY) GUEDSSSS
s9)TELee93) GUERZJEL
GEL FCRMATIS4M  YOL HAVE MIYT THE LUJEST LEVEL IN THE SCCRING EOUTINEISUES2312
901 FORMAT (45H PLAASE TRY SCORINC LOWER LEVEL BOXES FIRST ) SUEC3DEL
RETURN GUECL2L9S
ENC GUEC3ICE
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GUEASTE  FORTRAN P IC=zwCCMR 12427.38 WEDNESCAY 12 CECEYSER 1979
NATIONAL CSSe INCe CSUNNYVALE DATA CENTER) SUNY

SUFRCUTINE SCOREGUID)

C SUERCUTIAD SCOREG SCORES QUESTIONNAIRES.

1¢

16¢C
170
138

120
1t¢

140
142

9cec

COPMON LOCGQCID0) oGSCORECI00) oLOCRLIDD)
DIMENSION IRESPIGC)GRESPCAD)oRULECLD) o INRSTIAC)IoWEIGHTIAL)
CIPENSION SCOREC(4L)oSCCEaD) o INDEX (D)
INTEGER GDEX(10e40)
DATA 1EEST/Z1NA/
BEST=FLOAT(]IBEST)
CALL GETU(LOCWIID) qRULES IWRST o WEIBHT o NUMGoNUMGP 4GDEX)
CALL GETRILCCRCID)SIRESP)
CC 10 I=1eNUMG
IF ClWRSTCIDLLGeIEEST) GOTO AC
RESPUIIZ(BEST-FLOATCIRESPUID) I ZLEEST=FLOATCLIWRESTLIN )
RESPUINIZ1e=ab IGHTLI)SRESFL])
CCATINUVE
€2 150 I=1,10
SCCRELI==1,
DC 160 I1=141¢C
FLAG=D.
CC 100 121 eNUMEP
JI1=QOEX(Iel2e]
00 110 J2=¢evl
JIzGDEN(]eJ2)
IF €J3.624100) GOTO 115
IF(SCLRECUI)ICLTL0) GOTO 12¢C
CCATIANLE
CCATINUE
C 130 Je=2,441
JE32dDEx(leda)
IFtUSLTL10C) €0TC 160
JEzJS=100
SCCUJUA)IZRESP(US)
6CTC 17¢C
SCCUUS)=SCORE(LS)
INCEX (R = us
CONTINGE
FLAG=) .
INCEXCID=Q0EX(141)
CALL TXTURECI sRULECID o INDEXoSCO4SCORELI))
IFt)eELel) GOTJ 145
CONTINUE
CONTINLE
IF(FLAGEQ«D) BOTO0 145
IF(SCOREC1)4GEL0) GOTO 145
CONTINGE
CGSCORE(ID)=SCORE(Y)
WRITEC(E49030) QSCORECID)
FURMAT(13F THE SCORE =41F643)
RETURN
END

SUEROUTINE GETG(LOCIPULE ¢IWRSTWEIGHT ¢ NUMGUNUMGP4CDEY)

PAGE 1

Quiotrele
euiicrae
QUEDdCC2D
GUEJL D40
GUEJL259
QUELCOeD
JUECLLT7D
GUEDuORL
GUECZ29D
QUES21%D
GUELI11S
euctilac
GUECI130
GUEDL14L
GUELILSY
QUESTleEl
GUECI1T.
GUEDLlEe®
QUESTISL
QUECDL 202
GuEstzalc
GUEL 2220
GUED(232
GUEDC247
QUESC2%?
GUELT26D
GUELL2TD
GUECJ280
GUELC2sCe
QUELC30?
QuUELCELIS
QUEDLI2Y
QUEJD33C
QUE20340
QUELI3SD
QUEDL36C
GUECD3TC
GUECD38C
QUE2L3S3
JUElCAnC
GUESLelD
GUEQre20
GUEZ20430
GUEUD4aTD
GUELDD4ST
GUEDCAEY
GUEGD4TD
GUEDC4EBD
GUELSa90
QUECHS00
GUEDLSL1O
GueEorsat
QUECLDS3D
GUEDCSAD

C SUBROLTINE GETG READS THE STRUCTURE OF A QUESTICNNAIRE CFF DISC FILE 1GUEQOSSO
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GUEASIE FCRTRAN P JC=wCCHR 1242738 WECNESDAY 12 CECEVEER 1979 PABE 2

INTEGER QUEXCLO40) o ISAVE(AD) 4 IWRST(4L) QUEDCEg?
DIVENSION RULECLODGWEIGHT(AD) QUELTSTYC

J=zL0C QUEC2SE L
REMDC1I4900C) X oNUMGU ¢NUMGP QUECL059¢

SOC0 FOURMAT (1AM 6X911248X4112) GUECCHL G
JEJel GUE el
READ(149002) I1WRST QUECLLE2D

GC0E FCRMAT(ADILIX914A1)) sUEilere
SC01 FORMAT(EFE,.Y) GUEDC&a(Q
OC S0 I2:z1 ¢NUMGF QUEDIESD

JaJel QUEJCeED
REACCL149003) NAMEGNUMGR GUELTETO

9C03 FCPMAT(2(11248X)4122) GUESLsED
AEFPE=NAME-4S GUEDLES
GLEXINAML g1 )=NUM QUEL27C0

RULE (NAME) =R GUEJCLTL1D

JeJge} CUEDNT2R
READC] o9C08) (ISAVE(J2)ed2=1eNUM) GUELD T3S

CC SC I=1eNuUM WUECI T4
11z]+1 GUESI75¢L
IFCISAVECTI ) oL To50) GUEXINAME G11)=1SAVECIN«10] QUELLUTE?
IFCISAVEL] ) eSESC) GULEX(NAMEZI1)=ISAVE(I) =uy QUEJLTTC

S CCATINUE GUESHTBS
viyel GUELLT9?

READ (1490000 (NEIGHTIZ)4122148) GUECDECC
IFtHETOMT(1)eGTad) GCTS 70 QUECSEL?

IF (NUMGUGLE.B) RETURN «UEJ332¢C
JizJe} GUESCA3D
REBADCL oS00 CWETRATCI2)412254NUNGL) GUECTSE4C
RETURN GUEDDESC

TC 02 100 J2z1eNUMGU GUESDEEC
100 «EIGHT U2V =uwElEnT(2) QUEJCBTC
SC0& FORMAT(401I2) GUECDBES
RETURN GUELCJES:

ENC QUEJLS9CC

QUE. (910

GUELE92)0

SUERQUTINE PRINTQCIDGNAME) QUEXLS3C

€ SUBRCUTINE PRINTG PRINTS THE STRUCTURE FOR A GQUESTIONNAIRE, GUECLS4p
COMMON LOCGII02) ¢QGSCORECID0)4LOCRCLI00) GUE.L950
INTEGER GDEX(1lUebu) wUET 296"
CIFENSION RULECIG) oRESPIAD I oQONAME(L100) oI WRST(OL) o NEIGKHT(4]) QUEL?3T70
CIVPENSTION ITRESFUAL) oXCA0) oYL A&L) GUELGIRE

DATA 1BEST/1nA/ GUESCH99L

CALL GETGULOCG(ID) gRULEZIWASToWEIGHT ¢ NUMGU ¢NUMGP oGLEX ) QuUEDLILRC
BEST=FLOAT(IBEST) sUED101C

CALL GETR(LOCR(ID)IRESP) QUEC1022
WRITE(Es£999) GUECIC3L
WRITECE49000) GNAMECID) GUEC1C4D

BS9S FORMAT (/7420x422rn QUESTIONALIRE DATA FOR) QUEILDSD
FC00 FCRMAT(23IXo13HGQUESTICNAIRE +1A9) QUEDL106D
SRITE(699002) GSCORECIDI4RULELD) QUELLIIT]

900z FORMAT(BXe16MCVERALL SCORE = o1F10.5¢5KeTHRULE ¢ 31844/77) GUELISES
DC S 1=1,40 QUECIC9Y

IF (IWRSTCIDNELIBEST) GOTO o QUES1102
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QUEAEZE

(L

5004

9yt

11

7

SC0¢
(34

50

<

L]
3¢

20
10

FORTRAN P IDzWCCWR 4227.38 WEODNESDAY 12 CECEMELR 1975

¥eiy=o.

GOT0 ¢

BCI) o =tBEST-FLOATCIRESPCIID ) ZC(BEST=FLOATCJWRETLII)
YilrzslemwEIGHT (LD lextl))

CONTINUE

I=1

Ji1=5%0

MRITE(ee90C4) J1oRULELD)

FORMAT(7Hn  BCx: 411248F RULE:! ¢1R2)
J1zG0EX(Jel)e?

1FtIl1.EGel) GUTO 10

CC 20 12=2.11

WEITE(E490CS)

FORMAT (TH? )

13260EXtC]412)

IFeI346Le1CQ) COTO 30O

JI1z]13e49

wRITECGe9006) J1oFULECLIY)
T4=zGDEX(I3el)e]

IFC1a,EGe1) GUTO 21U

CC a0 15=24108

YRITE(E4950LS)

WERITECEVSLLEY)

18zQRE X134 15)

IV . 18.CEe10C) €CTO 52

J1z] se49

WRITE(e49004) JVI1GPULELIE)
16=GDEX(IA3el) )

IFtl6eEWel) GOT0 45

CC 6L 1722416

CC 11 J2=1,3

WP ITE(E4900)

JISQUEX(IESIT)

IFWU9GEL1CQ) GOTO TC

J1zJ9e45

WRITE(EL9004) V1 RULEWLUS)

GO0 &N

J13J3=1.1

BRITELE(I0LA) JioX(JID)eWEIGKTIUL)aYIUL)
FLRMAT (4n Sell2¢7H RESP=91F6e3e3H wWxglFEelde3hn S291F6e )
CONTINLE

GCTYO &2

J1z18=10¢C

BRITECEWS00E) leX(U1)WEIEHT (UL AYUD)
CCATINUE

CCATINUE

6070 2°¢

Jiz13=100

NRITECE49006) C1aX(JIIGWETIGHTIULIeYLUY)
CONTINUL

RETURN

END
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APPENDIX A4
DATA FOR EVALUATION EXAMPLE

This appendix contains additional information concerning the in-
put and output for the example shown in Section 4.3, First, a table
of component effectiveness test guestionnaires is presented., Second,
a sample guestionnaire showing the guestions and wultiple choice re-
sponses is illustrated., Third, the disk files for the computer program
are listed., FILEl contains the questionnaire structures. FILE? con-
tains the guestionnaire responses. FILE3 contains the hierarchy struc-
ture for the right side of the capability. FILE4 contains the results
of the computer run for the right side. FILL3 contains the hierarchy
structure for the left side of the capability. FIL4 contains the re-
sults of the computer run for the left side. The mnemonics for the

«ft side correspond directly to the hierarchy boxes shown in Figure
1-.(1). Finally, additional output is presented for the left side
of the capability hierarchy. (Note that the computer program simply
references units 1,2,3 and 4. The user via computer system commands
can make these units correspond to any file of his choosing).
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1.
2.
3.
4.

14.

15.
16.
17.
18,
15,
20.
21.
22.
23.
24.
25,
26.
27.
28.
29,
30.

9-20-79
COMPONENT

EFFECTIVENESS TEST
QUESTIONNAIRES

Aémittance Authorization Criteria and Schedules

Admittance Authorization/Verification Procedures

Air and Utility Inlet Barriers

Annunciation Systems = Computer Assisted Annunciation
Individual Alarm Annunciation
Multiplex Alarm Annunciation

Area Zoning
Balanced Magnetic Switches
Breakwire Systems (Foil Strip and Grii Wire)
Buried Line Sensors = Seismic
Magnetic
Geophone String
Piezo-electric String
Capacitance Alarms
CCTV Monitoring/Surveillance
CCTV Systems
Central and Secondary Alacm Stations
Close out Inspection by Third Party
Coded Credential System = Active Electronic Badge Reader
Capacitance Coded Badge Reader
Electric Circuit Badge Reader
Magnetic Coded Badge Reader
Magnetic Stripe Badge Reader
Magnetic Strip Badge Reader
Optical Coded Badge Reader
Passive Electric Badge Reader
Commercial Telephone System
Contingency Plans and Procedures
Controlled Security Lighting
Data Link Via Radio Freguency
Direct=Line Telephone/Intercom
Direct Monitoring/Surveillance
Doors and Associated Hardware
Duress Alarms
E-Field Fence
Electret Cable and Tilt Switch Fence Systems
Emergency Access/Egress Procedures
Emergency Battery System
Emergency Evacuation Procedures
Emergency Exits
Emergency Generator Systems
Equipment Checks/Maintenance
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3l.
32.
33.
34.
35.
36.
37.
38.
39,
40,
41.
42.
43.
44.
45.
46.
47.

48.
49.
50.
51.
52.
53.
54.

56.
57.

58.
59.
60.
61.
62.
63.
64.

65.
66.

67.
68.
69.

Escorts
Explosive Detector
Explosive Detector
Explosive Detecter
Explosive Detector
Explosive Detector
Fence Systems
Floors
Functional Zoning
Gates and Associated Hardware
Guard Force Personal Equipment
Guard Force Qualification
Guard Patrols/Intervention
Guard Post Ascignments
Hardware Video Systems
Infrared Beam Systems, Exterior
Interface Between Alarm Station and Sensors
- Individual Hardwire Alarms
- Multiple Hardwire Alarms
- Hardwire Command Signals
Isolation Zones
K-9s, Use of - Package Search
K-9g, Use of = Vehicle Search
Local Audible/Visible Alarms
Locks = (Key Locks, Keyless Locks)
Manual Alarm Recording
Master Fixed Radio
Microwave Systems, Exterior
Mobile Radio
Mot ion Detectors - Infrared Systems, Interior
Microwave Systems, Interior
Ultrasonic and Sonic Systems

Hand Held Package Search
Hand Held Personnel Search
kand Held Vehicle Search
Volume

Walk Through

Multi=Man Rule
Night Vision Devices
Package Search = Visual Inspection
Pat-Down Search
Personal Identification Numbers/Passwords
Photo Identification Badges
Physical Controls and Procedures for Keys, Locks, Combina-
t ions, and Cipher Systems
Portable Radio
Positive Personnel Identification
- Fingerprint Personnel I.D. Verification
- Handwriting Personnel I.D. Verification
- Hand Geometry Personnel I.D. Verification
- Voice Print Personnel I.E, Verification
Response Vehicles
Roof
Sally Ports, Pedestrian
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70.
71.
72.
73.
74.
75.
76.
77.
78.
79.
80.
8l.
82.
83.
84.
85.
86.
87.
88.
89.

90.
91.

92.
93.

94.
95.

96.
97.

Sally Ports, Vehicular

Shielding Detector = Volum~

Shielding Detector = Walk Through

SNM Containers

SNM Detector - Hand Held Package Search

SNM Detector = Band Held Personnel Search

SNM Detector = Volume

SNM Detector = Walk Through

SNM Holding/Storage Area

SNM Identification/Authorization Procedures
SNM Liquid and Solid waste Handling Procedures
SNM Scrap Removal Procedures

SNM Shipping/Receiving Procedures

Tamper Indicating Circuitry

Tamper Indicating Seals and Tamper Seal Inspection
Team Zoning

Uninterruptible Power Systen

Vaults

Vehicle Search = Visual Inspection

Vibration Sensors

wWalls

wWeapone = Handgun

Semi=-Automatic

Shotgun
Weapons Detector - Hand Held Package Search
Weapors Detector - Hand Held Personnel Search
weapois Detector - Volume
Weapons Detector - Walk Through

windows and Associated Hardware
X-Ray Package/Container Search
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ANNUNCIATION SYSTEMS -~ COMPUTER-
ASSISTEL ARRURCIATION, INDIVIDUAL
ALARM AKNNUNCIATION, MULTIPLEX
ALARN ANNUNCIATION

EFFECTIVENESS TEST

FUNCTION

The function of the annunciation system will be to alert security
personnel to alarm activation.

CONDITIONS

Performance Conditions

9.

10.

11.

12.

Installation

Where will peripheral eguipment such as computers and communica-
tions electronics be located?

Operation

How much console space will be occupied by primary controls and
displays that require observation or action several times per
shift?

Where will the primary control and display area be situated with
respect to the operator?

Where will all primary controls be located with respect to their
accessability to the coperatcr?

How will the operator's attention be directed to the annuncia-
tors?

Will security annunciators be monitored by the same operatcr who
monitors other annunciators?

Will the status of sensors (secure/access/alarm/tamper) within a
security zone be available to the operator?

How will the importance or priority of an alarm be determined?

when an alarm occurs, to what extent will the sensor's location
be available to the operator?

what additional information will bu available to the operator if
an alarm occurs?

To what extent will the annunciation system indicate multiple
concurrent alarms? .

How will significant events be recorded?
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ANNUNCIATION SYSTEMS -- COMPUTER-
ASSISTED ANNUNCIATION, INDIVIDUAL
ALARM ANNUNCIATION, MULTIPLEX
ALARM ANNUNCIATION

Reliatility
How “requently will the system be checked for proper operation?

What provisions will be made to maintain operational capabilities
when critical elements, i.e., CPU, CRT, audio and visual devices,
etc,, fail?

1f the system is equipped with self-test capability, what will be
the test freguency?

Vulnerabilities

16. What technigues will be used to deter unauthorized modification
of programs or data?
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ANNUNRCIATION SYSTEMS -~ COMPUTER-

: IRTION, INDIVIDUAL
ALARM ANNUNCIATION, MULTIPLEX
ALARM ANNUNCIATION

ANSWERS

CONDITIONS

Performance Conditions

7,

Installation

a. In a separate access-controlled room.

B. 1In the same room but away from primary display and control
area .

¢. In the same conscle area as the primary displays and con-
trols.

Operat.-n

a. Less than 250 square inches.

b. 250 to 700 square inches.

c. 700 to 1700 square inches.

d. More than 1700 square inches.

a. Approximately perpendicular to a seated operator's line of
sight.

b. In a vertical plane.

c. In a horizontal plane.

a. Completely within convenient reach of the operator.

b. Partially within the operator's reach.

€. Not within reach from the operator's normal location and will
require the operator to move from his location.

a. By an audible signal which varies depending on type of alarm
plus visuval indicators.

b. By an unchanging audible signal plus visual indicators.

c. By visual indicators only.

a. No.

b. Yes.

a. The status of each sensor will be available.

b. The most significant status within a group of sensors will be
available.

¢. The most significant status within the security zone will be
indicated.

d. Only the occurrence of an alarm will be indicated.

a. Autamatically, by a hardware or software priority structure.

b. By the operator in a predetermined priority structure.

¢. By the operator using real-time judgment.

a. The location of the specific sensor in alarm will be avail-

able.
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lo.

11.

12.

13.

14.

15.

l6.

ANNUNCIATION SYSTEMS -- COMPUTER-
ASSISTED ANLUNCIATION, INDIVIDUAL

ALARM ANNUNCIATION, MULTIPLEX
ALARM ANNUNCIATION

b. The location of the sensor group containing the specific
sensor in alarm will be available.

c. The location of the general area cortaining the specific
sensor in alarm will be available.

a. 1. The time of alarm,
2. The priority of alarm,
3. BEmergency telephone numbers,
4. Special precautionary instructions associated with a

gone, and

S. Area maps.

b. 1l., 2., 3., and 4. above.

c. 1., 2., and 3. above.

d. 1. and 2. above.

e. Only 2. above.

a. It will advise the operator of multiple concurrent alarms.

b. It will permit only a seguential display of multiple con-
current alarms.

c¢. It will display only one of multiple concurrent alarms.

a. They will be automatically printed out.

b. They will be recorded automatically and manually in combina-~
tion.

c. They will be manually recorded.

d. They will not be recorded.

keliability

a. Every few seconds.

b. Every few minutes.

c. Every few hours.

d. Once per shift.

e. Onre per day.

f. Onuc per week.

g. Less than once per week.

a. A fully redundant system of annunciation is to be provided.

b. Full redundancy is to be provided for all critical subsystems
and computers.

c. Significant increase of patrols will be provided.

a. At 10- to 30-secon’ intervals.

b. At 30- to 60-second intervals.

c. At l- to S5-minute intervals.

d. The system will not have self-test capability.

a. By encryption.

b. By multiple passwords.

c. By single password.

d. By administrative controls.

e. None.
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