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This report was prepared as an account of work sponsored by
an agency of the United States Government. Neither the
United Sta.'s Government nor any agency thereof, or any of
their employess, makes any warranty, expressed or implied,
or assumes any legal liability or responsibility for any third
party's use, or the results of such use, or any information,
apparatus, product or process disclosed in this report, or
represents that its use by such third party would not infringe
privately owned rights.

The views expressed in this report are not necessarily those
of the U.S. Nuclear Regulatory Commission.
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LIGHT WATER REACTOR SAFETY RESEARCH PROGRAM
QUARTERLY REPORT, JANUARY-MARCH 1979

1. Molten Core / Concrete Interactions Study

1.1 Summary

The Molten Core / Concrete Interactions Study was begun on July 15,
1975 to provide a qualitative, extensive exploration of the phenomena
associated with contact between molten-core materials and concrete. The
experimental elements of this study are divided into four categories:

e Deposition of corium-type melts onto concrete

e Kinetics and stoichiometry of the thermal decomposition
of concrete

e Response of concrete to high heat fluxes at one surface

e Simulation experiments which explore phenomena at the
interface between a melt and a decamposing solid

Experimental results are being incorporated in a computer model and a
scaling analysis. They will establish scaling parameters for the system
and identify key elements of the melt / concrete interaction. A complete
project description of the study was issued in October 1975.1

Ef forts during the quarter were devoted primarily to the analytical
portion of the program. These activities emphasized phenomenological model
development and computer programming for the improved molten core / concrete

*
interaction code, CORCON. The Concrete Ablation and Shape Change (Cif d)

program developed by ACUREX/Aerotherm Corporatioa was completed and
~

delivered to Sandia. The coda was made operational on the CDC7600 and

checked out using the sample problems provided. Following a detailed
examination of the listing, the process of modifying the program and
incorporating it into CORCON was begun. Development efforts continued

11
1
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on several convective heat transfer models and a model describing the
,

snticipated melt / gas chemical reactions.

.

Programming activities concentrated on implementing the CASC program
mentioned above, ancillary efforts included inserting concrete property
data into CORCON, and miscellaneous code debugging and clean-up
cetivities. CORCON is approximately 60% completed at this time.

1.2 Molten Core / Concrete Interaction Analytical Program
(J. F. Muir)

Development of the improved core / concrete interaction model, CORCON,
continued. CORCON is a user-oriented computer program written in a modular
structure in which most computational units are contained in separate
subroutines. Maximum use is being made of existing codes and subroutines.

Phenomenological models are being developed as required with a heavy
reliance on existing techniques, and data and correlations available in
the literature. Numerous input options provide a flexibility that enables
a variety of problems to be solved by merely changing input data. Efforts
during the present quarter concentrated on computer programming and
phenomenological model development and implementation.

1.2.1 Phenomenological Model Development (F. G. Blottner,
J. F. Muir , and D. is. Powers)

The Concrete Ablation and Shape Change (CASC) program developed by
ACUREX/Aerotherm Corporation under contract to Sandia was received in

January. This model predicts the growth and shape change of a concrete

cavity containing a pool of molten core materials. This is accomplished by
using a quasi-steady, one-dimensional concrete ablation model coupled to a
two-dimensional axisymmetric shape change procedure. Heat transfer across

the pool / concrete interface is described with the use of applicable gas- '

; film models. The Taylor instability model for a horizontal surface 23 i,
_

cuployed along the cavity bottom, up to a local surface inclination angle
of 15* , at which point the bubbling of concrete decomposition gases into
the pool ceases. At higher surface angles, i.e., around the sides of the
pool, the laminar and turbulent continuous gas film heat transfer models

12
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formulated by Bulmer4 are used. When coupled together with appropriate
*

transition regions, these models provide a continuous description of the
pool / concrete interface heat transfer around the entire periphery of the

~

pool.

,

Given the initial pool and cavity geometries, the pool, gas, and
concrete material properties, and the bulk pool temperatures (three
layers), the CASC program provides the surface recession rate and gas
evolution rate at each point on the cavity surface, as well as the eroded
cavity geometry at the end of each time step.

Work continued on the development of a number of additional

phenomenological models required for COP. CON including:

1. Convective heat transfer from the periphery of the
pool (the pool / concrete interface) to its interior
including natural convection and convection augmented
by bubble agitation of the pool

2. Convective heat transfer between pool layers
(liquid-liquid interfaces) and fr om the pool surface
to the atmosphere above the pool (liquid gas interface)
including natural convecticn an( the enhancement
resulting from the passage of gas bubbles across
these interfaces

3. Convective heat transfer across the pool / concrete
interface in the presence of a film of molten con-
crete (slag) rather than a gas film *

4. Melt / gas chemical reactions

1.2.2 Programming and Numerical Concerns (L. S. Dike,
M. A. Ellis, J. F. Muir, and W. H. Vandevender)

Programming activities during the quarter concentrated on the

Concrete Ablation and Shape Change (CASC) program developed by ACUREX.
S

**

Some evidence exists which suggests that a slag film configuration may,
under certain conditions , be a more realistic approximation of the
melt / concrete interface region than the gas film models. Further
experimental investigation is needed to resolve this is ue and provide
data on the influence of gases bu'obling through the s1; film on the heat
transfer.

|
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The code was brought up on the CDC7600 and checked out by using the sample
problems provided. A line-by-line examination of the CASC listing was per-
formed to gain an understanding of the computational details enough to

.

allow the code to be modified for incorporation into CORCON. A number of
such modifications have been made and the process of inserting CASC into
CORCON initiated. At present this process is about 50% completed.

i

Thermodynamic properties, specific heat and enthalpy, were provided
as functions of temperature by D. A. Powers 56 for the three representa-

tive concrete types built into CORCON: LWR basaltic aggregate concrete,
LWR limestone aggregate concrete, and CRBR limestone concrete. These,

together with the concrete compositions and other material property data
were stored in the concrete properties subroutine, CONPRP.

Additional programming ef forts were devoted to code debugging and
cleanup activities. In its present form, CORCON contains a total of 73
subrouttn2s of which 8 or so will be eliminated. Of the present total, 49%

'
are essentially complete, including most of the major subroutines, 19%
need further modifications and/or additions, and the remaining 32% still
have to be written. Most of the latter are rather straightforward and the
phenomenological models required have, for the most part, been developed.

Work continued on the study of the numerical aspects of INTER and
CORCON. The purpose of this study is to identify problem areas in INTER

| and recommend improved numerical techniques for use in CORCON. Attention

during this quarter focused on alternative methods for solving the energy
conservation equation for each melt layer and the melt atmosphere to
update their respective bulk temperatures each time step. No results are
available to report at this time. <

|
s ,

1
; .
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2. Steam Explosion Phenomena

(L. D. Buxton, W. B. Benedick; M. L. Corradini
D. E. Mitchell, L. S. Nelson)

2.1 Summary

The two purposes of the steam explosion phenomena program are: (1) to
identify experimentally the characteristics of pressure pulses and other
initial conditions which are necessary to trigger and to propagate explo-
sive interactions between water and molten light water reactor (LWR) core
materials, and (2) to develop criteria to assess the probability and con-
sequences of steam explosions during a hypothetical meltdown accident in a
LWR. The major ef forts in this program encompass five areas:

e Small scale experiments using simulant molten materials
(Corium-A, -E, iron-oxide =15/g) with water. These exper-
iments are performed to understand the applied triggering
pressures needed to generate steam explosions under a
variety of initial conditions and the propagation of
these explosions,

o Large-scale open geometry tests using thermitically
generated melts (iron-alumina and U/Zr/55, quantities
less than 25 kg) dropped into water. These experiments
are primarily directed toward deter-mining the explosive
interaction potential of these high temperature melts at
large scales, in order that sub-sequent closed geometry

*
tests may be better designed.

.

e Large-scale closed geometry, fully instrumented tests
using induction generated melts (iron-oxides, Corium-E
~25 kg) dropped into water. These experiments are to

:

observe, at large scale and with prototypical melts , the,

1

| 17



ef ficiency and propagation of the explosion as a function
of fuel and coolant temperatures, mass ratios and
c omposit ions .

.

e Theoretical analysis of steam explosions. This theo-
retical work is expected to help interpret the observed
experimental results in light of past theories and models
of steam explosions (vapor explosion) and supply addi-
tional modeling ef fort where past work has proven
inadequate. The ultimate objective is to use the
experimental and theoretical results to predict the
possible behavior of a steam explosion during a meltdown
acc id en t .

e Assessment of containment failure resulting from steam
explosions. This ef fort is directed toward evaluating how
a steam explosion might lead to containment failure via

missile generation or overpressure conditions, and to
identify and evaluate the realistic mechanisms _that could

dissipate the explosion energy and reduce the probability
of containment failure.

2.1.1 Small-Scale Experiments

This quarter, effort has been devoted to the analysis and inter-
protation of data gathered previously in the steam explosion triggering
program. The results are summarized in Section 2.2.

Several additional experiments were performed to augment the test
metrix defined earlier.1 In particular, the cutoffs in explosivity with
both melt composition and water subcooling were explored further. -

In molten iron-oxide, the composition 0/Fe = 0.95 (measured at '

| ficoding time) was found to be inactive with bridgewire initiation. This
cxtends the inactive compasitions below 0/Fe = 1.10 and 1.00, determined
ccrlier (see Figure 2.4 in the October-December 1978 Quarterly).

18
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.

The dependence of explosivity on water subcooling is presented
~, graphically for two melts. The peak pressures generated in the inter-

actions decreased steadily to zero as water subcooling decreased to =20 K
for molten iron-oxide, and =28 K for Corium-E simulant melt. These

experiments were initiated with an exploding submerged bridgewire (peak
pressure =1.0 MPa). The effect of increasing the initiating transients on
the explosivity cutoff with water subcooling was also investigated
briefly. A minidetonator that gave an =10-fold greater peak pressure than
the bridgewire was used. One of the more vigorous explosions, with a peak
pressure of 3.7 MPa, was initiated at =20 K water subcooling with the
minidetonator.

Several experiments with alternate coolants were performed. These
involved the interaction between molten iron-oxide and two hydrocarbons
n pentadecane and n-heptane. Explosions could not be initiated in either
liquid; however, there were chemical reactions which produced metallic-
appearing sufaces on the frozen residues.

Scoping experiments were performed to test a new melt / water con-

tact geometry. Single pendant drops of molten oxide, 2.7 mm in diameter,
prepared with a continuous wave carbon dioxide laser, were dropped into
water. Shortly thereafter, a bridgewire pressure transient was applied to
the water. Vigorous explosions were induced in melts of composition
Fe0,1,3 and A1 02 3 (one of the components of thermite melts used in the
field experiments). Not only is it possible to initiate single drop
explosions this way but, by properly measuring photographic images of the
pendant drops, densities and surface tensions of the melts can be

determined .

' e

2.1.2 Open Geometry Experiments

* There is no progress to report on the Cories thermite tests. How-
ever, during this quarter L. Buxton prepared and presented a summary ofi

the LWR steam explosion research at Sandia to the 4th CSNI Specialist

| Meeting on Fuel-Coolant Interactions in Bournemouth, England. The paper I

was well received.

19
_ _ _ _ - _ _-



2.1.3 Fully Instrumented Test Series (FITS)
.

'Jork is progressing satisfactorily in this area, and effort this
quarter has concentrated on more detailed studies reine ed to experimental -

design and methodology. Small-scale corium melts using induction heating
have been successfully accomplished. A stressed glass cylinder method by
which the melt is to be introduced into the water is baing studied.
Simulation experiments to determine the best way to determine the inter-
action work output, via slug mass and velocity measurements, are being
planned.

2.1.4 Theoretical Analysis

Phenomenoingical modeling of steam explosions this quarter
addressed three areas.

The compositional cutoff of steam explosions observed by Nelson in
the triggering experiments was examined in light of the known changes in
thermophysical properties of the melt. This analysis resulted in a
hypothesis that explosions might be suppressed at high and low oxygen
content because the molten sample was forming a solid shell before appli-
cation of the pressure transient, thereby inhibiting the explosion. This
could occur because the melting temperature changes with oxygen content.

The ambient pressure and high water temperature cutof f might have
a common explanation; i.e., the vapor film boiling regime separating the
melt and the water does not collapse as easily under these conditions with
the bridgewire pressure pulse held constant. Thus the observed cutoffs
might be eliminated if the trigger pressitre increased. The work on this
subject has been submitted for the ANS Winter Meeting in San Francisco on
November 1979.

.

The mechanism for fragmentation during the propagation phase is
.

initially being investigated by attempting to model the fragmentation
experiments of Theofavous. The analysis entails some theoretical modeling

|
|

20
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.

of the Taylor instability mechanism and numerical modeling of the experi-
; ment by using the computer code CSQ. Preliminary results indicate that CSQ

can successfully model the experiment for short times (~20 ps) . Present,

ef fort is being placed on trying to extend the calculation to observe the

whole fragmentation process,,

2.1.5 Assessment of Containment Failure

The dissipation of the coolant vapor energy during the expansion
phase of the interaction may be significant. Based upon past work in this
area, it was proposed that one energy dissipation mechanism would be heat
transfer from the expanding hot coolant vapor to the colder liquid coolant

slug above it and to the solid structures. Prelimintry results indicate

that scaling this heat transfer mechanism up to LWR conditions could
provide sufficient heat transfer to reduce the mechanical work output by
at least a factor of two. Parts of this work are to be presented at the

ANS Annual Meeting in Atlanta on June 6, 1979.

Structural modeling of vessel and containment failure has begun
! with a preliminary literature search to gain an understanding of the

problem and formulate some modeling concepts. Preliminary contacts have
been made with P. Cybulskis at Battelle-Columbus and D. Cagliostro at SRI
International in order to determine the availability of relevant experi-
ments and analysis.

2.2 Steam Explosion Triggering Phenomena (L. S. Nelson, 5830)

! ?.' . The Compositional Cutof f for Molten Iron-Oxide

|

| It has been indicated in previous quarterly reports that the com-
positions 0/Fe = 1.00 and 1.10 did not explode in the floodable arc-

.

melting apparatus (there were also some inactive melts at O/Fe >1.27).

This inactive region was explored further by studying initial compositions,

of 0/Fe = 0.95. The oxygen analyzer was included in the argon exit line
from the are melter to determine the melt composition at flooding time.

The pellet from which the melt was formed used a mixture of hematite and

metallic iron of average composition Fe0 .95. There was no compositional0

| change upon melting, as evidenced by the absence of oxygen evolved.
21
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Explosions could not be initiated with these melts in room temperaturei

<

I with, using time delays which previously resulted in the most energetic
.

explosions.
~

.

2.2.2 The Water Subcooling Cutof fs
!
' In the previous quarterly reports , cutof fs in explosivity with
; reduced water subcooling were reported for arc-melted hematite and Corium-

E simulants of 61.5 initial atom percent oxygen. The subcooling cutoff for
hematite was reported to be 24 K, while that of the Corium-E simulant was
31 K, (local boiling point of water = 368 K). Peak pressures, generated in

,

j bridgewire-initiated explosive interactions with melts prepared from these
!

; two starting materials, are plotted against watur subcooling in Figures
2-1 and 2-2. Note that the maximum explosive vigor in the interactions for
both melts seems to decrease progressively as water subcooling decreases.
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Figure 2-1. Peak Pressure as a Function of Water Sub-
cooling for Hematite Starting Material
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It is important to know whether the subcooling cutoff phenomenon is
sensitive to the magnitude of the pressure transient applied in the aque-
ous phase during the interaction. In order to test this, several experi-
ments were performed by generating the initiating pressure transient with
a minidetonator instead of a bridgewire. All other parameters remained the
same within the repeatability of the apparatus. It was found that, with
the minidetonator pulse (peak pressure =10 MPa), estplosions could be
initiated in subcooling regions which were hitherto inactive, or at best
mildly explosive, with the bridgewire pulse (peak pressure al MPa). For
example, explosions were not previously observed in molten iron oxide at
19 % subcooling. However, in experiment 10-139-2 a vigorous explosion (3.8

'

MPa peak pressure) was initiated at a water subcooling of ~20 K using the
minidetonator; the pressure trace recorded here is shown in Figure 2-3.

,

This is one of the most vigorous explosions ever observed in the entire
arc-melting experimental program. The peak pressure in Figure 2-3 should
be compared to those shown in Figure 2-1,

1

1
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| Figure 2-3. Pressure Trace Recorded During Detonator-
Driven Steam Explosion of Arc-Melted Iron
0xide as It Interacted With 20 K Subcooled,

a
Water. With bridgewire initiation at this
subcooling, explosions could not be trig-
gered (cf. Figure 2-1). (10-139-2)

2.2.3 Alternate Coolants

It has been proposed by Epstein et al2 that alternate coolants
might be used to examine the mechanisms proposed for steam explosion
triggering, in particular, gas release-type hypotheses (Epstein,3 Buxton

4and Nelson ). On the basis of the analysis of Epstein et al, n pentadecane
should exhibit bubble dynamic behavior (as measured by the Jacob number)
similar to liquid water. This coolant was tried in the floodable are
melter in place of water, using both bridgewire and detonator stimulation.
Also, n-heptane, with approximately the same boiling temperature as water .

was used, but using only bridgewire stimulation. The hot phase for both
,

coolants was molten iron oxide. The most favorable delay times for
initiating explosions in water were employed here.,

There was no sign of an explosive interaction with either coolant.
It appeared, however, that a chemical reaction had occurred at the surface
24
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of the molten oxide in both coolants because of the shiny metallic appear-
, ,

ance of the globules after the interaction. It is possible that the hydro-
~

carbon coolants were pyrolyzed during the interaction with the hot molten
,

oxide, generating hydrogen, and other reactive hydrocarbon gases which
reduced the oxide to the free metal; perhaps the generation of these gases
also stabilized the boiling layer around the molten oxide and thus
prevented the explosion.

2.2.4 New Geometries and Heating Techniques

Scoping experiments were initiated to explore new melting techni-
ques and contact geometries; the objective is to obtain more readily
interpretabic information about steam explosion phenomena than can be
obtained with the floodable arc-melting apparatus.

A few experiments were performed this quarter using a continuous
wave carbon dioxide laser of approximately 200-W-beam power to prepare
pendant drops of two prototypical oxide compor itions for insertion into
liquid water. The experimental arrangement is shown in Figure 2-4 (for

5basic techniques, see Nelson et a1 ),

Rod is Attached
to XYZ Positioner

ISolenoidJerk Beam Stop!

Iridium
Support Rod Pendant 0xide Dro #p 73~

1 1: Continuous '",#Y \ 8
i| C02 Laser Beam d

_ _ ,_ , ._ _ .
-- --

,,,.7|---I ,'
| s;}d v' ,

\' ~ " --Transducer

KCL ,,

Lens Nacl Water
.

Window High Speed Camero |
. '

Exploding Wire
1

1
,

Figure 2-4. Laser Heating Arrangement for Single Drop |
Studies With Molten Prototypical Oxides

,

i
1

l
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Pendant drops of molten iron oxide or aluminum oxide were prepared
in air. The iron oxide drops were supported on a vertical iridium wire,
while the aluminum oxide drops were supported on a single crystal sapphire
fiber; both supports were 250 m in diameter. In each case, the upper end
of the support was held in a small chuck attached to a solenoid that has a

vertically upward stroke. The solenoid, in turn, was attached to a three-
dimensional positioner, used to place the drop accurately in the laser
focus. Af ter reaching an appropriate temperature, as indicated by the
Ircon optical pyrometer, the drop was detached from the support by a
quick, upward tug of the solenoid, causing the drop to fall several
centimeters through air into the water. Shortly after entering the water,
the interacting drop could be subjected to a pressure transient generated
by the electrical explosion of a submerged bridgewire. Diagnostics used

(1) high speed cinematography (3000 to 5000 ft/s); (2) a lithiumwere:

niobate pressure gage suspended in the water, with output recorded on a
digital oscilloscope; (3) optical pyrometry; and, (4) debric analysis.

When 2.0- to 2.7-mm-diameter drops of either molten iron oxide
*

( Fe 0=1. 3 ) , r aluminem oxide ( A10 )** were allowed to fall into water at23
room temperature, they exploded readily when the interval between drop
release and explosion of the bridgewire was =120 ms. Without the
initiating pressure pulse, only a slight jetting of the melt occurred.

In the films, the drops of both compositions initially seemed to
have a thin (<1 mm) boiling layer around them just after entering the

~o
The composition Fe0 ,3 is determined from the phase diagram of the C -Fe1

system. Note that this composition lies in a region more oxygen-rich
than the upper compositional cutoff for explosions with the floodable -

arc melting apparatus (see Figure 2-5 in SAND 79-0820),
oo

Aluminum oxide may well be the material of highest melting temperature
(2327 K) which has been induced to explode in a steam explosion-type
interaction to date. Also, it should be noted that the liberation of

gaseous oxygen internally within the melt by aluminum oxide is not
anticipated, as it might be in the interaction of the decomposable iron
or cobalt oxides , as suggested previously.
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* water. There was little disturbance of either drop or water upon entry.
_ When the bridgewire fired, a vigorous interaction occurred with the water;

both bridgewire expl sion and the interaction usually appeared in the sameS

_ frame of the film (frame duration =200 s) . In room temperature water, a
bubble repeatedly grew and collapsed three or four times, depositing
debris in the water with each cycle. In several films , incandescent debris
particles could be seen at the growing bubble front.

Several oscilloscope records were made of the lithium niobate gage,

output ( = 2 cm distant) during the interactions. One of those, recorded,

for a Fe0=1.3 drop, is shown in Figure 2-5a; the frame-by-frame horizontal
diameters of the bubbles, plotted on the same time scale, are shown int

| Figure 2-5b. Note that the pressure peaks correspond closely to the onset
of rapid outward growth of the bubbles. A similar bubble growth pattern,
but smaller in magnitude, was observed for the aluminum oxide drops.

A quick survey was made of the effect of water temperature on the

single dit p interactions. For 2.7 mm-diameter drops of Fe0=1.3, the
bridgewire impulse triggered vigorous explosions of the drops in room;

temperature and 308-K water, and a fairly mild interaction in 313-K water;
j explosions could not be triggered in either 345-K or 362-K water. These

| were single experiments, and should be regarded only as preliminary data
points at this time.;

;

'

A quick survey was also made of several photographic pendant drop
i

j images, in an attempt to determine surface tension and density. A pendant
I

drop of Fe0=1.3 was prepared in air and photographed. Then the atmosphere
j around the same drop, still molten, was changed to argon in which the

f. composition would be expected to change to Fe0=1.0; a second photograph of
~

the drop was recorded. These photographs are reproduced in Figures 2-6a
and 2-6b. It can be seen that the drop shapes are different in the two'

atmospheres indicating different surface tensions in the two melts. The
,

shapes can be related to both the ' surface tensions (Fordham,0 Stauffer )7

and densities of the melts.

| 27
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The ability to obtain high resolution optical, time and pressurei

j information from the interaction of small quantities of melt of known '

mass, composition, temperature, and geometry with water is expected to*

.

assist significantly in the modeling of steam explosion triggering and;

propagation phenomena. Preliminary efforts along these lines are underway
'

(see Section 2.5),

f 2.3 Open Geometry Tests (L. D. Buxton)

There is no progress to report for this quarter.i

4

, 2.4 Fully Instrumented Test Series (D. E. Mitchell, P. J. Langdon,
| A. A. Heckes, J. E. Kennedy, C. M. Korbin, M. Elifritz)
!

I The fully instrumented test series (FITS) subtask was divided into

i six major areas: Interaction Chamber, Melt Generation, Instrumentation,
Site Preparation, Analysis and Modeling, and Experiment Design. Work isj

'

progressing satisfactorily in all these major areas , and the ef fort this
quarter has concentrated on more detailed studies related to experiment
design and methodology. Small-scale corium melts are being prepared, melt

; drop experiments are being designed, and the method by which the melt is
1

) to be introduced into the water is being studied. Simulation experiments
| to determine the best way to measure slug velocity and mass are also being
i

! planned. Progress in each of these areas is discussed in more detail

! below.
I

i

! 2.4.1 Interaction Chamber (Portupine)
' Final drawings are being prepared for the interaction section of

the experimental chamber. These are scheduled to be completed early next
quarter. After review, procurement procedures will begin. Contacts with,

a

potential vendors of the chamber indicate that it could be delivered three

! months af ter receipt of an order. -

i
,

The high speed closure door required to isolate the interaction '

section from the melting section is undergoing testing to determine

30

I
. - . . - ._ . - - . . - - _ _ - - - - - - - - - . -. .



closure times and performance. This device (or a similar type) will be
'

mounted on the top flange of the main chamber.

.

2.4.2 Melt Generation

Two types of metallic coriums, A and E, were melted and analyzed.
The 100-g melts were prepared with a furnace and power supply identical to
those to be used in the FITS experiments. Graphite crucibles were used,
and it was found that the carbon reduces the uranium oxide (UO ) E2
uranium carbide (UC) .

.

The melts produced were homogeneous. The experiments are being done
primarily to gain familiarity with induction melting and to determine the
degree of melt homogeneity which can be achieved with the induction

method. The reduction of UO t UC is not desirable, and other crucible2

materials are being investigated. However, a graphite susceptor will be
required to melt most of the compositions to be used in the actual
ex periment s .

Dropping experiments are being set up at Sandia's Building 9939 in
Area Y to study the feasibility of various melt delivery methods. Hardware
to begin these tests is on order and this work should begin early next
quarter.

2.4.3 Instrumentation

Purchase orders have been placed for signal conditioners,
amplifiers, pressure transducers, and a wide band instrumentation tape
recorder. The instrumentation is such that a wide range of sensor types
can be accommodated.

2.4.4 Site Preparation-

Site plans are scheduled to be completed early next quarter. After.

review, contracts for construction will be placed.
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1

.

2.4.5 Analysis and Modeling
'

Currently two types of calculations are being pursued with wave-

propagation codes. The first is a study to assess the applicability of
these codes to describe the fragmentation process. The second is to aid in
determining the types of information contained in pressure and temperature
records that will be obtained during the experiments.

The two-dimensional Eulerian code CSQII has been used to simulate a
molten iron droplet surrounded by a stable vapor film which is subjected
to a transient pressure pulse. Figure 2-7 shows the initial problem,

definition. This figure is a material-density plot of a 10-mm-diameter
molten iron droplet at 2000 K, surrounded by a 1-mm-thick steam film at
1-atm pressure. The drop is imbedded in water at 373 K. A 4.2-kbar

transient pressure pulse is supplied to the system to collapse the vapor
film. A pulse of this amplitude is required to ensure that the film will

collapse against the iron drop in the time scale of 20 s.

Figure 2-8 shows the problem at approximately 16 s after the
pressure wave has impacted the drop. This figure is also a material-

density plot and shows that the drop has undergone significant d e fo rmat ion
and surface instabilities of both Taylor and Helmholtz types are beginning
to fo rm . Figure 2-9 is a pressure-density plot of the same problem. The
high density regions correspond to pressures in excess of 10 kbar which
have been generated by the interaction of the molten iron and saturated

water. The pressures inside the droplet are felt to be of suf ficient

magnitude to break up the drop either by cavitation or hydrodynamic insta-
bilities. From these preliminary calculations, it appears that CSQII can
be used to calculate droplet fragmentation. However, the fragmentation

process whereby surface areas are increased by a few orders of magnitude ~

is probably outside the resolution of this calculational method since

extremely fine zoning would be required. Coarse fragmentation, which could
.

be responsible for the first pressure pulse observed by Nelson, can be
i treated by using this code. This work is just beginning, and further study
1

of this part of the problem is planned.
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A one-dimensional Lagrangian wave code, Chart D, is also being used
to study the interaction. In this work, the molten iron is neglected and
energy is being deposited in water at various rates to determine the
ef fect of deposition rate and profile on wave propagation in the coolant
medium. The motivation for these numerical experiments is to determine if
information on energy deposition rate is contained in the pressure and
temperature data which will be obtained in the experiments.

2.4.6 Experiment Design -

The data obtained from the experiments are intended to determine
,

the quantity of reactants and the thermal-to-mechanical energy conversion
ef ficiency. Currently, the experiments are being designed so that the
amount of molten material in the water prior to interaction is known.
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A stressed glass cylinder is being used to allow the melt to be

delivered below the surfcce of the water. Contact of the free-falling melt,

with the glass cylinder in the water produces a thermal shock which
'

fragments the glass allowing the surrounding water to engulf the melt.
Experiments with small (approx 1-kg size) stressed glass cylinders have

~

been done and indicate that the technique may be useful. The fracture rate
of the glass is on the order of 2 mm/ s, and the pressure disturbance
produced by glass fracturing is negligible. The glass fragments are
typically on the order a mm or less. Glass fragmentation for these
experiments was mechanically activated, and future experiments are planned
using small quantities of molten metals. Purchase orders have been written

to procure glass cylinders large enough to accept melts of 25-kg size.

Determination of the mechanical work resulting from the
interactions requires the measurement of the velocity and mass of the
coolant slug. Three methods are being considered, and simulation
experiments are being planned to determine the best way of measuring these
quantities.

2.5 Theoretical Analysis (Michael Corradini)

2.5.1 Triggering Experiments

The experimental results of the small scale steam explosion
experiments have been reported by Nelson and Buxton1 and are briefly
summarized in Table 2-I. The purpose of this portion of the steam
explosion research is to analyze the experimental results in light of

' existing theories and propose new models or concepts where these theories
are deficient.

.

| -
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TABLE 2-I
.

4

IMajor Experimental Findings *

Melt Composition

e Corium-A (U-rich) is very difficult to trigger (1 time in
40 experiments) but occasionally shows spontaneous coarse

j fragmentation (3 times).
,

e Corium-E (Fe-rich) triggers easily.
'

e Fe0 closely simulated Corium-E behavior and has anX
extensive literature base,

e Explosivity of both Corium-E and Fe0 fall to zero as
Xinitial oxygen content of melt decreases.

Applied Press. Transient

e Need only small transient (=1 MPa) to initiate explosion.

e Larger magnitude transient (=10 MPa) breaks up melt, but
does not trigger inactive melts.

| e Transient applied through the hearth has never initiated
explosions.

; Subcooling
'

e Explosions cannot be triggered with 1.9 MPa pulses at
subcoolings less than:

1

1 e 31 K for Corium-E

e 24 K for Fe07

Ambient Pressure'

o Corium-E and Fe0 with high initial oxygen contentsXexplode unchanged up to 0.5 MPa; same material could not
be triggered at 0.75 or 1.0 MPa. As pressure increases,1

successful triggering required longer times between
[ flooding and application of initiating transient. -

;

I

~

2.5.1.1 Effects of the Melt Composition on Steam Explosions

Steam explosions appear to be eliminated in the are melter
apparatus if the oxygen content of the iron-oxide at the time of melting

i falls outside of certain limits of O/Fe f.atios (explosion occurs only if
i
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1.0 < 0/Fe < 1.26). This same behavior occurs for the Corium-E system
(<56% oxygen) .

.

In the last quarterly report it was suggested, based on conser-
vative analyses, that the impulse initiated gas release mechanism may not
be the dominant fragmentation mechanism which drives the steam explosion.

4

Rather, another avenue of anlyses suggested that the compositional cutoff
may be due to a change in the thermophysical properties of the melt with

I oxygen content. A simple explanation of the observed cutoff is now
pre.ented based upon this second hypothesis.

A summary of the known thermophysical properties for the #.ron-
oxygen system is given in Table 2-II. The most notable changes in the

properties are for the surface tension and to a lesser extent the density.
In addition, the phase diagram of the Fe-O system (Figure 2-10) indicates
that the melting temperature decreases by approximately 175*C in the range

I

1.05 5 0/Fe < 1.25. The final point to mention is that the initial temper-
-

ature of the iron-oxide (Ty ) or Corium-E melts is only slightly aboveg

the solidus temperature line (1900 K 5 Trg < 2000 K). If all these facts
are considered together, another explanation for the compositional cutoff
could be advanced. The' depression in melting temperat .re values corre-
sponds quite well to the range of O/Fe ratios where explosions are
observed. This would suggest that the explosion may beccme inhibited if
the melt sample cools, before the bridgewire pulse is applied, to a point

| where a solid skin inhibits the fragmentation-heat transfer interaction.

This would occur at both high and low 0/Fe ratios where T, is highest. At
low ratios of 0/Fe (i.e., <1.0), the interaction would be further
retarded because the density and surface tension increase would increase
the inertia of the melt and the resistance to fragmentation via film
boiling destabilization. At high ratios of 0/Fe (e.g., >1.26), the.

interaction may be further retarded by residual oxygen diffusing out of
the melt acting as a cushion retarding film collapse. This oxygen is due,

,

to the usually high initial 0/Fe ratios (~1.5) used. W. Nelson has

:

suggested this behavior for other melts.8
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TABLE 2-II
.

Summary of Known Thermophysical Properties
for Iron-Oxygen System

!
*

Fe Fe0 Fe3 4 Fe2 30 0

0/Fe Ratio 0 1.00 1.33 1.50

" )|K 37.6 -- 10 12
/ @ (1810 K) (@ 300 K) (@ 300 K)

,

p 6770 4500 3700 3600
3(m j (@ 1810 K) (@ 1800 K) (@ 1850 K) (@ 1850 K)

Cp{f"-S j 794 -- 862 906
@8 / (@ 1810 K) (@ 1850 K) (@ 1850 K)

el "E. 1.0 0.7 0.5 0.5
(" / (@ 1800 K) (@ 1800 K) (@l850 K) @ 1850 K)

{Aj __ __ __ __

/

\"'S/
I
.

Imelt(K) 1810 1810 1850 1850

|

i

,

e

1

O

k

f
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Figure 2-10. Phase Diagram of Fe0 System

To assess the likelihood of this hypothesis, a cooling analysis
was performed for the molten iron-oxide after the are melter has been

turned off but before bridgewire pulse application. If the cooling of the
sample is large enough to indicate that the temperature is near or below
T then this reasoning may be valid for explaining the compositionalmelt,

. cuto f f.

* After the are melter is turned off but before bridgewire pulse
application, transient heat transfer occurs between the hot melt and the

surroundings. There are three dissipative mechanisms: (1) conduction to
the wSter-cooled copper hearth, (2) radiation to solid surfaces and the

| 39



water, (3) and convection to the surrounding argon before flooding and to
,

the water af ter flooding. To accurately model this situation requires a
precise knowledge of the initial conditions before the are is turned off

-

as well as the use of a three-dimensional conduction heat transfer model.
Because the initial conditions are not well known, this method of analysis
does not seem useful at this point.

Rather, a simple cooling analysis is performed where the molten
iron-oxide is modeled as a semi-infinite body (see Figure 2-11) at an

initially uniform temperature (T(). The heat transfer to the copper
f

hearth is not accurately known during the experiment, therefore it will
be neglected, realizing that the fuel cooling rate will be under-
estimated. The heat flux (q") due to radiation transport is modeled as

4.

9"=T T , = h (T , - Tsat) (1)f r gr

where

[g# \T
*h =

(2)r

(T,-Tsat)g

and where T , and T are the fuel surface temperature and water temper-g sat

ature , respectively, where is the Stephan-Boltzmann constant and thee
r

emissivity is assumed to be one. For molten oxides this is a good assump-
tion.9 The convective heat transfer is more complicated, because before
flooding it is natural convection from the molten oxide (Nu = 2 + 0.45NC
(G P )1/4 and af ter flooding film boiling has been established.10 The heatrr

transfer coefficient varies between the steady conduction value

b
C= p NuNC = 100 /m2h K (3)

.

(Ky = 0.1 w/m K, D = 1 cm)

to the film boiling value as modeled by Bromley9

|
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Figure 2-11. Schematic of the Fuel-Melt Interface

b 2
hc " T = 160 w/m K (4)

where

.

1/4AC V(Tg, - Tsat)Ky
6 = 0.6 (5).

8(P -P)P h
_ f y y gg,
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where K,Py are the viscosity, thermal conductivity, and density of .
y, y

the vapor. P is the liquid, hj fg is the latent heat of vaporization and AC
is the critical Taylor instability wavelength given by *

A = 2n j 5e
(6)Y g(Pg-P) .

y

where a = surface tension.

How the heat transfer coef ficient changes during the flooding
2process is unknown; thus it is assumed that hC = 130 w/m K. The

temperature at the surface of the melt is given by.II

2
(h \T

T,=Tsat + (Tgt - T,,g) 1 - erfg aft .

(7)

There fore , for a reasonable range of flooding times (0.2 to 1.0 s), the
surface temperature changes from T ; = 1900 K tog

T , = 1800 K @ t = 0.2 sg

T , = 1710 K @ t = 1.0 sg

These values are near or below the solidu- temperature for the
molten oxides with 0/Fe ratios less than 1.05 or greater than 1.3. This
estimate coupled with the fact that the calculation underestimates the

-

cooling rate by neglecting hearth cooling suggests that a solid shell
might exist on the surface of the melt for high or low 0/Fe ratios. This ~

shell, in conjunction with the effects of density and surface tension
changes , may be the reason explosions are suppressed outside the range
1.0 < 0/Fe < 1.26. Only in this range is the melt superheated enough above
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T, that a solid shell might not form. The explosion insensitivity to the
lsize of the applied pressure pulse may be also explained by this

.

hypothesis. The applied pressure pulse only serves to accelerate the
liquid-vapor interface toward the melt surface. Thus the higher applied
pressure may not be able to penetrate the solid shell and create new

surface area for heat transfer. Further analysis of the experiment
considering this hypothesis is under way.

Recent experiments by Nelson might support this hypothesis. A
small iron-oxide sample (m = 0.1 g, 0/Fe = 1.3) was melted by a CO laser

2

heating technique and raised to a much higher initial temperature
(~2350 K). It was then dropped into water and a bridgewire pulse 0.1 s

later produced a vapor explosion (Ppeak = 3.1 MPa @ 2-cm distance). This
sample was outside the explosive limits of O/Fe ratio seen in the arc

melter experiments and the initial melt temperature was the only variable
changed.

2.5.2 Water subcooling and Ambient Pressure Effects
on Steam Explosions

When the water temperature was raised (subcooling lowered) to 60-
70*C the steam explosion second stage pressure pulse was inhibited for the
Corium-E and iron-oxide melts using bridgewire pulse stimulation. As the
temperature was raised further the first stage of the interaction could
also be suppressed (Figure 2-12). Nelson has suggestedl that the pressure

pulse is less effective in collapsing the film and triggering the inter-
action at high water temperatures because the film boiling regime is more
stable.

When the ambient pressure was raised from 0.1 MPa to 0.5 to 0.75
.

MPa, the two-stage interaction was suppressed for bridgewire pulses for
both Corium-E and iron-oxide melts (Table 2-III). When minidetonators were,

used at high pressure, the detonators misfired due to water leakage and
only one explosion was observed at 0.5 MPa (Table 2-III). A high pressure
cutoff for steam explosions has been proposed by Henry.1213 This upper
limit is based on the concept that the propagation phase of the

|
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interaction is tightly coupled to the vapor growth characteristics of the
coolant, which are significantly affected by the ambient pressure. These

.

same dynamic characteristics are involved in the triggering phase of the
,

interaction for vapor collapse. 'Ihus it is unclear which phase of the
interaction is suppressing the vapor explosion. If it is indeed the
propagation phase, then this would suggest an inherent safety benefit for
high pressure environments, for regardless of trigger magnitude vapor
explosions would not occur. Conversely, if the trigger phase is partially
affected by these dynamic vapor characteristics, then this suggests only a
more energetic trigger is needed to initiate vapor explosions at higher
ambient pressures.

. . '
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Figure 2-12. Small-Scale Triggering Experiments, Fe2g3* - Bridgerire
-Pulse Trigger - 0.83 bar. Similar behavior for Corium-E;

cut off both stages at 64*F.
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ITABIZ 2-III
.

Ambient Pressure Cutoff Results
.

Pm Pressure P2a P
melt

Material (MPa) Generator (MPa) (MPa) Results

1.0 0xidic
Corium-E;
8 Tests 0.2 Bridgewire @3 kV 0.81 0.31 2 fine fragments;

(average) 2 coarse fragments@20 s
4 single pieces;
caldera formed

1.0 0xidic
Corium-E;
6 Tests 0.3 Bridgewire @3 kV 0.86 0.33 1 fine fragment;

5 single pieces

1.0 Oxidic
Corium-E;
8 Tests 0.5 Bridgewire @3 kV 0.8 0.305 1 fine fragment

and 1.4-MPa
pulse;

'

7 single pieces;
caldera formed

1.0 0xidic
Corium-E;
1 Test 0.5 Minidetonator Misfire 1.7 Fine fragmentation

6.9 ~0.77 MPa pulse

1.0 0xidic
Corium-E;
6 Test 0.75 Bridgewire @ 3 kV 1.05 0.4 Single piece.

| Caldera formed

1.0 0xidici

Corium-E;-

2 Test 1.0 Bridgewire @ 3 kV -- -- Single piece.
With caldera,

45



TABLE 2-III (cont)
,

Pm Pressure P2a Pmelt .

Meterial (MPa) Generator (MPa) (MPa) Results

0.78 0xidic
Corium-E;
6 Tests 0.5 Minidetonator Misfire 2.5 Single piece

10.3 with tall cone
@ 20 s formed or pieces

blown apart

Fe2 3;O

1 Test 0.2 Bridgewire @3 kV 0.89 0.34 Fine fragmentation;
'

3 pressure pulses

Fe2 3P3
1 Test 0.3 Bridgewire @3 kV 0.69 0.26 Fine fragmentation;

2-stage explosion
~1.4 MPa

Fe2 3;O

3 Tests 0.5 Bridgewire @3 kV 0.93 0.35 Difficulty
melting single
piece

1

Fe2 3;0

1 Test 0.75 Minidetonator -- -- Single piece;

not much
information

8Averaged over all recorded pulses.
b Found by assuming a 1/r dependence from the transducer P to melt center.2

_

%

b
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To address these experimental results and previous explanations
*

of them, the dynamics of vapor film destabilization by applied pressures
pulses is being investigated. Initially the analysis centers upon the film

.

boiling behavior of a hot molten sphere in the coolant. The major assump-
tion is that the pressure pulse application and subsequent collapse is
symmetric. This assumption makes the analysis amenable to simple phenome-
nological modeling. The film boiling is modeled by considering the molten
drop, vapor film and surrounding coolant as lumped parameter volumes and
writing an energy equation for each region coupled by temperatures and
heat fluxes. Dynamic film boiling behavior can be predicted as a function
of the applied pressure pulse and other initial conditions. A detailed
description of the model will be presented in an upcoming topical report.

It should be emphasized that the results are not directly applic-
able to the first stage interaction of Nelson's experimental because (1)
the initial test geometry is more complex for stage 1 interaction and (2)
the filarboiling collapse before Stage 1 may be asymmetric. However the

i results should indicate the effect of different subcoolings and ambient
pressures, with more direct applicability to the second stage of the inter-
action as observed by Nelson where the geometry of the molten fuel is
spherical and symmetric.

The growth of the vapor film before a pressure transient is
applied is dependent upon the ambient pressure and to a lesser extent on
the initial water temperature as Figure 2-13 and 2-14 illustrate. The
density of water vapor increases linearly with pressure and .thus, for
higher ambient pressures, the same mass is contained in a analler volume.

Thus the film thickness decreases. As the water temperature increases, the
' temperature gradient between the liquid-vapor interface decreases. This

causes less energy to flow into the liquid and more into generating water
f~ vapor. Therefore the mass of vapor increases and hence so does the film '

thickness. The initial conditions for these calculations were taken to bee

representative of what may be the characteristic size (~3.5 mm) and temper-
ature (~2000 K) of the molten fuel before the - second stage explosion in
Nelson's experiments. The growth time (~3 ms) is also representative of
the delay between stage 1 and stage 2 of the explosion.

!

47
1



.

' ' ,

Fe 0 - Water23 .

P,,, 0 } Mpa_

P.= 0.8 MPa-e-
-6 .

$ t = 10 3
',j / *o

-6
10'3

- do 10 m d '. . -

R .0035 m e

p/pe
T 2000*K3 g
T 293* Kg C e/*./w pa

10-6_
_ , , ,

. *
-

=
#

I f ' i

7 -6 3 -4 -210 10 10 10 10'3 10

Time i sec )

.

Figure 2-13. Vapor Film Growth Behavior
(Water Temperature Dependence)

' < ,

Fe 0 - Water23
T *333 K '
C /

/
TC ' 293 K ,/

~ ' - -

-6 /1 10 3
1| 0 ''

-5 ~

d 10'6
/3 10 m #

-

oy
R .0035 m y

f /
I 2000* KZ H f

/-
P ,1 Mp3 /5

c '
R -6 .

_10S
|

-

t '

'_4
i

.

10'I 10 10 10 10'3
-6 -5

l
Time ( sec )

!

Figure 2-14. Vapor Film Growth Behavior
(Ambient Pressure Dependence)

48

--



_ . - _ _

_

.

When modeling tne dynamic collapse of the film due to a pressure
pulse, there are two ways in which the heat transfer can be represented at

,

the water vapor-liquid interface: (1) local thermodynamic equilibrium
exists between the vapor and liquid and (2) nonequilibrium exists at the
interface and condensation and vaporization rates are specified by using

additional models. Drumheller14 has theoretically modeled the collapse

process based upon the latter interface model with the additional con-
'

straint of neglecting the heat transfer from the hot molten fuel. Bankoff

et a115 have modeled the film destabilization process for a set of past
'

16experiments performed by Inoue using both models but neglecting the work

energy (fpdV) of the collapsing bubble. No justification for use of either
model or these additional assumptions was presented. However the dynamic
behavior of film collapse is significantly dependent upon these models. An
upcoming topical report details the present analysis and a representative
result is presented here. It should be noted that vapor heat transfer and

work energy are included in this analysis. Collapse behavior is predicted
in Figure 2-15 using both interface conditions. The pressure pulse was
assumed to be a square wave with a pulse width and energy similar to that
in Nelson's experiments (~0.8 MPa @ 20 s). The major difference noted is

that the film is predicted to reach a minimum value and rebound with the

equilibrium model whereas it is predicted to rebound at much smaller film
thicknesses with the nonequilibrium model (the calculation was stopped if
the film was less than 10-6 m). The dif ference is caused by the computed
pressure in the vapor film which resists the collapse process. The film
pressure (P ) using the equilibrium model rises much soone. secause moreg

coolant is vaporized faster as becomes very small. At some point P isg

much greater than the ambient and begins to accelerate the interface out-

ward. This difference in collapse behavior will be addressed in the future

16 to determine which model is
,

by modeling simple film boiling experiments
applicable over what range of intial conditions. This is of importance in

the propagation phase of the interaction where the heat flux may be depen-.

.

dent upon the film thickness. However for the triggering phase of the
; .

interaction both models exhibit the same trends with regard to changes in
water temperature or ambient pressure. Therefore results are presented

using the equilibrium interface condition.
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Figure 2-15. Comparison of the Equilibrium and the
Nonequilibrium of Film Boiling Collapse

Application of a pressure pulse causes the vapor-liquid interface
to be accelerated inward, causing vapor condensation. As the film thick-
ness decreases significantly, the energy transferred from the hot fuel to
the coolant becomes large, causing coolant vaporization and the film vapor
pressure (P ) to rise. P increases above the ambient pressure; accelera-g g

tion is now directed outward from the vapor into the liquid, which is a
hydrodynamically unstable condition. The liquid-vapor interface becomesI

| distorted and interfacial Taylor instability waves are accelerated toward
the melt surface and may collapse upon it even though the overall inter-

.

face collapse process is slowed and goes through a minimum. The model does
.

not account for this Taylor instability growth but rather shows the over-
all interface being stopped (minimum film thickness) and then pushed
outward by the high pressure film. The instability growth can be modeled
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by Taylor's linear theory where the instability amplitude over its initial
.

maplitude (q/qo) is given by
.

9/q = cosh (nt) (8)o

where

. - 1/2

a (P -P)2n j yn= -- (9)- A P +P
f y

. -

- and where A is taken to be the fastest growing Taylor wavelength

3a
= g[3 AA=A ='n (10)C

Y (P _
Pg ,

and

a = the acceleration caused by the film pressure

e = liquid-vapor surface tension Pg
P and Py = liquid and vapor densities respectively.j

The linear theory coupled with the collapse model can give an indication
of the effects of various initial conditions.

When the ambient pressure or the water temperature increases, the
predicted peak pressure during film collapse is reduced (Figures 2-16 and
2-17). High ambient pressures require that more energy be expended to
vaporize the liquid thus less vapor is created and the peak pressure is
reduced during collapse and occurs sooner than it would at lornr pres-
sures. The collapse behavior is more thermally controlled and is sluggish.

- To a lesser extent this sluggish behavior is exhibited with higher water
temperatures. The reason here though is that the minimum film thickness is

*

1arger for a larger initial water temperature and less heat flows into the

liquid. Thus the film pressure builds more slowly and to a lower magni-
tude. The net ef fect for high ambient pressure or water temperature is

, that the acceleration causing instability growth is reduced and the film
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may not collapse as readily. This behavior is shown in Figure 2-18 for a
,

change in the ambient pressure. The net growth of an instability wave-
length (q - 9,/q ) it plotted as a function of the applied trigger pres-o -

sure pulse (Ppulse - P ) for two ambient pressures (P.). The instability
growth and thereby film collapse is significantly retarded when the

trigger pulse is low (Ppul - P. ~0.3 MPa) and the ambient pressure is high
: (P. = 0.8 MPa). The 3rowth difference between low and high ambient

pressure is more than an order of magnitude for (Ppul - P.) ~0. 3 MPa .

However when the trigger pulse is increased in energy, (Ppul - P ) ~2.5
MPa @ 20 s, the difference between the instability growth is only a
factor of two for two different values of P . A direct link cannot be made
between film collapse and the instability growth because the initial
aeplitude of the wavelength,q , is not known. The inference though iso

t h a t. . if a larger trigger pressure pulse is applied, the film will
collapse regardless of the ambient pressure or water temperature. And if .

P,and TC affect only the triggering phase of the interaction, an
explosion would then be expected.
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This conclusion was validated for high water temperatures by *

Nelson. A vigorous explosion (P -3.5 MPa) was obtained by using a deto-
*nator generated pressure pulse (~5 MPa) at high water temperatures (~85'C)

where previous bridgewire pulses (~0.5 MPa) failed. For high ambient
pressures the sluggish collapse behavior (thermally controlled) exhibited

during the triggering phase also occurs during the propagation phase
12 13during vapor growth as Henry points out. Continued analysis and

experiments are underway to resolve this question.

2.5.2 Propagation Experiments

After the interaction has been triggered, the molten fuel energy is

rapidly transferred to the surrounding coolant. This is accomplished on
short time scales (<1 ms) by rapid fragmentation of the molten fuel to

increase the heat transfer area and an efficient heat transfer regime
(i.e., liquid-liquid contact or thin vapor film boiling), in various geo-

metric configurations. The heated coolant then expands against the
inertial constraint of the surrounding and transforms its acquired
internal energy into disruptive mechanical energy.

The large-scale fully instrumented test series is designed to inves-

tigate the ef fects of melt and coolant compositions and temperatures, geo-
metric constraints and possibly ambient pressure on the conversion ratio
of the fuel internal energy into mechanical work. These integral tests

will hopefully aid in determining the scale effects on the interaction

work output either by (1) providing experiments with which to compare phe-
nomenological models or (2) supplying experimental data for the purpose of
constructing empirical correlations for mechanical work conversion ratio.

t

i What is lacking from these large-scale tests is the detailed inves-
1 ~

tigation of the fragmentation and heat transfer process which is occurring

on a length scale consistent with coarse intermixing of the molten fuel .

(~0.1 - 1 cm) . The small-scale heating techniques developed by Nelson may
be able to accurately control the initial conditions of molten fuel so

that experiments examining primarily fragmentation and heat transfer can
be conducted. Recent experiments using a laser heating technique have
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successfully produced coherent explosions (~3.1 MPa) for iron-oxide melts
of the appropriate length scales (~3.0 mm). The technical advantages of'

these experiments are (1) the geometry is well characterized during melt-
* ing and fuel-coolant contact , i.e., spherical and (2) the initial fuel

temperature and composition and the mass participating in the interaction
are accurately known. Thus the dependent variables observed are reduced to

the work output and the fragmentation behavior of the interaction which

are believed to be representative of the microscopic behavior during the
propagation phase.

Because 'both of these programs have just started, analysis in this
area is now centered on research into the basic mechanism of fragmentation
and heat transfer. The fragmentation experiments of Patel and TheofanousI7
are initially being used as a focal point to address modeling of fuel
fragmentation. The experiment consists of a liquid water shock tube (width

j ~5 cm) into which a mercury droplet (~1 - 10 mm) is placed and subjected
o a planar shock wave (5 < AP < 150 MPa @ 1-2 ms pulse width). The frag-

! mentation behavior is then observed and compared to proposed fragmenta-
tion models. 'hese mercury-water experiments represent a logical starting
point for investigation of fuel fragmentation in three stages:

1. Liquid-liquid isothermal fragmentation
2. Liquid-gas-liquid isothermal fragmenta-

tion, gas = air

3. Liquid-vapor-liquid nonisothermal fragmentation

This final phenomenon to be investigated is part of the small scale
experiment being developed by Nelson.

The isothermal mercury-water experiments are being numerically
modeled using the hydrodynamic code CSQ. CSQ is a program which predicts,

the transient flow of materials (solids , liquids and gases) under a
variety of initial conditions by using a LaGrangian formulation of the-

conservation equations in an Eulerian calculational mesh. The major
assumptions for the models used in the code are
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1. One set of continuity equations is written for

each mesh cell and it is therefore assumed that ,

different materials in the cell are in equilib-
rium in velocity and temperature.

.

2. Surface tension is not included in the models and
because of the assumed local equilibriau, n.acerial
mixing laws are used to preferentially move differ-
ent materials from one cell to another.

These two assumptions cause the fragmentation behavior of the mercury
droplet to be dependent upon the mesh cell size. The mesh cell size can be
reduced to suppress this unphysical effect; however, there is a lower
limit (o x ~10 m) below which code calculations become prohibitively
expensive. Preliminary results indicate that the mercury drop response to
a planar shockwave is qualitatively similar to Patel and Theofanous'
experimental resultsl7 (Figure 2-19). Work is to continue in this area
with the final objective being analysis of the interaction for coarse
intermixing length scales (~1-10 mm).
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In conjunction with these past efforts fragmentation is also being
examined by using simple phenomenological models. Originally Patel and

I7Theo f anous concluded that Taylor instability growth was the dominant
mechanism for the observed mercury fragmentation. They based this con-
clusion on a simple analysis using the linear growth theory of a Taylor
instability to match experimental results. The characteristic breakup time
was defined to be

b E 9 /dq/dt (11)7
0

where q, is the initial perturbation amplitude - the mercury-water

interface and the amplitude growth rate, dq/dt, is found by taking the

time derivative of Eq (8). This results in a dimensionless breakup time,
,

.

1*
T , o f the form

.

,

'.

U U IUrel)I* rel I rel Ia-l (12)r =T = '

b nt " !Y rdrop (fdrop)drop ne

1

1
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where
a

U is the relative velocity between the drop and therel .

liquid

rd rop is the drop radius.

If Eq (9) is substituted in for the growth time constant , n, the resultant
expression becomes, after some manipulation,

{p )
* -1/4

a1.5'{*)I
Bo (13)T

W

where p is density for the mercury, m, and water, W. Bo is the Bond number
defined as

2
Pm dropBo = (14)

"mW

where the acceleration is given by

3C [p ) U
D W i rel (15)a= _

8 (P,jrdrop

for CD=2

and Urel = APshock Wg - AP/p, C, (16)/P C .

This expression for the characteristic breakup time gives reasonable
agreement with the experimental results within a proportionality constan' . -

The analysis though does not seem to be physically correct. If ~

the Taylor instability mechanism governs the mercury droplet fr agmen-
tation, the instability growth rate over long times is the appropriate

:

!
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velocity to use. The linear growth rate used is only valid over a,short
*

time when the instability starts to grow and the amplitude, y, is smaller
than the wavelength, A. This period of growth would not encompass a large

.

fraction of the fragmentation process. Instead, the nonlinear growth rate
model brised on experiments by Corradini18 should be used. The rate of
instability growth, V , is given byr

.

V =Cr i Va AC+C2 VaA (17)o

where A is the critical Taylor instability wavelength given by Eq (10).C
_

A is the observed wavelength given byo
-

2A aat for A rdrop (18)o o

A "#o drop ffA s rdrop. (19)o

The dimensionless breakup time can be again derived based on a new
definition for the breakup time, T b

A C
T s- (20)b

r

This definition is based on the physical picture that the time for breakup
is influenced by time for the instability to travel across the drop,
rdrop/Y , and the relative size of critical Taylor wavelength, A , tor C

rdrop' A I' drop. Table 2-IV gives the results of this analysis forC

dimensionless breakup time, T*, where it is assumed that any one component
of V may dominate. It should be noted that one of the results is againr

similar to Eq (13). What is more important is that all of these models
'

separately exhibit the same general trend in the experimental data for the
breakup time: (1) the density ratio of P to Pfluid appears to the 1/2drop,

power and (2) the breakup time decreases as the AP increases (Boshock
f increases) to a fractional power. It appears then that, if Taylor
!
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t

instability is the dominant mechanism, the fragmentation process is much
more complex than first imagined and the model should be revised.

.

'

TABLE 2-IV
,

Results of Analysis for Dimensionless Breakup Time

*+i V ++b Tr
_

IA/Y C h~CyaAC + C gaAC r g 2 g

(# drop) ( Vr)

-1/4 [ l/2
A IY k BoC r

("W/

b[A /V d -1/2 m
BoC r h)

A ~Yj o drop

I

-1/2[ Ir
i A /Y b g

BoC r
( W) (at2j

2A = atg

|

# *
'U"

*b rel/rdrop*
00U is changed depending on which effect dominates.r

.
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2.6 Assessment of Containment Failure Capability
* by Steam Explosions (M. Corradini, R. Woodfin)

Steam explosions are of interest in hypothetical core melt accidents*

because they may provide a radiological transport path to the environment
by containment failure due to a dynamic overpressure or missile
generation. Therefore the final portion of this research work is to couple
the experimentally observed interaction results with analyses to determine
containment failure capability. The approach is based on four tasks:

1. Assume a conservative upper bound on the coherent release of
energy from triggering and propagation of the interaction and
then assess various mechanisms by which the work energy may be
dissipated during the coolant slug acceleration prior to
reactor vessel head unpact

2. Determine the ways the reactor vessel may be failed and/or a
missile be generated due to the Unpact of the coolant slug

3. Perform order of magnitude analyses to assess mechanisms that
may dissipate the missile energy in its flight toward the
containment

4. Use ,imple structical models or analyses to predict if
containment failure could occur due to (i) missile Unpact or
(ii) dynamic overpressure

The status of each task will be reviewed briefly.

2.6.1 Energy Dissipation Mechanisms Prior to Raactor
Vessel Impact (M. Corradini)

Heat transfer to the cold water slug above the fuel-coolant
interaction zone and to solid structures in the vessel (Figure 2-20) may
be a major energy dissipation mechanism for the hot expanding coolant
va por . However , it should be anphasized that the snount of heat transfer

is dependent upon the geometry within the vessel for coolant vapor ;

expansion which, in turn, is accident-scenario dependent. In fac t , if it.

is postulated that no steam explosion occurs within the reactor vessel but
rather below in the reactor cavity area, these same heat transfer.

processes are operative but now with different initial conditions and
geome try .
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Figure 2-20. Conceptual View of the Expan-
sion Phase Before Reactor Vessel
Head Impact

Because of this dependence on the likely accident scenario which at
this time is quite uncertain, the research is primarily directed toward
identifying the key heat transfer phenomena , and with proposed models
performing parametric calculations to determine the possible range of
effects on this expansion work of the interaction.

Heat transfer to solid structure in the core is very scenario
dependent because the structural geometry remaining after the accident '

dictates the surface area available for heat transfer. Therefore this
.

question cannot be adequately addressed at this time other than to assume

either of two extremes cases; all the upper vessel structure has melted
out or all is still in place. The heat transfer coef ficient for this
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process is complicated by the fact that as the high pressure coolant vapor '

*

from the interaction expands it pushes the liquid coolant slug upward
exposing solid structure with a liquid water film remaining (Figure 2-21) .

, .
~

Depending on the liquid film thickness, A, the heat transfer process may
be dominated by transient condensation on the liquid film or a combination
of condensation and conduction in the solid. Ozgu and ChenI9 indicate the
ratio of A to the hydraulic diameter of a channel, D , is on the average

H

0.1 for driving pressures of a few bars . For this interaction, the driving
pressure is an order of magnitude; higher thus a rough estimate of the
film thickness would be

0.01 < A/DH < 0.1 (21).

1

j The hydraulic diameter is again dependent on the geometry but , if we
i

j choose the smallest DH possible and A > g/ojTexp, then liquid-film-
controlled condensation would appear to be the dominant heat trans fer

| process. The smallest D is in the fission gas plenum, with DH ~ I * I C";H

there fore'

0.011 < A < 0.11 cm .

The thermal penetration thickness is found by evaluating the
characteristic expansion time through the structure this time can be
estimated to be'

;

. 1/2
i f 2 AL,3

exp = |\
r

| : * (22)
a j

and

.

a= (23)
EW W,

4

i
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where
.

AL, - length of the structure s 3 m
*

AP - pressure pulse due to interaction = 10 MPa
Lp - depth of coolant slug = 1 m

This gives exp = 20 ms and y o T 0.005 cm. Thus A > yafT T andj exp ex p
film controlled condensation is the expected mode of heat transfer.

'

\x

Solid \ Liquid Coolant

Structure
\ - _ _ _- r_ ~ " Upward

Velocity

Expanding,

Vaporized Coolant
T PP9t(T )g y y

I

|

Tsolid Residualgf Liquid FilmStructure
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e Heat Transfer with Liquid Film Only

a > V *1 expT

af - thermal dif fusivity of liquid coolant
exp - characteristic expansion time through the structureT

o Heat Transfer With Solid Structure With Liquid Film
,

as a Heat Transfer Resistance
.

A < Voj Texp

Figure 2-21. Schematic of Solid-Vapor Heat Transfer Model
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Heat transfer to the cold liquid coolant should be considered. This
*

process takes place between the hot vapor and the liquid above the fuel-
coolant interaction zone during its acceleration by coolant vapor

.

expansion. The surface area for chis heat transfer would be created by
fluid instabili ies which cause the liquid coolant to become entrained int

the hot vapor. ihen condensation heat transfer similar to that expected
with the liquid film on the solid structure would occur. The amount of

liquid coolant entrained into the expanding hot vapor may be caused by a
number of mechanisms. Some that have been proposed are

c Taylor instability entrainment would be caused by the less
dense vapor accelerating the more dense liquid. Corradinil8
has proposed a model for this entrainment mechanism.

e Helmholtz instability entrainment would be caused by vapor
20flow over a liquid film. Caglisostro et al have suggested

this mechanism but no models have been proposed,

e Theofanous21 has recently suggested that neither hydrodynamic
entrainment mechanism previously described may dominate in a
condensing vaper expansion. Rather it has been suggested a con-
densation sheck occurs at the vapor-liquid interface entraining
the liquid coolant. No model has been proposed.

All these mechanisms may be operative during the expansion and none may
dominate. W rk is continuing on these entrainment models, however at thiso

point analysis based on Taylor instability entrainment alone is presented
and applied to the accident situation. This mechanism is felt to be oper-
ative throughout this transient expansion because vapor is accelerating
the liquid coolant. The model to be presented has been compared to small

*

scale integral experiments at SRI per formed by Cagliostro.20 A short
comparison is given here with a detailed explanation of the model and

,

experiments to be included in an upcoming topical report.
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The Taylor instability entrainment model is based on simple hydro-
,

dynamic experiments .10 These planar two-dimensional experiments were used

to determine the nonlinear growth rate of the Taylor instability at a
.

water-air surface. Based upon the results a volumetric entrainment model,
9,, is proposed to be

dV

e " dt .6 A q (20
=

p

where g., is the critical Taylor wavelength, Eq (10), and A is the
p

projected area.

The surface area, A , f the entrained liquid isd

6V
Ad" Dd

where D is the characteristic entrained drop diameter thought to bed

between A 5 D 5 A = V3 A . This characteristic diameter is felt toC d m C

be near A because this is the probable size of the entrained dropletsC

when they are being fomed. Further droplet breakup due to Weber forces
may occur if We > Wecrit and if the breakup time is smaller than the time
scale of the transient.

The condensat.~on heat transfer coefficient for these processes can
be approximated to be a combination of three heat transfer resistances
(Figure 2-22); (i) inte1 facial resistance to condensation, h , (ii)

7

condensate film heat transter resistance, hg, (iii) heat transfer
resistance in coolant droplet or film or solid structure due to transient
heating, h Note that both the drop and the film are treated as semi-g.

infinite because A > gaW t , or Dd > Y"W t. The interfacial resistance
io negligible for these processes in comparison to the other resistances _

and thus the heat transfer coefficient is
.

IhTOT " 6
-+ VTra WtkW Zk g
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.

For the case of liquid heat transfer the heat transfer rate

becomes, combining Eqs. (24-26),
!

,

6V
4= hTOT (Ty-T)D C *

d

1

1
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The vapor expansion is modeled by a oce-dimensional moment trn

equation and the expanding vapor volume is modeled by a I tzn ped pa ramet er
.

energy equation including this heat transfer model. This model was applied
to vapor source integral experiment s per formed at SRI.20 The pur po se o f
these tests was to answer LMFBR sa fety questions when condensable fuel

vapor is d ischarged into a cold sodium pool . We test used hot t wo-pha se
water as a vapor source and a cold water pool to simulate the sodium.

De experimental apparatus employed by SRI International for these
1/30 scale model of the Clinch River Breeder Reactor uppertests was a

plenum , without the above-core structure, and with subcooled water in the
upper plentsn and fission gas regions ( Figure 2-231 The core region con-

tained a high pressure (8.2 MPa) , two-phase water source separated from
the fission gas region by quickly opening sliding doors (explosively
triggered) . An extensive experimental description is given in Re f 20. It
should be emphasized that although the geometry was scaled , the experiment

intended to be thermodynamically similar to a vapor expansion atwas not

full-scale LMFBR reac tor condition.
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Figure 2-23. Schematic of Test C-003 Apparatus
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However it is expected that the water vapor-liquid fluid pair is-
,

i

somewhat prototypic of the LWR vapor explosion application.
.

Figure 2-24 shows the measured vapor volume (V ) and the entrained
8

water volume (V ) as a function of time for two SRI tests, one with thee

reactor vessel head removed and one with it in place. Calculations based
upon the Taylor instability mechanism show good agreement with the data.
The vapor volume expansion is bounded by using the proposed heat transfer

model with the entrained coolant droplet diameter, D , being either A,, ord
I A . Most im por tan t , the reduction in the expansion work from adiabaticC

expansion conditions for the experiment is an order of magnitude and
: appears to be due primarily to this heat transfer process between the
|

vapor and entrained liquid.
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.

I Other entrainment mechanisms may be operative during the expansion;
however, it is felt that the Taylor instability mechanism dominates in the '

i

production of heat transfer surface area.
.

1 This simple model can be applied to the full scale LWR interaction
given some appropriate initial conditions after the propagation phase hasr

been essentially completed. Based upon the scoping experiments of Buxton,

;

and typical PWR vessel dimensions, the initial conditions are assumed to
be

Mass of coolant in interaction - 1000 kgi

Pressure in the interaction zone - 10 MPa @ 580 K

Quality of two-phase water - 0.05

Mass of coolant slug - 14000 kg

Reactor vessel area - 14 m2
l

Temperature of coolant slug - 373 K

Structure in core - none present
j

j These values are calculated based on the picture that the lower plenum is
i full of water when part of the molten core and structure falls into it and

an interaction occurs. The real unknown quantity is the mass of the
coolant that participates in the heat transfer process. The mass value
used is purely an assumption based on reasonable volume estimates to

illustrate parametrically the possible effect of vapor-liquid heat
transfer on the expansion work. Figure 2-25 illustrates the results of the

calculation. The effect of heat transfer on expansion work is dramatic!

even when the coolant slug is assumed to be saturated at ambient pressure.
This calculation only gives an indication of the possible dissipation
e f fect of heat transfer. More realistic initial cratSitions cust be
determined before quantitative estimates of expansion work _ reduction can -

be given. Future work in this area will focus on evaluating other
'entrainment models for liquid heat transfer and the effects of various

initial conditions on the expansion phase.
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2.6.2. Reactor Vessel Failure Analysis (R. Wood fi n)

A preliminary plan has been developed for analysis as follows:
j Conceptual development of the model of the reactor vessel will begin with

the simplest representation possible and be refined a step at a time
toward the objective of a realistic model which includes joints , obstruc-
tions, internal items, supports, etc. The fluid loading will begin
similarly in a simple way, considering the fluid above the explosion as a
rigid piston, then as a flexible one, then as a fluid one, and then adding
the idea of fluid-structure interaction.

2.6.3 Missile Energy Dissipation (R. Wood fin)

Work has not begun on this item. It will follow the first modeling.

4

described in the previous section and be refined in a similar manner.
'

.

2.6.4 Containment Failure Analysis (R. Woodfin)

Since the containment failure is primarily a concrete penetration
j problem, the work presently in progress on another program (EPRT's
t
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Cancrete Impact Tests) should transfer but work specifically directed
.

toward this. item has not yet begun, other than research into the available
literature. This will follow the two previous sections at each stage of

,

the refinement of the modeling.

.

O
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3. Statistical Analysis
'

(G. P. Steck, R. K. Byers, M. Be rman , L. D. Buxton)

3.1 Summary

The goal of this study is the application of statistical methods to

the prediction of the probable distribution of peak clad temperature (PCT)
in a pressurized water reactor during a loss-of-coolant accident (LOCA).
Computer code predictions of PCT are analyzed to form response models ,

which may then be used in judging sensitivities to various physical
pa r ame t ers .,

During the quarter, we completed the blowdown portion of the study,
using RELAP4/ MOD 6, and began preparing the final report on that phase of
the study. A coding error was discovered which had prevented the varying
of one of the input parameters , and an assessment of its effect was made.
Dif ficulties in initialization procedures were experienced, and corrected
with the aid of Idaho National Engineering Laboratory. We discovered
evidence that RELAP would , in our implementation, occasionally produce
inconsistent results from identical input sets; an extensive study of this
question showed that the results of the statistical analysis were probably
not adversely af fected.

The TRAC program , to be used for full LOCA analyses through reflood,
was modified and the resulting code tested on a steady-state problen, but
efforts to begin calculations for statistical analyses were hampered by
the press of other work.

.

3.2 Statistical Analysis of Blowdown Results

*

Analysis of RELAP-predicted PCT values was completed for a set of 134
calculations. The nodalization (Figure 3-1) used a description of the Zion

i I plant. Variations in the values of 21 selected input parameters were
made by several sampling techniques: Latin hypercube , fractional
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f actorial, and one-at-a-time. (Table 3-I lists the parameters varied; a
.

more complete description may be found in Re ference 1.) A few input sets
were specified separately with the goal of achieving high values of PCT.

.

Encluding one calculation, in which energy produced by the zirconium
oxidation caused a temperature excursion and failure of the calculation,
PCTs calculated ranged from about 770* to about 2270*F.

TABLE 3-I

Input Variables and Values

Nominal
Parameter Sanze Value

1. DLEHRY = subcooled discharge coef ficient 0.7 --+ 1.2 0.9

2. DLHEM = saturated discharge coef ficient -0. 2 5 -* 1. 0 0.0

3. SLIP = slip correlation dial -1.0 -+ 1.0 0.0

1.6 1.04 DLTF = 2-phase f orm loss dial 0.4 --+

DLTFIN = 2-phase Fanning f riction loss dial

These dials are assumed to be equal, and a

single variable.
5. DCH F = critical heat flux dial 0.3 -* '. 1.0

6. DHTC6 = Condie-Bengstod dial 0.5 --* 2.0 1.0

7. DHTC7 = free convection and radiation dial 0.6 -* 1.5 1.0

8. DHTC8 = Dit tus-Boelter dial 0.5 --* 2.0 1.0

9. DHTC9 = Hsu and Bromley-Pomeranz dial 0.5 -+ 2.0 1.0

10. DLBLK = flow blockage dial multiplier 0.4 -+ 1.6 1.0

!!. DDfWR = multiplier of Metal-Water reaction rates * 0.85 ~* 1.15 1.0

12. DLPWR = power level multiplier 0.94 -* 1.06 1.0

13. DLCPR = incrment to be added to containment pr es s ur e -5.0 -+10 psia 0.0

1.0 0.014. DLPUMP = dial f or 2-phase pump head multiplier -1.0 --*

15. ECCTMP = tmperature of accumulator and saf ety 40' -* 140 * F 90 *F

injection system water
16. DLACC = acetsnulator pres sure 594. 2-+693.2 psia 643.2 psia

17. TLF = time in life 0.0-*440 months 226 months

18. PFUNC = peaking f actor uncertainty multiplier 0. 8 4 -* 1.16 1.0

19. DLECON = thermal conductivity dial multiplier 0.6 -* 1.3 1.0

20. Dif,AP = additive uncertainty in radial gap size +1.5 mil s 0.0 .

NOB = 0 -+ fresh f uel

= 1 -+ once burned f uel ,

21. DLDEC = decay heat multiplier -0.06 --* 1.0 0.0

|
|

0
Late in the study, a coding error was found which
had prevented the implementation of this dial.
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,

Using the RELAP results, a set of 12 response models was constructed,
.

employing a variety of modeling philosophies. We were thus able to ccupare
the model s' results with each other, thereby assessing the reasonableness

.

of the results.

.

All the response surface models displayed virtually the sa=c results
for relative influence of input variables on PCT. Furthermore, there was

j very good agreement among the models on the magnitude of the sensitivity
of PCT to changes in those variables. For the ranges of variation used in
this study, the three fuel-behavior-related parameters were found to be of
dominant influence on the PCT models. These are, in approximate decreasing
order of importance, gap width, total peaking factor, and fuel thermal
conductivity. PCT sensitivities to one standard deviation change in these
variables were , roughly, 80* , 60* , and 40*F, respectively. Other variables
of importance were Condie-Bengston film boiling heat transfer coef ficient ,
friction and form loss factor for two-phase flow, the slip correlation
multiplier, and power level. For this group of variables, the magnitudes
of PCT sensitivities were approximately 20*F.

Additional calculations , with variations of single parameters, showed
good agreement with the response surface results. Also, examination of
RELAP results other than PCT yielded no apparent physical inconsistencies
with the influence ranking of the statistical analysis. We feel this study
has demonstrated the feasibility of performing a response-model-type
uncertainty analysis of a reactor accident sequence, using a large
computer code and a resonable number of calculations.

A final report is being prepared for this portion of the statistical
2LOCA analysis program. The report treats the results of the study, and

the statistical methods used, in much greater detail than is presented
.

here, and its perusal is recommended to the interested reader.

.

3.3 The Metal-Water Reaction

Quite late in the course of this program, we discovered that the
" dial" on energy produced by zirconium oxidation would only have an effect

I

|
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if no pin swelling or flow blockage models were used. Since this is not
the case for our calculations, the first 134 runs contained no variations-

j of the metal-water reaction (MWR), Six calculations were performed with
~

the dial hnplemented, and PCT comparisons with otherwise identical runs
appear in Table 3-II. As may be seen from the table, the effect of MWR
only begins to become im por tant for temperatures above about 2000*F. In
fact, one may observe that for the temperatures shown under 1900'F, the
e f fec:.. :( MWR is masked by other variables (not input parameters) in the
calculations, such as timestep differences. The strong temperature
dependence of MWR is consistent with analytical results obtained withi

parameters in the approximate range seen in the RELAP calculations. This
was also b,rne out by calculational experience. In one member of the,

statistical variable set, the energy production rate at one of the heat
slabs exceeded the heat removal rate so much that the local temperature
increased enough to cause failure of the calculation (see Figure 3-2).

TABLE 3-II

Metal-Water Reaction, " Star Points"

;

Sensitivity
THIGH ( F) TLOW. F) (opfy)

1850 1857 -2
:

1878 1852 9

1890 1883 2
4

2151 2077 12

2151 2105 15

2267 2185 27

.

e

|
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We attempted to include the effects of the MWR sensitivity runs in
the response surface models , but were unsuccessful. We asstane that this is
because of the small ntsnber of results available, and the biased nature of
the sample for MWR-varied runs. It seems improbable that statistical
results for this variable can be obtained without a fairly large number of
additional calculations .

3.4 Pin Pressure Initialization

Evidently because of the wide range of input conditions used in the
statistical study, a few of our calculations failed to initialize

| properly. We failures were due to lack of convergence in an iterative '

procedure used to solve for fuel pin initial conditions, given surface
..

temperature and cold dimensions he iteration was becoming " trapped" in a
set of internal pin pressures , and exceeding the ntsnber of trials allowed.t

i
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By inspecting the behavior of the iteration, we learned that the

2range of pressures being attempted varied from a few to about 80 lb/in ,

2Since the pressure values being calculated were around 1900 lb/in , y,
.

altered the code to print an informative message , use the last iterate,

and proceed. Conversations with R. J. Sand at INEL yielded no knowledge of
any severe consequences of following this procedure, and revealed that
personnel at Savannah River Laboratory had experienced the same problem.

Also, at that time, he was just beginning work on modifying the iteration

scheme in order to improve convergence.

Af ter developing and testing the modifications, Sand sent them to us ,

and we incorporated them in our version of RELAP. In order to assess the

consequences of our previous method of treating the initialization

problem, we reran the calculation which had been iterating over the

broadest pressure range. The resulting internal pin pressure was about 40

Ib/in2 higher, within the iteration band of the original calculation.
,

Comparison of plot output from the pair of calculations showed, in
most quantities, undetectable differences. The fuel stored energies and
lower plenum pressures (Figures 3-3 and 3-4) are examples of the close
agreement between the calculations. Midcore flows and volume temperature
differed only slightly between the two runs (Figure 3-5 and 3-6) . The most
significant dif ference we observed between the two calculations was a

change in PCT.of approximately 40*F, with the new initialization procedure
yielding the lower value (Figures 3-7 and 3-8). Since this PCT difference
should be the largest we could have caused by ignoring the initialization

error, we believe that procedure had no serious consequences in the
statistical analysis.

.

e
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3.5 Reproducibility of Calculated Results

Quite late in this program, we accidentally discovered that our.

combination of RELAP, computer operating system, and job execution pro-
cedure could produce different results for identical input sets. The
discovery occurred when one calculation seemed to have disappeared from
the system, so it was resubmitted; on resubmission ,. an unexplained system-
generated job rerun occurred after the RELAP calculation was complete. Sub-
sequently, output from the original run was located, so that we had three

i calculations that should have been identical, but were not. This event

caused a great deal of concern and we began a search for its possible
so urc e .

Of the trio of runs which raised the question of reproducibility, two

produced the same PCT result. However, the three calculations were all

terminated by dif ferent RELAP-detected errors, and a detailed comparison
of output showed divergence of results as early as 9 reactor seconds. Five
more calculations with this input set, including three restarts from one

o f the error-aborted runs , produced neither the error previously observed
nor divergences in output. Sandia's computer operations personnel stated

that they knew of no hardware or software error existing in the system at

this time. The RELAP program, therefore, seemed the most likely source of
the discrepancies.

Our original suspicion was that the code was in some way using a
quantity which had not been properly initialized. RELAP is capable of

accessing memory areas that are not explicitly declared in any storage

allocation statements. Because of this , the job procedure used to preset
storage to an " illegal" value did not reach all of the areas of memory

that could be used by RELAP. Af ter some investigation, a method was.

developed to control the initial state of all the memory being used. This
- method consists of loading and executing a " dummy" program, before the

loading and execution of RELAP. The dunmy program performs no function
other than the declaration of storage areas sufficient for RELAP execu-

tion, thus allowing full presetting of the core.
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For the purpose of broadeniag our information base on the possible
frequency of irreproducible results, 43 more recalculations were performed

.

with 14 of the statistical input sets. In these calculations, various

legal and illegal numbers were used for presetting storage, both the old
and new job procedures were employed, and both of Sandia's CDC 7000 series
computers were used. A number of the dial sets selected for these runs

were those with PCT results or temperature histories that seemed somewhat
inconsistent, statistically, with the response model predictions (i .e. ,
large RMS residuals) . Many of these calculations were run for a reactor
time of at least 20 s; most were carried out at least past the time of
PCT. The set also included some short and repeated restart runs.

'

Of the 49 runs performed for comparison purposes by this point , only
2 differences in PCT were observed that might have consequences for the
statistical analysis. These dif ferences (20* and 62*F) occurred for calcu-

lations with the same dial set, again in conjunction with a system-caused
,

rernn of a job for no apparent reason. (The dial set which produced these
differences was one which, because of the difficulties with the metal-

water reaction parameter, was not in fact used as part of the input for
the response sur face analysis.)

: We observed 5 other divergences in output in the set of 49 calcula-
tions; in none of the' 5 was there a difference in PCT as large as 1*F.
Clearly, such small differences could have no significant impact on the;

statistical analysis. It should also be emphasized that differences in

results were detected by full comparison of output files, to the limits of

machine accuracy.

In another ef fort to assess the frequency of possibly irreproducible
4

results , we performed a set of 100 calculations with input identical to

j that which had produced the significant PCT differences. Since those dif-
.

( ferences were felt to have stemmed from divergences very early in the cal-
culations, this set of runs had a anall time limit (approx. 0.05 s reacter
time) . The runs were divided into four equal groups: each of the two
computers was used with either the old or the new job ' control sequence.
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Complete comparisons were then per formed on the output. Apart from a
frequent shift in the memory location of the first word of executable*

RELAP code, no differences in results were observed in the entire set of
'

100 runs. The memory shift appeared only in runs using the old job
configuration. We also note that in all our investigations, we found no
evidence that the new job control procedure would fail to give
reproducible results .

In summary, we were not able to uncover any clear reason for the
occasional lack of reproducibility of RELAP output. The combinations o f
values used to preset memory were expected to force the code to behave in
a way which would provide sane clue, but that expectation was not ful-
filled. We were able, however, to construct a job execution procedure
which never yielded self-contradictory results. This method will, o f
course, be used in all subsequent calculations.

Two points should be enphasized: (1) the possibility exists that

undetected errors were occurring in our computing system at the times we
experienced difficulty and (2) recalculation of some of the data actually
used in the statistical analysis never showed divergences of nunerical
significance to the study.

3.6 TRAC Progress

Because of the very high priority given by the NRC contract monitors
to the per formance of TRAC calculations for the UHI Semiscale program this
quarter, only a small ef fort was devoted to the TRAC statistical LOCA

program. A nonstandard version of the newly released TRAC-PI A code was

generated which had suf ficient small core memory and large core memory
allocation to run a full-scale PWR LOCA analysis. That version of the code

-
was then used to run a steady-state calculation for the sample PWR problem
given in the DRAFT TRAC-PI A manual. The calculation was run to 200 s of

problem time without satisfying the 1% steady-state convergence criterion.

used, but most of the variables appeared to be well stabilized at that
1

I time. Only the upper head region appeared still to be undergoing signi-
|

! ficant changes. That was probably caused by the limited flow area from the
I

1

\.
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upper head to the lower parts of the reactor vessel. The results obtained
,

for the calculation appeared to be in good agreement with the results
obtained at Ios Alanos. This suggests that no basic errors were created in -

5 converting TRAC-PlA to the Sandia computer system.
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4. UHI Model Development

(R. K. Byers, T. J. Bartel, L. D. Buxton,
R. K. Cole , M. Berman)

4.1 Summary

Upper head injection (UHI) is a recent feature for emergency core
cooling , developed by Westinghouse for use with pressurized water reactors
(PWRs) having ice condenser containment systems. Analytic methods (to

date , principally RELAP4) are thought to be inadequate in treating some of
the . important phenomena associated with the behavior of a UHI-equipped PWR
during a loss-of-coolant accident (LOCA) . Areas where improved treatment

is felt to be required include, but are not limited to, top quenching in
the core, two-phase flow with slip, and upps.r head draining during refill .
Sandia is engaged in a program intended to enhance the ability to analyze

_ these and other important phenomena.

During the quarter, we continued our ef forts to find a means of-

incorporating the Westinghouse-Zuber slip correlation in RELAP4/ MOD 5 in a
way that would permit stable and reasonable results to be obtained. RELAP

calculations were also analyzed in an attempt to isolate the source, or
sources, of results we think are unrealistic. Investigations were also
made of the effects of varying quench criteria in the core, .and the
influence of upper head draining on lower plenum refill.

W rk continued in the application of RELAP to the analysis of theo

reflood phase of a LOCA. A version of the FRAP-T4-LACE code was received
*

which will permit specifying initial conditions for the flood calcula-
tions. For the use of the reflood mode of. RELAP, questions were addressed,

concerning the ef fect of the nodalization on canputational stability, the
influence of the carry-out-rate fraction model, and the means of using
results of the blowdown calculations in initializing the reflood phase.
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Various versions of the TRAC code were employed in calculations of ,

the Semiscale MOD 3 Series 7 experiments. This configuration, while not a
UHI one, was employed in order to build confidence in the methods being -

used, by comparison with experimental results. Support was provided to
LASL, in the form of computer tine, consultation on coding and nodali-
zation errors, and output handling. TRAC was also used in a sample
calculation of a full scale, four loop PWR. Plans for the future include

calculations for the UHI test series (Series 8) of Semiscale MOD 3.

4.2 UHI RELAP Blowdown Calculations
.

In this section, we present some of the results of various calcula-

tions performed during the quarter, and comparisons with previously
obtained results. Calculations were performed with a modified core slab
quenching criterion, and with an altered definition of junction void
fraction for slip velocity calculations. The nodalization we have termed
"UHL2" ( Figure 4-1) was used , and salient features of the calculations are
listed below:

FT - Sandia-Westinghouse quench, generic MOD 5 slip

FQ - UHL2FT, but relaxed quench criterion,

G - UHL2FT, but spline-smoothed Westinghouse-Zuber slip

H - UHL2G, without smoothing; modified junction void fraction

H2 - UHL2H, but water packing option on at 2 s , not 10 s

4.2.1 Ef fect of Relaxed Quench Criterion

The logic for quenching of core slabs currently being used is a
Sandia modification of a Westinghouse model based on data for reactors
with UHI. In the event that criteria based on temperature, pressure, flow, -

end quality are met, heat transfer coefficients are raised to a propri-
esary value if they currently lie below that value. This process takes ~

place over a period o f time for average core slabs and immediately for
slabs in the hot assembly. Af ter a delay, Sandia's version of this model

,
'allows the usual RELAP hect transfer logic to regain control. '.
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i One of the criteria to be satisfied in the above scheme, at certain
i ~

q pressures, is the presence of either single phase or two-phase co-current
t do wn flow. Because we had observed some instances of countercurrent flow in .

the hot assembly, we relaxed the criterion so that only liquid upflow
would result in eliminating the possibility of quenching. Figures 4-2
through 4-5 demonstrate the results of this modification for calculations

enploying the MOD 5 generic slip correlation. Heat slab surface temperature
at the midplane of the core (Figure 4-2) is somewhat affected; tempera-

,

; tures at the top and bottom .? abs (Figures 4-3 and 4-4, respectively) show
1

; much more significant differences. In keeping with the enhanced removal of
heat from the core region, the rate of loss of fuel stored energy is
larger with the relaxed criterion, and continues to-be so over significant
portions of the calculation (Figure 4-5) . Additional evidence of reason-i

able behavior in the calculation may be seen in Figures 4-6 and 4-7,
showing average temperature and liquid mass comparisons for the middlei

volume in the average core, respectively. The calculation with the less,

stringent quenching criterion (UHL2FQ) permits a larger energy ' absorption
rate in the coolant for the period between about 10 and 20 s ; the d if fer-

'

ence is sufficient to produce virtually complete vaporization of the
; fl uid .
1

.

Neither the upper head draining nor the refill of the lower plenum
| are significantly affected by the quench criterion relaxation. The altered

heat transfer in the core results in some dif ferences in support column
flow between 40 and 80 s (Figure 4-8); however, flow from the upper head'

ceases at virtually the same time for both calculations (Figure 4-8; see
also upper head mass in Figure 4-9) . Figures 4-10 and 4-11, showing masses

; in the two volumes used to model the lower plenum, display no large, sus--

tained differences in refill behavior. Those figures , together with the
y

| previous two , also demonstrate a phenomenon we have observed in all our
.

'

calculations with the URL nodalization: complete refill of the lower
plenum, and therefore the beginning of core reflood, does not occur until -

delivery of water from the upper head ends. This behavior is evidently due

f to the steam being generated in the core as water from the upper head
I encounters the hotter core slabs .
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4.2.2 Combined Ef fects of Slip Correlation *

and Relaxed Quench Criterion

In an attempt to obtain further understanding on which features of '

our modeling techniques are dominant in various parts of our calculations,
we have compared results of the UHL2FQ run, described in the previous sec-
tion, with those of UHL2G. The latter calculation employs the Westinghouse-
Zuber (WZ) slip correlation modified so that the slip parameters have
continuous first derivatives in the void fraction.1 The quench criterion
applied to core flow directions was the more stringent one, also described
in the previous section

Figure 4-12 shows slab surface temperatures at the bottom of the
hot assembly for the two calculations. As in the previous comparison
(Figure 4-4), the ':emperatures a e quite similar to a time shortly before
30 s, when the calculation with generic slip begins heating up. In this
case, however, the effect of the WZ slip model is to maintain the heat
transfer calculations in the more efficient modes, so that, after requench-
iag occurs in the run with generic slip, the temperature histories remain
s imila r .
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Figure 4-12. Clad Temperature, Bottom of Hot Assembly; Smoothed
Westinghouse-Zuber Slip vs Generic Slip, Relaxed
Quench Criterion
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Effects of the WZ correlation at the middle elevation and top of
.

the hot assembly are more dramatic (Figure 4-13 and 4-14). At the middle
level (Figure 4-13) a quench episode is calculated with WZ slip; clad

,

temperature there drops below 240*F, at about 45 s, before the slab begins
to reheat. For slab 3 (Figure 4-14), as for slab 1, heat transfer modes
Permit more rapid removal of energy, and temperatures are comparable to
those in the generic slip calculation.

-
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Relaxed Quench Criterion

In the average core region of the nodalization, where most of the

energy is concentrated, the WZ slip correlation does not result in as much
similarity in temperature histories. Consequently, as shown in Figure
4-15, fuel stored energy is still higher than that for the calculation

with MOD 5 slip modeling; however, the difference is not as great as that
produced by the relaxed quench criterion alone (Figure 4-5).

As may be expected, the different treatments of two phase flow with

slip also affect upper he:d drain and lower plenum refill. In comparison
with Figures 4-8 and 4-9, ilifferences due to WZ slip modeling are much
more apparent in support column flow (Figure 4-16) and upper head mass
(Figure 4-17). Differences due to the slip correlations in lower plenum
refill also appear in mass histories (Figures 4-18 and 4-19), particularly

-

in a loss of mass in the lower volume of the lower plenum, followed by
refilling of that volume (Figure 4-19). We note again that the time at .

which draining of the upper head ceases compares very closely with that at
which full refill of the lower plenum is approached.

.
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4.2.3 Slip-Related Irivestigations

It may be recalled from previous reports that the RELAP4/ MOD 5
generic slip correlation seems to produce results which run the most
smoothly and efficiently, and contain less unrealistic oscillatory
behavior. Various forms of the WZ slip correlation have been tried in our
UHI calculations, and have persistently yielded flow and/or pressure
oscillations in core and downcomer junctions. Modifications to the WZ

correlation which first made the slip parameters Vgj and C continuous ino
junction void fraction, and then assured that their first derivatives were

also continuous, did not seem to provide much improvement. We have also

attempted to isolate mechanisms which might account for the beginning of
the oscil.lations in question.

. Figures 4-20 and 4-21, showing flows at the top and bottom of the
downcomer, respectively, are typical of the comparisons between results

'

using generic MODS slip and the WZ correlation. In this case, both Vgj and
C, have continuous first derivatives with respect to junction void frac-
tion, but that property does not seem to have much overall effect on the
calculations.
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One feature of the slip calculation which we believed might be a
> source of difficulty is the choice of junction void fraction (a) to be

used in the slip calculation. In particular, we suspected that this choice
*

should depend on whether the conditions at the junctions were gravita-
tionally stable (i.e. , higher a above) or unstable. To investigate this
question, we modified our version of the slip calculation so that the
value of a results in a point on the flooding curve, or in a maximum gas
flux for the gravitationally unstable case or minimum for the stable case.

The first calculation we attempted (UHL2H) using the above pro-
cedure terminated abnormally due to a failure in the steam table itera-
tion. Examination of the results showed that this failure occurred very
soon after the water packing correlation option was enabled. Because of
this, we attempted another calculation (UHL2H2) in which the water packing
option was applied at 28 of reactor time, rather than 10 s. This calcu-
lation ran about 0.25 s longer than the previous one, then failed with the
same error at the same location in the problem (the top hot assembly
volume) . Figures 4-22 and 4-23 display liquid mass flow at the bottom of
that volume for the two calculations, and may indicate that the error is
associated with the rather abrupt change in flow rates.

The steam table failure mentioned above is a frequent occurrence in
many of our calculations. A common practice is to attempt circumventing
the error by changes in timestep control. We have net yet tried this
procedure, but intend to do so in order to see the effects of our slip
modifications at later times. Also, we have noted that previous calcula-

tions that have used spline-smoothed WZ slip, with and without forcing C,
to be unity for co-current flow, compare in some ways very similarly as do
smoothed WZ and generic slip calculations. This seems to indicate that

treatment of the distribution parameter might be the dominant question.

.
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4.3 UHI Reflood Calculations
.

4.3.1 Summary

e
This quarter, investigation continued into the use of the FLOOD

mode of the RELAP4/ MOD 5 code to calculate the reflood portion of a loss-of-
coolant accident occurring in a reactor equipped with an upper head
injection system. The three main topics addressed were

e Sensitivity of the FLOOD calculation to the
Westinghouse carryout-rate-fraction (CRF) model

'

e System initialization parameters

e Coupling of the LOCA blowdown calculation to

the reflood phase for eight core power regions

This work determined that the Unplementation of the CRF model was
critical to the computational stability of the code. Key questions concern-
ing this model were resolved. Also, due to stability '.64uiremetar, the
intact loop accumulator fill was moved to the lower 14enum. Finally, work
began on a strategy to couple the reflood phase directly to the blowdown
phase in a continuous calculation.

4.3.2 Carryout-Ra te-Frac t iot('iodel

The Westinghouse Carryout-Rate-Fraction (CRF| model2 was evaluated
for computational stability and physical meaning. E.is correlation is a
curve fit to PWR FLECHT data and is a function of soveral parameters. The
definiticn of a quenched and unquenched region is c ritical for this model.
Westinghouse (W) defines an unquenched region for t ie reflood phase as a
region which did not quench during active upper he:'d injection. Therefore,
a core heat slab can be unquenched at the time of reflood but considered
quenched in the CRF model..

|

A discontinuity in the CRF occurred as the core mixture level rose |
*

above the initial quench height, when calculated with the published W CRF
model. However, it has been learned that W employs a 1-ft transition
region to smooth this discontinuity. Therefore, the present CRF model was i

!
I
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1

nodified such that the initial model temperature, TINIT, is ramped
linearly to 1600'. This procedure begins when the mixture level is 1 ft *

below the initial quench height. Figure 4-24 illustrates this strategy;
this calculation is slightly conservative. *

I i

-
.

1600 -

| 5 -

h
is
9

#
T -

-

3

1 I

initial Quench Initial Quench
Height - 1 ft Height

Mixture Level (ft)

Figure 4-24. Temperature Transition Strategy
i
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4.3.3 Nodalization

' An effort was made during this quarter to resolve some questions
concerning the FLOOD nodalization. Figure 4.25 shows the present FLOOD

nodalization. The areas under investigation include the intact loop (IL)
accumulator and the upper plenum initialization.

Intact loop
( 3 Loops) Broken Loop

W:--

10-

@@ 00

fff'. 8 D -L @ L'- @ E- & $ 4~~
IL ,

h b~

Q 6

14 (O @ @ 21
~

@ g-* J (Core)g 4
-

LP|lS 24 'g5
"

1.L A. 25 *
.

@ Volume 5
5 Junction 5

Figure 4-25. RELAP4/ MOD 5, FLOOD Nodalization

|

.
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4.3.4 I.L. Accumulator

The location of the fill point of the IL accumulator (i.e., the sum
of three individual accumulators) was investigc'.ed with regard to compu-
tational stability. The results from the blowdown calculation, UHL2G, '

,

indicated that this accumulator will contain a nontrival amount of water
(31,600 lbs @ 110 psia at the beginning of reflood. Physically, the IL
accumulator and LPIS fills should be connected to volume 14 in Figure
4-25. However, several FLOOD nodalizations performed at other labs 3 4,,
wall as by us, gave results that indicated that connecting these fills to
the downcomer or lower plenum reduced instabilities. A substantial and sus-

tained downcomer upflow ' as been observed with this nodalization. Figure 4-h

26 shows the junction flows from the lower plenum to the downcomer, J4,
and the lower plenum to the core, J5. Both are defined as positive for
upflow. Af ter initial oscillations, the downcomer flow was approximately
twice that of the core flow (IL accumulator fill on). This phenomenon is
still under investigation,

i i i 6 i a i

- -

J4
500, _ ~ -

;
1
g J5

~ 250. - ~

8
c
:
? g - -

$ Large

M Initial
R Flow
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~
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.

g I g i t ! I

O 4 8. 12. 16. 20. 24, 28, 32 -

Time (Sec)

Figure 4-26. Lower Plenum to Downcomer (J4) and Lower Plenum
to Core (JS) Junction Mass Flows
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'

4.3.5 Upper Plenum

o An analysis was performed concerning the initial condition of the
upper plenum and the IL pump discharge line (volumes 6 and 14 in Figure

564-25). Previous quarterlies reported investigations of the effects of

the initial water level of the upper plenum. The present investigation

revealed that the initial upper plenum water level does not affect the

stability of the calculation. This conclusion appears reasonable consid-
ering the use of a CRF model. That is, the core outlet junction flow was ,

defined as the inlet flow times the CRF. Therefore, any water in the upper
'

plenum had littie effect on the core thermal-hydraulics.

4.3.6 FRAP

7The missing LACE options to FRAP-T4 have been re aved in a new

copy of the code from INEL. This code will provide the input core heat
slab temperatures and initial quench height to FLOOD.

4.3.7 Future Work

The investigation of the following items will be completed and
reported in the next quarterly,

e An analysis of the W CRF model in light of new
information and the NRC modification

e An analysis of the FLOOD heat transfer correlation

e The results from the core exit enthalpy option
investigation

e The dependence of the core inlet flooding rate on
the initial temperatures of the core and the state
of the IL accumulator fill junction

e
4.4 TRAC Progress

.

4.4.1 Introduction

A very high priority was given by the NRC contract monitors to
performing Semiscale MOD 3 calculations with TRAC this quarter. The reason

|

|
|
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for that high priority was a planned holdup in performing the Series 8
.

(UNI) Semiscale tests until a TRAC pretest predictive capability is
eotablished for that system. However, as will be discussed below, all of

,

the calculations actually performed this quarter used the Series 7 (non-
UHI) configuration. They were performed because the logical first step in
generating a good pretest prediction of the Series 8 tests would be an
accurate posttest prediction of the Series 7 data to verify the nodali-
zation assumptions.

The original nodalization of the Semiscale MOD 3 system was provided
by J. J. Pyun, Q-6, LASL. Most of the Semiscale TRAC calculations per-
formed at Sandia this quarter were performed (at the request of NRC) in
direct support of LASL's modeling of test S-07-6 since they could not get
enough time on their computers to run the problem on a short time frame

basis. A few S-07-1 calculations were also continued from last quarter.7
The status of TRAC was changing rapidly during this period. Consequently,
three dif ferent versions (20.3, 20.4 and 21.0) of TRAC were imported and
used in performing the Semiscale calculations. Only version 21.0, which is
TRAC-PIA, was an of ficial release version.

One calculation for a full-scale, four-loop PWR was also performed
with version 20.3 of the TRAC code this quarter.

4.4.2 S-07-6 Calculations

The S-07-6 calculations which were performed this quarter had a
slightly different nodalization of the MOD 3 system from the one used in
the S-07-1 calculations reported last quarter. The basic dif ference was in
the modeling of the downcomer distribution ennulus. In the latest nodali-
zation provided by LASL, the transition region of the distribution annulus
was modeled as a tee rather than as part of the distribution annulus which .

is modeled as a vessel. This was apparently changed to avoid reduced time
step problems caused by a thin downcomer annulus computational cell. ~

Several nodalization errors discovered at Sandia (involving the break
nozzle, the accumulators and the broken loop steam generator) were also
corrected for the latest S-07-6 runs.
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The changes in the nodalization required many separate runs to be.

made , with adjustments to friction factors , etc , in order to get a satis-

O factory steady-state solution. Severe complications were introduced into
this process by the abnormal behavior calculated for the pressurizer When

, the temperature of the liquid in the pressurizer was set at its proper

value, vapor was slowly generated and then transported through the main
piping system and vessel. The vapor generation was presumably caused by
numerical noise which allowed tiny anounts of hot water from the pres-

surizer to mix with the colder circulating water in the loop and flash to

va por . It is uncertain why the vapor did not simply recondense. The solu-
tion ultimately determined by LASL for this problem was the setting of the
pressurizer water temperature equal to the hot leg water temperature while
the eteady-state calculation was being performed and then resetting the
pressurizer liquid temperature to the correct value when the transient was

initiated.

After a reasonable steady-state solution was finally achieved, a

blowdown transient calculation was performed which was run to about 18 s
of transient time. The results were unsatisfactory, however, since the
predicted downcomer behavior did not agree with the experimental data.

It should be noted that since LASL was responsible for the S-07-6

calculation, the Sandia contribution to the calculations was merely to

provide all assistance possible to expedite the calculations. This

I
included : consultation on possible nodalization errors and their solu-

tion; bringing up new versions of TRAC on the Sandia computer system and

assisting in making the special code modifications required for the broken

loop pump, the downcomer energy source, and some special graphics; setting

up the actual card decks to perform the calculations and plot the results;

and providing the necessary computing time. All of tbc decia;- , on theo

actual runs to be performed and interpretation of the results were made by
~

LASL. Consequently, no further discussion of the S-07-6 results will be

given here.
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4.4.3 S-07-1 Calculations *

The modeling of test S-07-1 was continued in the first part of this
,

quarter. As discussed in the last quarterly report,7 it was being modeled
because it was the only Series 7 test for which a complete set of data was
available at the time the calculations were begun. Also, the basic nodali-

zation was the same as for test S-07-6 which was of considerable interest.

Much of the work on the S-07-1 modeling involved checking the nodal-
ization originally provided by LASL. Several discrepancies were identified
and correc ted , as mentioned in the S-07-6 discussion (Section 4< 4.2) . The
concept of using a tee to model rSe bottom piece of the downcomer distri-
bution annulus was also investigated for the S-07-1 nodalization. Several
simple test calculations were run to determine what effect the angle
between the primary and secondary tubes of the tee had on the calculated

flow. Surprisingly, the effect of varying the angle was not very large,
even though the angle was changed from 0* to 90* .

After the corrected nodalization was established, a steady state
calculation and a short transient calculation (to about 20 s of transient
time) were performed. These calculations were performed with version 20.3
of TRAC. The calculations ran fairly smoothly and no gross errors were
detected, but no real comparison of the results with the data was ever
made since the S-07-1 work was discontinued at that point. The reason for
discontinuing was to allow increased enphasis to be placed on the S-07-6

calculations. Further, a S-07-1 calculation was deemed to be unnecessary
if test S-07-6 could be correctly predicted.

i,4.4.4 Four-Loop PWR
l

As discussed last quarter,7 the sample PWR problem exhibited
.

peculiar behavior with version 19.3 of TRAC The s anple problem was rerun

this quarter with version 20.3 of TRAC. Pec aliar behavior at the cold leg ~

inlet pipes was again observed, at about 26 s into the transient. The
problen was discussed with LASL personnel a :d they agreed the predicted
bshavior seemed to be unphysical. They sugge sted that the problem was
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caused by the use of fully implicit primary tubes and semi-implicit
secondary tubes of the main piping network tees.e

O Since the PWR sample problem deck being used was not LASL's normal
'

sample problem deck, we obtained a copy of their current PWR sample
problem deck to replace the one we had been using. Unfortunately, no

j further transient calculations on the full-scale , four-loop PWR problem
,

were performed this quarter. However, as discussed in Section 3.6, a
steady-state calculation van made near the end of the quarter with the new
input data and the release version of TRAC-PIA.

.

O

I .

i

l
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5. Two-Phase Jet Load s

o (D. T. Tomasko)

5.1 Summary

The purpose of this study is to develop an improved approximate
engineering model to characterize two phase jets emanating from
circumferential or longitudinal breaks in a typical PWR piping system.
This model would replace the currently used Moody model which assumes
asymptotic jet expansion and thermodynamic equilibrium.

This quarterly report addresses the applicability of the last
computer code TRAC-P1A to the two phase jet problem and investigates the
magnitude of the air-jet interaction using the Sandia Cod'> CSQ.

The main conclusions of this quarter are summarized as follows:
t

e TRAC-PIA adequately predicts the thermalhydraulic
conditions at the break site, These data can be used to

predict steady-state impingement loads or can be used as
input to a containment code such as BEACON / MOD 2.

e Steady-state impingement loads obtained from TRAC-P1A

data are in better agreement with Kraftwerk Union data
than Moody Model impingement loads.

e TRAC-PIA steady-state impingement loads agree

fairly well with propietary Japanese data.
O

e Friction effects are very important in
-

impingement load modeling.

e The air-jet interaction effect seems to be

insignificant.
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5.2 Break Flow Results Using TRAC-PIA *

I

In carrying out the two phase jet load program, two computer codes
,

have been previously examined, CSQ and BEACON / MOD 2.I This quarterly report

discusses, in part, the feasibility of using the LASL computer code TRAC-
PIA 2 to obtain pipe exit thermal-hydraulic boundary conditions which could
be used to drive a containment code such as BEACON / MOD 2, or to directly
calculate steady-state impingement loads.

Figure 5-1 shows the TRAC-PIA component diagram used in modeling

various Kraftwerk Union '(KWU) Tests.3 These tests cove a wide range of
initial conditions as shown in Table 5-I. A diagram of the KWU system is
shown in Figure 5-2. Results obtained for test NW50-6 (nominal width 50
mm, Test 6) are shown in Figures 5-3 and 5-4.

Accumulator

/

[

Pipe Break

Junction 1 '

y y

Valve Junction 2 Junction 3

Figure 5-1. TRAC Four-Component Model for Initial Blowdown Studies
o

|
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Experimental values are plotted as constants in time equal in
magnitude to the measured steady-state-values (defined as that value for,

which a one second change in time didn't appreciably change the magnitude
C of the measurement). This was done because no transient data is available

from KWU due to their 1 Hz sampling frequency. Table 5-II shows
comparisons made between the TRAC-PIA results and the KWU steady-state
measurements.

Fairly good agreement is seen for the break fivws and exit pressures
for NW 25 tests in which the coefficient of resistance is small (Table
5-III). For NW 50 and NW 65, the coefficients of resistance are high, and
the TRAC-PIA frictionless model overpredicts the data. For NW 50, test 6,
a model was constructed using constant friction. The results are seen to
be in much better agreement with the data than the frictionless model.

One can conclude from Table 5-II that TRAC-PIA, in general, does a
good job in predicting thermal-hydraulic break boundary conditions for KWU
initial conditions (saturated blowdown) e-d that friction plays an
unportant role in blowdown processes.

Current and future work with TRAC-PIA involves the following:
determining how to best model friction effects; carrying out nodalization
and L/D effect studies; and determining if the vessel component model can
be used to simulate a containment structure necessary for detailed two-
phase jet analyses.

TABLE 5-I

Initial Conditions for KWU Tests

Vessel
Nozzle Diameter Vessel Temperature

,

o Test (mm) Pressure (bars) (*C) |

NW 25
. 3 25 99.4 310.5

5 25 52.4 266.9
NW 50

6 50 96.2 308.0
NW 65 i

3 65 98.7 310.0 |
4 65 53.1 267.7
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T/3LE 5-II

TRAC-PI A and KWU Test Comparisons

Break Flow '(kit /s) Ex it Pressure (bars) Steady-State Impineement Load (NT)
Test _E_x.j! TRAC h TRAC Exp Exp TRAC Moody Modelx

'

(Measured (Orifice Homogeneous Sepa ra ted
Recoil)a Force) Flow Flow

NW 25
3 15.7 16.5 67.7 63 2520b 5288 5080 6900 7300

5 12.2 10.2 36.0 32 2765b 3145 2590 3000 3200

NW )Q
6 56 .4 63.6 57.4 58.5 15428 19740 19070 23600 24900

58C 55c 17400c 20000d

NW 65
3 75.4 106.9 51.7 58 26041 28233 32440 41000 42500

4 53.7 70.8 28.8 41 14518 16102 16600 19000 22000

aRecoil force measured with straia gage of full scale - 50 kn (12%) for all tests except those of NW 25 which had a f ull scale
cf 10 kn (12.5%).

bMW 25 recoil forces were obtained at the end of the blowdown tests and are smaller in magnitude due to falling pressure in
the non-infinite pressure vessel,
cModel with friction
dUsing f L/D = 0.81

1
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TABLE 5-III*

'

Coefficients of Resistance for KWU Tests

Test Coefficient of Friction

NW 25

3 0.15
5 0.15

NW 50

6 0.81

NW 65

3 '0.82
4 0.82

5.3 Steady-State Technique for Reaction Force

Using the principles of conservation of momentum, F. J. Moody has
shown that the steady-state reaction force, F , and the net impingementN

force , R, for a discharging pipe segment can be written:
1

FN = R = (PT - P,3)AT + "T TY

where

PT = exit discharge pressure
I

P,, = external ambient pressure |

|

AT = discharge area

V = throat mixture velocityT
,s

T"EYAT T T and pT = throat mixture density.' m

-

Under s*.eady-state conditions, the impingement load and the pipe reaction
force can be readily obtained if _ the exit thermal-hydraulic conditions are

| known.

|
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The next section of this report compares TRAC-P1A steady-state *

impingement loads to experimental data obtained from Kraftwerk Union and
'

j the Japanese Atomic Energy Research Institute (JAERI). '

i

; 5.4 Steady-State TRAC Results for JAERI and KWU Data

Several TRAC-PIA computer runs were made with the use of the four-
component model shown in Figure 5-1 and the initial conditions given in,

i Table 5-I. Time dependent impingement loads obtained from TRAC-PIA datai

are shown in Figures 5-5 through 5-9 for the KWU tests (KWU data is again
plotted as steady-state constants) and in Figures 5-10 through 5-13 for

the JAERI tests. Since the Japanese data are proprietary, initial

conditions are not given and the impingement load graphs are shown without
numbered scales.

:

Comparisons between KWU data and results obtained with TRAC-PIA are*

shown in Figures 5-5 through 5-9, and in Table 5-II. The TRAC-PIA values-

used for these comparisons were chosen conservatively at the point of
maximum difference with the measured value. Actual errors may be somewhat
less. Moody steady-state improvement loads outlined by graphical
techniques and Figure 5-7 of Reference 4 (both homogeneous and separated

,

flow models with fL/D=0) are also showc in this Table.
,

's

d

4
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Examination of Table 5-II permits several interesting observations to
be made:

e The Moody separated flow model consistently pre-
dicted the largest impingement loads. This is the

model recommended for use in Reference 4.

e The Moody homogeneous flow model produced impinge-

ment loads smaller than the separated flow model,
but still, in general, significantly larger than the

measured recoil forces.

I" e The measured recoil force was in all cases less than
the experimental orifice force, which is the force

-

obtained using experimental exit conditions (pres-
sure, mass flow, and velocity). This result occurred
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1

because the exit pressure used in the orifice force
'

calculation was obtained up to 6 cm upstream of the
actual exit location (Table 5-IV). The pressure drop ,

in 6 cm clearly produced a significant variation in
the orifice force. If accurately measured, the
orifice force and recoil force should be equal under
steady-state conditions.

,

o The TRAC-PIA results, in general, lie between the

measured recoil force and the Moody homogeneous flow
model,

e The worst agreement between TRAC-PIA and the experi-

ental recoil force occurred for NW 65, test 3 (large
diameter, high pressure, and high coef ficient of

friction). This was also true for the Moody model.
(Experimental impingement loads for NW 25 tests are

in error due to measurement at the end of blowdown-
falling system pressure and should be disregarded.)

e Including friction in the TRAC-PIA model consider-

ably improved the agreement with the experimental
data (NW 50, test 6).

TABLE 5-IV

Pressure Measurement Location for KWU Tests1

Distance Upstream from Exit
i Test to Measuring Point (cm)

i NW 25 _s

3 6.0
5 6.0

,

NW 50

6 2.0
i

NW 65

3 6.0
4 6.0

132
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Assuming an fL/D = 0.81, which is the value of the coef ficient of friction

for NW 50 test 6, also considerably improved the Moody steady-state value.'

Based on the above observations, one can conclude that the TRAC-PIA

results are, in general, in better agreement with experimental data than

either of the two Moody models. In addition, one can readily see the
importance of correctly modeling the effects of friction.

Figures 5-10 through 5-13 compare the JAERI data and the TRAC-PIA

results. As with the KWU tests, the TRAC-PI A steady-state values are about
10% higher. This dif ference is probably due to frictional ef fects. Steady-
state TRAC-PIA values were chosen conservatively at the maximum difference

point. Actual errors may be lower. (System volumes were not available for
this study. Impingement load fall off is probably incorrect.)

In conclusion, for steady-state analysis, TRAC-PIA predicts the
impingement load of a two-phase jet fairly well. Also, the need for
additional work on friction modeling is apparent.

5.5 Air-Jet Interaction Using CSQ

The interaction effect of air with a two-phase jet wac evaluated with

{ the computer code CSQ , the model shown in Figure 5-14, and the initial5

conditions of KWU NW 50, test 6 (Table 5-I). The evaluation was performed
<

by varying the air density by a factor of 5 under constant pressure. The

results of this study are shown in Figure 5-15. From this f' gure it isi
,

I evident that the air-dene'ty variation affected only the outer wings of

the plate pressure profile (at distances greater than 12 cm), with the

higher density air producing a flatter pressure profile. Future analysis

on two-phase jets can, therefore, ignore variations in containment
*

material density.

.
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5.6 Proposed Future Work

Future work in the Area Of twO-phase jet loads involves the*

following:
.

1. Performing a friction ef fects study with TRAC-PIA

2. Determining if TRAC-PIA can be used in a blowdown-
containment modei

3. Modeling other systems with TRAC-PIA (Battelle-Frankfurt RS-50)

4. Performing nodalization and L/D effect studies with
TRAC-PIA

5. Using TRAC-PIA data as input to drive BJACON/ MOD 2
in a containment mode

6. Continuing the analysis effort, using CSQ
,

l

i

!

|

4

"
.

.

4
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