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A3STRACT

The stated object of this study was to survey the technical literature
and interview selected experts in the fields of dynamic testing and anal-
ysis to determine the state-of-the-art of the relationship between physi-

cal damage to a structure and changes in its dynamic (modal) properties.
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FOREWORD

This study is the result of discuccions which began over a year ago with

several individuals in the Engineering Mechanics Section of the Mechanical
Engineering Department of Lawrence Livermore Laboratory, Livermore,
California. Through our discussions with Dr. H. Joseph Weaver and his
colleague - at the Laboratory, we determined that much of the newly developed
technology, in vibration measurement, digital signal processing and parameter
identification could be utilized for monitoring the integrity of a variety

of structural components in nuclear power plants.

Nuciear plants are a complex assemblage of interconnccted structures and
machinery which must be maintained at a sufficient level of integrity
in order to function properly. Because of the potential damage and lost
production time which could occur due to structural failures in these
plants, these problems deserve our best engineering efforts on a long
term basis in order to “evelop better monitoring and diagnostic proced-

ures for damage detection and assessment should it occur.

Although vibration levels in certain key components such as coolant pumps,
turbo generators and the reactur core are currently monitored, simple
checking of overall vibratior Tevels is often not a sensitive enough
indicator of impending failure in a structure. The purpose of this study,
then, was to examine a more sophisticated approach to signal processing
which involves the idertification of parameters describing the so called

"modes of vibration" of a vibrating structure.
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The hypothesis of this study 1s that changes in the modes of vibration
of a structurc are sensitive indicators of change in its physical prop-
erties; namely its mass, stiffness and damping. Indeed, we found much

substantiating evidence of this in the literature.

In Chapter 2 we present a tutorial review of modal analysis. We were
not able to present a thorough discussion of this subject without the
use of mathematics. However, we include a general discussion of dynamic
testing and analysis at the beginning of the chapter for those not

interested in reading through the mathematics.

This report contains a large number of quotations which are essentially

the text taken from papers we reviewed and which contained comments

we felt contributed to our survey. The risk in doing this is that the
point being made by the author appears to be something different when

taken out of context. It was certainly not our intention to misrepresent
anyone's results. 7> avoid any misrepresentations, we encourage interested
reader” to obtain copies of the references quoted if ary of our quotations

appear to present only half of the story.

I want to thank the technical and contracts personnel at LLL and the NRC
who supported us throughout the course of this contract. Lastly, I want

to congratulate my colleagues Dave Formenti, Ken Ramsey, and Don Kientzy

on a job well done.

Mark H. Richardson, PnD.
President
STRUCTURAL MEASUREMCNT SYSTEMS, INC.
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1.0 INTRODUCTION

This report is the result of a study effort performed over approximately
a 3 1/2 month period between April 1979 and July 1979 by the personnel of
Structural Measurement Systems, Inc. (SMS) under contract to the
Mechanical Engineering Department of Lawrence Livermore Laboratory,
Livermore, California, and at the request of the Research Branch of the

Nuclear Regulatory Commission (NRC).

During the study approximately 800 man hours of effort were expended in
searching computer data bases for references, rooting through libraries
for articles, reading and discussing the articles among ourselves, and
in talking to a few chosen experts in the field. Given the time constraints
of this study, we tended to emphasize the methods, publicaticas, and
acquaintences most familiar to us ir the dynamic testing and analysis
field. There are, of course, numerous contributors to this field whom
we did not interview or whose publications we did not examine in detail.
However, there have been a number of other state-of-the-art surveys done
recently of both dynamic testing and parameter identification methods.
We have cited a number of them in this report in an effort to give as

complete and up-to-date synopsis of the state-of-the-art as possible.

1.1 OBJECTIVES OF THE STUDY

The stated object of this study was to survey the technical literature



and interview selected experts in the fields of dynamic testing and
analysis to determine the state-of-the-art of the relationship between

physical damage to a structure and changec in its dynamic (modal) g operties.

During the course of this study we took a broad look at the problem of
relating physical damage to changes in modes of vibration. We dia not
attempt to discover specific schemes for detecting damage. Instead we
concentrated on three major areas of investigation related to this

problem. They are:

1. A tutorial treatment of modal analysis.

2. Modal testing methods.

3. Analytical/experimental studies related to the verification
of the relationship between physical damage in a structure

and changes in its modes of vibration.

The first topic we chose, in agreement with our contract monitor, out of

a need we felt to clearly state the modal analysis theory as it relates to
vibration measurements. There is a multitude of terminology associated with
the structural dynamics field, and structural engineers, depending upon the
industry in which they work (e.g. aerospace, automotive, nuclear, heavy
construction, or otherwise) and the methods they commonly use describe the
same concepts in different terms. Furthermore, the majority . F literature

on modal theory is contributed by dynamicists who work with




computer based dynamic models (finite element models) and have little or no
contact with measurements. In short, we have included in this report a

consistent presentation of the concept of a mode of vibration and explained
many of the terms and assumptions surrounding the use of modal analysis to

characterize the dynamics of structures.

The second topic of this report, namely,testing and data analysis methods,
is an area where we collected a large amount of information. With the
advent of mini and micro computers, and the implementation of efficient
computational algorithms such as the FFT (Fast Fourier Transform) in these
small machines, many new testing and data processing methods have sprung
up during the past 5 to 10 year period. Emphasis is placed on these newer
digitally based methods in this report because they appear to hold more

promise for the future.

Lastly, the topic most germane to this study, that is, experimental or
analytical evidence of the relationship between physical damage and changes
in modal properties, yielded some very significant results. This material
was further subdivided into four major areas because the vast majority of
the literature surveyed fell into one of these categories. The four areas

we chose are:

1. Nuclear Power Plants
Large Structures
Rotating Machinery
Offshore Platforms
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Our findings are presented in this report primarily in the form of
quotations of the results, conclusions and recommendations of the research-

ers whom we interviewed or whose literature we reviewed.

At the end of this report we include a bibliography of the literature which
we reviewed. This is by no means an exhaustive list of literature on this
subject. However, many of the references listed here contain excellent
lists of additional references which will take the interested reader back
through the history of experiences of the auther/s) of that particular

paper.

In 1973 D. R. Houser & M. J. Drosjack wrote a very comprehensive report

(Ref. G.43) on vibration signal analysis techniques, which discusses integrity
monitoring from a broader perspective than is covered in this report. They

do not Timit their discussion to the use of modal parameters as the primary

discriminants for detecting structural damage as we do here

1.2 DESCRIPTION OF THE PROBLEM

During our interview with Dr. Sheldon Rubin of Aerospace Corporation, El
Segundo, California, he stated the problem of structural integrity
monitoring very succinctly; "The real question is, can we detect when a
failure has gotten to the point where it is intolerable." This statement
implies several things; first, that we have defined what we mean by an
intolerable situation. In most cases this is probably the most

difficult step of the entire process. Secondly,




do we know where and how to monitor a structure in order to detect the
intolerable faflure? Thirdly, can we measure vibrations and nrocess the

data with instrumentation sufficiently accurate to cdetect the failure?

The hypothesis which motivated this study, namely that structural damage
can be detected by measuring (or monitoring) a structure's dynamic (modal)
properties is expanded upon here in order to give the reader a clearer
overview of the problem and to prepare him for the more intensive reading

which follows in later Lections.

Stated simply, most structures operate in a dynamic environment, which means
that they are subjected to a variety of external forces which can tend to
damage them. Examples include the constant wave and wind motions which can
contribute to the fatigue of offshore piatforms; seismic loadings such as
earthquakes which can affect the structural integrity of large structures;
and unbalance forces and resonance conditions which can cause fatigue and

excessive wearout in rotating machinery.

Continued loading (or an excessive single load) is known to have the
potential to damage structures by promoting fractures (cracks) in certain
load-carrying members. These cracks can have a significant influence on
the structure's internal damping or stiffness properties, and consequently

can cause the structure's dynamics to change.

If the stiffness of a structure changes, it will behave differently because




its resonances (frequencies where the structure readily absorbs energy) are
shifted to different values. As an example, consider a simple cantileve~
beam which is solidly mounted into a wall. If we deformed the beam at its
free end and released it, it woulu vibrate at its fundamental frequency. Now,
if we were to make a saw cut half way through the beam near its root, and
repeat the test, we would observe that the beam vibrated at a lower fre-
quency even though we have not changed the physical dimensions of the beam.
This change in frequency is caused by a stiffness change in the beam due to

the saw cut.

Using modern measurement and data processing techniques, it is possible to
measure a structure's dynamic properties and express them conveniently in
term: of its modes of vibration. Identifyine the modes of vibration over
a given frequency range completely quantifies the dynamics of the structure
over that same frequency range. The modes of vibration are represented by

the mode shapes and their corresponding frequencies and damping parameters.

Thus, if we can accurately measure modal parameters and detect changes in
their values, we are incrementally closer to correlating these often subtle

changes with damage in the structure.

The underlying assumption of this survey effort is that changes in modal
parameters are a reliable [and sensitive) indicator of changes in structural

integrity.



It is our contention, of course, based upon approximately 40 yrs. of combined

modal testing experience, that this is indeed the case.

In one of our references (Ref. A.1), Savage & Hewlett acscribe a "non
destructive testing" method for assessing structural integrity. Some of

their comments are the following:

“The method relies principally on the fact that if a change
occurs in the elastic load path from one point on a
structure to another, whether this change is due to

plastic (failure) or elastic (temporary load) motion,

such motion is accompanied by a change in natural
frequencies and a shift in mode shape. The detect-

ion of such changes is easily accomplished, but the
interpretation of the data requires expert knowledge."

In their paper, the authors give results of tests they performed on concrete
beams. They tested the beams to distruction (by dropping a weight on them)
and plotted the frequencies of their modes at various stages of failure.

One of the typical curves is shown below.
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Their observations from this test are the following:

"Visible signs of minute cracking first appeared after
the 610 mm drop test. Prior to this, no distress to
the beam was visible, although evidently from the dim-
inishing frequency response, some internal damage had
been progressively occurring.”

Many other results similar to these, but involving different stiuctu-es
and materials, were found in the literature. Many of them are reported in

this report.

1.3 TYPES OF STRUCTURAL DAMAGE

As the reader reviews our findings, he should also ke .p in mind that
damage is a very pbroad term and is assumed here to describe several

different types of failure mechanisms.

Generally speaking, these failure mechanisms can be divided into the

following categories:

A. Excessive elastic deformation
B. Yielding or excessive plastic deformation

v. Fracture



The following brief tutorial discussion is presented in order to acquaint
the reader with a basic understanding of the definitions and terminology

commonly encountered in literature describing structural damage.

In general, when damage is referred to in the literature it typically is
equated to fracture. Fracture is defined as the formation of a crack which

can result in degradation of the strength of a member.

Fractures can occur in all engineering materials having the range of brittle
to ductile material properties. Concrete typically exhibits brittle
behavior whereas a low carbon steel behaves in a ductile manner. Forces
which cause fracture can be either "static" or "dynamic" in nature.

Failures can occur as the result of a single overload or from repeated
application of loads. Fatigue cracking and failure are the result of the
latter type of loading. Additionally fatigue failure can result from
either low or high levels of cyclic loading. ratigue failure can occur in

a relatively small number of high loading applications (as might be ex-
periened during strong motion earthquakes) - a large number of light loading
applications (as caused by operating machinery). Thermal loadings as

well as mechanical loadings can result in fatigue failures.

Other factors contributing to lose of strength in materials are corrosion

and irradiation..



1.4 DETECTING STRUCT!RAL DAMAGE

Although the objective of this survey was to search for evidence (both
experimental and analytical) that a predictable relationship exists between
physical damage and changes in a structure's modes of vibration, the
ulterior motive is to implement monitoring schemes which can effectively

detect damage in various components of a nuclear power plant.

Ther~ are many types of mechanical components in a nuclear power
plant, e.g., pressure vessels, containment structures, piping systems,
pumps, motors, and compressors, which are made out of varied types of
material. The task of monitoring the vibration of all these com-

ponents is indeed a complex one.

The major steps of a damage assessment scheme using vibration measurements

are shown in Figure 1.1.

The first step involves the sensing of the structure's vibrations with some
type of motion sensitive transducer. These transducers typically convert
motion (sensed as displacement, velocity, or acceleration) into an electronic
signal. This signal can be stored directly on a magnetic tape, or it can be
digitized, i.e., converted to a sequence of numbers, and stored in a digital

memory.

10



MEASURE SYSTEM'S DYNAMICS
(VIBRATION RESPONSE)

IDENTIFY MODAL
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|
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DAMAGE FROM MODAL
UATA COMPARISONS & OTHER FACTORS

FIGURE 1.1 MAJOR STEPS OF DAMAGE ASSESSMENT
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Once the signal has been - -ored in the form of digital data in a computer's
memory, many different processing techniques can be used to identify the
modal parameters of the structure. So, the second step of the process is

basically a data processing task.

The third step, comparison of the modal parameters with reference values,
can also be viewed as a data processing task, accomplished by the comput-~,

or it could be done manually.

The final step, however, is basically a subjective decision making task,

since the assessment of acceptable damage must take into account many other

factors than simply a shift in the structure's modal parameters.

Another way of characterizing this process is to liken it to a medical
doctor ut.ing a stethoscope to listen to a patient's heartbeat as an aid to

determining whether he or she is healthy or not.

Just as the heartbeat does not give a complete picture of a person's health,
vibration signals from a mechanical structure will probably never conclusively
reveal whether or not it has undergone significant damage. However, it

is generally agreed that vibration signals are a useful indicator of physical

damage in many cases.

-
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Implementation of this process involves the proper choice and location of
motion sensitive transducers, electronic signal conditioning, data acquisi-
tion, storage, and processing using digital computers, and some type of
strategic decision making process involving both machines and human being- .
This last step will certainly involve some amount of qualitative judgement

before a final decision is reached. This process is depicted in figure1.2 .

13
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1.5 SUMMARY AND RECOMMENDATIONS FOR FURTHER WORK

During the course of this survey we discovered that there has been a consid-
erable amount of research directed at the broad problem of assessing structural
integrity. However, we found few examples of cases where structures
(especially nuclear power plant structures) were being monitored using

modal parameters as the primary discriminants. The majority of the

monitoring cases we discovered recognized the need for this type of monit-
oring but were generally still measuring only ambient vibration data with
Tittle or no data processing to detect vibrational changes. The most
sophisticated work appears to have been done with offshore platforms, where
efforts are directed specifically at monitoring structural integrity

via modal parameter identification methods.

We found that a variety of testing techniques have been developed for
exciting structures with a controlled force input, and that they are
sufficiently accurate for identifying the modes of many types of nuclear
power plant structures. It was also found that ambient vibration measure-

ments (i.e. no artificially applied forces ) can be used to identify modes.

While we felt that the greatest amount of the work done to date has been on
the refinement of excitation methods, in our opinions, refinement of the
associated data processing and parameter estimation methods were noticeably
lacking. For example, many articles told of using either the "half-power
point method" or the "log decrement method" to estimate the percent critical
damping in the structure. Estimates using these methods had a large amount

of variance and generally yielded only "ball park" estimates.
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Although a number of more sophisticated modal parameter estimation
(i.. curve fitting) algorithms have been developed in recent years, and
many of them are referenced here, there is still a need to substantiate

their usefulness in real world monitoring situations.

Another area of investigation which has received little attenticn is
determining the sensitivity of modal parameter changes to structural
failures in certain classes of structures such as containment vessels,
condensors, pumps, etc. in nuclear power pdlants. There are, however,
some current research efforts being conducted on offshore platforms to

determine the sensitivity of modal parameters to structural failure.

Dr. Paul Ibanex and co-workers at ANCO Engineers, Santa Monica, Calif-
ornia are currently working on the combined use of finite element
computer modeling, forced vibration testing and parameter identification

techniques for monitoring the structural integrity of offshore platforms.

Dr. Sheldon Rubin and co-workers at Aerospace Corporation have recently
completed a computer study of the sensitivity of modal parameter changes
to failures in certain standard types of offshore platform trusses.
These results will be availuble from the U.S. Geological Survey in the

near future.

In conclusion, it has been made clear to us through this study that the
feasibility of monitoring modal parameters for determining structural

damage has been demonstrated in a number of isolated instances.



The application of this technology to nuclear power plant structures has
not as yet been clearly demonstrated, however. In order to move closer to
the accomplishment of this goal, further work is recommended in the following
areas.
1) Controlled Tests: Systematically modify various types of nuclear
power plant structures and monitor their modal parameters to

determine if and when structural degradation can be detected.

2) Conduct experiments to monitor modal parameters from structure:
being excited by various types of ambient forces (e.g. wind, fluid,
seismic, machinery) to determine the quality of the data that can

be derived with these kinds of forcing functions.

3) Investicate various curve Fitting algorithms for identifying
modal parameter estimates from power spectrum, impulse response r

transfer function data taken from nuclear plant struc’ures.

4) Investigate new methods for simple and economical in-situ forced

excitation of nuclear power plant structures.
5) Beain a continuous data collection and modal parameter monitoring

program at several nuclear power plants to build up a base of

historical data relating modal parameter changes to actual failures.
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2.0 MODAL ANALYSIS - A TUTORIAL REVIEW

The theory of modal analysis has been well developed four many years. There
are many text books on the subject, and most university courses on dynamic
analysis nowadays include a treatment of the basic concepts of modal

analysis.

In this section we review all of the basic concepts, and much of the termin-
ology associated with modal analysis. There are a number of simplifying
assumptions associated with the use of modal analysis. These assumptions
can be satisfied in a large number of test situations, but they must be kept
in mind during a modal test since they can be easily viclated when testing

complex structures.

Modal Analysis is the process of characterizing the dynamics of an elastic

ctructure in terms of its modes of vibration. Physically speaking modes of
Jibration are the so called "natural" frequencies at which a structure's

sredominant motion is a well defined waveform, as shown in Figure - %

watrematically speaking modes of vibration are defined by certain parameters
5f & linear dynamic model. As shown in Figure 2.2 each mode of vibration

is defined by a resonant frequency, a damping factor and a mode shape. It
will be <hown later that a dynamic model can be completely represented in

terms of these parameters.
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MODES OF VIBRATION (PHYSICAL): “NATURAL" FREQUENCIES
AT WHICH A STRUCTURE'S PREDOMINANT MOTION IS A WELL
DEFINED WAVEFORM

MODES OF VIBRATION (MATHEMATICAL): PARAMETERS OF A
LINEAR DYNAMIC MODEL

FIGURE 2.1

EACH MODE IS DEFINED BY

MODE 1 MODE 2
23.58 Hz RESONANT FREQUENCY 45.75 Hz
1.54% DAMPING FACTOR 2.04%
(1st BENDING) MODE SHAPE (2nd BENDING)
FIGURE 2.2
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The purpose of modal testing, then, is to artifically excite a structure
so that the frequencies, damping and mode shapes of its predominant modes
of vibration can be identified.

2.0.1MODES OF VIBRATION AND LINEAR DYNAMICS

One of the advantages, and apparent limitations, of modal analysis is
that modes of vibration are only defined for linear dynamical systems.
Hence, all of the developments of analysis and measurement techniques
discussed here apply to structures undergoing linear dynamic motion only.
Now, it is well known that most structures will distort, i.e., behave

in a non-linear manner, if excited with sufficiently large forces. For
instance, several of the references we reviewed (Refs. F.6, F.7 & F.15)
are concerned with accurztely modeling the non-linear dynamics of

structures so that their response to earthquakes can be predicted.

Nevertheless, most structures will behave in an approximate linear
manner if excited at low levels. Furthermore, vsing modern-day measure-
ment and data processing methnds, modal parameters can be accurately

identified from low level vibration signals.

Hence, the application of modal analysis to low level vibration signals

offers a sound measurement and analysis approach for detecting structural

damage, even though the failure process itself may be highly non-1inear.
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2.1 MODELING STRUCTURAL DYNAMICS

For the purposes of modeling their dynamics, mechanical structures can be
divided into two classes; RIGID bodies and ELASTIC bodies. Although most
structures are elastic throughout, many times an2lysis of their dynamics
can be greatly simplified without significant loss of accuracy by assuming
that they behave as if they were an assemblage of rigid masses connected
together by spring and damper elements. (A simple mass, spring, damper
system is shown in Figure 2.3) Rigid body systems (also called lumped
parameter systems) can be analyzed in a straightforward manner by applying
Newton's Second Law to all masses in the system. By performing a "force
balance” on the system, that is by setting all forces acting on each mass
equal to its mass multiplied by its acceleration, a set of differential
equations is derived which completely describes the dynamics of the system.
These equations can then be solved analyticzlly to yield structural

responses to specified externa! forces and boundary conditions.
However many dynamics problems cannot be solved by using a rigid body

approximation of the structure. These problems require that the dis-

tributed elastic behavior of the structure be modeled more accurately.
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CLASSIFICATION OF
DYNAMICS PROBLEMS
RIGID BODY

STRUCTURE SOLUTION

ANALYTICAL SOLUTION
(NEWTON'S 2ND LAW)

ELASTIC BODY
SIMPLE HOMOGENEOUS

ANALYTICAL SOLUTION
(WAVE EQUATION)

* COMFUTER
(FINITE ELEMENT MODELING)

* MEASUREMENT OF DYNAMICS
(TRANSFER FUNCTIONS)

FIGURE 2.3

THE FINITE ELLEMENT METHOD

1. REPRESEN STRUCTURE BY COMBINATION OF SMALL ELEMENTS

1 1Y

STRUCTURE

. I

— R
I PLATE ELEMENT
- (6-DEGREES-OF -FREEDOM,)
2. EQUATIONS OF MOTION ARE COMPUTER GEMERATED FROM
PHYSICAL PROPERTIES OF THE STRUCTURE

m. m, i [ e, ] k. kg [xan] [t
m,. 0| e Ak xAn| 140
+ + =
| —— p —— e R el
MASS MATRIX DAMPING MATRIX  STIFFNESS MATRIX

INERTIAL FORCES DISSIPATIVE FORCES RESTORING FORCES El;:lg‘;l.

FIGURE 2.4
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[f the structure has a simple geometric shape and its physical properties
(eg. density and elasticity) are more or less uniform throughout, then a
partial differential equation of the form known as the "wave equation"” can be
used to describe its dynamics. There are well known solutions to the wave
equation for many types of simple mechanical structures, such as beams,
shafts and plates. However the approximations required in order to apply
these analytical methods are often too restrictive to adequately describe

the dynamics of complex structures.

The requirement for a more generalized method for modeling the dynamics of
large, complex structures with non-homogeneous physical properties has
brought about the development in recent years of the finite element

modeling method.

2.1.1THE FINITE ELEMENT METHOD

The objective of the finite element method is to sub-divide a structure
into an assemblage of many smaller elements such as plates, beams, shafts,
etc. Then the overall equations of motion of the structure are constructed
from equations describing the motions of each of the individual elements,
plus all the boundary conditions at the connection points between elements.

(This process is depicted in Figure 2.4)
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A primary advantage of this approach is that it has been computerized, and
readily available programs such as the NASTRAN program, which was initially
developed by NASA (The National Aeronautics and Space Administration of the
United States) to assist in the design of space vehicles, can be used to

build very large dynamic models of complex structures.

As shown in Figure 2.4,the differential equations of motion are a set of
simultaneous, second order differential equations which represent a "force
balance" among the inertial, dissipative, restoring and externally applied

forces on the structure.

Note that the space variable x(t) has been "discretized" in this inodeling

process. That is, a finite number of degrees-of-freedom* have been chosen
to represent the motion of the structure. This approximation removes all

derivatives with respect to the space variable from the equations and

reduces them to a "generalized" statement of Newton's Second Law.

Although these equations are of the same form as those obtained by using
rigid body analysis, the mass, stiffness, and damping coefficient matrices
do not necessarily contain mass values, spring constants and damping
coefficients which are readily associated with lumped elements on the
structure. Rather, these matrices can be viewed simply as coeffirients
which are necessary to satisfy force balances between the various finite

elements of the structure.

e degree-of-freedom is motion at a point in 2 particular direction.

24



Once the mathematical model has been built, (i.e. the mass, stiffness and
damping matrices have been synthesized), the equations of motion can be

solved, again by using computer methods.

A popular method of solving the equations of motion is to "diagonalize"
them. This is done by finding the "eigenvalues" and "eigenvectors” of the
equations. A commonly used approach is to assume that the damping forces

on the structure are negligible, and can therefore be ignored. The
equations of motion, minus the damping terms, can be transformed to a new
coordinate system, called "generalized" coordinates, and written in diagonal
or uncoupled form as shown in Figure 2.5. The transformation relating the
generalized coordinates to the actual degrees-of-freedom of the structure is
a matrix, the columns of which are the eigenvectors of the system. Once

the equations of motion are in diagonal form it is much easier to solve them
to obtain the structure's response to externally applied forces. This model

is known as a "normal mode" model.

2.1.2 USES OF THE MATHEMATICAL MODEL

A finite element model can be used to perform several different types of
analysis. They include: LOAD ANALYSIS, MODAL ANALYSIS, "WHAT IF"
INVESTIGATIONS and DYNAMIC SIMULATION.
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THE FINITE ELEMENT METHOD

3 THE EQUATIONS OF MOTION ARE DIAGONALIZED SO THAT
RESPONSES TO EXTERMAL FORCES CAN BE SIMULATED

* DIAGONALIZATION INVOLVES FINDING THE EIGENVALUES
AND EIGENVECTORS OF THE EQUATIONS OF MOTION

* DISSIPATIVE (DAMPING) FORCES ARE USUALLY IGNORED
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FIGURE 2.5

USES OF MATHEMATICAL MODEL

1. LOADS ANALYSIS: EXTERNAL FORCES [ INTERNAL STRESSES,
STRAINS

2. MODAL ANALYSIS: IDENTIFICATION OF RESONANT FREQUENCIES
OF VIBRATION AND AMPLITUDES OF VIBRATION AT RESONANT

FREQUENCIES
EIGENVALUES [ RESONANT FREQUENCIES

EIGENVECTORS [> AMPLITUDES OF VIBRATION
(MODAL VECTORS, MODE SHAPES)

=TT
- "/_/i ‘1 ,l‘./" [ T
e = \'»\L'V P

3. “WHAT IF" INVESTIGATIONS: WHAT HAPPENS IF MASS AND/

OR STIFFNESS IS ADDED TO OR REMOVED FROM STRUCTURE
(MODAL SYNTHESIS)

4. DYNAMIC SIMULATION: STRUCTURE RESPONSE TO REAL
WORLD EXTERNAL FORCES (FATIGUE PREDICTION)

FIGURE 2.6
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LOAD ANALYSIS 1s basically an analysis of the internal stresses and strains

fn a structure due to external loads. If the structure is in & static
condition (i.e. all accelerations are zero) then the equations of motion
reduce to a force balance between the internal restoring forces and externally
applied forces. By performing analyses with these equations, areas of high
static stress or strain can be located on the structure. In a similar

manner dynamic stress and strain levels can be analyzed if the inertial

terms are also included in tr. equations of motion.

MODAL ANALYSIS is define: as the process of characterizing the dynamics of
a structure in terms .f its modes of vibration. It turns out that the
eigenvalues and eic :nvectors of the previously defired normal mode math-
ematical model are also parameters which define the resonant frequencies
and mode shapes of the modes of vibration of the structure. (This is shown
in Figure 2.6) That is, the eigenvalues of the equations of motion
correspond to frequencies at whi¢h the structure tends to vibrate with a
predominant, well defined deformation. The amplitude of this wave motion
on the structure is specified by the corresponding eigenvector. Each
mode of vibration, then, is defined by an eigenvalue (resonant frequency)
and corresponding eigenvector (mode shape). If the dynamic model has
n-degrees-of-freedom then it also has n-eigenvalue-eigenvector pairs, or

n-modes of vibration.

Knowing the modes of vibration of a structure is useful information in
itself, for it tells at what frequencies the structure can be excited into

resonant motion, and the predomonant wave-like wotion it will assume at a
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resonant frequency. In many cases, this information is sufficient for

modifying the structural design in order to reduce noise and vibration.

WHAT IF INVESTIGATIONS can be conducted using a finite element model to
determine how change< in the mass or stiffness of the structure will

affect its dynamic characteristics. These types of investigations can be
made using the mathematical model long before the first prototype structure
is even built. This way, any deficiencies in the design can be spotted
early in the design cycle where changes are a lot less costly than in the
later stages. This capability is perhaps the single most important advantage
of finite element modeling.

A finite element model can also be used for SIMULATION of the dynamic
response of the structure tn real world external forces. These forces might
be of short duration and high amplitude, i.e. impulsive in nature, in which
case they could cause immediate damage to the structure. Or they may be

of long duration and cyclic in nature, and could cause fatigue damage to

the structure over a long period of time.

The simulated response of the mathematical model could be used as input to
fatigue damage prediction algorithms, thus giving information about the
fatigue life of a prototype design even before the first prototype is con-
structed.

28



Finite element modeling does however have two major disadvantages. Most
finite element computer programs are very large in size, and require large
computers with lots of memory in which vo operate. Hence, it is not unusual
to spend tens of thousands of dollars to develop a single finite element
model. To obtain the required accuracy, models containing several thousand
degrees-of-freedom are not uncommon. Models of this size require many

man-hours of effort to develop, debug, and operate.

A second disadvantage of finite element modeling is that the dynamic
response of the model can differ substantially from that of the actual
structure. This can occur because of errors in entering model parameters,
but can also occur when the finite elements do not approx’ e the real
world situation well enough. Many times the model will turn cut to be much
stiffer than the actual structure. This can be due to the use of an
inadequate number of elements or unrealistic boundary conditions between

elements.

Both of these disadvantages po’nt to a need for dynamic testing of the

structure in order to confirm the validity of the model.

2.1.3  WHY DYNAMIC TESTING?

Not only is dynamic testing necessary in order to check a finite element
model, but some other advantages can be gained from testing, as shown in

Figure 2.7.



WHY DYNAMIC (MODAL) TESTING?

e

TO CONFIRM ANALYTICALLY-DERIVED DYNAMIC MODELS
TO TROUBLESHOOT VIBRATION PROBLEMS
TO EVALUATE DESIGN "FIXES"” TO STRUCTURES

> e oW

TO CONSTRUCT A NYNAMIC MODEL FOR PARTS OF A
STRUCTURE TOO DIFFICULT TO MODEL ANALYTICALLY

FIGURE 2.7
FINITE ELEMENT MODAL
ANALYSIS TESTING
MASS, STIFFNESS, TRANSFER
DAMPING
MATRICES P —

MODAL MODAL
PARAMETERS PARAMETERS

FIGURE 2.8
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Dynamic testing can be used for troubleshooting noise and vibration problems
in existing mechanical systems. These problems can occur because of errors
in the design or construction of the system, or they could occur as a result
or wearout, failure or malfunction in some of its components. Not only can
testing be used to locate a problem, but it can also be used to evaluate
fixes to the problem. Finally dynamic testing can be used to construct a
dynamic model for components of a structure which are too difficult to model

analytically.

In all the cases mentioned above, the objective of the dynamic testing
procedure is to excite and identify the test specimen's modes of vibration.
As shown in Figure 2.8the common element between finite element modeling and

dynamic, (or modal) testing is the modal parameters of the structure.

2.1.4 TIME DOMAIN MODEL

In a measurement situation the actual input forces and responses for a finite
number of degrees-of-freedom of the structure are measured. So if a model
were constructed from the measurements involving these specific degrees-of-
freedom, the model would give an accurate description of the structural
dynamics involving those points. This is a different situation than with a
finite element model where the degrees-of-freedom and the size and shape of
the elements are chosen so as to approximate the dynamics of the structure

as closely as possible.
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THE STRUCTURE DYNAMIC MODEL

(TIME DOMAIN)
M) + Cx(t) + Kx() = K1)
v PR | APPLIED
MASS DAMPING | STIFFNESS FORCE
MATRIX / MATRIX MATRIX VECTOR
ACCE .ERATION VELOCITY DISPLACEMENT
VECTOR VECTOR VECTOR

IF n-DEGREES-OF-FREEDOM ARE MEASURED ON THE STRUCTURE
THEN THE VECTORS HAVE n-COMPONENTS AND THE MATRICES
ARE (n~n).

FIGURE 2.9

THE STRUCTURE DYNAMIC MODEL
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FIGURE 2.10
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The time domain structural dynamic model, as shown in Figure 2.9 exhibits
the same form as the finite element model but, at least in principle, is an

exact model of the structural dynamics if obtained from measurements.

2.1.5 Laplace Domain Model

In modal testing we typically do not directly identify parameters of the
time domain model of Figure 2.9, but rather parameters of its Laplace domain

equivalent, shown in Figure 2.10.

In this model the inputs and responses of the structure are represented by
their Laplace transforms. Time domain derivatives (i.e. velocity and
acceleration) do not appear explicity in the Laplace domain model but are
accounted for in the transfer functions. The transfer matrix contains
transfer functions which describe the effect of an input at each degree-of -
freedom (D.0.F.) upon the response at each D.0.F. Because the model is
Tinear, the transformed total motion for any D.0.F. is the sum of each
transformed input force multiplied by the transfer function between e input
+.0.F. and the response D.0.F. For example the response of D.0.F. number

2 in Figure 2.10 is:

Xp(s) = hyy(S)Fy(s) + hyp(s)Fpls) + = = = - + hy (s)F (s)

A1l of the concepts (mathematical and dynamical) associated with this
seemingly complex multiple - D.0.F. (MDOF) model can be better understood by
examining in detail a single - D.0.F. (SDOF) system.
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2.2 SINGLE DEGREE OF FREEDOM SYSTEMS

A single degree-of-freedom (SDOF) system is any system whose motion can be

described by a single cuordinate.

) — m - x(t)

k
b/ N

- G T ik R ASE e AN

Fisur. 2.4
where: m = mass of the system
k = spring stiffness constant

x(t) = system response (displacement)

f(t)

applied force
The equation of motion of the SDOF system represented by Figure 2.11 is:
mX@) + kx(t) = f@t) (21)

where x(t) = response acceleration.
The equation of motion for free vibration of the system (i.e. f(t)=0)

completely defines the system's dynamic characteristics.

mX@) + kx(t) = o (2.2)

34




To solve this differential equation, we assume a solution of the form

x = Ae*t and substitute it into equation (2.2) yielding

A(maz+k)ed =0 (2.3)
The urknown is then determined from the equation
mat+k = 0O

(2.4)

This equation is defined to be the system's characteristic equation. The

roots of this equation are the system's resonant frequencies. For an v lamped

system such as this the solution for the free vibration response is:
dlt ‘lt
x(t) = A ™" + Aye™ = B, cos(n,t)+ B, cos(N,t) (2.5)
where:

d,-J‘{:l:_-' | Oy = .Ng‘ (2.6)

The undamped natural frequency ( fl, ) of this system is now defined as

2,= K gt
L. oy
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The response of the system in free vibration is said to be harmonic, and the
constants B] and 82 are determined from the initial displacement and velocity

of the system. When equivalent viscous damping is added to the system the

equations of motion become

mx(t) + cx(t) + kx(t) = fl¥) (2.8)

where C = damping constant

x(t) = system velocity

The system can now be represented by the schematic diagram in Figure 2.12.

F&) = |- x(t)

N S S S 4

Fugure 2.12

The system's characteristic equation now becomes

mo? + cx +k =0 (2.9)
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The solutions to this equation are still referred to as the resonant

frequencies of the system

(2.10)
A, = -c*"c'-hnk Ay = -c-'{c’-4mk

im Zm

When the constants m, ¢ and k are such that the roots are real and negative

the response of the system will be that of a damped exponential. Those
systems that exhibit this type of a response are defined as overdamped. The
double roots uf the characteristic equation reduce to one when the quantity
under the radical in eqs. (2.10) becomes zero. The amount of damping

required to cause this condition is defined as the critical damping (Cc)

of the system.

(2.11)

Cc = 2dmk = 2m D,

Systems that have critical damping are referred to as critically damped.

When the roots of the characteristic equation become complex (i.e. the
quantity under the radical sign in egs. 2.0 is negative) the response of the
system is damped harmonic motion. This type of system is referred to as an

underdamped system.




The damping ratio of a structure is used to classify it according to one of

the above three categories. The damping ratio (?) is the amount of damping

in the system divided by the critical damping of the system.

3=£ . _C (2.12)
Ce Zm.ﬂo

The roots of the characteristic equation can also be written in terms of

the damping ratio as:

L= (-3+NFT)D, oy = (-3-VFET)D, (2.13)

The damping ratio for the three different types of systems aie
1) 4> 1  overdamped
2) { = 1 critically damped
3) ; <1 underdamped

If cne plots the ratio of the roots of the characteristic equation to the
undamped natural frequency (as shown in Figure 2.13) if the damping ratio equals
zero *he roots start out as totally imaginary; As the damping ratio becomes
greater than zero the roots become complex, and when 7 = 1 the two roots

coalesce to one real root.
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The systers th~¢ are of primary importance in structural analysis, are
those that are underdamped, i.e. T< 1. The resonant frequencies of an

underdamped system are always complex and can be rewritten as:

A, = (-f*jw)l-f‘ ), = (- 1-TE) M (2.14)

The free response of the system in Figure 2.12 takes on the following form.

x(t) = Ae.m°t sin (Jl-]" Nt +¢) (2.15)

where the constants A and ﬁ depend on the initial conditions of the system.
From equation (2.15) we define the damped natural frequency (We ) of a single

degree of freedom system.

w, =VI-7* N, (2.16)

2.2.1 Transfer Function of a Single Degree-of-Freedom

The Laplace variable is a complex number, normally denoted by S = ¢+ jw .

Since the transfer function is a function of the S-variable, it too is complex

valued.
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The equation of motion of a damped SDOF system can be transformed to the

S-Domain by using the Laplace transform.

L [m(®) + cx(e) « kx®)] = L[$W)] (2.17)

or

(me*+cs+k) X = Fs) (2.18)

where all initial conditions are assumed to be zero.

The transfer function(H(s)) is defined as the ratio the Laplace transform

of the response (X(s)) divided by the Laplace transform of the forcing
function (F(s)). Or

His) = X(8) = | (2.19)
F(s) matscs+k

or

Hs) = (2.20)

¢+ 2§N,5 + *
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or:

H(s) = /m (2.21)
(s-pY(5-p2)
where:
p = (-fﬁj\/l-f"‘ e = ~K+)us (2.22)

Pr= CF-Ni-3") 0 = -a-jwn

Plots of a typical transfer function on the S-plane are shown in Figure 2.14.
Because it is complex, the transfer function is represented by its REAL and
IMAGINARY parts or equivalently by its MAGNITUDE and PHASE. Note that in
this case, the transfer function is only plotted over half of the S-plane,
i.e. it is not plotted for any positive values of @ . This was done to give
a clear picture of the transfer function values along the jwcaxis. These

values will become important later in this development.
Note also that the magnitude of the transfer functicn goes to infinity at

two points in the S-plane. These discontinuities are called the POLES of the

transfer function. These poles define resonant conditions on the structure
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which will "amplify" an input force. The location of each of these poles in

the S-plane is defined by a FREQUENCY and DAMPING va.ue as shown in Figure 2.15,
and expressed mathematically by equations (2.22). Hence the ¢-axis and

jw-axis of the S-plane have become known as the damping axis and the

frequency axis respectively. The frequency and damping which define a pole

in the S-plane are the frequency and damping of a mode of vibration of the

structure.

The transfer function if typically expressed in its equivalen: partial

fraction form as:

Hes) = _Av_ 4 _As (2.23)
S-p S=pa
where: A. = | Az & A.. . - |

. )
2)mw, Zymw,
* . denotes conjugate

The constants A] and Az are referred to as the residues of the poles P and

Pp- Equation (2.23) is conveniently written in standard form as:

Hiey= R R¥* (2.24)

2jis-p) 2j (s-p*)

where: R=R = 1/mun
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2.2.2 The Frequency Response Function

In a test situation we do not actually measure the transfer function over
the entire S-plane, but rather its values along the jw (or frequency) axis.
These values are known as the frequency response function as shown in Figure

(2.16).

Since the transfer function is an "analytic” function its values throughout
the S-plane can be inferred from its values along the jw-axis. More
specifically, if we can identify the unknown modal parameters of a transfer
function by "curve fitting" the analytical form (Eq. 2.24) to measured values
of the function along the jw-axis, then we can synthesize the function

throughout the S-plane.

The Fourier transform of a function is the Laplace transform of that function
evaluated along the imaginary axis of the S-plane. The frequency response
function of a structure, can be determined (measured) experimentally by
measuring an input waveform or function and its corresponding response
fur~tion. The ratio of the Fourier transform of the response to the input
then yields the frequency response function between tie input and response
points of the structure. The frequency response function of a SDOF system

takes the following form:

H($)| = Hw) = X(‘Ua - Vm (2.25)
$=w Flw) (NE-w')+)2flw

46



2.2.3 Alternate Forms of the Frequency Response

The frequency response function, being complex valued, is represented by

two numbers at each frequency. Figure 2.17 shows some of the alternative forms
in which this function is commonly plotted. The so called CO-QUAD plot, or
real and imaginary parts, derives its origin from the days of swept sine
testing when the real part was referred to as the COincident waveform and

the imaginary part as the QUADrature waveform. The Bode plot, or log
magnitude and phase vs. frequency, is named after H.W. Bode who made many
contributions to the analysis of frequency response functions. (Many of
Bode's techniques involved plotting these functions along a log-frequency

axis).

The Nyquist plot, or real vs. imaginary part, is named after the gentleman
who popularized its use for determining the stability of linear systems.
The Nichols plot, or log magnitude vs. phase angle, is named after N.B.

Nichols who used s:'ch piuts to analyze servo-mechanisms.

2.2.4 The Impulse Response

When a system (structure) is subjected to an impulsive type of input the
response of the structure is a sum of decaying sinusoids. The impulse
response, like the transfer function and frequency response function,

contains information about the structure's dynamic characteristics.
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To solve for the response of a SDOF system, subjected to an impulse, it is
convenient to use equation (2.24). The Laplace transform of the forcing
function (i.e. the impulse) is equal to unity in the S-domain. Thus the

response of the sysiem in the S-domain becomes

X = R R‘

2j (s-p) ¥ 2j(s-p)

(2.26)

The impulse response function is then determined by taking thz inverse

Laplace transform of equation (2.26). Hence the impulse response of a damped

SDOF system is:
ht) = L' [x)] = Re'msin (Nt +¢) (2.27)

or alternatively:

" | -t ;
hO (k)€ (T ag ) 0

(since R is real valued in this case 95 = 0 degrees)

In the case of a SDOF system (structure) the impulse response is a damped
sinusoid. It will be shown later that for structures with multiple degrees
of freedom, the impulse response will be a sum of damped sinusoids. The
parameters that make up the impulse response contain all the information

about the dynamic properties of the structure.
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The impulse response of a structure can also be determined by taking the

inverse Fourier Transform of the frequency response function.

Figure 2.18 shows a typical SDOF impulse response function.

Experimentally the impulise response of a structure can be determined in two
different ways. First the structure could be excited by an "approximate" delta
function ; for instance, a hammer blow or an explosive force. The

measured response of the structure is then an "approximate" irpulse response
finction. Or secondly, the frequency response of the structure could be
measured, using a variety of excitation techniques, and then inverse Fourier

transformed to obtain the impulse response.
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2.3 MULTIPLE DEGREE OF FREEDOM (MDOF) SYSTEMS

Multiple degree-of-freedom systems (MDOF's), are those that require 2 or more
independent coordinates to describe their motion (position). In general all
physical systems (structures) have an infinite number of degrees-of-freedom.
However because of their associated size and complexity, most structures are
modeled (analytically or experimentally) using a finite number of degrees-
of-freedom. The mode! is an "approximate" model because of the finite
number of degrees-of-freedom used to describe the motion of the structure.
Figure 2.19 is an idealized lumped mass model of a building where only the

horizontal translational degrees of freedom of the floors have been retained.

The equa ions of motion for the free vibration of the structure in Figure 2.20

can be expressed in matrix form as:

[M][X®] + [c][x@)] + [k][x@)] = [o] (2.29)

The solution of the undamped equations of motion([ C ] = [ 0 ])for free

vibration can be found by assuming a solution of the form.
t
[x] = [u]e”
Substituting into equation (2.29) yields

[ p*M) + k1] tule® - (o)
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Equation (2.30) is referred to as an"eigenvalue problem", where the unknown -
is defined as the eigenvalue or pole, and the solution vector [u] is the
corresponding eigenvector. The eigenvalue is also called the modal frequency

and the eigenvectors are called mode shapes or modal vectors.

The set of homogeneous equations (equ. 2.30) have a non-trival

solution if thr determinant of the coefficient matrix equals zero. That is:

(2.31)

| tm1+ (k1| = o

Equation (2.31) is a polynomial in 2 and is defined as the characteristic

equation of the system. The roots (f this characteristic equation are the
modal frequencies (eigenvalues) of tie system. Once the eigenvalues are

known they can be substituted into equation (2.30) to determine the mode
shapes. Thz,e is an unique mode shape for every distinct eigenvalue. Since
equa'.on;§§32)set of homogeneous equations, there is no unigque solution

in terms of the [u]. Therefore the solution vectors can only be determined

to within an arbitrary constant. This fact emphasizes that the mode shapes

of a structure are arbitrary in terms of amplitude and that only the ratio

of the mode shape components is unique. As in the SDOF case, the roots of the
characteristic equation (equ. 2.31) appear in complex conjugate pairs. The

mode shapes of the system likewise occur in conjugate pairs.

2.3.1 Orthogonality of Modes

The modal frequencies p and mode shapes [u] satisfy equation 2.30.
Therefore substituting the model frequerncy p, along with its corresponding
53



mode shape u, into equ. 2.30 yields

(2.32)

=Pr M, = (K](wr]

Another solution ‘o the eigenvalue problem is Ps with its corresponding

mode shape ["s] yielding

’P: [M)[us] = (K](u] (2.33)

now, if we premultiply equation (2.32) by the mode shape transposed [uS]t and
equation (2.33) by [ur]t gives

prus) IMIw) = [us) [KICwr) (2.30)

-p: [u,]t[M][u,] - [ur]t(K][u'] (2.35)

Takeing the transpose of equation (2.35) and subt-acting the results from

equation (2.34) gives

(p'-ps) (I (MIw] = o (2.36)
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Since in general the two modal frequencies are not the same value, we have

the following conclusion:

(w1t (MI[w] = o (2.97)

Similarly one can show that

[“s]t[K][“r] =0 (2.38)

Equations (2.37) and (2.38) are statements of the orthogonality of the mode
shapes with respect to the mass and stiffne.,s matrices of the system. This
orthogonality property is sometimes referred to as a weighted orthogonality
property. Ir r = s the triple product of equation 2.37 equals a constant

[ur]t[H] (Ww]=m, (2.39)

The constant m, is defined as the modal mass for mode (r). Similarly the
modal stiffness (k.) is defined by:

[“r]t[l(][h] = k, (2.40)

From equation (2.35) when r = s we have the relationship

Y H—— (2.41)
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The mode shapes of a system can be grouped together in assending order with
respect to their appropriate modal frequency. This matrix of mode shapes
is referred to as the Modal Matrix.

(] = [(wtwd - [w,]] (2.42)

Similarly the eigenvalues or modal frequencies can be grouped together as a

diagonal matrix. This diagonal matrix is the systems Spectial Matrix.

(o] - P'Pt o (2.43)

-
Pn
The unique orthogonality properties of the mode shapes, with respect to the
systems mass and stiffness matrices, can be used to uncouple the original

equations of motion. For an undamped system we have the following equations

of motion.
(M][X®] + [K][x®)] = [f@®)] (2.44)

In general the mass and stiffness matrices of a structure will contain off
diagonal elements. In other words, the equations of motion are coupled.

That is, each equation involves two or more of the dependent variables. In
order to solve equations (2.44) one must first uncouple them. One way to

accomplish this is to transform thesc equations to a new coordinate space
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where the equations are uncoupled. If one used the modal matrix (2.42) as

the coordinate transformatfion matrix we have the following relationship, Let
[xw] = [¢][qw)] (2.45)

where the x's are the physical coordinates and the q's are another set of
coordinates called the Modal or Generalized Coordinates. If one substitutes
the above coordinate transformation into equation (2.44) and then pre-

multiplies by the transpose of the modal matrix we have:
t ”
[6) (MI(6]3(0 + (6] [K]Te1qw = (o) F)  (2.40)

Now the orihogonality properties of the mode shapes are used in the above

set of equations to yield.

[\M\]['cf,(t)] . [\K\][q(ﬂ] = [6]'[4®] (2.47)

Equation (2.47) is a set of uncoupled second order equations in terms of the
modal coordinates q(t) wher. each equation is of the form of a single degree
of freedom system. Once the solution is obtained in modal coordinates, the

solution in terms of the physical coordinates can be found using the

coordinate transformation (equ. 2.45).
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Thus the mode shapes of the system has provided a way tc uncouple the
equations of motion, by transforming the equations to modal coordinates.

Once uncoupled the solution is easily obtained.

2.3.2 Frequency Domain Analysis

The equations of motion for the undamped multiple degree-of-freedom system,
as represented by equation (2.44), can be transformed to the S-domain

(Laplace domain) via the Laplace transform.

[tm)st+ (k][ X)) = [Feo)) (2.48)

or

[B®](X] = [F(]

Where the initial conditions are assumed to be zero in the above equations

the matrix [B {s)] is referred to as the system matrix. The response of the

structure, in the S-domain, can be determined from equation (2.48) multiplying

through by the inverse matrix [B (s)17" Se,

[x®] = (B®] ™ [F&] (2.49)

or

[x(] = [H][F]
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The system's transfer function matrix, which relates the input forces to the

response motion, is defined as the matrix [H (s)] and is the inverse of the
system matrix. For a structure that has two response points of interest, one

can write the following force-displacement relationships in the S-domain.

X, () h,) h.®|| F© (2.50)

X, 5) ha(®) ha|]| RO

The first equation can be written as:

X8 = h,®F ) +hy (9 Fes) (2.51)

As was pointed out previously when time-domain measurements are Fourier
transformed this is equivalent to evaluating the Laplace transform of the

measurement at s = jw. Thus the above equation becomes.

X, (w) = h,(w)F(w) + h, () Fo(w) (2.52)

Equation 2.52 relates the Fourier transform of the response X] to the Fourier
transform of the two force inputs. This particular relationship is
governed by the two frequency response functions h]‘ and h12' From a condition

Where F? = (0 while F] $0
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<]

X,(w) =h,(w)F(w) +h(w) F)X') (2.53)

Thus h”(w) can be determined as

h, w) = XG0 (2.54)
F, (w)

Similarly one can determine h,, by letting F, = 0 while F, # 0 thus,

hn (w) - xl (1')

F. (w) -

The force-displacement relationships in the frequency domain are expressed as

X, (w) hyw h.(w) || R (2.56)
X1 (w) he(@) ha)]| Filw)

An* structure can be modelied in the frequency domain using frequency response

measurements

[X(w)] - [H(w)][ F(-ur\] (2.57)

where [H(w)] is the structures frequency response function matrix. Commonly,
structures can be represented by a set of linear 2nd order differential
equations with constant coefficients. Since the coefficient matrices [M],

[€], [K] are generally symmetric matrices, the system matrix and therefore
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the frequency response matrix are also symmetric.

2.3.3 Mode Shape Determination

The mode shapes, frequency and damping of a structure can be cbtained ¢~om
experimentally measured frequency response functions. As in the SDOF case |
the frequency response function can be expressed in a partial fraction |
expansion representation. Unlike the SDOF case the MDOF frequency response

function can be represented as a summation of SDOF frequency response function.

(2.58)

hn<w>=i[ Rk _ ei‘,u.]
SLgGw-pd) 2y Gu-pl)

The summation is over the number of modes of vibration in the frequency range
of the measurement. Figure 2.20 illustrates a typical frequency response

measurement over a frequency range with two modes being present.

The parameters, R and p in equation 2.58 are defined as Modal Parameters, where

R is the complex residue for the pole p. The residues, for any given mode

of vibration, vary depending on where the frequency response function was
measured on the structure whereas the pole p remains the same all over

the structure. The modal parameters of equation 2.58 are typically determined
via a curve fitting algorithm.

The mode shape Of a structure can be determined from the residues. In fact,

the mode shapes are proportional to the residues . To show this
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we first investigate the relationship of the system matrix to the transfer

function matrix.
From the definition of the transfer function matrix we have,
-l
[H)] = [8(9)] (2.59)

The following identity is true for the matrix inverse

[Bw)[B6]™ = [1] (2.60)

where [I] is the identity matrix. The definition of the matrix inverse is

-1
Bw] = [Ac] (2.61)

S ————————

| S(s\l

where [A(s)] is the adjoint matrix of [B(s)] and [B(s)] is the determinant
of [B(s)]. The determinant of [B(s)] is the systems characteristic
equation (see equation 2.31). Substituting equation 2.61 into 2.60 yields

[B@][A®] = | B [1] (2.62)

If we now evaluate the above equation at a pole s = Pys we have

[(B(p)1[AGpD] = (o] (2.63)
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since the characteristic equation evaluated at a root (pole) is equal
to zero. We can now rewrite the above set of equations using only the

Jj - th column of [A(pk)]
[Bpo][AGp0]; = [o]; (2.68)

or substituting for [ B(px)]

[pétma+Cxa][AlP]; = [o]; (2.65)

The above equation is a set of homogeneous equations in A(pk). The solution
of this equation can only be determined to within a arbitrary constant. That
is, if one of the A(pk)'s are chosen the other A(pk)'s can be determined in
terms of it. The form of the above equation is exactly the same as the
eigenvalue problem as shown in equation 2.30. In equation 2.30 the vector
[u]k is the mode shape for eigenvalue Pys thus the vector [A(pk)]j is
proportional to the mode shape vector [u]k since the mode shape is arbitrary

in amplitude.
[AP); = Ci (W], (2.66)

Where Ck is a constant of proportionality. Thus, every column of the

adjoint matrix of the system matrix evaluated at the pole Py is propor-

tional to the mode shape [u]k. Because the matrix [B(pk)] is symmetric,
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its adjoint matrix is also symmetric, hence if the j - th column of
[A(p&)] is proportional to the mode shape for pole Py SO is the j - th
row of [A(pk)]. The form of the adjoint matrix must ther be

[Alp] = Qy [“]y.[“]: (2.67)

where Qk is an arbitrary constant. The mode shapes can now be related to the

frequency response measurements as follows,

[B(s)]" = %‘E%]’- = [Hw] (2.6”)

Since lB(s)I ic¢ the system characteristic equation, whose roots are the

modal frequenc:. it can be represented as a product of its roots.

|B®| = (s-p)s-ps) -« (5-pzn) (2.69)

Where n is the number of modes in the frequency range of interest. Each root
(pole) appears in complex conjugate pairs. Thus the systems transfer function

matrix can be represented as:

[AD]
($-pX(s-p2) - - (S-Pen)

[Hw] = (2.70)

The above equation can now be expanded in terms of its partial fractions.

[A()] o (R, [R] . [Rw] (2

(5-p)(S-pe) -+ (S-Pan) S-ps s-p2 S-Pin
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The constant matrix [Rk] is called the residue matrix for the pole p K The

k-th residue matrix can be determined in the following manner:
1. multiply both sides of equation 2.71 by the factor (s-pk)

2. evaluate the resulting expressions at the pole, s = Py

Since every term on the right of equation 2.71 is multiplied by the factor
(S'pk)’ except the k-th residue matrix [Rk]’ all the terms go to zero at

(s=pk except [Rk]' Thus the k-th residue matrix is

[AlpO] . [apa] (2.72)
[Ek] (&_P')(P.,P‘)(PK'PIR) if-(P._PA)
7k

The denominator term is just the difference between every pole and the k-th

pole, so it is nothing more than a constant. Let

E - (2.73)
ii'('P&-Fk)
ek
The residue matrix for the k-th mode is
[Re] = E[A(p)]
(2.74)

The matrix [A(pk)] is the adjoint matrix of [B(s)] evaluated at the pole Py
this has previously been shown tu be proportional to the mode shape of the
system for pole Pr (see equation 2.67). Since the constant of proportionality
in equation 2.67 is arbitrary ,every row and column of the residue matrix for

the pole Py » s directly proportional to the mode shape for the pole Pk~
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[R] = Qx (Ul [u]: (2.75)

Because frequency response measurements are just transfer functions, evaluated
2L s = jw, the form of equation 2.71 remains the same. Thus the residues

determined from frequency response measurements are the same as those for the

corresponding transfer function.

Only one row or column of the systems residue matrix for a particular modal
frequency need be determined to obtain the mode shape of the system. This is
because of the form of equation 2.75, where every row and column of the
residue matrix is proportional to the mode shape. For example, consider a

structure where the frequency response information is known for three response

points. That is:

(%] [he he hs ][ 4]
2.76)
%¥| = | hy hn hys L (
| %) | hy hse hy ) &)
The systenls frequency response matrix is
rl|u hie hu.l (2.77)

w)] =
sl ORI

Lhn hu hs.

Each one of the frequency response measurements is assumed to have the

following general form.
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Rrsk Rk
5 sl Z [ 2j (yw- ~3 2j (jur- ﬁ-)]
(2.78)

where the residue Rrsk is the residue for the k-th mode involving response
point r and input point s. One can express the residue matrix for the k-th

mode as follows.

[R] Ru gu zu
K Kv Rae 2“ (2.79)
From equation 2.75

FR“ en. 2" T 'u} u-|“>l u.uj- (2.80)

utul u'tl U Us

Ru Ra R
Lﬁu R g”dk

Jk

Lugu. UsUy ust

where the constant Qk was arbitrarily set to unity because of the mode

shapes of a structure are completely arbitrary in amplitude. From the above
equation one can see that every row or column of the residue matrix
corresponds to the mode shape [u]k multiplied by a component of itself. This
is the essence of experimental modal testing, only having to measure one row

or column of the frequency response matrix to determine the systems mode shapes.

In the above example of a three input-output system we can demonstrate the

modal testing methology by assuming only the second column of frequency response
measurements were made.Each of the frequency response measurements have the
following form:
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n
hﬂ. = Z Ruk - thk (2.81)

hn B Ruk . :t (2.972)

n
hn-z Rk _ _Ran (2.83)
& 4(w-p) 7z Gupt)

The three experimental frequency response measurements are then curve fit to
their corresponding forms represented by the above equations. In the process ,modal
parameters, namely the residues and poles for each mode are thus determined.
Instead of knowing the entire residue matrix we now only have determined the

second column for each mode. The residue column for the k-th mode is:

l:ﬁilk -

Rz (2.88)

— - K
The relationship between the measured residues of the k-th mode and the

k-th mode shape becomes.

Peﬂ- ] ’—u.ug ]
Ra| = | u (2.85)
Lgnd k k u‘u‘. ‘e
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From the above relationship we see that the residue vector is equal to the
mode shape multiplied by the second component of the mode shape U2 . The
actual mode can be determined by recognizing that the driving point residue
is,
!
Ru = Uk (2.86)

or “x'\‘?u

Thus the mode shape for mode K is

—ll.'-1 | —R‘;
= T R (2.87)
W {E; 22
Lu!.k LE“JK

2.3.4  SYNTHESIS OF FREQUENCY RESPONSE FUNCTIONS

Frequency response functions can be synthesized from moade shape data
utilizing the relationship between the resiiue matrix and mode shapes. [see
equation 2.75)In the previous example the second column of the frequency
response matrix was used to determine the second column of the residue
matrices for each mode. From this set of residues the mode shapes were

calculated. The entire residue matrix can now be re-constructed from the

mode shape data. For mode k :

.
E 2" en zlj 1 r“| E 1 u'
Ru R zl‘! = U U,
| Ry Ry z,,‘k | Usf, L U]y (2.89)



Once the residue matrices for all the modes are known, any particular

frequency response function can be synthesized using equ m 2.78.

2.4 STEADY STATE RESPONSE - SINE TESTING

The SDOF equation of motion can be rewritten in terms of the damping ratio

and undamped natural frequency

R + 250, %0+ N2 x) = NIFQ

(2.89)
where F(8) = £/

Transforming equation 2.89 to the s-domain using the Laplace transform yields

« !l _nte | (s D+ | %o
X(s) m.ﬂ. (s)-.-a_(.‘_).(s 250, X () X (o)

B(s) (2.90)

where the last two terms are a result of any initial displacement or velocity.

We assume the initial displacements anc velocity to be zero ,giving

X6 = QSFG) (2.91)
(S‘#Z?-Q."—n-:)

The forcing function is now assumed to be of sinusoidal nature

jnt

where fL is the frequency of excitation. Thus,

Fls)m 1 (2.93)
sy
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The response in the s-domain becomes,

i
X(s) = dL - n.
(st+2¥R,8+N8)(s-1 )  (5-p)(s-pF)(s-)0)

(2.94)

To facilitate the taking of the inverse Laplace transform, the above equation

is expressed in its partial fraction form.

oly _A L A A (2.95)
(s-p)(s-p*)(s-)R) S-P, s-p* s-)&L

The time domain response is obtained via the inverse Laplace transform
t t Nt
x(t) = A.e“ + Alep. +A,e_»"‘1 (2.96)

The "pole" pairs P have previously been -hown to be

o= - F0 % D, -7

The first two terms of equation 2.96 are decaying sinusoids, these two terms
represent the transient part of the respon.e for X(t). This transient

part is similar to the impulse response of the system. The transient part
w'll eventually decay to zero amplitude, leaving only the steady state

response due to the last term in equation 2.96. The time constant for this

decay is

T = -f__—(i— (2.97)



The time constant is a function of both the damping and undamped natural
frequency of the system. For systems that are lightly damped and have a
Tow natural frequency the time constant can be very large. This fact is
the primary reason that sine testing (exciting a structure with a sinusoidal
forcing function) is very time consuming for structures with light damping
and low natural frequercy. This is typically the case we have with large
structures. When a sinusoidal forcing function is used to measure the
system response one must wait approximately 3 time constants, so that the
transient response has decayed to 95% of its original response. Thus the
response of the structure would be primarily the steady state response.
For example if the structure that was being tested had a damping ratio and
natural frequency:

7 - 0

1ﬁ‘= 2 Hz
The total time required for the transient to decay to 95% of its original

value would be approximately 12 seconds.

Sine testing has been historically the testing method used to measure a
systems frequency response funccion. The frequency response function can be
measured by exciting the structure at a single frequency at a time and

then waiting for the transient response to decay so that the steady state
response can be measured. As shown previously with 1ightly damped structures
the time required at each different frequency can be of the order of 10
seconds or more. Sine testing also has important implications when used to

excite non-linear structures.
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The steady state response from equation 2.96 becomes

x(£) = A,ejM - A F(¥) (2.98)

where A3 can be determined from the partial fraction expansion.

Ay = * - H(w)’ = H() (2.99)
|-'%%?_4-Z'r%aij wel

Thus the constant A3 is really the frequency response function, as
previously defined, evaluated at the frequency ws=fl. Therefore the
frequency response function can be determined by measuring the steady state

force and response of a structure simultaneously

st
H(N) = ﬁ(_{) where F)= e’ (2.100)

F(t)

at many different frequencies.il .

The response to the harmonic motion F(t) can be expressed as:

x#) = H(DF®) (2.101)

x(®) = |H(.n)|e'jb Flt) = |H(_n_3|ej(m'“ (2.102)
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where the magnitude and phase of H(fL) is

h

M = [(-6Y) + (274 )]

The displacement as represented in equation 2.102 is lagging the harmonic

excitation force by the angle ¢ .

The terms in equation 2.89 represent a force balance between inertial,

damping and elastic forces with the imposed forcing function. The velocity

and acceleration terms can be expressed as functions of the displacement
and excitation frequency X .

I j(ﬁf-ﬁ)

X{%) = J‘_QIH(JL) e = j_ﬂ.x(t) (2.104)

Similarly

X @) = - _NPx@)

From these equations we see that the velocity leads the displacement by
V
I— (since j = e ) and the acceleration leads displacement by T

Equation 2.102 can now be represented in terms of a vector diagram as follows.
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Figure 2.21

isplacement (and hence the velocity and acceleration)
e excitation frequency with respect to the systems undamped
tural freguency as shown in Figure(2.22). At the undamped natural frequency
the displacement lags the fource by TVi . If the frequency response is

nes sured with an accelerometer transducer, which is generally the case

acceleration w.r.t. the force will lead by 1Vi at the undamped natural
frequency. The phase plot of the acceleration frequency response is the

ame as that of the displacement (Figure 2.22) except displaced by M, since

W . _ax® o lu(mlem'm
F4) F4) (2.105)

MAGNITUDE OF FREQUENCY RESPONSE FUNCTION

The magnitude of the complex frequency response function |H(w)| is
jetermined from the square root of the magnitude squared, where the magnitude

sSqua red 15

IHGo|* = Haw) - Hao
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where H?w) is the complex conjugate of the frequency response function.

|
W w) = /k (2.107)
\-(3)- 127 (¥)
thus
I = s

('-(%r_)t)z+ (ZT(ES? (2.108)

The plot of |H(w)| is shown in Figure 2.23, where the constant k has been
included in the system input, i.e.

FO = £8)  #Hus HO) = Xa2 (2.109)
K F(w) '

The peak amplitude of the frequency respon.c function is obtained by diff-
erentiating equation 2.108 w.r.t. w and let.ing the result equal zero. The
peak occurs when,

wa R, (1 —-zr‘)‘/‘L

(2.110)

Thus,the peak of the magnitude of the frequency response function occurs
at a frequency less than both w, and fl, . For very lightly damped systems the

peak occurs approximately at the undamped natural frequency.Q,.

The maximum value IH(w)I for a SDOF system is referred to as the Q of the
system.4hen a system has light damping
(2.11)

AP
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An approximate value of damping for a SDOF can be computed by using the
frequency difference between the systems half power points. The half power

points are definea as the amplitude

| H e

S———— (2.112)

2
or in terms of .he magnitude IH(w)l , when it is equal to\%_. The half

power points thus occur when

ay. L(LY- ' i
(&) 46" Gy

assuming, light damping, f((l

2
(1".‘) = |22% (2.118)

letting the roots of equation 2.13 equal to the frequencies Wy and Wos the
difference of these two frequencies is sometimes referred to as the

band width of the resonance.

Wi-W, = Aw = bandwidth
For lightly damped systems

Aw = 27N, (2.115)
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Thus the approximate damping ratio of the system can be obtained from the

magnitude of the frequency response function by,

f - Aw (2.116)
20,
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3.0 MODAL TESTING METHODS

The underlying assumption of this entire study is that structural damage can
be detected by measuring changes in a structure's modes of vibration. Hence,
a crucial step of this process is to accurately identify modal parameters

from measured vibration data. Once tne modal parameters have been identified
further comparisons of these results with historical data (i.e. acceptable
values determined from previous measurcments) must be made. We do not discuss
here any schemes for performing thi- last step, but merely limit the
discussion to alternative methods for deterniring the modal parameters

themselves.

Depending upon the type of mechanical structure involved, vibration
monitoring ms° be done on a continuous basis or only periodically. For
example, operating machinery such as pumps or compressors may typically be
monitored on a continuous basis in an effort to detect damage which can
often develop over relatively short periods of time. On the other hand,
the containment structure or piping systems of a nuclear plant may only be
monitored on a monthly, yearly, or less frequent basis, e.g. only after

earthquakes.

During the literature survey a large amount of literature was found on the
general subject of modal testing. Several recent survey papers were found
which contain extensive bibliographies on dynamic testing and parameter

identification. (See refs. D.6, D.1, D.27, D.17)
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Ibanez et. al. (Ref. D.6) and Hart and Yao (Ref. D.17) have both conducted
recent surveys of techniques, algorithims, and measurement systems specif-

ically for modal testing.

In the discussion here we concentrate on what we consider to be the two
fundamentally different modal testing methods in use today, the so called

normal mode method and the transfer function method. Reference literature

is organized in the Bibliography which is specific to both of those methods.
A1l other literature, which didn't specifically pertain to one of these
methods is organized under the heading of "General Measurement and Parameter

Identification Methods."

Lastly we include in this chapter a discussion of ambient testing methods,

and here discuss the Random Decrement Method. Although this method can be

used for modal testing also, its real advantage lies in its use for

processing ambient vibration signals when it is applicable.

3.0.1 Alternative Testing Methods

Two fundamentally different methods of modal testing have become popular
today for testing structures. These methods are referred to as the NORMAL
MODE method and the TRANSFER FUNCTION method. The NORMAL MODE method is
the more traditional of the two, and has been used for the past 25 years

by the aerospace industry to test large spacecraft and aircraft structures.
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The TRANSFER FUNCTION method as become popular within the past 5 to 10 years
and is being used by many manufacturing industries, such as the automotive

and machine tool industries for product improvement.

3.1 _The Normal Mode Method

The primary objective of this method is to excite the undamped (or “normal")

modes of a structure, one at a time. This is typically done by attaching

several shakers to the structure, as shown in Figure 3.1, and driving them with
a sinusoidal signal equal in frequency to the natural frequency of the mode
to be excited. The amplitudes and polarity of the sinusoidal drive signals
are adjusted so that the externally applied forces so that the predominant

motion of the structure is due to the desired mode of vibration.

Resonant frequencies of modes are first located by performing so called WIDE
BAND sweeps, usually with only one shaker active. Once a rise in the
amplitude of response is detected {by watching the response signal on an
oscilloscope), a NARROW BAND sweep is performed using smaller frequency

changes to more accurately identify the frequency of the mode.

Once a resonant condition is located, multiple shakers are turned on in an

effort to excite a single mode of vibration.

The process of adjusting the amplitude, polarity, and frequency of the
shakers to excite a normal mode is called MODAL TUNING. Once a mode is
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NORMAL MODE METHOD

* WIDE BAND SWEEP

* NARROW BAND SWEEP (FREQUENCY)

® TUNING AND MODAL DWELL (MODE SHAPE)
® DECAY MEASUREMENTS (DAMPING)

FIGURE 3.1

TRANSFER FUNCTION METHOD

FIGURE 3.2
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properly excited its amplitudes of vibration at many points on the structure
are measured, and taken as the mode shape. This condition is referred to as

MODAL DWELL.

Then, to measure the damping of the mode, the shakers are simultaneously
shut off to simulate an impulse response of the structure at the frequency
of the mode. Ideally the structure should exhibit a damped sinusoidal
response at all points, with a single frequency of vibration being the
frequency of the excited mode. Typically if more than one mode was excited
during modal tuning and dwell, the impulse responses will show a "beating"
of several modal frequencies. If, however, a so-called "pure" mode was
excited, the damping of the structure at the modal frequency can be

measured from the envelope of the damped sinusoidal response.

There are a number of problems which make this testing method difficult,
time consuming, and expensive to implement. First of 211, it is difficult
to know where to locate shakers on the structure without some forehand
knowledge of its modes of vibration. Secondly, it is often extremely
difficult to excite closely coupled modes (i.e. close in frequency with
heavy damping) one at a time. Thirdly, since all the mode shape data is
collected during modal dwell, the structure must be completely instru-
mented with enough transducers and signal conditioning equipment so that

amplitudes for all the desired degrees-of-freedom can be measured at once.
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3.2 The Trensfer Function Method

This method as gained much popularity in recent years because it is faster
and easier to perform, and is much cheaper to implement than the normal

mode testing method.

The major steps of the transfer function method are depicted in Figure 3.2,

It is based upon the use of digital signal processing techniques and the

FFT (Fast Fourier Transform) algorithm to measure transfer functions between
various points on the structure. For example, on the simple beam in Figure 3.2
a set of transfer functions is measured between each of the X's marked on the
beam, and a single response point. A single transfer function measurement

is obtained by exciting the beam with a hammer at one of the X's, simul-
taneously measuring the input force and corresponding response motion signals,
and then dividing the Fourier transform of the response by the transform

of the input.

Modal parameters are identified by performing further computations (i.e.
"curve fitting") on this set of transfer function measurements. Figure 3.3
shows how modal parameters can be obtained from transfer function measure-
ments. Although much more sophisticated curve fitting algorithms are often
used to identify medal parameters, this figure shows fundamentally how the
parameters are obtained. The figure shows the imaginary part of each

transfer function made between an impact point and the reference point.
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MODAL DATA
FROM
TRANSFER FUNCTIONS

DAMPING & FREQUENCY —
SAME AT EACH MEASUREMENT
POINT

MODE SHAPE —
OBTAINED AT SAME FREQUENCY
FROM ALL MEASUREMENT
POINTS

FIGURE 3.3

MODAL TESTING METHODS

NORMAL MODE TRANSFER FUNCTION
METHOD METHOD
MULTI-SHAKER SINGLE POINT EXCITATION

SINUSOIDAL BROADBAND
MANY MODES
ONE MODE AT A TIME AT A TIME
FFT-BASED DIGITAL
ANALOG INSTRUMENTATION BB TRUMENT ATION

FIGURE 3.4
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Modal frequencies correspond to peaks in the imaginary part of the transfer
functions. A peak should exist at the same frequency in all measurements,
except those measured at "node" points where the modal amplitude is zero.

The width of the rodal peak is related to the damping of the mode. That is,
the wider the peak, the higher the modal damping. The mode shape is obtained
by assembling the peak values at the same frequency from all measurements.

As shown in Figure 3.3, as modal frequency increases, the complexity of the

mode shape also increases.

Some major differences between the two modal testing methods are shown in
Figure 3.4. A fundamental difference is that one method attempts to excite
one mode at a time using a narrow band signal, while the other attempts to
excite many modes simultaneously, using a broadband signal. A distinct

advantage of the transfer function method is that any type cf broadband

excitation method can be used since the measurement being made is a response

signal divided by the input which caused it. This type of "normaiized"
response measurement is independent of the type of input signal used, as
Tong as it can be measured and has sufficient energy to excite the structure
over the frequency range of interest. Hence, a simple excitation device
such as a hammer can many times be used to measure transfer functions at

a great savings of time and money compared to attaching shakers to the

structure.

Another cost advantage on the transfer function method is that the measurements

can be made one at a time. This means that a large set of measurements can




be made using only one accelerometer (motion transducer) and one load cell
(force transducer), and the corresponding signal conditioning equipment. If
a shaker is used for excitation, the accelerometer is moved to each new
measurement point on the structure. If a hammer is used, the structure is

impacted at each new measurement point.

In general, it is easier to make transfer function measurements on a
structure than to isolate one of its modes of vibration. In addition, once
the measurement signals have been digitized and stored in the computer's
memory, further processing of the data can be performed to reduce the effects
of noise and distortion. Large amounts of data can also be stored on a

mass memory device such as a magnetic disc or tape, and later recalled for
further processing. Statistical estimation algorithms which use large
amounts of measurement data, can also be used to estimate modal parameters

with more accuracy.

3.2.1 Digital Fourier Analyzers

An analog tracking filter is a device which gives the spectral content of a
time domain sijnal, one frequency at a time. By comparison, the digital
Fourier transform (DFT) can be viewed as a parallel process which yields an

entire frequency spectrum of a time signal in a selected frequency range.

Since the digital Fourier Analyzer provides a broad band frequency spectrum
very quickly (e.g. 100 ms to give 512 spectral 'ines), it can be used for

obtaining broad band response spectrums from a structure which is excited by
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a broad band input signal.

Furthermore, if the input and response time signals are measured simultaneously,

Fourier transformed, and the transform of the response is divided by the
transform of the input, a transfer function between the input and response
points on the structure is measured. (Division of one frequency domain
function by another is straightforward when the data is in digital form.)
Hence, a digital Fourier Analyzer which can simultaneously measure two

(or more) signals is an ideal tool for measuring transfer functions quickly
and accurately. Furthermore, since the modes of vibration of an elastic
structure can be identified from transfer function measurements, a multi-
channel Fourier Analyzer with additional processing capability can also be

used for identifying modal parameters from test data.

3.3 Transfer Function Measurement

In a test situation we do not actually measure the transfer function over

the entire S-plane, but rather its values along the jw-axis.

These values are known as the FREQUENCY RESPONSE FUNCTIOM, as shown in

Figure 3.5. Since the transfer function is an "analytic" function, its values

~

throughout the 5-plane can be inferred from its values along the jw-axis.

More specifically, if we can identify the unkrown modal parameters of a

transfer function by "curve fitting" an analytical form of it to
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TRANSFER FUNCTION MEASUREMENT

EXCITE STRUCTURE WITH
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FIGURE 3.6
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measured velues of the function along the jw-axis, then we can synthesize

the function throughout the S-plane.

3.3.1 The Measurement Process

The transfer function measurement process is depicted in Figure 3.6. A key
step in the measurement of the transfer function is that two signals from

the structure, an input force signal and a response motion signal, are
simultaneously digitized (sampled) and stored in the computer memory. From
that point on, the measurement consists of performing mathematical operations
on the digital data. The diagram in Figure 3.6 is actually a much simplified
explanation of the signal processing that is typically used during transfer
function measurements. This signal processing process is explained in more

detail later on.

3.3.2 Measuring Elements of the Transfer Matrix

The simplest way of measuring elements of the transfer matrix (i.e. frequency
response functions) is to measure them one at a time, as shown in Figure 3.7.
In this simple 2-dimensional case the frequency response function (hyy (w))

is measured by exciting the structure at pt. | and measuring response at

pt. #1. Then the function is formed by dividing the Fourier transform of

the measured response motion (X; (w)) by the Fourier transform of the measured

input force (Fy (w)). Likewise the second element in the first row (hys(w)
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is measured by exciting the structure at pt. #2 and then dividing the
Fourier transform of the response motion (X;(w)) by the Fourier transform
of the input force (F,(w)). The second row 6f elements can be measured in

a similar manner.

More sophisticated measurement methods involving multiple inputs and responses
could be implemented, but this simplified single input-single

output approach is most commoniy used.

[f time savings is a significant test objective, as it often is in larger
modal tests, than test time can be significantly reduced by measuring a

single input force and several response motions simultaneously. From this
data, several transfer functions in a single column of the transfer matrix

can be computed.

3.3.3 Typical Measurement Setups

A typical measurement setup using a shaker driven by a broadband random
signal is shown in Figure 3.8. This figure shows the measurement being made
with a Fourier analyzer system. After the transducer signals are amplified,
via charge amplifiers, they are passed through low pass anti-aliasing filters
before being digitized by the nalog to digital converter (ADC) of the
Fourier analyzer. Some transfer function analyzers contain built-in anti-
aliasing filters, and some modern day transducers contain built-in charge

amplifiers, which make them both more convenient to use.
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The test specimen is normally mounted in a manner which allows it to vibrate
freely (called a free-free condition), o, in a manner which allows it to

vibrate the way it would in an actual operating environment.

Figure 3.9 shows a typical test setup for transient testing. When a small
hammer is used to excite the structure as shown in the example, then a set
of measurements (i.e. a row of the transfix matrix) is normally obtained by
impacting the structure at various points while measuring its response at
a single stationary point. However, in other situations where the impactor
cannot be easily moved, measurements would be made in a manner similar to a

shaker test.

3.4 Digital Signal Processing Methods

Figure 3.10 lists some of the signal processing methods that are commonly

used to improve the quality of transfer function measurements.

3.4.1 Removing Noise From Measurements

Power spectrum averaging is usually done during transfer function measurement
to remove extraneous roise from the measurement. The measurement algorithm
depicted in Figure 3.11 shows how the three power spectrums; input auto power,

output auto power, and the cross power spectrum are estimated by way of an
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DIGITAL SIGNAL PROCESSING METHODS

* POWER SPECTRUM AVERAGING REDUCES EXTRANEOUS NOISE
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FIGURE 3.10
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averaging scheme. Once enough records of data have been averaged together,
the transfer function is computed by dividing the cross power spectrum
estimate by the input auto power spectrum estimate. It can be shown that
this method yields an unbiased estimate of the transfer function in the
presence of noise. Figure 3.12 ;hows how power spectrum averaging can

improve a measurement.

3.4.2 The Coherence Function

Whenever transfer functions are measured on a digital Fourier Analyzer in
the manner just discussed, the coherence function can also be easily

2
computed. The coherence function denoted ¥ (W) is defined as the ratio

Yt(w) - {response power caused by applied input)
(measured response power)

The coherence function is also dependent upon frequency. The measured
i‘ecponse power spectrum contains the power caused by the input and the

power due to extraneous noise sources.

Tra coherence function is normally always calculated with the transfer
function. As shown in Figure 3.11, it is computed by dividing the input and
response auto power spectrum into the magnitude squared of the cross power

spectrum between input and response.
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From the definition, it is clear that when the measured response power is in
fact caused by the measured input power, the coherence value is uv.ie, for all
frozucncies. But when the measured response power is greater than the
measured input power because some extraneous noise source is contributing to
the output power, then the coherence value will be less than one (but greater
then zero) for those frequencies where the noise source adds power to the

response signal.

Hence, the coherence function is used to indicate the degree of noise
contamination in a transfer function measurement and it can be used in a
qualitative way to determine how much averaging is necessary to remove
noise from the measurement. Figure 3.13 shows coherence functions corres-
ponding to the transfer functior measurement in Figure 3.12. Note that with
more averaging the estimate of coherence contains less variance, thus

giving a better estimate of the noise energy in the measured signal.

5.4.3 Exponential Smoothing

If after a reasonable amount of averaging, the transfer function measurements
are still relatively noisy, the noise can be further removed by means of an
exponential smoothing process. Many different types of schemes could be used
to smooth data, but the exponential function is advantageous in this case

because its effect on the data is known.
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The inverse Fourier transform of a transfer function is the sum of the
impulse responses of the modes in the measurement bandwidth. An example
of this sum of decaying sinusoids is given in Figure 3.14. Measurement
noise adds uniformly to this impulse response and therefore gives the

result shown in Figure 3.15 or alternatively 3.17.

Since the noise is distributed evenly throughout the block and the signal
decays exponentiilly, the signal-to-noise ratio of the combined signal

also de-ays exponentially.

Now, if the measurement plus noise is multiplied by a decreasing exponential
function (called an exponential window), as shown in Figure 3.16, the noise
at the right hand end of the block is truncated, while the signal toward

the left hand end is preserved. The overall signal to noise ratio of the
data is increased since the combined signal plus noise is weighted more
heavily in favor of the signal and less in favor of the noise. When the
resulting waveform is transformed back to the frequency domain, the
corresponding transfer function has been smoothed, as illustrated in Figure

3.18.

Furthermore, the width of the modal resonances, which := governed by the
amount of damping in each mode have increased by a known amount. I[f the

exponential window is represented by

W(t) = e-bt

b = a known constant, then a known amount of damping (b) 1s added to each

mode with each multiplication of the impulse response by the exponential
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window.

The smoothed transfer function data can therefore be used to identify modal
parameters and the correct damping coefficient can ve recovered by sub-
tracting the amount of damping due to the smoothing process from the

identified damping value.

The drawback of this approach to noise removal is that if modes are closely
spaced in frequency, too much exponential smoothing will smear them together

so that they a 2 no longer discernable as two modes.

3.4.4 MWindowing To Reduce Leakage

A key assumption of digital Fourier analysis is that the time waveforms be
exactly periodic in the observation window (see reference C.22 for an
explanation). If this condition is not met, the corresponding frequency
spectrum will contain so-called "leakage" due to the nature of the discrete
Fourier transform; that is, energy from the non-periodic parts of the
signal will "leak" into the periodic parts of the spectrum, thus giving

a less accurate result.
In digital signal anmalyzers, non-periodic time domain data is typically
multiplied by a weighting function such as a Hanning window to help reduce

the leakage caused by non-periodic data and a standard ractangular window.
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4hen a non-periodic time waveform is multiplied by this window, the values
of the signal in the measurement window more closely satisfy the requirements
of a perfodic signal. The result is that leakage in the spectrum of a

signal which has been multiplied by a Hanning window is greatly reduced.

However, multiplication of two time waveforms, i.e. the non-periodic signal
and the Harning window, is equivalent to the convolution of their respective
Fourier transforms. Hence, although multiplication of a non-periodic

signal by a Hanning window reduces Teakage, tha spectrum of the signal

s still distorted due to the convolution with the Fourier transform of

the Hanning window. Figure 3.19 illustrates these points for a simple

sinewave.

3.4.5 Increasing Frequency Resolution

Certainly the single most important factor affecting the accuracy of modal
parameters is the accuracy of the transfer function measurements. And, in
general, frequency resolution is the most important parameter in the measure-
ment process. From a practical viewpoint, in many complex structures,

modal density is so great, and modal coupling (or overlap) so strong, that
increased frequency resolution over that obtainable with baseband tech-
niques is an absolute necessity for achieving reliable results. In other
words, it is simply not possible to extract ¢ correct values of the

modal parameters when there is inadequate information available to process.
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Modern curve fitting algorithms are highly dependent on adequate resolution

in order to give correct modal parameter estimates.

In the past, many digital Fourier Analyzers have been limited to baseband
spectral analysis; that is, the frequency band under analysis aiways extends
from dc to some maximum frequency (FMAX). With the Fourier transform, the
available number of discrete frequency lines (typically 1024 or 512) are
equally spaced over the analysis band. This, in turn, causes the available
frequency resolution to be, Af = (FMAX) (N/2), where N is the Fourier trans-
form block size, i.e. the number of samples describing the real-time
function. There are N/2 complex (magnitude and phase) samples in the
frequency domain. Thus, FMAX and the block size, N, determine the maximum

obtainable frequency resolution.

The problem with baseband Fourier analysis is that, to increase the
frequency resolution for a given value of FMAX, the number of lines in the
spectrum (i.e. the block size) must increase. There are two important
reasons why this is an inefficient w.y to increase the frequency resolution:
1) As the block size increases, the processing time required
to perform the Fourier transform increases.
2) Because of available computer memory sizes, the block
size is limited to a relatively small number of samples

(typically a maximum of 4096) ,

More recently, however, the implementation of the so called "Zoom"

transform, has made it possible to perform Fourier analysis over a
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frequency band whose upper and lower fraquency limits are independently
selectable. Zoom provides this increase frequency resolution without

increasing the number of spectral lines in the compiter.

Zoomdigitally filters the time domain data and stores only the filtered
data in memory. The filtered data corresponds to the frequency band of
interest as specified by the user. The procedure is completed by per-

forming a Fourier transform on the filtered data.

0f fundamental importance is the fact that the laws of nature and digital
signal processing also apply to the Zoom situation. Since the frequency
resolution is always equal to the reciprocal of the observation time of

the measurement, 4 f = 1/T, the digital filters must process T seconds of

data to obtain a frequency resolution of 1/T in the analysis band. Whereas

in baseband Fourier analysis the maximum resolution is always Af = FMAX (N/2),
the resolution with Zoom is 4f = BW (N/2) where BW is the independently
celectable bandwidth of the Zoom measurement. Therefore, by restricting

our attention to a narrow region of interest below FMAX and concentrating

the entire power of the Fourier transform in this interval, an increase in

frequency resolution equal to FMAX/BW can be obtained (Figure 3.20).

The other significant advantage of Zoom is its ability to increase the
dynamic range of the measurement to 90 dB or more in many cases. The
increased dynamic range of Zoom is a direct result of the extremely sharp

rol1-0ff and out-of-band rejection of the pre-processing digital filters

110



and of the increased frequency resolution which reduces the effect of the

white quantizing noise of the analyzer's analog-to-digital converter.
Certain types ot Zoom filters can provide more than 90 dB of out-of-band
rejection relative to a full scale in-band spectral line, a characteristic

which is not matched by more traditional analog range translators.

I1lustrative Example #1: To illustrate the importance of Zoom, a mechanical

structure was tested and modes in the area of 1225HZ to 1525H7 were to be
investigated. Figure 3.21 is a typical baseband (dc-FMAX) transfer function

measurement. It was taken with the following parameters:

BINEE BIRH S = v v s v v s I D B B v vl 3 ok e s aak 1024
PR L oo s b e e b e s BV h s e e s e 5000 Hz
FIICEr CUBOPE . . . . . . o i i e e e e 2500 HZ
BE L A e e w T S AN R o ey e e e e i o 9.765 Hz

Random noise was used to excite the structure through an electro-dynamic

shaker.

The Inadequacy of the Baseband Measurement: Note that two modes are clearly

visible hetween 1225 Hz and 1525 Hz. In Figure 3.22, a partial display of
the region between 1225 and 1525 Hz was made. The expanded quadrature
display is shown in Figure 3.23. Realize that this represents no increase
in frequency resolution, only an expansion of the plot. Clearly, only two
modes were found. However, there is also a slight inflection in the re-
sponse between these two modes which indicates that yet a third mode may
be present. But there is insufficient frequency resolution to adequately

define the mode.

111



- e — -
i - Ll L] 18 e 1% LT TR L

.
" e

Baseband transfer function shows two modes at
approximately 1320 Hz and 1400 Hx.

IO PN - F - NiaMe M TF - e

TOUM MEASNDENT. W « s @
- BABERAD VAR W - AT |

1o A e " o - .
] ine i ¥ - .
‘ i EELL BT L

Comparison of the Zee.~ and baseband transfer
functions between 1225 and 1525 Hz. In the BSFA result, three
maodes are clearly visible and well defined. The baseband data
would have led to considerable error in estimates of frequency

1 Ny
r.
1 Ihow Ve samew W o 0%
BAGRATU
o P — L
LR
L RASERMG MEASAMDT. OF « 87 M
.y
. - — -
-
-
“1
-
- - —— ——
Ioes eas  iees iBiE ises % 1% e (ees  eee lew
e "a

Comparison of quadrature response of the baseband
and Jeom result. The Tooan measurement clearly shows the small
third mode and the poor result of the baseband measurement for

the other two modes.

FICURE 3.2]

FIGURE 3.22

FIGURE 3.23
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Accurate Measurements with Zoom: In order to accurately define the modes in

this region, the structure was re-tested using the Zoom transform. All
512 lines of spectral resolution were placed in a band from 1225 to 1525 Hz,
resulting in a resolution of 0.610 Hz instead of 9.76 Hz, as in the base-
band measurement. The auadrature response attained with the Zoom is also
shown in Figure 3.23 for comparitive purposes. Note that three modes are
nuw clearly visible. The small (third) mode of approximately 1350 Hz is
now well defined, whereas i' was not even apparent before. In addition,
the magnitude of the first moie of 1320 Hz is seen to be at least three
times greater in value than “he result indicated by the baseband measure-
ment. The corresponding results in log form are show: in Figure 3.22.
This Zoom result was obtained by using only a 16:1 resolution enhancement.

Enhancements of more than 1(CC:1 are possible.

Implications of Frequency Resolution in Determining Modal Parameters:

Referring again to Figure 3.23, we can clearly see the necessity of using
adequate frequency resolution for making a particular measurement. In
addition, it is important to understand how the baseband result would
Tead to an incorrect answer in terms of moia’ parameters.

A) Modal Frequency and Damping: If the baseband result is compared to

the Zoom result for the 1320 Hz mode it is obvious that the base-

band result would indicate that the mode is much more highly damped
than it actually is. The second small mode (1350 Hz) would not

even be found, and the 1400 Hz mode would also have the wrong damping.

Close inspection also shows that the estimate of the resonant.
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frequency for the 1320 Hz mode would have significant error.

b) Mode Shape: Any technique for estimating the mode shape coefficients
(e.g. quadrature response, circle fitting, differencing, least
squares, etc.) would clearly be in error since it is apparent that
the Zoom result shows a quadrature response at least three times

greater than the baseband result.

Although the preceeding exampie presented a case where the use of Zoom

was a necessity, it is very easy for the engineer to be misled into believing
he has made a measurement of adequate resolution when in fact he has not.

The following concluding example illustrates this point and presents the

estimates of the modal parameters for each case.

[Tlustrative Example #2: A disc brake rotor was tested using an electro-

dynamic shaker and random noise as a stimulus. A load cell was used to
measure the input force and an accelerometer mounted near the driving point
was used to measure the response. The baseband measurement had a re-
solution of 9.76 Hz. As can be seen in Figure 3.24, the two major modes

at about 1360 Hz and 1500 Hz appear to be well defined. An expanded
display (no increased resolution) from 1275 Hz to 1625 Hz clearly shows

the two large modes and a much smaller mode at about 1580 Hz.

The rotor was re-tested using Zoom and the two sets of data are compared in
Figure 3.24. This data clearly shows tha value of Zoom. The Zoom data

provides increased definition of the modal resonances, as can be seen by
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comparing the baseband and Zoom results. The validity of each result

is reflected in the respective coherence functions. The baseband transfer
function rontains inaccuracies due to the Hanning effect, as well as in-
adequate resolution. The coherence for the Zoom measurement is unity in
the vicinity of all three modal resonances, indicating the quality of the
transfer function measurement. Further proof of the increased modal
definition is shown in the Zoom Nyquist plot (co versus quad). Here, all
three modes are clearly discernible and form almost perfect circles, in-
dicating an excellent measurement, almost totally free of distortion.

In the baseband result, only three or four data points were available in
the vicinity of each resonance, whereas in the Zoom data many more points

are used.

The modal parameters for all three modes were identified from the base-
band and Zoom data and the results are shown in Table 3.1. Comparison
of results emphasizes the need for Zoom when accurate modal parameters

are desired.

In summary, no parameter identification techniques are ciapable of ac-

curately identifying modal parameters when the frequency resolution of

the measurement is not adequate.
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TABLE 3.1 -- COMPARISON OF MODAL PARAMETER TEST RESULTS.

Baseband Results, f=9.765 Hz

Frequency, Hz Damping, % Amp1itude Phase
1359.99 0.775 193.51 350.3
1503.92 0.763 483.30 1n.1
1584.33 0.273 9.49 336.1

Z00M Results, f=0.976 Hz

Frequency, Hz Damping, % Amp11itude Phase
1359.13 0.669 211.99 352.7
1502.65 0.652 509.52 9.4
1583.50 0.13 11.65 340.8

Error, %, Versus Baseband

Frequency, Hz Damping Amp1litude
0 16% 8%
0 17% 5%
0 108% 19%
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3.5 Broadband Excitation Signals

Three basic types of excitation signals are used for transfer function
testing. They are transients, swept (or stepoed) sine, and random

signals. Transient testing typically requires less equipment (shakers
and instrumentation) than does sine or random testing. The force level
and spectral content of sine and random signals is generally more con-
trollable than with transient signals though, giving them an advantage

in situationswhere more control over these variables is needed.

3.5.1 Transient Testing

The transfer function of a system can be determined using virtually

any physically realizable input, the only criteria being that some input
signal energy exists at all frequencies of interest. However, before
the advent of mini-computer-based Fourier analyzers, it was not prac-
tical to determine the Fourier transform of experimentally generated

input and response signals unless they were purely sinusoidal.
These digital analyzers, by virtue of the fast Fourier transform, have

allowed transient testing techniques to become widely used. There are

two basic types of transient tests: (1) Impact, and (2) Step Relaxation.
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3.5.2 Impact Testing

A very fast method of performing transient tests is to use a hara-held
hammer with a load cell mounted to it to impact the structure. The ioad

cell measures the input force and an accelerometer mounted on the structure
measures the response. The process of measuring a set of transfer funciions
by mounting a stationary response transducer (accelerometer) and moving

the input force around is equivalent to attaching a mechanical exciter to

the structure and moving the response transducer from point to point. In

the former case, we are measuring a row of the transfer matrix whereas in the

latter we are measuring a column.

In general, impact testing enjoys several important advantages:
1) No elaborate fixturing is required to hold the structure under test.
2) No electro-mechanical exciters are required.
3) The method is extremely fast - often as much as 100 times as fast

as an analog swept-cine test.

However, this method also has drawbacks. The most serious is that the pcwer
spectrum of the input force is not as easily contrcllea as it is when a
mechanical shaker is used. This causes non-linearities to be excited and
can result in some variablity between successive measurements. This is a

direct consequence of the shape and amplitude of the input force signal.
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An instrumented hammer with a soft head can be used

for concentrating more energy at lower frequencies, however,
higher frequencies are not excited

FIGURE 3.27
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The impulse responses for two single-degree-of-
freedom systems with different amounts of damping. Each mea-
surement contain} exactly the same amount of noise. The Founier
transform of the heavily damped system will have more uncer-
tainty because of the poor signal-to-noise ratio in the last half of

the data record
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The impact force can be altered by using a softer or harder hammer head.

This, in turn, alters the corresponding power spectrum. In general, the
greater the width of the force impulse, the lower the frequency range of
excitation. Therefore, impulse testing is a matter of trade-offs. A

hammer with a hard head can be used to excite higher frequency modes,

whereas a softer head can be used to concentrate more energy at lower frequen-

cies. These two cases are illustrated in Figures 3.25 and 3.26.

Since the total energy supplied by an impulsc is distributed over a broad
frequency range, the actual excitation energy density is often quite small.
This presents a problem when testing large, heavily damped structures,
because the transfer function estimate will suffer due to the poor sig.21-
to-noise ratio of the measurement. Ensemble averaging, which can be used
with this method, will greatly help the problem of poor signal-to-noise

rat,os.

Another major problem is that of frequency resolution. Adequate frequency
resolution is an absolute necessity in making good structural transfer
function measurements. The fundamental nature of a transient response
signal places a practical limitation on the resolution obtainable. In order
to obtain good frequency resolution for quantifying very lightly damped
resonances, a large number of digital data points must be used to represent
the signal. This is another way of saying that the Fourier transform size

must be large, since
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Maximum frequency of interest 1

Af - . -

1/2 Fourier transform size T

Thus, as the response signal decays to zero, its signal-to-noise ratio be-
comes smaller and smaller. If it has decayed to a small value before a data
record is completely filled, the Fourier transform will be operating mostly

on noise, therefore causing uncertainties in the transfer function
measurement. Obviously, the problem becomes more acute as higher frequency
resolut.ons are needed and as more heavily damped structures are tested.
Figure 2.27 illustrates this case for a simple single-degree-of-freedom system.
In essence, frequency resolution and damping form the practical limitations

for impulse testing with baseband (dc to FMAX) Fourier analysis.

Since a transient signal may or may not decay to zero within the measurement
window, windowing can be a serious problem in many cases, especially when

the damping is light and the structure tends to vibrate for a long time. In
these instarces, the standard rectangular window is unsatisfactory because

of the severe leakage. Some Digital Fourier analyzers allow the user to employ a
variety of different windows which will alleviate the problem. Typicaily,

a Hanning window would be unsuitabie because it destroys data at the beginn-
ing of the record - the most important part of a transient signal. The
exponential window can be used to preserve the important information in the
waveform while at the same time forcing the signal to become periodic. It
must, however, be applied with care, especially when modes are closely spaced,

for exponential smoothing can smear modes together so that they are no longer
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discernible as separate modes. Reference C.9 explains this in more detail.

The Force Window

The particular character: - of an impulsive force signal and the resulting
structural response signa. iake the impulse technique especially susceptible
to two probiems: noise and truncation errors. While these problems occur
to some extent with other frequency response testing techniques, their
unique importanc: in the impulse technique requires special signal pro-
cessing methods. The noise problem is further aggravated when employing

the zoom transform, which yields increased resolution in a given fre-

quency band by effectively increasing the sample length.

With other techniques, the effects of noise are reduced by averaging the
power spectrum and cross-spectrum functions prior to the computation of
the frequency response function. However, only a few averages are usually
used in the impulse technique. Otherwise, the time advantage of the
technique is lost. Therefore, special time-sample windows have been

developed for the impulse technique.

At first thought it might seem appropriate to just set all time-sample values
beyond the impulse to zero, since it is known that the true signal value
after the impulse is zero. However, this would be equivalent to multiplying
the signal by a narrow rectangular window. In applying any type of window,
it is fwportant to keep in mind that multiplication by a window in one

domain is equivalent to convolution of the Fourier transforms of the window
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and the data in the other domain, resulting in distortion of the transformed

signal.

A good compromise has been arrived at in practice in the form of a window
with unity amplitude for the duration of the impulse and a cosine taper,
with a duration of 1/16 of the sample time, from unity to zero. This window
is shown in Figure 3.28. Figure 3.28 shows the results of applying the
force window to an impulse signal with significant measurement noise.
Compar . son of the computed frequency response functions with and without

the window applied shows that the window substantially improves the

frequency response estimate.

In'spite of these problems, the value of impact testing for modal analysis
cannot be overstressed. It provides a quick means for troubleshooting
vibration problems. For a great many structures an impact can suitably
excite the structure such that excellent transfer function measurements
can be made. The secret of its success rests with the user and his under-
standing of the physics of the situation and the basics of digital signal

processing.

Numerous ingenious methods have been applied in recent years to excite
the transient response of structures. The ones discussed here, all of
which are applicable to testing nuclear power plants, are the use of

hammer, a dropped weight, snapback or step relaxation, and explosive.
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Hammer Testing

A simple diagram of a typical hammer test setup is shown in Figure 3.9.

The force imparted to the structure by the hammer can be measured by placing
a load cell (which measures compressive force) on the head of the hammer.
Hammers can vary in size from the small ones shown in Figure 3.29 to a

large pendulum hammer supported by a crane.

The physical characteristics of the hammer determine the magnitude and
duration of the force pulse. The two most important characteristics are
weight and tip hardness. The width of the frequency spectrum is inversely
proportional to the weight of the hammer and directly proportional to the
hardness of the vip. The force magnitude and duration also depend on the
dynamic characteristics of the structure at the point of impact. For
instance, it is impossible to excite a weak structure with an impulie of

Tong duration and at the same time impart a large magnitude force.

Figures 3.30 (a) and (b) show the effects of tip hardness and hammer weight

upon the impulse power spectrum.

Dropped Weight
Various types of impactors based upon the concept of a dropped weight

impacting against a stop and transmitting an impulsive force into the

structure havg been invented for structural testing. Agbabian Associates,
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under the direction of Dr. Fred Safford, have developed an impactor

suitable for exciting iarge buildings. They are able to shape the power
spectrum of the input force by placing various metal coupons in the machine,
which are sheared off by a falling weight. (References C.23, C.24 and

D.29 contain details on this machine.)

3.5.3 Step Relaxation Testing

Step relaxation is another form of transient testing which utilizes the
same type of signal processing techniques as the impact test. In this
method, an inextensible, 1ight-weight cabie is attached to the structure
and used to pre-load the structure to some acceptable force level. The
structure "relaxes" when the cable is severed, and the transient response

of the structure, as well as the transient force input, are recorded.

Although this type of excitation is not nearly as convenient to use as

the impulse method, it is capable of putting a great deal more energy into
the structure in the low frequency range. It is also adaptable to
structures which are too fragile or too heavy to be tested with the hand-
held hammer described earlier. Obviously, step relaxation testing will
also require a more complicated test setup than the impulse method but

the actual data acquisition time is the same.

Step relaxation testing, also called snapback testing, has been used
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successfully to test a number of large structures. Its one advantage over
the other transient methods is that it can be controlled somewhat mor

carefully than the application of an impulsive force.

Ibanez and co-workers (Reference D.6) say the following about snapback
testing. "Snapback testing is subject to certain limitations in practice.
First, the method tends to excite certain modes and not others. This
disadvantage can be overcome by repeated tests with the excitation applied
at various locations. Another limitation is that snapback tests often
excite more than one mode, sometimes leading to difficulty in identifying
damping coefficients. A method of applying the force and a .iethod of quick
release are required for snapback testing. Winches, cables, iranes,

or hydraulic rams can be used to apply the force. Quick release is ob-
tained by high-speed hydraulic valves, unlatching mechanisms, or frangible

Tinks which fail at a predetermined applied force."

3.5.4 Explosive Testing

Explosive testing has been used suc-essfully on power plant structures to
simulate motions caused by an earthquake. References F.5, F.16, E.12

and £.14 document some of these results.

3.5.5 Sinusoidal Testing

Until the advent of the Fourier analyzer, the measurement of transfer

functions was accomplished almost exclusively through the use of swept-sine
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testing. With this method, a controlled sinusoidal force is input to the
structure, and the ratio of output response to the input force versus
frequency is plotted. Although sine testing was initially done using
analog instrumentation, it is certainly not limited to that any more.
Sinusoidal data can te digitized and processed with the Fourier analyzer

to form transfer functions.

In general, swept sinusoidal excitation with analog instrumentation has
several disadvantages which severely limit its effectiveness:
1) Using analog techniques, the low frequency range is often
limited to a bandwidth of several Hertz.
2) The data acquisition time can be long.
3) The dynamic range of the analog instrumentation limits
the accuracy range of the transfer function measurements.
4) Accuracy and repeatability are often difficult to achieve.

5) Non-linearities and distortion are not easily coped with.

Nevertheless, swept sine testing does offer some advantages over other
testing forms:
1) Large amounts of energy can be input to the structure at
desired frequencies.

2) The excitation force level can be controlled accurately.

Being able to excite a structure with large amounts of energy provides at

least two benefits. First, it results in relatively high signal-to-noise
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ratios which aid in determining transfer function accuracy and, secondly,
it allows the study of structural non-linearities provided the sweep fre-

quency can be controlled.

Sine testing can be very slow, depending upon the frequency range of
interest and the sweep rate required to adequately define modal resonances.
However, a sinusoidal stimulus can be utilized in conjunction with a digital
Fourier Analyzer in many different ways. However, the fastest and most
popular method utilizes a type of signal referred to as a "chirp". A

chirp is a lTogarithmically swept sinewave that is periodic in the analyzer's
measurement window T (assume that the window is T seconds wide). The

swept sine is generated in the computer and output through a DAC (Digital-
to-Analog Converter) every T seconds. Figure 3.32 shows a chirp signal.
The important advantage of this type of signal is that it is sinusoidal

and has a good peak-to-rms ratio. This is an important consideration

in obtaining the maximum accuracy and dynamic range from the signal con-
ditioning electronics which comprise part of the test setup. Since

the signal is periodic, leakage is not a problem. However, the chirp
suffers the same disadvantage as any sine si nal; it can easily cause

distortion.

Any number of alterncte schemes for using sinusoidal excitation can be
implemented on a Fourier analyzer. However, they will not be discussed
here because they offer few, if any, advantages over the chrip and, in

fact, generally serve to make the measurement process more tedious and

Tengt!
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3.5.6 Random Excitation Techniques

In this section three types of broadband random excitation which can be
used for making frequency response measurements are discussed. Each one
possesses a distinct set of characteristics which should b¢ understood
in order to use them effe:tively. The three types are (1) pure random,

(2) pseudo random, and (3) periodic random.

Typically, pure random signals are generated by an external signal
generator, whereas pseudo random and periodic random are generated by the
analyzer's processor and output to the structure via a digital-to-analog

converter (DAC). Figure 3.31 illustrates each type of random signal.

Pure Random

Pure random excitation typically has a Gaussian distribution and is
characterized by the fact that it is in no way periodic, i.e. does not
repeat after any time period. Typically this signal is generated by an
independent signal generator and may be passed through a bandpass filter

in order to concentrate energy in a frequency band of interest. Generally,
the signa! spectrum will be flat except for the filter roll-off and,

hence, only the overall level is easily controlled.

One disadvantage of this approach is that, although the shaker is driven
with a signal having a flat input spectrum, the structure is excited by

a force with a different spectrum due to the impedance mismatch between
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the structure and shaker head. This means that the force spectrum is not
easily controlled ané _he structure may not be excited in the optimum
manner. Since it is difficult to shape the spectrum beforehand, some

form of closed-loop force control system could ideally be used to modify
the spectrum of the drive signal on line to compensate for the impedance
mismatch. Fortunately, in most cases, the problem is not important enough

to warrant *this effort.

A more serious drawback of pure random excitation is that the measured
input and response signals are not periodic in the measurement time

window of the analyzer.

With a pure random signal, each sampled record of data T seconds long is
different from the preceeding and following records (Figure 3.31). This
gives rise to the single most important advantage of using a pure random
signal for transfer function measurement. Successive records of frequency
domain data can be ensemble averaged together to remove non-linear effects,
noise and distortion from the measurement. As more and more averages are
taken, all of these higher order components of a structure's motion will
average toward an expected value of zero in the frequency domain data.
Thus, a least squares estimate of the iinear response of the structure

is obtained.

This is especially important because modal parameter estimation schemes
are all based on linear models and the premise that the structure behaves

in a linear manner. Measurements that contain distortion are difficult
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to handle if the modal parameter identification techniques used are based

upon a linear model of the structure's motion.

Pseudo Random

In order to avoid the leakage effects of a non-periodic pure random signal,
a waveform known as pseudo random is commonly used. This type of excitation
is easy to implement with a digital Fourier analyzer and its digital-to-
analog (DAC) converter. The most commonly used pseudo random signal is
referred to as "zero-variance random noise". It has uniform spectral
density and random phase. The signal is generated in the computer and
repeatedly output to the shaker through the DAC every T seconds (Figure
3.31). The length of the pseudo random record is thus exactly the same

as the analyzer's measurement record length (T seconds), and is thus

exactly periodic in the measurcrenrt window.

Because the signal generatior process is controlled by the analyzer's
computer, any signal which can be described digitally can 2 output through
the DAC. The desired output signal is generated by specifying the amplitude
spectrum in the frequency domain; the phase spectrum is normally random.

The spectrum is then Fourier transformed to the time domain and output
through the DAC. In this case, it is relatively easy to alter the

stimulus spectrum to account for the exciter/system impedance character-

istics.

In general, besides providing leakage-free measurements, a technique using

pseudo random noise can often provide the fastest means for making a
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statistically accurate transfer function measurement when using a random
stimulus. This proves to be the case when the measurement is relatively

free of extraneous noise and the system behaves linearly.

The most serious disadvantage of this type of signal is that because it
always repeats with every measurement record taken, non-linearities,

distortion and periodicities due to rattling or loose components on the
structure cannot be removed from the measurement by ensemble averaging,
since the structure is excited in the same manner every time the pseudo

random signal is output.

Periodic Random

Periodic random signals combine the best features of pure random and
pseudo random, but without the disadvantages. That is, a periodic random
signal satisfies the conditions for a periodic signal, yet changes with

time so that it excites the structure in a truly random manner.

The process begins by outputting a pseudo random signal from the DAC to the
exciter. After the transient part of the response has died out and the
structure is vibrating in its steady-state condition, a measurement is
taken; i.e. input, output, and cross power spectrums are formed. Then,
instead of continuing to output the same signal again, a different
uncorrelated pseudo random signal is synthesized and output (refer again

to Figure 3.31). This new signal excites the structure in a new steady-

state 7> ner and another measurement is made.
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When the power spectrums of these and many other records are averaged
together, non-linearities and distortion components are removed from the
transfer function estimate. Thus, the ability to use a periodic random
signal eliminates leakage problems and ensemble averaging is now useful
for removing distortion because the structure is subjected to a different

excitation before each measurement.

The only drawback to this approach is that it is not as fast as pseudo
random or pure random testing, since the transient part of the structure's
response must be allowed to die out before a new ensemble average can be
made. The time required to obtain a comparable number of averages may be
anywhere from 2 to 3 times as long. Still, in many practical cases where
a baseband measurement is appropriate, per adic random provides the best

solution, in spite of the increased measurement time.

3.5.7 Removing Distortion From Measurements - A Case Study

Distortion, or non-linear motion, is an unwanted contaminanrt of vibration
measurements when modal parameters are to be identified from them. Since
the dynamic model upon which modal testing is based is linear, the

measurements must accurately describe linear motion of the structure, and

not reflect any non-linear motion.

In this case study a single-degree-of-freedom system was tested with each
type of excitation methou previously discussed. Besides measuring the

linear characteristics of the system with each excitation type, gross non-
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linear response was simulated by clipping approximately one-third of the
output signal. This condition simulates a "hard stop" in an otherwise
unconstrained system. The intent of these tests was to show how certain
forms of excitation can be used to measure the linear characteristics of
a system even in the presence of a large amount of distortion. This is
extremaly important to the engineer who is interested in identifying

modal parameters.

Figure 3.32 illustrates the form of each type of stimulus and its power
spectrum after fifree1 ensemble averages. Notice that the input power
spectrums for both the pure random and periodic random cases have more
variance than the others. This is because each ensemble average consisted
of a new and uncorrelated signal for these two stimuli. The pseudo random
and swept sine (chirp) signals were controlled by the analyzer's digital-
to-analog converter and each ensemble average was in fact the same signal,
thus resulting in zero variance. In this test, the transient signal was
also controlled by the DAC to obtain record-to-record repeatability and
resulting zero variance. In all cases, the notching in the power spectrums
is due to the impedance mismatch between the structure and the shaker. A
final interesting note is that all spectrums except the swept sine are flat
out to the cut-off frequency. The roll-off of the swept sine spectrum is
due to the logarithmic sweep rate. Thus, the spectrum has reduced energy

density as the frequency is increased.

In Figure 3.33, the results obtained from testing the single-degree-of-
freedom system with and without distortion are shown. In Figures 3.33

(a) and (b), the cases for pure random excitation, notice that the coherence
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is noticeably different from unity in the vicinity of the resonance.

This is due to the non-periodicity of the signals and the fact that Hanning
windowing was used to reduce what would have otherwise been even more
severe lcakage. The leakage effect is much more sensitive here, due to

the sharpness of the resonance, i.e. the rate of change of the function.
Although the effect is certainly present throughout the rest of the band,
the relatively small changes in response level between data points away
from the resonance will obviously tend to 1 nimize the leakage from
adjacent channels. Although any number of different windowing functions

could have been used, the phenomenon would still exist.

In all figures 3.33 showing the distorted case, the best fit of a linear
model to the measured data is also shown. Note alsn that the coherence is
almost exactly unity for the linear case. This is because all except

the pure random case are ideally Teakage-free measurements because they
are periodic in the analyzer's measurement window. For the cases with
distortion, the latter three show very good coherence even though the
system output was highly distorted. This apparently good value of coher-
enc > is due to the nature of the zero-variance periodic signals used as
stimuli. In cases B and D, the meacurements are truly random from average
to average and the coherence is more indicative of the quality of the
measurement. The low coherence values at the higher frequencies are
primarily a result of the poor signal energy. The conclusion is that the
coherence function can be misleading if one does not understand the

measurement situation.
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It is apparent from Figure 3.33 that the pure random and periodic random
stimuli provided the best means for transfer function measurements in the
presence of distortion. Again, this is due tn the effective use of
ensemble averaging to remove the distortion components from the measurement
in these cases. The distortion cannot be removed using the other types

of periodic stimuli. The results obtained from fitting a 1inear model

to the measured data are given in Table 3.2.

In all cases where the linear motion was measured, each type of excitation
gave excellent results, as indeed they should. The one item worthy of
mention is the estimate of damping with the pure random result. In this
case, the value is about 7% higher than the correct value (=53 RAD/sec).
This error is due to the windowing effect on the data. In this test, a
Hanning window was used. However, any number of other windows could have
been used and error would still be present. Further evidence of the
Hanning effect on the data is shown by the error between the linear model

and the measured data.

0f considerable importance is the data for the simulated distortion. The
primaiy conclusion that can be drawn from this data is that the periodic
random stimulus provides a good means for mea:.ring the linear response
of a linear system and is clearly superior to a pure random stimulus. It
is also * e best possible excitation for measuring the linear response of
a system with distortion. Evidence of this is seen in the quality of the
parameter estimates in Table 3.2 and the relative error (the error index
between the ideal linear model and the measured data). The principal

characteristics of each type of excitation are summarized in Table 3.3
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Table 3.2 - Comparison of Single-Degree-of-Freedom System Mod: 1 Parameters From Measurements
Using Various Excitation and Analysis Techniques.

Damping
Frequency Coefficient Phase Relative
Test Condition __(Hz) (rad/sec) Magnitude (deq) Error
Pure Random 549.44 56.83 3429.12 0.5 23.1
Pure Random w/Distortion 550.10 56.22 2963.28 357.1 21.7
Periodic Random 549.46 52.76 3442.18 0.6 3.6
Periodic Random w/Distortion 549.50 53.44 3272.00 0.4 4.2
Pseudo Random 549.55 52.76 3450.54 0.6 1.8
Pseudo Random w/Distortion 550.09 51.75 2766.06 359.3 32.4
Swept Sine 549 .49 53.24 3444 .01 0.6 2.2
Swept Sine w/Distortion 549.77 53.76 2411.52 4.5 21.5
Transient 549.63 53.75 3453.26 0.7 5.7
Transient w/Distortion 549.68 53.13 2200.34 359.4 102.9
Zoom with Pure Random 549.44 £3.12 3446 .84 0.7 3.2
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Table - Principal Characteristics of Five Excitation Methods.

Characte istics

Force level is easily controlled
Force spectr n be easily shaped
Peak-to-ms energy level

Requires a well-designed fixture
and exciter system

Ensemble averaging can be applied
to remove extraneous noise

Non-linearities and distortion effects
can be removed by ensemble averaging

Leakage Error

Pure
Random

Yes
No
Good

Yes

Yes

Yes

Yes

Pseudo
Random

Yes
Yes

Good

Yes

Yes

No
No

Periodic
Random

Yes
Yes

Good

Yes

Yes

Yes

No

Impact

No
No

Poor

No

Yes

Somewhat

Sometimes

Swept Sine
(Chirg]

Yes
Yes

Best
Yes
Yes

No
No
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3.6 MODAL PARAMETER IDENTIFICATION BY CURVE FITTING

Once a set of transfer functions has been measured from a structure, mo’1:
parameters are identified by "curve fitting" an ideal forn *  the trans‘er

function to the measurement data.

As shown ‘n Figure 3.34,at least one row or column of transfer functions from
the transfer matrix must be measured in order to identify the mode shapec.
The mode shapes, or mode vectors, are then assembled from the identified
residues from each measurement at the same modal frequency. This process is

depicted in Figure 3.34,

Figure 3.35 shows a breakdown of a measurement into a summation of the
contributions due to each of the modes of vibration. That is, the magnitude
of the transfer function shown by the solid line in the figure, is really
the summation of a number of magnitude functions shown by the dashed lines

in the figure, each one due to a different mode of vibration.

The modal parameters (frequency, damping and residue), of a single mode

can be ident.iied by curve fitting the dashed 1ine function corresponding

to that mode. However, since only the solid 1ine function was measured, it
is clear that to identify modal parameters accurately, all the parameters

of all the modes must be identified simultaneously by some method which fits
a multiple mode form of the transfer function to the data. This method is
called a "multiple mode" curve fitting method.
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Many times, the accuracy of a multiple mode method is not required, so simple,
easier-to-use m::hods known as "single mode" methods are used to identifv

the unknown parameters. A sirgle mode method treats the data in the vicinity
of a modal resonance peak as if it is due solely to a single mode of
vibration. In other words the "tails" of the resonance curves from other
modes are considered to have negligible contribution to tne data in the

vicinity of the resonance peak in question.

3.6.1 Modal Coupling

The amount of error incurrad with the use of single mode methods is dictated
by the amount of "modal ccupling" in the measurements. Figure 3.36 shows cases

of light and heavy modal coupling.

In a 1ight modal coupling case the measurement data in the vicinity of a
modal resonance peak is predominantly due to the mode, and the influence of
the other modes is minimal. In this case a single mode curve fitting method

can give accurate results.
In a heavy modal coupling case the influence of the tails of other modes is

not negligible, so a single mode method will incorrectly identify modal

parameters.
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CURVE FITTING METHODS
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3.6.2 Curve Fitting Methods

Four different approiches to curve fitting measurements can be taken, as
shown in Figure 3,37, The first two (single mode, and multiple mode) are
applie. to a single measurement at a time. The second two method: can be
used on meas.rements from multiple rows and columns of the transfer matrix,

to obtain better estimates of the modal parameters.

3.6.3 Single Moie Methods

Because of thei- _.ad and esase of use, single mode methods should be used

whenever sufficiently accurate results can be obtained.

The simplest single mode methods are shown in Figures 3.38 and 3.39. Figure 3.38
shows that modal frequency is simply taken as the frequency of the peak of

the transfer function magnitude. Damping can be obtained by measuring the

width of the modal peak at 70.7% of its peak value or by computing the slope

of the phase function at resonance. The first method is known as the "half
power point" method since 70.7% of the magnitude is the same as 50%, or

haif, of the magnitude squared. The half power point is also referred to as

the 3 db point (3 db = 10 Log (2)). Final.y the residue can be estimated

by using the peak value of the imaginary part of transfer function at

resonance. This is known as "quadrature picking" or simply the quadrature -

method.
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[f the measurements are noisy or if the frequency resolution is not good,
all of the above methods can yield largely incorrect results since tarey

use only one or two data points from the measurement.

The methods shown in Figures 3.40 and 3.41 will yield better results in
general, since they use more measurement data. The method shown in Figure

3.40, the so called "circle fitting" method, i a way of estimating the

residue by least squared error fitting the parametric form of a circle

to the measurement data in Nyquist form. This method was first pointed
out by Kennedy and Pancu (Reference B.1). The method shown in Figure
3.41 is a simple complex division of one measurement into all the other
measurements in the set. The result of each divide is a complex constant
in the vicinity of a resonance. Several values over an interval of
frequencies around the resonance can then be averaged together to obtain
an estimate of the residue. These methods and others are explained

in more detail in Reference C.3.

3.6.4 Multiple Mode Methods

Multiple mode methods involve curve fitting a multiple mode form of the
transfer function to a frequency interval of measurement data containing
several modal resonance peaks. In the process, all the modal parameters

(frequency, damping and residue) for each mode are simultaneously identified.

Figure 3.42 shows two different forms of the transfer function which

can be used for curve fitting. If the partial fraction form is used, the residues
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end poles (frequency and damping) can be identified directly from the curve
fitting process. Normally, a least squared error curve fitting procedure is
used. This yields a set of linear equations which must be solved for the
residues, and a set of non-linear equations which must be solved for the

poles. An iterative procedure is normally used to solve these equations.

If the polynomial form of tha transfer function is used, the coefficients
of the numerator and denominator polynomials are identified during curve
fitting, and a root firding routine must then be employed to find the poles
and residues. The advantage of the polynominal form, however, is that the
least squared error equations are linear and thus can be solved for the

unknown coefficients by non-iterative methods.

3.6.5 Complex Exponential Curve Fitting

A third method of fitting a parametric form of the impulse response function
to impuise data, (obtained by inverse Fourier transforming the transfer
function data intc the time domain) is also commenly used. This method is

called the Complex Exponential method or the Prony algorithm.

The impulse response can be written in terms of modal parameters as shown

in Chapter 2.
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This form, which can also be written as the sum of complex exponential
functions, is curve fit to the time domain data using a very efficient

algorithm. (Reference C(.25)

A1l of these multiple mode methods will yield the same result, as shown in
Figure 3.42, namely a 1ist of modal parameters identified from a particular
measurement. The sclid 1ine in the transfer function plot of Figure 3.42

is the idea)l fit function superimposed on the data.

3.6.6 Residue Sorting

The accuracy of the curve fitting results obviously depends heavily upon

the quality of the transfer functions measurements made. One of the key
factors influencing the results is the proper choice of the reference
D.0.F., 1.e. single excitation point or reference response point. If the
reference D.0.F. is chosen to correspond to a node point for a particular
mode, then the response of that mode will not appear in the measurements

and may be overlooked completely in a modal survey. On the other hand,

it may be impossible to adequately excite certain modes from a single shaker

location, especially on large structures.

The residue sorting algorithm described in Reference C.4 allows sorting
of mod.' residue data identified from transfer function measurements made
with different reference D.0.F.'s .0 obtain a modal vector which can give a

much bet.2r estimate of the true behavior of the test structure. This
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algorithn allows modal testing in a more arbitrary manner than has been
possible before. Use of this technique in transfer function testing offers

several distinct and beneficial advantages.

(1) Much more test data in the form of rows or columns of the transfer
matrix can be combined to permit superior estimates of modal parameters.
This technique can be especially useful to reduce the effect of bad measure-
ments by utilizing redundant sets of measurements and eliminating or
reducing the contribution of inconsistent residue values.

(2) Judicious and selective excitation can be used on a structure to
reduce modal density to an acceptable level. Unwanted responses can be
minimized and desired modes enhanced by proper selection and subsequent
combination of appropriate measurement sets using differ +* reference
0.0.F.'s.

(3) Redundant sets of data from different rows and/or columns of the
residue matrix can be used to verify that modes have been properly iden-
tified, e.g. the same mode identified in all measurements.

(4) Signal-to-noise problems inherent in the testing of large structures
with transfer function techniques can be overcome by application of multi-
excitation point testing, i.e. the use of several reference D.0.F.'s

appropriately 'ocated on the structure.

3.6.7 Multiple Row/Column Fitting

Many times modal coupling and/or noise on the measurements may be so great

that it is difficult to determine how many modes there are, or to correctly
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fdentif, their parameters from any single m:asurement. In these case: a
curve fitting procedure that identifies modal parameters from the entire

set of measurements should be used.
The last two "multiple measurement” methods are not commonly used today,
but will probably be employed ore in the future as curve fitting methods

continue to improve.

3.7 Monitoring Ambient Vibrations

There are many sources of ambient vibration in or around a nuclear power
plant. In many cases the vibration levels on certai: .achinery or
structures may be of sufficient amplitude to identify the structure's’

modal properties without applying further excitation.

Sources such as rotating machinsery, wina, moving fluids or seismic activity
are common ambient sources of vibration excitation. These sources typically
cause random vibrations to occur in the plant's structural components.
(Rotating equipment will also cause sinusoidal vibrations at frequencies
directly related to the rotational speeds of the machine.) Vibrations
caused by operating machinery in the plant can, of course, be monitored
whenever the plant is operational, whereas vibrations caused ty seismic

or wind effects could only be monitored when these forces cause vibrations

of sufficient levels for identifying modal properties.




The primary difficulty however, with using ambient vibration signals to
fdentify modal parameters is determining whether or not the structure is
being excited sufficiently over the frequency range of the modes of interest.
For example, if we are monitoring at 30 Hz mode from a particular measurement
point and the ambient vibration signal from that point contains insufficient
energy in the vicinity of 30 Hz, the parameters of the 30 Hz mode cannot

be identified.

Nevertheless, in situations where the excitation force cannot be measured,
none of the previously discussed modal tesiing methods which involve some
kind of controlled and measured force input can be used anyway, which
leaves the ambient techniques discussed here as the only possible means

of identifying modal parameters.

Two different methods are discussed here for processing ambient vibration
signals to identify modal parameters. They involve the curve fitting of
power spectrums (i.e. PSD's) or impulse responses. The PSC's can be
computed via the FFT and spectrum averaging techniques discussed earlier
for transfer functions, and the impulse responses are computed via the

so-called Random Decrement averaging process.

3.7.1 Modal Parameters From Power Spectrums

In any of the modern day FFT analyzers available on the market today the

power spectrum or power swectral density is a common measurement function.
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We will not discuss the details of the computation of this function here
(Reference C.6 covers this subject), but merely define the power spectrum
in terms of the Fourier transform as

Gex = FxFy*

where Fy = Fourier transform of a time waveform.

* denotes conjugate

Curve fitting techniques like those discussed in the previous section can

be used to identify modal parameters from power spectrum data if the

following assumption is satisfied.

Assumption: The power spectrum of the excitation force on the structure
is flat in the vicinity of all modal resonance peaks of

interest.

This is similar to assuming that the noise is "white" but is not quite as
severe. The requirement for this assumption comes from the following
simple analysis:

FylFy* Gyy
HI2 = HH* ?.\L.J_. =
I x(rx*) Gxx

where Fy, Fy Fourier transforms of input and output signals respectively

(2]
"

vy output power spectrum

input power spectrum

pe =
"

transfer function

The above equation shows that the transfer function magnitude squared is
proportional to the output (or ambient response) power spectrum when the
input (or ambient excitation) power spectrum is assumed to be flat, i.e.
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equal to a constant, for all frequencies. This is the least biased

assumption possible when the input to the structure is unknown or not
measured. Since we are only interested in the power spectrum data in
the vicinity of a modal resonance peak we can relax the flatness assumption

so that it is true only in the vicinity of a esonance peak.

For cases of Tight damping some of the single mode curve fitting methods
used on transfer functions can also be used on power spectrums. For
instance, the resonance peak frequency can be used as the modal natural
frequency and modal damping can be gotten from the 3 db width of the
resonance peak. More sophisticated curve fittings using a polynomial
representation of the transfer function magnitude squared can also be

used on power spectrums.

3.7.2 The Random Decrement Method

In May 1971, Henry Cole Jr. reported on a novel time domain signal averaging
technique that had been used at Ames Research Center, Moffett Field,
California to identify modal damping during wind tunnel tests of a Space

Shuttle model. (Reference D.30) He called the method Random Decrement

presumably because he applied it to random signals and used the logarithmic

decrement method to identify damping from the resulting impulse response data.

Following are some of his introductory comments on the method.
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“It is well known that a structure may be characterized
by its impulse or frequency response and that these curves may
be obtained, respectively, by taking cross correlations or
cross spectra of the input and output when the input is a
stationary random force. However, there are many practical
situations in which the input occurs at so many points that
it cannot be measured (i.e. the present ca~. .” a wing driven
by a turbulent airflow), and the above methods cannot be
employed. Fortunately, the farms of the spectral density of
inputs due to turbulent flow ° not vary greatly, and it was
shown in reference D.41 that e form of the autocorrelation
of the output is not very ser .ive to the practical variations
‘n input spectral densities. hus, the structure may be
c aracterized by the autocorrelation of the output even though
the exact form of the input is unknown. The curve obtained
is representative of the free vibration curve of the structure
following a step displacement, and as suggested in reference
D.41, may possibly be used as a means of failure detection.

The main problem with the use of autocorrelation signatures
is that the level of the curve is dependent on the intensity
of the random input, and in a natural environment this cannot
be controlled 1t the structure is a linear system, the level
changes caii oe compensated for by normalizing the curves, but
if the structure is nonlinear as is often the case, a different
signature wi.1 be obtained with each level of excitation.
This problem can be overcome by amplitude filtering one channel
as shown in reference D.41, but the computational difficulties
are considerable.

A third method for obtaining signatures is tr average
segments of the time history which start at a giver constant
amplitude. This method, called 'random decrement', is
sugjested by Section Il <7 reference D.41, in which it is
pointed out that the multiplications pcrformed in autocor-
relation merely <erve to preve.. the summation from tending to
zero. Furthermore, the nonlinear systems part of that paper
inu.cates that the curve obtained by autocorrelation is acutally
a linearly dimensioned curve which represents the free vibration
curve of the system with an initial amplitude equal to the root
mean square of the response. If follows that such a curve
may be more easily obtzined by averaging the time history
directly rather than multiplying and averaging as in autocor-
relation. The averaging process has the further advantage
that the results obtained do not vary with the intensity
of tne input and consistent results are obtained for non-
linear systems. For these reasons the 'random decrement' method
was used in the present report to explore possibilities of
its use as a failure detector.”




The basic concept behind the random decrement method is that the response
of a linear system to random excitation is made up of the summation of two
responses (or solutions); a particular response and a homogencous response
(which is the system impulse response). If the particular response can be
assumed to b: zero-mean, Gaussian white noise, then if a large number of
time records are properly averaged together, the random response wii’

sum to zero lTeaving the impulse response.

As Cole claims above, this averaging process also "averages out" distortion
(or nonlinear motion) from the response leaving a root mean square linear

approximation of the response. This is equivalent to the frequency domain
averaging with use of a pure random signal described earlier, which removes

distortion from transfer function measurements.

Depending upon the frequency bandwidth of the excitation frrce and/or the
bandpass filtering done on the :ignal before averaging, the resulting
impulse response will be the summation of impulse responses of one or

more modes of vibration.

Initially, Cole and co-workers bandpass filtered their data so that the
resulting impuise response was the response of only one mode. They then used
the logarithmic decrement method to obtain mode damping from the envelope

of the impulse response.
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Since then, other people (e.g. C. S. Chang (Ref. D.32) and S. R. Ibrahim
(Ref. D.33) have applied multiple mode curve fitting techniques to Random
Decrement signatures (impulse respenses) to simultaneously identify
parameters for several modes. In fact, Ibrahim et. al. (Ref.D.5, D.10,
D.11) have combined Random Decrement with their own time domain curve
fitting to perform complete modal surveys in a test laboratory environment

where they controlled the excitation force o1 the test specimen.

The primary difficulty with the Random Decrement method as a modal testing
method is that since the excitation force s not measured, it has to be
assumed that it is white, e.g. its spectrum is flat over the entire analysis
bandwidth of interest. This is a more severe assumption than with the use
of power spectrums, since the response power spectrum only needs to be
uncorrupted by the excitation force in the vicinity of the modal

resonance peaks of interest. The impulse response function on the other
hand, must remain totally uncorrupted by the excitation if the modal

parameters are to be properly identified.

Aircraft Flutter Testing

Rircraft flutter testing involves the identification of modal parameters from
ambient vibration measurements. Flutter is a nonlinear process whereby, as
the speed of an 2ircraft increases, two of the modes of vibration of the
wings begin to move toward one another in frequency, until they reach the
point where they both coalesce, with the same frequency and damping values.

Then as the speed continues to increase, one mode increases .n damping while
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the other decreases, eventually taking on a negative (unstable) value and
the wings begin to shake nff., Hence, the objective of flutter testing is
to monitor the frequency and damping of the flutter modes as the aircraft
speed increases, and then use these values to extrapolate ahead to the

onset of flutter.

Several references on flutter testing are given in the bibliography (Ref.

D.34 through D.37 )
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4.0 EXPERIMENTAL/ANALYTICAL STUDIES

The majority of the literature we surveyed which contained specific
fnvestigative results relating to structural integrity monitoring was

categorized as follows:

1) Nuclear Plants
2) Large Structures
3) Rotating Machirery

4) Offshore Platforms

By far the largest amount of literature found was on rotating machinery
monitoring. #Monitoring of overall vibration levels has become very
commonplace but attempts to relate structural damage to measured model

changes is still in its primitive stages.

The majority of the literature on testing of nuc’ear plants and large
structures has been done primarily to develop dynamic models for pre-
decting responses to earthquakes. This work is motivated by the need t.

predict and assess damage after an carthquake.




Offshore platforms are continually subjected to a very active dynamic
environment where the threat of excessive external excitation, {.e. storms,
is ever present. As a resul. a majority of the literature we found on
offshore platforms was dir.ctly concerned with detecting structural

damage via changes in modal properties.

Following are key excerpts from many of the papers we reviewed.

4.1 NUCLEAR POWER PLANTS

In our search of the l1iterature on integrity monitoring of nuclear plants,
we found several ef.rences specificall; on the subject alaong with a large
number of papers on dynamic testing and seismic qualification of nuclear

plants.

In a recent paper Gopal and Claranitarc (Ref. E.3) detail several different
types of diagnostic svstems for nuclear plants which they have evaluater .

They are:

"(1) vibration Monitoring System for detection of changes
in vibrational characteristics of the major ~omponents

of Nuclear Steam Supply System (NSSS) and Balance of

Plant (BOP); (2) Acoustic Monitoring System for detection
and location of leaks in the primary system pressure boundary
and other piping systems in PNRs; (3) Metal Impact Moni-
toring for detection of loose debris in the reactor vessel
and steam generators; (4) Nuclear Noise Monitoring System
for monitoring core barrel vibration; (5) Sensor Response
Time Measurement System for detecting any degradtion of
process sensors; and (6) Transit Time Flow Meter for
determining primary coolant flow rate."
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The author's comments about the benefits of plant monitoring are quite

appropriate;

“Substantial economic benefits are relizable in nuclear
power plants by increasing availability of these plants.

A significant part of non-availability of plants is due

to equipment failure causing forced outages. Benefits in
improved availability are realizable through on-line
surveillance systems by two ways. The first one is to
reduce unscheduled downtime through the early detection

of abnormalities and the subsequent prevention of major
malfunctions. The second one is through improved maint-
enance scheduling. Prior knowledge of equipment condition
will enabie planned maintenance during a scheduled shutdown
ratner than be forced into an unscheduled outaae or perform
unnecessary maintenance before it is actually needed."

The authors have developed and tested a "Vibration Surveillance System"

which monitors the following components of a plant.

"1. Reactor System: Vibration monitoring establishes
the data base or vibration signature for the reactor
coolant system and supports to permit trend analysis
for changes in the amplitude of the frequency spectra.

2. Rotating Equipment: Vibration monitoring of
critical pumps and motors to provide an early warning
of malfunctions.

3. Valves: Vibration monitoring of valves provides
early detection of abnormal behavior of the valves.

The Vibration Monitoring System i1s designed to:

1. Characterize and gquantify vibration levels from
external sensors on major components.

2. To determine significance of vibration level to
an operator by indicators such as normal (gr~:n),
caution (yellow), and alarm (red) and audible levels.

3. To determine trends at various frequencies."
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One of the problems they discuss in detail is the monitoring of
flow-induced vibration of secondary system piping. Some of their

conclusions are:

"The results of the combined experimental and analyses
program indicated:

In situ, dynamic structural monitering of high pressure
steam and feedwater piping can be used to obtain piping
frequencies and modal displacements using a limited
number of dynamic transducers. For the piping runs
monitored, the approach taken provides frequencies

and modal displacements for the first five to eight
modes. Typically, the frequency range for these

modes ranges from two to ten Hz."

The authors also discuss their so called "Nuclear Noise Monitor" system
which monitors vibrations of the reactor core barrel. Their decrip-

tion of the system is as follows:

"The system detects changes in lateral core barrel
vibration through analysis of signals from the
excore power range neutron detectors of the Nuclear
Instrumentation System (NIS). Lateral core oscil-
lation causes a change of the neutron attenuation
between the core and the excore neutron detectors
and thus a fluctuation of the detector signal
occurs. By appropriate signal conditioning pro-
cedures, lateral core barrel movement can be
discriminated from noise sources and displayed
on meters and/or recording devices."

They claim to have gotten excellent agreement between frequency

spectra obtained with the NNM system and those measured with strain

gauges mounted directly on the core barrel. A clear benefit of this

166



is that nuclear noise monitoring may be able to replace more expensive

instrumentation as a means of monitoring core barrel behavior.

Two papers by Fry, Kryter and co-workers at Oak Ridge National Laboratory
also contain detailed discussions on nuclear noise monitoring. (Refs.

£.4 and E.5)

In one reference (Ref. E.1), Ibanez and co-workers tested some electrical
distribution equipment in ordrr to collect mocal data for modelling gross

seismic responses. In their words:

"Forced vibration testing was carried out by mounting
a sinusoidal steady-state eccentric mass vibration
exciter (shaker) on the structure to be tested. The
respunse of various points on the structure was mea-
sured by accelerometers as the frequency of excita-
tion slowly changed in incremental steps. The

object of the forced vibration testing and subsequent
analysis was to identify the seismically important
m-des of vibration; their mode shapes, eigenfrequen-
cies, and dampings. Once identified, these parameters
can be used to predict the response of the tested
system to a variety of earthquake inputs.”

"The equipment te:ted included:

high voltage d.c. current divider

500 kV reactor disconnect

230 kV air circuit breaker
free-standing 500 kV lightning arrester
500 kV lightning arrester connected te
transformer

500 kV transformer and bushing

230 kY SF-6 circuit breaker

~No GV B Wr -

)
)
)
)
)
)
)

Four of these components were tested in detail

using forced vibration methods (the two 500 kV

lightning arresters, the 500 kV transformer and
the 230 kV 5F-6 circuit breaker)."
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During the course of their test they discovered several conditions
involving variations in structural physical characteristics which were

detected through measurement of vibrations:

“These tests and other tests which the authors have
recently conducted point out the important effect on
dynamic response caused by structural details. Three
examples will be cited: the effect of lightning
arrester conductors, the effect of mounting bolt
tension, and the effect of variations in soils and
foundation designs.

The lightning arrester conductors were found to
significantly modify its response, compared to a
similar unit not having conductors.

In another test, a slight reduction in mounting
bolt tension caused dramatic changes in dynamic
response, including changes in modal frequencies,
modal dampings, and even mode shapes. Soil
conditions and foundaticn designs have been ob-
served to vary from site to site.

The implication of these observations is that

dynamic modeling, whether based on tests or analysis,
must give adequate consideration to the actual
conditions to be encountered in the field. Our
concern here is that laboratory tests or a dynamic
analysis may demonstrate the adequacy of a given
design, only to have it fail in the field because

as instalied it magically becomes another structure."

One of their more graphic results showed the effect of mounting bolt

tightness on one of the modal frequencies.

"The dynamic response of the capacitor bank was highly
dependent on the tightness of the bolts holding the
lower insulators to the foundation. A slight loosening
of these bolts caused the EW resonant frequency to drop
from 4.00 to 3.3 Hz, and damping to increase from 1.5 to
about 3.5%. Figure 4.1 shows the effect of loo ening
the mounting bolts."
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FREQUENCY (Ma)
Effect of loose bolts.

FIGURE 4.1
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As further evidence that modal properties (and hence physical charact-

eristics) can vary widely between seemingly identical structures, Ibanez
and co-workers examined four utility poles which were constructed of the
same material and had the same physical dimensions. They included the

following table in one of their recent papers (Ref. E.7 ):

SUMMARY OF POLE TEST RESULTS

Spring Constant, (k, 1bf/in) 1st Mode Frequency/Damping
Pole Transverse Parallel Transverse Paralle

A 39.5 454 .5 0.90 Hz/ 6% 8.0 Hz/4.4%
B 32.2 277.8 0.78 Hz/? 6.7 Hz/5.5%
C 34.6 262.5 0.85 Hz/ 5.5% 5.4 Hz/4.5%
D 40.0 375.0 0.83 Hz/2.5% 7.3 Hz/5%

These results indicate two things; firstly that slight variations in
physical properties do cause perceptable variations in modal parameter
values; and, secondly that historical modal data from a particular

structure will be necessary in any successful integrity monitoring scheme.
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Another recent paper by P.J. Pekiru! at Rockwell International describes
an on-line Reactor Noise, Vibration, and Loose Parts Monitoring system.

(Ref. E.6).

“This unit consists of piezoelectric sensors, preamp-
lifiers, signal procescar units, computers and other
peripheral equipment, and provides on-line measurement
without intereference to normal plant operation.

An automatic scanning system (Spectra-Scan) device
places all of the channels under computer control.

The computer selects the channels sequentially for
analysis on the spectrum analyzer. The output of

the analyzer is compared with the spectra stored in the
memory of the computer, and any significant deviations
are annunciated. These deviations may be either in
amplitude or in the characteristic frequency of a
mechanical resonance. The graphical results are
displayed on the screen of a storage-type cathode

ray tube, showing both the reference and the newly ob-
tained spectra. If no problems are found, the system
continuas to scan all of the channels in sequence.

A status tabulation is maintained on the display,
giving identification on each of the channels being
monitored."

“In the event of an alert or alarm condition, the
operator is called and the component or location of

the malfunction is indicated. The computer also prints
out the appropriate action to be taken by the operator."”

Another recent paper by German author B.J. Olma (Ref. E.18) discusses
what he calls "incipient failure" monitoring. He makes the distinction

between this and loos2 parts monitoring with the following comments :
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“The objective of an incipient failure detection
within the wider frame of structural analysis lies
in the surveillance of the mechanical integrity
and the protection of security relevant components
of the primary circuit of a nuclear power plant
during its operation.”

“The essential parts of an incipient failure
detection system for primary circuit components
are vibration monitoring and monitoring of loose
parts. Whereas loose parts monitoring indicates
the occurrence of damage, vibration monitoring
can give an indication of damage in the early
developing stage of such a failure. Both parts
are supplementary and offer with the necessary
background a very good insight in the mechanical
state of the primary circuit.”

The authors describe the potential for integrity monitoring

as follows:

"During the normal operation of a plant the
pressure-, mass flow-, neutron flux-, acceleration-
and displacement signals, which can be obtained
from the process instrumentation or additional
excore or incore instrumentation are stationary,
random and partly superposed by deterministic
spectral parts. These signals are basically
of statistic nature which suggests the application
of correlation analysis methods. The adequate
respresentation of these signals in the frequency
domain by means of power spectral densities
gives a practicable method for the interpretatic)
of the underlying structural dynamic processes.

With present possibilities of Fast-Fourier trans-
formation VPSD's (vibration power spectral densities),
coherences, phase relations and transfer functions can
he determined either by on-line hardware processors or
off-1ine with adequate digital programs."”
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The paper discusses a method for computing vibrational power spectral
densities (VPSD's) of primary circuit components based on a finite-

element representation of the primary circuit.

The author compares computed responses with some measurement data ard

concludes with the following comment :

"The described method gives a mathematical repre-
sentation of the real vibrative behaviour of
primary circuit components with random and
deterministic excitation, as could be shown
by the comparison of measured and computed VPSD's.
On the basis of these results it is possible to
simulate the random structural dynamic processes
which occur in the primary circuit, by means of a
theoretical model. This offers an oxcellent
possibility for a continuous vibration monitoring
system, which is able to survey and protect the
integrity of security relevant components in the
pirmary circuit."

In a recent paper Kryter, Ricker and Jones of the Oak Ridge National
Laboratory report on a survey they did of commercially available
loose parts monitoring systems (LPMS) that were currently being used on

light-water-cooled reactors. Details are contained in reference E.2.

They characterized the the current situation with the following comments :

“The less-than-enthusiastic acceptance given LPMS by
today's utility industry is not unique; other sur-
veillance and diagnostic systems for which there is
no presently established, clearly justifiable, self-
recognized need or about which plant designers,
architect-engineers (A-Cs), and operating personnel
are il11-informed have been similarly received.
Utilities have been confused by conflicting information
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from designers, nuclear steam supply system
vendors, the NRC, and LPMS vendors regarding

the need for and the performance capabilities of
LPMS, and this confusion has been compounded by

a lack of practical guidance from the Commission
staff regarding their expectations for LPMS
performance and for action plans to be implemented
when and if indications of a loose parts are
received."

Some of the deficiencies they found are:

“Our survey revealed that, with few exceptions, LFMS
presently in operation produce too many false alarms.
This is most unfortunate, because in many caces
utility response to such malperforming, nonsafety-
grade surveillance equipment i< not to identify the
cause and correct it but is rather to reduce the LPMS
sensitivity to the point where the false alarms
disappear. This action, of course, defeats the purpose
of the instrumentation.

Moreover, present-day LPMS are operated, in the main,
as qualitative (not quantitative) devices; i.e.,

even though the several information channels of a
given installation may be balanced with resnect to
each other, no attempt ic ordinarily made to establish
an absolute system calibration that is meaningful

to other installations. This all but precludes the
use of loose-parts data from one plant in diagnosing
similar problems in another, but does not seriously
compromise detection capability within a single plant.
Also, such practice often leads to the use of completely
arbitrary alarm level settings.

Since loose-part characterization (i.e., sizing,
locating and estimating point of loose part origin)

is still in its developmental infancy, present LPMS
have only limited buiit-in capability for estimating
the nature of loose parts. This deficiency diminishes
the usefulness of the LPMS because, in the event a
loose-part is detected, no further information
relevant to the subsequent assessment of the safety
significance of the part is available. "
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“Finally, we judged that many present-day LPMS are
marginally conceived and engineered, in the sense
that signal amplitude information serves as the
prinicpal indicator, whereas other signal character-
istics (risetime, duration, frequency content)
that could prove valuable in minimizing false alarms
are underutilized. Also, the total number of
sensors employed, their mounting positions, and
mounting methods used have often been specified
more on a basis of convenience than optimality (in
many cases this is attributable to the retrofitted
nature of convenience than optimality (in many
cases this is attributable to the retrofitted
nature of the LPMS). Moreover, at their present
state of development, many LPMS are simply ill-
suited to the typical utility environment from a human
engineering point of view, owing to a requirement
for considerable interpretation and judgment on
the part of the LPMS operator in distinguishing
genuine loose-part signals from spurious signals."

Their conclusions recommend both technical improvements to the systems

and improvements in the regulation of their use. Some of their concluding

remarks are:

“The technical improvements that we have suggested
may be the easier of the two to achieve because,

even though LPMS having both adequte sensitivty and
reliability have not been, in our opinion, fully
demonstrated at present, it is our best technical
judgment that such systems are not only feasible

but could, in fact, be implemented today using state-
of-the-art technology.

The regulatory improvements that we have suggested,

on the cther hand, are 1ikely to be more difficult

to achieve because, in our opinion, a complete re-
assessment of the basic safety justifications underlying
the current regulatory requirement for loose-parts
monitoring programs as well as a clear and concise
policy statemen:. of NRC staff's expectations for

future performance of LPMS are required before any more
detailed plans for industry implementation of better
loose-parts programs can be made."
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4.1.1 VIBRATION TESTING FOR SEISMIC ANALYSIS

A large number of technical papers appear in the literature on the general
subject of vibration testing of nuclear piants. This testing is typically
done to verify, improve, and synthesize analytical dynamic models for

predicting plant responses during earthquakes.

A single source of ten different papers on the subject is a special issue
in 1973 of the Nucl2ar Engineering and Design Journal (Ref. £.12). These
papers were written by a multitude of nuclear engineers and structural
dynamists who did their research over a number of years at University of
Californfa at Los Angeles. (UCLA). Their research was guided by several
objectives as stated by Prof. C. B. Smith .n the introduction. They

wanted to acheive,

"(a) a better idea of the response of nuclear power plant
structures and equipment during earthquakes; this involves:
(1) improved understandings of physical parameters such
as modal frequencie., dampings, and mode shapes; (2) im-
proved methods for testing large structures; and (3) the
need to improve analytical models and devzlop more
accurate methods of analysis;

(b) better methods for designing nuclear power plants to
resist earthquake forces;

(c) rational methods for evaluating power plant sites;
(d) the examination of several special protlems, in-
cluding non-linear effects, the effects of equipment
supports, equipment performance during earthquakes,

methods for seismic proof testing, evaluating the effective-
ness of seismic design features, and improved seismic
instrumentation.”

Although none of this work was directly concerned with relating change in

model parameters to structural damage, their efforts to develop better
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testing methods and to better understand the dynamics of nuclear tractor

systems are certainly pertinent to the subject of this survey.

One of their articles (pages 51-93) contains results of modal tests conducted

on nuclear power plants.

"Tests have been conducted on three nuclear power plants;
the experimental gas-cooled reactor (EGCR) at Oak Ridge,
Tennessee; the Carolinas-Virginia tube reactor (CVTR) at
Parr, South Carolina; and the San Onefre Nuclear Generating
Station (SONGS), San Onofre, California. Analyses in
varying detail have been performed; the most extensive work
has been done at San Onofre. This article summarizes test
results, dynamic models, and the results of seismic
response calculations for each plant.”

This article contains test results and analyses of containment buildings and

structures as well as primary coolant loop equipment.

Some of their conclusions are the following:

“Forced vibration experimentation can significantly aid

in developing system models of the dynamic response of
nuclear power plants. Direct experimental results are

the natural frequencies of structures and major equipment
as constructed, and other dynamic response characteristics
are a basis for finding damping values and other model
parameters. Experimental results thus provide evidence
to permit the use of simple models toc predict overall
responses to earthquakes of more complicated systems

if the response can be assumed linear, and can also be
used in evaluating or checking detailed analytical models.
Earthquake responses predicted by the linear methods

used in this study provide a conservative upper bound

for responses to strong motion earthquake inputs. If

a stress analysis based on responses indicated by this
method indicates that non-linear responses would occur,
both engineering judgment and additional analysis would
need to be applied to make a safety evaluation."
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In another article (pages 112-125) the investigators discuss their results
of attempts to identify modal damping from nuclear power plant structures.

The paper contains a summary of damping values:

“A summary of damping values for structures and equipment
obtained in several full-scale dynamic tests performed
on a research reactor, three experimental power reactor
plants, and a commercial power reactor plant is given.
The testing techniques used include steady state shakers,
dvnamite blasting, and snapback."

The authors used the "half power point" method to estimate damping, and
include a discussion of the difficulties with its use. Some of their

conclusions are:

“In all cases discussed, it is reasonable to assume
that the damping values reflect a lower bound to the
damping that would be expected at elastic but near
yield response levels."

"The estimation of accurate modal damping values for use
in reactor design is still not yet possible. However,
as the previous sections indicate, it is possible to
select, for a particular type of component and expected

response level, damping values which represent 'in the
ball park estimates' for design considerations.”

Finally the special issue contains a bibliography of papers and reports by
UCLA and ANCO Engineers, Santa Monica, California, on the subjects of

vibration testing and seismic analysis.

More recently, Howard, Ibanez and Smith have completed an assessment of the
seismic design of nuclear power plants for the Electric Power Research

Institute, and have reported the results in two places. (Refs. E.16 and
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E.17). Although tne general topic is seismic design, the authors include
a lot of information and references having to do with modal testing and

data analysis techniques.

With respect to predicting the amount of damage in nuclear plants following

an earthquake,the authors make some relevant comments:

"Expected response nonlinearities arise from both large
displacements affecting structural system geometry and
from inelastic and plastic material behavior. While
prediction of damage thresholds may be based in principle
on linear elastic models (depending upon the level of
geometric distortion under dynamic load), prediction of
the degree of system damage and remaining margin to
failure must be based on nonlinear analytical procedures.”

“Such numerical techniques as finite element and finite
difference methods have been developed and employed in
special structual probiems, in part as a result of
weapons effects studies. Such approaches are generally
not employed in the analysis of nuclear power systems
for reasons of economics, familiarity, confidence, and
current acceptance of less difficult analytical procedures,
even though nonlinear techniques are generally available
or becoming so."

“It is vital that parallel experimental programs be
supported to ver fy the accuracy of analytical

Such verified analytical capabilities could be ex-

tremely useful in determining remaining capacity of a
nuclear power plant subjected to damaging seismic
excitation, minimizing the time that will almost certainly
be required for plant recertification following a
significant earthquake."
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References E.14, E.13, E.8 and E.11 all contain results of modal tests on
nuclear power plant structures. References E.8 and E.11 contain com-

parative results between different testing methods.

180



4.2 LARGE STRUCTURES

The dynamic properties of large structures such as buildings and bridges have

been investigated intensively during the past fifteen years in hopes that
these structures can be designed or modified to survive the earthquake
environment. To date the experimental testing of buildings, and bridges
has been aimed primarily at the following:
1. Verification of analytical models.
2. Prediction of structural response to earthquakes
and nuclear explosions.
3. Studies of structural non-linear behavior as a
function of excication level.
4. Studies of the effects of soil and foundation

interactions upon structural response.

Many studies have been conducted to determine the best techniques for
testing large structures to accurately determine their dynamic properties.
The most commonly used measurement techniques involve the use of either a
forced input from a shaker system, or ambient inrput such as the wind. The
most popular forced excitation method is the stepped sine method. using

rotating eccentric weights.

Ambient vibration measurements have been used successfully in recent years
to determine modal frequency, damping and mode shapes of large structures.
Typical vibration levels with ambient excitation are 10'89'5. This is

several orders of magnitude less than is typical with forced vibrations, but
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nevertheless is sufficient to identify modal parameters using modern day

digital signal processing equipment.

One of the most common results of forced vibration testing on large con-
crete and steel structures is that they behave like a softening spring as
tne excitation level is increased. That is, their modal frequencies shift

to lower values as Lhe force level is increased.

A couple "rules of thumb" have been discovered for large framed buildings.
One is that the fundamental modal frequency is approximately ten (10)
divided by the number of stories above ground. For example, the funda-
mental mode of a 5 story building is 2 Hertz while that of a 10 story
building is 1 Hertz. The other rule is that the ratios of modal fre-
quencies to the rundamental approximately follows the sequence of odd
numbers 1, 3, 5, 7, . . . this sequence is expected when the vibratory

motion is primarily due to sheer deformations.

One reference produced some interesting results which are pertinent to

the monitoring of structural integrity. (Reference F.1)

"A study of a nine story building showed the pre-
earthquake fundamental frequency was 1.54 Hz,
during an earthquake the frequency shifted to 1.0
Hz, and then after the earthquake fundamental fre-
quency was 1.27 Hz, but no "apparent” damage occurred
to the structure. Tests since the earthquake indi-
gat: that the frequency is working its way back to

.54 Hz."
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Now quite clearly some physical change took place in the building or its
surroundings as a result of the earthquake excitation, or the modes would not
have shifted. The subsequent migration of modal frequencies back to their
pre-earthquake values indicates that some material property (perhaps the
stiffness of the foundation plus surrounding soil) has returned to its

original state.

This .ample points out the fact that vibration monitoring can detect subtle
ph: sical changes but interpreting these changes and then determining
whether the damage is acceptable or not remain as the difficult parts of

the problem.

Donald E. Hudson has recently written his second survey paper on "Dynamic

Tests of Full-Scale Structures " (Ref. F.1). His previous survey was done in 1970.

Some of his pertinent comments are:

“The main types of dynamic test suitable for full-
scale structures are:

1. Free Vibration Tests: (a) Initial displacement--
pull-back and quick release; and (b) Initial veiocity--
impacts, rockets.

2. Forced Vibration Tests: (a) Steady-state resonance,
including mechanical oscillators and man-excited,

(b) variable frequency excitation, including

sweep frequency--rundown, random, and pulse sequences;
and (c) Transient excitations, including natural
earthquakes, explosions, microtremors, and wind.

3. Vibration Table Tests."

"Sinusoidal steady-state resonant testing with a
rotating or reciprocating mechanical oscillator
continues to be the most widely used technique
for detailed dynamic investigations. The system
of synchronized vibration generators with eiectronic
speed control, developed by the Earthquake Engineering
Research Institute (EERI) and the California State
Division of Architecture in the early 1960's, continues
to "¢ a general purpose workhorse."
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"It is becoming increasingly customary to provide
important civil engineering structures such as dams
and bridges with permanently installed instrumentation
systems. Such systems not only facilitate many
special tests of the structure during and after
construction but remain as permanent monitoring
systems for earthquake and wind loads."

Petroski, Stephan et.al. (Refs. F.2 and F.8) have extensively
documented the results of both forced and ambient tests on a
multi-story steel building. The building was 44 stories in
height, with 6 parking levels below ground and triangular

in shape at each level.

Their comments about the forced vibration test results are the

following:

“In the forced vibration tests, the first six E-W

and the first five N-S translational modes were
excited, as well as, the first six torsional modes.
Frequency response curves, in the region of the
resonant frequencies were obtained for each of these
mnodes.

The curves are plotted in the form of normalized
displacement amplitude versus exciting frequency.

The ordinates were obtained by dividing the measured
acceleration by the square of the exciting frequency
(cps) and then by the square of the circular frequency
(rad/sec). Hence, the displacement amplitudes reflect
the effect of a force amplitude that would be generated
by the eccentric masses rotating at 1 cps. Damping
capacities were obtained from the normalized frequency
response curves by the formula:f = (af)/(2f), where

¥= damping factor (1% of critical damping), f = resonant
frequency and4f = difference in frequency of the two
points on the resonance curve with amplitudes of 1/ 2
times the resonant amplitude.”
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In comparing the results of the two test methods they conclude:

“The resonant frequencies from both studies are in

very good agreement in all separated modes of
vibration with the maximum difference smaller than

2%. The ratios of the observed higher mode frequencies
with respect to the fundamental one from both dynamic
studies of the building indicate that the overall
structural response is predominantly of the shear type.

Comparison of the forced and ambient vibration
experiments demonstrate that it is possible to
determine with adequate accuracy the natural frequencies
and mode shapes of typical modern buildings using
the ambient vibration method. Difficulties in
evaluation of equivalent viscous damping factors
from ambient vibrations studies are present and
probably it will be more realistic from this

type of stuly to expect assessment of the range
of damping factors, rather than damping values
associeted with each mode of vibration."

In comparing experimental and analytical results they found :

“A comparison of the translational analytical results
show very good agreement with the experimental studies,
the maximum differences ranging from about 3% at the
first mode to about 14% at the higher modes. It
would appear from the fi~st translational mode shape
that the actual building is <lightly more flexible
than what the analysis indicates. In comparing the
torsional analytical results with the experimental
the differences are in the range of 10%."

Bouwkamp and Stephen performed similar tests on the 60 story

Transamerica Building in San Francisco and obtained similar

results (Ref F.10).
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Ambient vibration monitoring has been done repeatedly on large structures
recently. Some of the comments of Petrovski and Stephan (Ref. F.2)

explain why.

“In recent years a method for testing of full-scale
structures based on wind and microtremor-induced
vibrations has been developed. The ambient vibration
study of the dynamic properties of the structures

is a fast and relatively simple method of field
measurements. It does not interfere with normal
building function, and the measuring instruments

and equipment can be installed and operated by a
small crew."

In a very well written paper, Milhailo Trifunac (Ref. F.17) compares the

results of several tests conducted on two different multi-story buildings.

He compares estimates of modal parameters obtained from both ambient and
forced vibration testing of the buildings. The paper contains numerous
tables of frequency and damping values and plots of mode shapes comparing
the ambient and shaker driven results. Some of his comments and con-

clusions are:

"Although two case studies are not sufficient to justify
gereral conclusions, the results summarized in this

paper strongly suggest that, in the linear range of
excitation, tests based on microtremor-and wind-

induced vibrations give essentially the same results as
would be obtained from the forced vibration experiments."

"Except for the fifth and sixth NS modes and the fifth
torsional mode, frequencies measured from the wind-
excited motions are always the same or higher than

those determined by the forced vibration experiment.

In this respect, it is interesting that in nearly

all forced vibration tests there have been observed
monotonic increases of resonant frequency for decreasing
amplitude of vibration."
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"In measuring a single mode amplitude, the expected
average discrepancies between the ambient and forced
vibration tests are estimated to be within several
per cent for the fundamental modes, and they increase
for higher modes.

The accuracy of estimating the equivalent viscous
damping from ambient vibration tests depends on

the degree to which translational and torsional response
curves can be separated, because the spectral overlap
leads to the broadening of peaks and overstimated
damping values. This difficulty may be encountered

for a particular building, but apparently does not

occur as a rule."

C. K. Chen et.al. of URS/John A. Blume and Associates (Ref.F.13) tested a
concrete building beyond its elastic limit using an eccentric

shaker, and recorded its fundamental modal frequency and damping

val s as it began to fail. Their description of the test is

as follows:

"As part of this program, twc identical full-scale
4-story reinforced concrete structures were built in
1965-1966 at the Nevada Test Site to investigate their
dynamic response behavior. For eight years following
their construction, the stru_tures were the subject of a
continuing program of vibration testing, and substantial
data had been collected on the elastic response of these
structures. In 1974 it was decided to conduct a high-
amplitude vibration test that would cause the south
structure (free of partitions) to deform beyond its
elastic limit and cause major structural damage. This
paper summarizes results of the 1974 testing program.”

"A reciprocating mass vibration generator specifically
for use in these high-amplitude test was designed and
assembled by Sandia Laboratories of Albuquerque, New
Mexico. This device had a frequency range up to 50
Hz ard was capable of producing a maximum force of
12,000 1b at frequencies greater than 1.6 Hz."

"At all amplitudes of response below the elastic limit,

the period was amplitude-dependent, which is characteristic
of a system with nonlinear softening. The change in period
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below the design level was more pronounced than
between the design and yield capacities. The period
became nearly constant (0.54 sec) at amplitudes
above the design capacity of the structure but

below the elastic 1imit. However, as the input
force was increased beyond the yield capacity, the
structure's response was markedly nonlinear,
resulting in a substantial change in the stiffness
and period of the structure. After the structure
sustained major damage, the period remained nearly
constant at about 0.9 sec. Like the variation of
period in the elastic range, the damping was also
found to increase with an increase of amplitude of
vibration but remained nearly constant (about 2.1%
of critical) at amplitudes above the design capac-
ity of the structure. Beyond the elastic limit,

the structure experienced a marked change in damping,
up to 4.1%, when the input reached its maximum

Tevel and the structure suffered major cracking."

Smith and MatthieggﬁIFEbLgl briefly on several modal testing methods
they have used on large structures (1ike containment vessels) arcund

nuclear power plants. Their comments about the methods are:

“In theory, any method of applying energy to the
structure being tested could be an appropriate
means of excitation. In our experience, we have
found certain techniques to be advantageous, and
shall discuss them here. Undoubtedly, other
methods or variations on these methods are possible.
The following techniques are listed in order of
increasing force capability:

Ambient vibration (random noise)

Structural vibrators (harmonic excitation)

Snapback tests (step function or initial
displacement)

Explosive blasts (impulse)."

“The principle advantage of the forced vibration
technique are the capability to excite specific
frequencies (so individual modes can be emphasized)
and the fact that the applied force is a known
quantity. Also, the forced vibration technique
permits levels of response which are 102 or 104
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times ¢-eater than ambient vibrations, although
gen<r>1.y still 101 ir 102 tunes less than strong
mo’ ion e'rthquakes."

The authors site several other references containing more

detailed test resLlts.
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4.2.1 SUSPENSION BRIDGES

Modal testing has been done on a number of suspension bridges in

the U.S., Canada and Japan. These bridges have been tested primarily
to verify snalytical dynamic models but the overall objective is

to develop a reliable model for predicting the bridge's response to

earthquakes.

We found one excellent report on the testing of the Vincent-Thomas
Suspension Bridge in Los Angeles (Ref.F.9). The report documents

the results of what must be considered as a very successful effort
to identify a large number of the modes of vibration of a large

structure from ambient vibration signals.

The modes of a suspension bridge can be classified as 3 different

types, as explained by the authors:

"The uncoupled vibrational modes of a suspension bridge
may be classified as vertical, torsional and lateral,
as shown in Fig. 4.2. In pure vertical modes, all
points on a given cross section of the bridge move
the same amount in only the vertical direction, and
they remain in phase (Fig.4.2-a). In pure torsional
modes, each cross section of the bridge rotates
about an axis which is parallel to the longitudinal
axis of the bridge and which is in the same vertical
plane as the centerline of the bridge. Corresponding
points on opposite sides of the centerline of the
roadway attain equal displacements, but in opposite
directions (Fig.4.2-b).In pure lateral motion, each
cross section swings in a pendular fashion in its
own vertical plane, and therefore there is upward
movement of the cables and of the suspended structure
incidental to their lateral movements, as shown in
Fig. 4.2-c."”
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The report contains numerous plots of measured mode shapes vs.

analytical results. The conclusions of the authors are as follows:

“The measurements identified sixteen vertical modes,
eleven torsional modes and ten lateral modes and

their natural frequencies, in the frequency range

0.0 Hz to 3.0 Hz. These frequencies and mode

shapes were determined for small amplitude vibrations
and, hence, indicate the structural behavier in

the range of linear response. However, the measurements
also demonc.rated an interaction between side and

center spans in the higher as well as the lcwer modes
of vibration which indicate non-linear behavior.

Good modal identification was achieved by special
deployment and orientation of the motion-sensing
instruments and by summing and subtracting records

to enhance vertical motions and torsional motions.
Relatively long time intervals were recorded which
contributed to higher resolution of the Fourier
spectra. Consequently, better determination of the
closely spaced modes of vibration was obtained. The
characteristics of torsional modes were well-determined
from recorded lateral motion. The ve-tical component
of the torsional motion was not so well cbtained and
only six out of eleven torsional modes were recovered
from the recorded vertical motions; the other five
torsional modes were very close tc vertical modes
which dominated the vertical motion.

It was not possible to determine reliable damping values
adequately by use of the half-power method due to closely
spaced peaks and to spectral overlap which resuited in
widening of the Fourier spectrum peaks; however, a

rough estimation of the damping ratios was presented.

Finally, this comparison between measured and computed
natural frequencies and mode shapes suggests for future
earthquake-resistance analyses that computed values can
be representative of the real structure.”
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4.3 ROTATING MACHINERY

By far the largest number of integrity monitoring systems in use today
have been applied to rotating machinery. The largest number of instal-
lations is clearly been done in the petrochemical industry, and there
are a large number of equipment manufacturers who make monitoring

equipment specifically for use with rotating machinery.

The majority of the literature we reviewed an integrity monitoring

of machines can be divided into two categories:

1) Articles written by manufacturers and users of
equipment describing general usage and some specific
applications of the equipment. These articles are for

the most part non-technical in nature.

2) Technical articles describing experimental/analytical

studies of a particular diagnostic procedure.

Both types of papers serve a useful prupose in a state-of-the-art
survey such as this, for they give a good picture of present day
practice in the only really established application of integrity
monitoring to date, and also indicate some of the uses of modal

parameters to detect failures in rotating machines.
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Vibration signals are the primary types of signals used to monitor
the "health" of rotating machines. These signals are typically
measured with accelerometers mounted directly on the machine, or
more commonly with "proximity probes"” which are typically mounted

in the bearing blocks and measure dynamic displacement of the bearing
Journals. Acoustic emissions are also used to diagnose certain types

of bearing malfunctions.

Vibration signals are used to detect a variety of different problems
in rotating machines. They are:

1. Rotor unbalance and runout .

2. Shaft misalignment

3. Bent shafts
. 011 whirl/bearing whip

. Bearing wear

o o

Broken or worn gears or other internal parts

Traditionally the majority of the diagnosis methods have involved only
the raw time domain signals. Peak or RMS signal levels are compared
to a vibration severity chart such as that in Fig. 4.3. Shock pulse

analysis (Ref. G.43) is also used on time domain signals.

With the availability of more and more low cost frequency analysis
equipment, both narrowband and proportional band (Octave band)
frequency spectrum analysis is becoming more commonplace for

machinery monitoring.
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Identification of the cause of the problem is based as much on a
historical build up of experience with particular types of failures

as it is upon any kind of analysis.

Vibration identification charts such as these shown in Figures 4.4

and 4.5 are typically used to identify causes of problems.
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Table 1 Vibradon Identification Chart
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4.4 (Ref. 6.16)
Likely Causes of Vibration

Other Possible Couses;

Misalignment, eccentric journals,

bent shaft, bad belts.

When axial reoding is greater

than holf of either the vertical
or horizontal reading.

Misalignment, rubbing, recipro-
cating forces as in auto engines,

Raore. Usually a combination of

and  looseness,

sometimes bad antifriction bear-

Occurs only on high-pressure
lubricoted machines with plain

FIGURE 4.5
(Ref. G.42)

Predominont frequency may cor-
respond to ope:ating speed

multiplied by the number of

Frequency corresponds to num-

ber of gear teeth multiplied by
R

Frequency corresponds 1o num-

ber of fan blades multiplied by
R

impeller blades or lobes times

Pradominant Most-Likely
Frequency® Causes Remorks
Imbaolance
® Misalignment
2R Mechanical
looseness
bod belts.
IR
misalignment
ings.
0.5R or less Qil whip or
whirl
bearings.
Many times R Bad antifriction
bearings
balls or rollers.
Many times R Gear noise
Many times R Aerodynamic
forces
Many times R Hydroulic
forces R

* Expressed In terma of operating speed, R rpm.
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As examples of many of the papers we found, some of the experience of a

couple of authors is included in the following.

R. H. Nittinger (Ref. G.42) says the following:

“High amplitudes that occur at rotating-speed fre-
quency are usually caused by imbalance. Imbalance
can involve the following:

1. Corrosion or erocion of parts: Impellers and
rotors of pumps and blowers, for example.

2. Static imbalance: We normally think of a static
balance as one made by placing a rotating member

on a shaft or mandrel, and then rolling it on a set
of levei knife edges to determine where the heavy
spot may occur. We then add additional weights

on the light side, or remove weight from the heavy
side, so that the "wheel" will not stop at the same
spot each time but will follow a random stopping
pattern.

3. Dynamic imbalance: This is more likely to occur

in multi-stage blowers, and also centrifugal pumps.
These units can be statically balanced; but in most
cases a true cerrection requires that a rather com-
plex —ouple be fabricated into the unit »

"4. Electrical imbalance: While rare, this type of
imbalance does occasionally come up. It may be
caused by removed or cut out field coils, or a
broken slat in a rotor, which in turn creates un-
balanced fields or currents in the motor.

5. Stray currents or static electricity: This type
of imbalance is not easy to analyze and cure, but

it must be considered. Electrical charges or cells
can be produced in many ways; they may cause arcing
or pitting of bearings, impellers and rotors, thus
causing heavy vibrations ana high frequencies due

to excessive wear of bearings. We recently analyzed
a fan that had an aluminum rotor in a cast iron
housing. Under certain atmospheric or chemical con-
ditions, the dissimilar metals apparently developed
Tow voltage and high amperage (one measurement was
3v.and 14 amp.). In a case like this, each time

a charge builds up and arcs to ground, a small
quantity of metal is disintegrated, which in turn
can cause imbalance or loss of bearings."
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"Misalignment is a second cause of excessive vibrations
and can involve couplings, pulleys, belts and bearings.
It is interesting that weather can be a temporary factor
here; some of our case histories show that a sudden
change in weather conditions--such as a cold rain that
causes uneven cooling of the operating unit--can create
misalignment and rough vibration readings until the
complete unit has become stabilized.

The third cause of excessive vibration involves worn
parts, such as:

Couplings: Worn gear teeth, bushings, pins,
blocks or containers.

Pulleys: Worn grooves, chipped or broken
flanges in belt area, hammered or flattened hubs
and loose keys.
Belts: Worn or improperly tensioned.
Gears and clutches: Worn, slipping or damaged.
Shafts: Rough, improperly sized, or bent.
Friction and anti-friction bearings: Premature
wear can be caused by improper alignment and fit, or
by Tubrication of the improper type, pressure or tem-
perature.
Other causes of excessive vibrations include:
1. Stresses--e.g. expansion or contraction in piping.

2. Improper foundations or mountings--e.g., im-
proper foundation mass, grout or bracings.

3. Unbalanced loads--including not only imbalance
in the load itself, as might occur in a loaded centri-

fuge or wringer, but also such things as cavitation in
pumps, and incorrect oil levels in variable-speed clutches."

C. A. Bowes (Ref.G.17) answers a numher of key questions about vibration
monitoring which reflect a wealth of experience. Though lengthy, the following
excerpt from his paper gives a good picture of current day machinery monitoring

practice.
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“The selection of the location and direction of
measurement 1s the most critical factor in machinery
vibration monitoring and analysis. If the raw
signal does nct contain the components that are
representative of machinery condition, no amount
of analysis will reveal that condition. To borrow
a phrase from the computer industry with respect to
data input, "garbage in-garbage out."

What are the best locations for measuring machinery
vibration?

The bearings are where the action is, where the basic,
dynamic loads and forces of the machine are present,
and they in themselves are a critical component with
regard to machinery condition. Vibration measurements
should be made on the bearing cap of each bearing in

a machine. If this is not feasible, the measurements
should be made at a point as close as possible to the
bearing with the minimum possible mechanical impedance
between that point and the bearing. It should be
noted here that this is a discussion of vibration as

a maintenance tool, not as a design or an experiment
tool. There are many other locations for vibration
measurements besides the bearings which can provide
useful information to the machine designer or the
person interested in an aspect of the machine other
than its condition, such as structure borne noise."

"In what directions should the vibration be measured?

For a complete vibration signature of a machine, triax-
fa’ measurements should be made at each location.
However, for rotating machinery, sufficient information
can usually be obtained from an axial and a radial
measurement at each location.

The different components of a machine vibrate at one

or more discrete frequencies and different malfunctions
in a given component can cause vibrations at different
discrete frequencies. It is the combination of these
discrete frequency vibrations that results in the complex
vibration waveform at the measurement point. Therefore,
a common and useful method of analyzing the measured
signal is to reduce it to its discrete frequency com-
ponents. The results of this type of analysis, usually
presented as a plot of amplitude versus frequency, is
what is commonly referred to as the vibration signature
of a machine."
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"Knowing which frequencies in a machine's vibration
signature are caused by what components and what types
of malfunction requires an understanding of the
mechanical dynamics of the machine and the effects
of the linear and nonlinear combination of discrete
frequency signals. However, some generalizations can
be made which are useful in a basic interpretation
of a vibration signature:

(a) Unbalance causes radial vibration at the machine's
rotational frequency.

(b) Misalignment, bent shafts, and bad coupling cause
axial vibration at the michine's rotational frequency
with large second and third harmonic components.

(c) 011 swirl in journal bearings causes radial vi-
bration at subharmonics of the rotational frequency.

(d) Aerodynamic forces in fans or impellers cause
radial vibration at a frequency equal to the
product of the rotational frequency and the
number of blades or vanes.

(e) Gears cause vibrations at the shaft rotational
frequency and at frequencies equal to the product
of the rotational frequency and the number of
gear teeth.

(f) Anti-friction bearings cause vibrations at fre-
quencies that are a function of the bearing geometry,
the number of rolling elements, and the shaft
rotational frequency. Bearing vibration is generally
indicated by very high frequency radial components
measured on the housing."

“"What are the levels of vibration that represent a machine
in good condition versus one in bad condition?

There are no hard and fast rules to answer this question,
and there are definitely no rules based on scientific
analysis and prediction. However, years of industrial
experience in correlating machinery vibration with machinery
health on thousands of machines have resulted in some
empirically derived vibration standards. Figure 4.6 is

one of the most widely used standards in the United States.

The standards are very general and should only be con-
sidered as rules of thumb for judging vibration severity.
In actual practice, some machines can operate satisfact-
orily at vibration levels that would be considered unaccep-
table for other machines. A better method for judging
vibration severity is to establish baseline signatures

200



VIBRATION DISPLACEMENT.CMx10- LPEAK.TO - PEAK

VISRATION FREQUENCY CYCLES PER MINUTE

FIGURE 4.6

201

8 Beg § °
M T BS
— e
3 Hitt s iu -— bpe
A3 cl $TANT BISPCACE W ENT
A \|
bR
Ll ”}"' \ Loq oo
) : 1 N I
Hill \ i
. N | >
= fi <, j T
§ N\ AR B G
N TN l i
2844 ~ -4 -
=.== if g 5325 A
- Nii GEVEH
.t T P
o4 ! ’vl %,
! > N AN »,
e X i %t "a .
2% | ‘11 \ 1 .
.‘ g‘ \’ 5. £5N '6 L4
s & 3337y
FREQUENCY. CYCLES PER MINUTE *
Vibrction severity criteria. AA dangerous;
Abﬁnhmt;lluhy;cmlum;nnhm



for a machine known to be in good operating condition
(this i not necessarily a new machine as some machines
“wear in" to their normal operating levels) and to monitor
changes in these signatures with time.

What magnitude of change in a signature component is con-
sidered significant?

After years of experience, the Canadian Navy has de-
termined that an increase in vibration level is not
significant unless it double. As important as the
absolute level of change is iue rate of change. The
Canadian Navy has data which indicates that the mean
level of a signature component as a function of time
is a straight line with a slight positive slope for
75% of a machine's useful life, at which point it
starts an exponential rise to the point of failure.
Therefore, trend monitoring of vibration signatures
is a more useful maintenance tool than a one-time
survey of absolute magnitudes."

Michael H. Price of ARCO Chemical recently reported (Ref. G.10)
some operating experience with a computer based system for monitoring a

large compressor train. Some of his comments are:

"Use of a computer assisted vibration monitoring
system has proven very valuable in two new, large
single-train ethylene plants.

The over-all objective was to provide a system that
would, (1, continuously monitor vibration levels of
critical rotating equinment, (2) automatically

analyze, store and update vibration information for
troubleshooting purposes and (3) generate alarms that
would indicate the source of trouble if problems develop.

The main benefit comes from knowing that most vibration
analysis information on all critical compressor trains
is being monitored and updated on a 24-hour-per-day
basis. If conditions change, the compressor train
operators are notified within minutes. This early
warning system is useful in reducing the time to de-
termine the cause of vibration increase (mechanical

or operational). If a failure occurred in the middle
of the night, detailed frequency spectrum information
would be available immediately prior to failure time."
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Some of his comments about the results obtained with the system are the

following:

“Since system start up, many changes have been noted

in the vibration signatures of monitored machines.
Alert levels were set at fairly low values during the
first few months of operation to determine how much

a frequency spectrum would change during a 24-hour
period. Changes of 200 percent in the leve! of a 2x
or 3x running speed component were not uncommon. At
first, some concern was generated over these seemingly
large changes in vibration levels. As experience was
gained with the system, it became apparent that for
certain machines this was their "normal" vibration
pattern. Such items as day vs. night, cold fronts,
rain, sunny vs. cloudy days all affected the vibration
signatures of the machines. Process changes also
affected the frequency spectrums."”

The British refer to the study of machinery as "tribology”. In a
three part paper (Ref. G.57), which appeared in a journa! of the came

name, they make the following comments:

“In recent years there has been considerable activity
in the field of tribological failure investigations
and it is widely recognized that important lessons
can be learned from studies of failed components. The
short-term benefit derived from these studies is an
understanding of the nature and causes of the tri-
bological failures which are responsible for the
majority of machinery breakdown."

“The subject has assumed great significance as a
result of the trend towards a smaller nusiber of
large machines in many modern technological appli-
cations. Evidence of this trend can be <'en in the
large process units in the chemical industry, steel-
making plant, Tiquifaction equipment, clectrical
power-generating units and the power systems for air
transport. This equipment is often complex and al-
most inevitably expensive and the consequences of
unnecessary shut-down time can be serious and even
disastrous in both the economic and technological
sense."
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“The successful introduction o. monitoring systems
into modern machinery calls fo' a sound knowledge
of the fundamental nature of failure mechanisms in
tribological components, the operating character-
istics of healthy equipment and the optimum type
of monitoring device for a given situation.”

for rotating machines they outline the following causes of incipient

failure:

“Inadequate lubrication:

The volume of lubricant to the component might be
inadequate.

The initial properties of the lubricant might not
match up to the operating conditions in the machine.

The physical and chemical properiies of the lubri-
cant might change in service until the lubricant be-
comes inadequate for the task in hand.

The lubricant might be incompatible with other
materials in the machine.

Dimension changes:

Movements of shafts, thrust plates etc. during
service might indicate undesirable thermal or elastic
distortions or excessive wear.

Changes in running clearances might adversely affect
the performance of a machine and lead to premature
failure.

Excessive heat:

The overall component temperature or lubricant temp-
erature rise might lead to inadequate performarce,
lubricant degradation or accelerated failure of the
component.

The mechanical strength of the machine components

might be adversely affected by heat from the bearings,
gears, brakes, etc."
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“Thermal distortion and thermal stresses might
influence the performance and safety of the
machine.

Unsteady running.

Excessive amplitude of vibration or even a change in
frequency is one of the best known indicators of tri-
bological faults

Changes in the noise spectrum assoc:ated with particular
components operating under noraal conditions in known
environments can similarly indizate incipient failure.

Frictional changes:

An increase or decrease in friction in bearings,
gears, etc. can be a point towards decreased per-
formance and incipient failure.

Excessive wear:

Progressive wear of components resulting from
chemical attack or mechanical action takes place

in many tribological components. It often leads to

a gradual deterioration in performance and once a
certain amount of wear has taken place the component
can be deemed to have failed. The failure might be
gradual but it is often sudden and maybe catastrophic
in its later stages.

Mechanical fatigue in which pits or cracks appear in
the surfaces of tribological components is usually

a powerful indicator of incipient failure, particularly
in rolling elements and gears."

With respect to implementing monitoring schemes to detect failures, they

make the following observations:

"The widespread introduction of monitoring systems

must be accompanied by the developmert of records of
average performance of tribological components in

healthy machines. The present-day qualitative and
subjective understanding of this aspect of the subject,
based upon extensive oeprating experience and machinery
development and the expertise of a small number of

people, must be supplemented by careful scientific study."
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As another indication of the state-of-the-art C. A. W. Glew (Ref. G.14) illustrates
how frequency spectrum analysis is used to monitor rotating equipment in
the Canadian Military ship an¢ aircraft fleets. Some of his comments about

the monitoring program are:

"The Canadian Forces have developed a machinery
health monitoring programme in ships and on air-
craft, based upon the use of the portable octave
band noise and vibration analyse' as a vibration
monitoring tool. In ships, this non-destructive
testing technique is in general use prior to refit
to help determine the machinery overhaul require-
ments and, after refit, to help determine the accep-
ability of repair work. As a result, repair costs
and ships' outage costs because of breakdown at
sea have been almost halved."

"Velocity measurements are taken near each principal
bearing on a machine, on an overall and octave band
basis. These readings enable the operator to
diagnose rapidly any serious deterioration due to
unbalance, misalignment, bent shafts, defective
gears or bearings in the machine, because the
overall velocity level defines whether a machine
is in good condition, or not, and the octave band
analysis enables the nature >f the fault to be
determined.

To take the machinery health measurements, monitoring
points are welded at standardized positions on

each machine and vibration measurements are taken
periodically at specified operating conditions.

The state of the machine is determined by comparing
these measurements with the machinery norms and with
the previous readings at each point. These operations
are computerized."

On the use of octave band analysis the author gives the following example:
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“The Octave Band Vibration AnalyZer has a Definite
Diagnostic Capability

When a high overall vibration level is encountered,

it has been found that an octave band ar-lysis of

the vibration is a convenient way of defining the
nature of the problem which has arisen on the machine.

This is because most faults lie within the following
simple grouping:

Type of Axis of dominant Frequency of

fault vibration vibration

Unbalance Radial Shaft frequency

Misalignment Axial Shaft frequency and low
multiples

Bent shaft Axial Shaft frequency and low
multiples

Gears Can be either axis Gear teeth shaft frequency

and multiples thereof
Bearings Can be either axis High frequency 250 Hz to 5 KHz

As an example Fig.4.7 shows the relationship between the
octave band readings and the discrete frequency readings
taken on a typical marine pump. It can be seen that the
octave band reading is generally only a 1ittle higher than
the largest discrete frequency reading in that octave

band and, in this case, the relatively high octave band
reading in the 1 KHz band gave an iniication of bearing
problems.

When using the octave band analyser on a complex machine,
it is not always possible to define which gear or bearing
in an assembly is giving trouble, but the indication is
generally sufficient to enable the correct preventive
action to be taken."
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Some of the author's concluding remarks are the following:

“There are very considerable gains still to be
made by more efficient utilization of the present
machinery health information system.

Other areas of development, which the author

expects to see implemented, are the combined use

of vibration analysis and spectrometric oil analysis
or filter particle examination, together with the
measurements of the flow, pressure, temperature

and work parameters of the concerned machines to
give a complete record of machinery condition on

a periodic or real time basis. Maintenance routines
will be based on the analysis of these records.”

A recent very interesting paper by Nagy, Dousis and Finch (Ref. G.41) on the
detection of mechanical flaws in railroad wheels clearly demonstrates how
monitoring of modal properties can be used to detect structural failures.

Some of the author's introductory comments are:

"Well developed nondestructive test methods are in
use for monitoring product quality during the manu-
facture of railroad wheels, including ultrasonic,
magnetic particle and dye penetrant techniques.
Locomotive wheels are inspected regularly in service,
but there is a need for a fast, automatic and
continuous testing system for freight car wheels
in service."

The most prevalent types of failures are described in the following:

"At present the most frequently occurring defects

are thermal cracks, due to extended periods of brake
shoe application. In this case both wheels on a given
axle may be cracked. Sometimes a single brake shoe
may be misplaced and then the cracks are found on only
one wheel of the pair. The cracks appear as hair lines
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on the tread or fiange and there are frequently
numerous cracks on the same wheel. Despite the
barely visible exterior manifestation of this type
of crack, below the surface it may occupy a
sizeable fraction of the rim cross section. When
a wheel with thermal cracks is withdrawn from
service and subject to metal-lv=gical examination,
the cracks are typically found to extend over
about a square inch in area perpendicular to the
surface. This area is usually blackened, sug-
gesting that the cracks may persist for long
periods before progressing rapidly through the
plate to cause a catstrophic failure. This final
stage o7 the failure is surmised to be a result

of changes in the internal state of stress of the
wheel . "

"Plate cracks are usually found as extensive bow shape
fractures running round the hub and extending into

the plate. Their occurrence a commonly ascribed to

poor manufacture (either improper heat treatment or
excessive force in fitting the wheel to the axle)
followed by growth under stress cycling. This type

of defect is not found as frequently as thermal cracking
or overheating but some of the most catastroph ¢ wheel
failures have been ascribed to plate cracks."”

“Another common problem is the occurrence of fiat
spots on the tread, due to sliding along the rail
when the brake locks the wheels. Flat spots cause

repeated impacting which results in further damage
to both the rail and the wheels."

The investigators applied so called "acoustic signature analysis" to detect
the structural faults. Basically, they measured vibration signals em-
minating from the wheels with a microphone and lcoked for shifts in modal
frequencies in the power spectrum of the signal. They present results of
computer analyses, laboratory tests and field tests which they performed

in an effort to learn more about detection of these failures.

Some of their conclusions are the following:
"It 1s concluded that it is feasible to use acoustic
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signature inspection for detection of thermal and
plate cracks in railroad wheels. It appears that

the best form of excitation for detecting cracks is
by impact and the best sensor is a microphone.

The cracks cause shifts in resonance frequencies and
these shifts can be observed best in narrow band
analysis but are also manifest in third cctave band
analysis. Grease layers cause damping of resonance
Tines above about 4 kHz. Recognition of defective
wheels can be carried out by comparing sound spectra
with a standard or by comparing the sound spectra of
wheels on either end of an axle. For finding flat
spots a rail mounted accelerometer detecting both the
spectral characteristics of impact on the rail and
the repetitiveness of impact may be used."

It should be noted that the modal analysis techniques presented in the

Chapter II do not apply to rotating structures. An article by R. M.

Laurenson (Ref. G.38) details the differences. As he explains in the

introduction:

“Conventional modal analysis techniques are not
applicable in the case of an elastic structure
spinning at a constant angular velocity. This is of
interest because numerous structural configurations
such as spinning satellites, rotating shafts, and
rotating linkages fall into this category. The
analysis of these spinning structures differs from
that of stationary structures due to the complexity
of the accelerations which act throughout the system.
In addition to the accelerations resulting from
elastic structural deformations, contributions
due to Coriolis and centripetal acceleration may be
of significance. Also, the stiffness characteristics
of the structure may be modified by the steady state
internal loads induced by the centrifugal forces."

Laurenson prefaces his own work with a discussion of the previous work of

others, which he includes as references in his paper.

Gunter, Choy, and Allaire (Ref. G.50) also discuss modal analysis methods

for rotating machines.
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Wilson and Frarey (Ref. G.7) describe some preliminary operating experience
they have obtained with a newly developed system for monitoring pumps in a

nuclear power plant. Some of their introductory remark: are the following:

"The number of critical machines, where monitoring is
considered desirable, typically results in systems
comprising between 100 and 200 individual sensors.
The complex vibration information of each sensor

must be analyzed periodically, frequencies identified,
and amplitude trends recorded in order to provide

the diagnostic information necessary to predict
machinery health. This type of analysis requires
expertise in the areas of machinery dynamics and
instrumentation to provide meaningful results. Con-
sidering the number of sensors involved, coupled

with the type of analyses required for each sensor,
the need for a computer based automated type system
becomes evident."

“In order to demonstrate both feasibility and inherent
advantages of such an approach, a demonstration system
is being developed for installation in the Northeast
Millstone II PWR nuclear power p:ant. Five pumz;

were selected utilizing a total of 27 sensors for
system evaluation."

The authors illustrate how a preliminary modal analysis is key to a successful

monitoring scheme. In their words:

“In order to select the final instrumentation and

its location on the pump, it is necessary to conduct

a critical speed analysis of the pump. This infor-
mation is necessary not only for location of the
sensors, but is a necessary part of any diagnostic
system in order to understand the vibrational charact-
eristics of the system.

In conducting a critical speed analysis, the rotating

assembly is modeled as a beam composed of cylinders
and discs. The natural frequencies of the rotor are
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calculated as a function of bearing stiffness. This permits
plotting system critical speeds as a function of rotor
support stiffness. Figure 4. 811lustrates a typical plot of
the rotor natural frequencies as a function of bearing
stiffness. This analysis provides ar indication of the
rigidity of the rotating system, the mode shape through
criticals, and the stability margin of the rotor bearing
system.

Figure 4.8 is the criticai speed analysis of the main feed-
water pump. This is a single stage double inlet (back-to-
back wheel) type centrifugal pump driven by a steam turbine.
Cross plotted on this figure is the calculated bearing
stiffness indicating the first critical speed of 4600 rpm.
Operating speed of the turbine varies from 3000 to 5200 rpm,
indicating that the first critical speed is in the operating
speed range."

The mode shape is depicted on Fig. 4.9 and illustrates that
maximum shaft deflections at rotor center is approximately
twice the amplitude at the bearings verifying shaft rigidity.
Bearing damping approaches 0.5 of critical damping, minimiz-
ing any amplification at the critical. This resonance,
therefore, is well controlled; but its occurrence in the
operating speed range is important in the monitoring and
diagnostic functions of the system. Changes in amplitude

at the critical may be indicative of changes in bearing
lubricant viscosity and damping properties or occurrence

of destabilizing functions between impellers and feedwater."

When any rotating machine is started or stcpped the rotational unbalance of
the machine acts as a swept sine excitation source covering the frequency
range from D.C. to full speed of the machine. The author's comments about

collecting data during these periods are pertinent:

"If resonances exist in the structural or rotor components
of the system in this range, they will be excited during

the start-stop operation and may be evaluated in terms of
frequency and amplitude magnification. With sensors located
at both ends of the rotating assembly, phase relationships
can be used to determine the type of rotor unbalance (static
or dynamic) and the mode shapes of the rotor.
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During startup or shutdown, speed transients of motor
driven pumps can t~ very rapid. Typically, a reactor
coolant pump can s*ar* in a period less than 10 seconds.
Three aspects rule out the traditional methods of
analyzing such rapidly changing transient data; i.e.:

the need for tracking discrete frequencies during startup,
the need to remove shaft runout from shaft displacement
measurements, and the need to obtain frequency spectra
during startup. The tracking and frequency analysis
requirement must be accomplished on as many as six probes
simultaneously. The use of conventional tracking filters
for each probe would be very costly, but more importantly,
none are available with adequate response time. For
frequency spectral analysis, conventional analyzers are
also limited in response time for rapid transients that
occur during start and stop. The solution to these
problems is to digitize the raw data from the sensors
during startup and store it in a computer for analysis
after attaining speed."

Waterfall spectra are developed from accelerometer
sensors to detect structural resonances during stcrt or
stop. Figired.10is a typical waterfall spectra of a pump
during startup. Each spectra in the figure represents
the frequency content of the vibrational characteristics
of the pump at an increasing speed condition. The data
has been converted from acceleration to displacement
prior to plotting. A structural resonance can be seen
at 75 Hz (4500 rpm) which is excited by the second
harmonic of running as well as the fundamental or
runnirg frequency. The second harmonic excitation can
be seen in the third frequency spectra plotted.

In addition to the structural resonance, the first rotor
critical is evidenced at 80 Hz (4800 rpm). Without
previous knowledge from analysis, this resonance might
be difficult to identify as a rotor criticai. The
waterfall presents a clear visual picture of the system
resonances during a transient speed condition."
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4.4 Offshore Platforms

A significant amount of research work has been done in the past 5 years
to investigate the problem of detecting failures on off-shore platforms

via measured vibration data.

The single largest source of literature we found on the subject came from
papers given 2* the Offshore Technology Conference, an annual conference

which is normally held in May of each year in Houston, Texas. The other

large source »>f literature comes from the United Kingdom and Scotland

reporting on study efforts conducted on platforms in the North Sea.

A1l of this activity on offshore platforms is perhaps best explained by the

following quote from one of the references (Ref. H.1):

"As the search for offshore petroleum moves into deeper
water the problem of ensuring the structural integrity
of the operating platforms becomes almost exponentially
more severe. Because of the very rapid increase of
diving cost, time and danger with increasing depth,
pressu~e is strong to develop techniques for monitoring
platforms without the use of divers or at least to make
more etficient use ¢ diving time and effort.”

Dr. Begg explains vibrations on platforms and their relationship to modes
as follows:

"Such structures vibrate over a wide range of frequency,

the vibration amplitude being especially proncunced at

the structural resonances or natural frequencies (1).

At the lower natural frequencies the vibration consists
of the entire platform bending like a cantilever in



fundamental, second, third modes etc. Under such bending
conditions the individual members are subjected principally
to axial distortions, so that the frequencies of the
motions are governed by the axial stiffnesses of the
members. At each of the higher natural frequencies only

a part of the structurc, sometimes only one member,
vibrates perceptibly and the motion involves bending of

the members or member so that the frequency at the upper
resonances is a functicn of the individual bending stiff-
nesses."

“It must be noted that, since the 1~wer frequency vibration
modes involve only axial deformation and since cracking

has little effect on axial stiffness, the effect of cracking
on the Tow frequency spectrum will always be extremely
small, and it is no thought that it will ever be possible
to detect cracks from the lower frequencies of the spectrum,
measured above the water line."

"However, as has been stated, the higher vibration
frequencies are governed principally by bending stiffness,
which is affected by cracking, so that cracks may be
detected by measuring changes in the upper parts of the
spectrum. Unfortunately these vibration modes are very
localised and it has not been found possible to identify
spectrum peaks, measured above the water line, with
individual small scale bending modes below the water.

Tests made on a 5 m high model platform have indicated that
such measurements are possible under ideal laboratory
corditions but it has been found that the additional

damping due to the water ambient along with the non-linear
interaction of the jacket with the piles have made such
measurements extremely difficult offshore. Thus for

crack detection it is necessary to make measurements of

the spectrum on or ver' near to the member under inspection,
which involves underwater work."

Begg's company seems to have had a considerable amount of success in the

implementation of an ontoard monitoring system for platforms.

conclusions are:

"The overall, above water monitoring system has be~n

fairly extensively tested on North Sea platforms nver
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an eighteen morith period, both on steel and concrete
structures. Spectra, measured using acceleremeters
bonded to the structure by epoxy cement at various
locations, have proved in general to be statle and
consistent to within 2% over an extended period."

"Early tests offshore of the underwater accelerated
diving inspection method temporarily, (mounting
transducers underwater) have been very encouraging
but as yet there is no indication of the smallest
size of defect which such a system can detect.
Already it is obvious that any crack large enough
to permit ingress of water will register a
frequency shift or around 10% which will be very
evident."

In another presentation at the OTC in 1976 Begg et.al. (Ref. H.4) reported
on some results obtained with laboratory models and from measurements on a

North Sea piatform:

"Integrity monitoring is based on the assumption that each
load-carrying member is involved in the overall vibration
modes. Since these overall modes are wholly d-~pendent

on the stiffness of the platform it follows that the more
efficient the design the greater will be the effect on
the spectrum of the failure of a member. The position

of the member in the structural topology governs which

of the overall modes is most affected by the failure.

In general, the more heavily loaded is the member, the
bigger will be the effect of its failure on the spectrum.
The fact that the more serious the damage suffered the
bigger the indication given is a decided advantage in a
monitoring arrangement.

The second important consideration is the magnitude of
the changes caused by a failure. Reference 2 tabulates
the effects of the failure of a series of members on the
first three natural frequencies of a typical 4 legged
North Sea platform. This indicates changes of up to

30% in some of the frequencies and these figures have
been confirmed experimentally in tests on the 15 ft
model, which was based on that platform. (Reference

3) Finally, measurements made in the North Sea on a 16
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legged, highly redundant platform showed a 10% change in
a fundamental mode after an extra bracing member was
fixed in position."

"It is to be noted that, at the lower frequencies, the
mode shaoes are such that the individual members deform
primarily in tension and compression and not in bending.
Since the introduction of c deep crack in a long member
does not change the axial stiffness appreciably, the
effect of cracks on the lower structural modes will be
small."

On the use of digital processing (FFT) systems to process the vibration data,

they note:

“On such systems it is possible to detect frequency changes
down to 0.1% of the frequency in question, which allows
very fine changes in spectra to be detected. Since

changes associated with structural damage are of the

order of 5-30%, the accuracy of the data processing is
more than adequate."

More recently Begg & Mackenzie have again reported on their experiences with

platform monitoring (Ref. H.6). Some of their comments are the following:

“In most platforms, the first and second groups of
natural frequencies are easily obtained from measure-
ments made with only natural excitation. Failure of

a particular member produces larger changes in some

of these frequencies than in others, and the location
of the faiied member can be deduced approximately

from the pattern of these changes. In some structures,
the frequencies of the third mode group can also be
obtained and provide further confirmation of a failure
and increased confidence in its location. Changes in
mode shapes also assist in failure location."




In steel platforms, which they claim are generally very lightly damped,

frequency changes can be accurately measured and hence detected:

which contain the information about structural integrity.
The amplitudes give additional information aoout changes
in the vibration mode shapes which assists the location

of a stiffness change. In such lightly damped structures,
the accuracy with which the frequencies can be measured is
very high, so that considerable sensitivity can be
achieved."

|
|
|
|
"Thus, in this instance, it is the natural frequencies
The author's experience with concrete structures has been less successful

than with steel, though. Some of their comments are:

\
"Recent measurements made on a multileg platform have
shown that many vibration modes associated with overall
sway and with vibration of individual legs can be
measured and identified by adapting the instrumentation
developed for steel jackets. Further tests are planned
to determine how stable the measurements are, and to
assess their sensitivity to structural change."
|

One of the earlier investigators of the relationshin between vibration response
and the structural integrity of offshore platforms is Professor J. Kim Vandiver
of M.I.T. He wrote a Ph.D. thesis on the subject in 1975 and summerized

many of his findings in a presentation at the Offshore Technology Conference

in 1975. His work is reprinted in a more recent document (Ref H.8) also.

His assessment of the state of the art in 1975 was ac U 1

"The detection of structural failure by measurement of
a related change in natural frequency is not without
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precedent. There is continuing industrial research in
the field of expensive rotating machinery such as
generators and jet engines. More closely related work
has been performed by civil engineers interested in the
seismic response properties of large buildings. For
several years civil engineers have been able to measure
the natural frequencies of large buildings using
sensitive accelerometers. Wind and seismic forces

have sufficient broad-band random excitation that most
buildings respond at one or more of the natural
frequencies included in the band. Measurements made
before and after earthquakes have revealed damage-
related frequency reductions as large as 50 percent.

In many cases sisual inspection had revealed no damage.
For exampie. :n steel-reinforced concrete buildings,
microcracks that developed in the concrete were
undetected in visual inspections, and yet caused a
substantial reduction in the structural stiffness and,
therefore, the natural frequency.

Force-balance-type accelerometers that have been
developed for seismic work can be applied directly to
measuring dynamic response of offshore towers to wind
and wavg forces. These devices are capable of resolv-
ing 107° g's, one-millionth of the acceleration of
gravity. In extremely calm weathe conditigns the
Buzzards Bay tower responds at 10™° to 10” g's at its
natural frequencies. Much of the instrumentation that
works on buildings is readily adaptable to offshore
towers.

Fast Fourier Transform (FFT) techniques have been used
to analyze the dynamic response of offshore structures.

FFT spectrum analysis was used in this work to obtain
estimates of natural frequency and damping."

Vandiver conducted computer simulations as well as experimental tests on
an operating platform at Buzzards Bay. On the uses of computer simulation

o wrote:

"Concurrent with the instrumentation program, a computer
model was formulated to predict the natural frequencies
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of the Buzzards Bay tower. The ultimate purpose of
this model was to conduct a parametric study of the
effect of simulated structural damage on natural fre-
quency. Since it was impossible to actually conduct
a systematic survey on a full-scale structure in
which members would actually be removed or broken,

it was reasoned that a computer simulation would be
the next best thing.

Once the results of the full-scale test were in and
the accuracy of the natural frequency determinations
was known, a comparison with the computer simulation
would specify the minimum detectable level of damage
that this inspection technique could resolve."

With the computer model he was able to correlate detected frequency shifts in
certain directions with structural failures affecting stiffness in the given
direction. He also simulated the effect of .050 inches of rust on the

members below the water line, and showed that it greatly affected the stiff-

ness of the tower, which caused significant frequency shifts in its modes.

He alsu makes a strong case for being able to detect mass changes in a

structure as part of a successful integrity monitoring scheme:

"The ability to identify structural damage is limited
by the ability to estimate the change in mass of the
structure from the time of the last inspection. On

an active drill platform, the amount of mud, drillpipe,
water, etc., must all be considered. Marine fouling
and underwater flooding of structural members are also
potential sources of error that must be detected and
eliminated from structural-failure considerations.

The computer simulation can reveal the percentage of
change in natural frequency as a function of member
damage. The severity of damage that the inspection
can potentially detect is determined by comparing the
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computer results with the in-practice ability to detect
the long-term changes in structure mass. This will vary
from one structure to tie next. Unmanned producing wells
have rather constant masses and, hence, will have a very
sensitive detection threshold. Exploratory drilling rigs
will have much less sensitive detection limits."

Loland & Dodds (Ref. H.2), also from Structural Monitoring Limited, and
Begg & Bendat (Ref. H.3) have reported on their experiences with instru-

mentation and data processing systems for detecting damage on platforms.

Some of the comments of Loland & Dodds are pertinent to any long term

monitoring scheme:

"The conclusions from the laboratory work carried out
by Loland et.al. (4) made it abundantly clear that a
successful integrity monitoring system for fixed steel
offshore platforms had to fulfill certain requirements.
If the laboratory results were to be extended and used
in field case studies then the following requirements
had to be met:

1. It must be possible to measure the vibration
response of the platform under environmental excit-
ation and from this response extract the natural
frequencies with sufficient accuracy and reliability.
Only transducers located above the water line could be
used for this purpose and at least 9 vibrational modes
(i.e. the fundamental group plus 2nd and 3rd har-
monics) would be required to enable the possible
identification of the failure area.

2. The vibration spectra, containing these freq-
uencies, must remain stable in frequency over long
periods in time and be independent, in the frequency
axis, of tide, sea and wind conditions. The long
term frequency stability will be affected by changes
in platform deck mass, build up of marine growth on
the structure and such like occurrences.
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3. The instrumentation package must withstand the rigours
of the environment and ensure accurate recording of infor-
mation with signal-to-noise ratios compatible with the
response spectrum (i.e. signal-to-noise ratios greater
than 50 dag.

4. It must be possible to infer the mode shapes for the
complete structure from the measurements taken from
transducers located above the water line. Sufficient
information must be obtained from transducers in this
region to remove any ambiguity from mode skape identif-
ication.

5. The installation and operating costs of the monitor-
ing system must enabie obvious savings to be made over
existing diver orientated inspection methods and be
competitive with other monitoring techniques which are
available such as underwater television.”

Loland & Dodds also reported the following experimental results:

"Throughout the period of measurement (from April 1975
to date) the spectra on all piatforms were found to be
stable in frequency to within 3%."

"During the period of the investigation platform 1
underwent minor structural modifications and figure 3
shows the spectra obtained from this platform before
and after this modification. The effects of this
modification which cen be taken as typical of a splash-
zone failure, resulted in frequency changes of 10 to
15%. Tracking of these frequencies was made possible
by identifying the mode shapes."

They also make some very optimistic conclusions:

“1. Spectra can be obtained with sufficient infor-
mation for monitoring purposes.

2. Spectra are stable enough for monitoring purposes.

3. Instrumentation techniques have been developed
which are capable of measuring the platform response
spectra with sufficient accuracy and reliability for
monitoring purposes.
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4. Analysis techniques are available and have been
developed which enable the determination of the
platform mode shape above the water line, the accuracy
Timitation being on the measurement side. From these
measurements the overall mode shape can be successfully
inferred.

5. Changes in this response spectrum due to minor
structural modifications are clearly observed and

confirm the validity of this technique as a means
of platform inspection for primary structural damage."

Lock & Jones (Ref H.5) carried out a short feasibility study in 1976 into the
use of vibration monitoring to assess structural integrity, which they

interpreted as maintaining structural stiffness.

They tested a triangular space frame, similar to one of the sections of an
oil platform, in a laboratory both before and after one of its cross

members had been cut in half.

They also modelled the space frame with a computer model and computed its
model properties with and without the cross member. Their paper contains a
table which shows the frequency shifts of 20 of the frames modes caused

by the severed member. The percentage changes in the frequencies range

from 1% to 18%.

Some of their conclusions are stated below:

“On the work which has been done it is not possible to
definitely identify any given resonance in the response
spectrum of the undamaged space frame with its equiva-
lent in that of the damaged structure, However the
spectrum of the undamaged frame, Figure , contains
five energetic resonances in the range 125 to 171 Hz
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while a similar group appears between 105 and 154 Hz

in the spectrum of the cut frame. This suggests that
an overall decrease in frequency for these five modes
of 12.5% when bar 5-9 was cut. Comparison of individual
frequencies on this tentative identification give
decreases from 10 to 16%. Apparent shifts at the low
frequency end of the spectrum are much smaller though
amplitudes do show some variation.

The computer model predicts a modal density <lose to
that found practically. It also predicts the
existence of closely spaced modes. The model pred-
ictions have been included in Figures 2 and 3

for the purpose of comparison. In most cases in-
sufficient work has been done to allow a theoretically
predicted mode to be uniquely identified with one
found in experiment. However Figures 2 and 3

show reasonable agreement in that fourteen theoreti-
cally calculated natural frequencies appear to
correspond to within about 5% with measured reson-
ances. In two cases theoretical points appear with
no corresponding practical points though this may
reasonably be explained in terms of sensors being un-
favourably aligned to detect them or low energies in
the practical modes."

At a conference of the Society for Earthquake Engineering and Civil Engineer-

ing Dynamics held in 1977, L. R. Wootton made the following claims:

"Monitoring the dynamic response of steel offshore platforms
is now being used to detect changes in the structural
integrity. The work involves comparing accelerometer
measurements taken on the deck or on the structure in the
splash zone with calculated and previously measured

response modes. The analysis falls into two parts;
discerning that a change has occurred and then diagnosing
the form of the failure and its position.”

In his presentation he also stated:
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"The accurate dynamic analysis of the jacket structure
is very important in determining firstly the most
suitable posftions for the accelerometers on the jacket
and then the likely cause of any particular measured
change in the vitration response.”

"The regular dynamic loads due to the on-board mach-
inery (turbines, pumps, cranes etc.) tends to be at
frequencies that are significantly higher than those
used for monitoring but in any case their strong
periodicity makes them readily identifiable in the
measured spectra."

"One potential problem is that the same order of
change in the spectrum could be caused by factors
other than a change in a structural member. For ex-
ample, marine growth increases the weight of a
structure by increasing the added mass but this
effect developes very slowly. Changes of top deck
mass distribution can be much more sudden, the
loading of pipes from a supply vessel for example."

A1l of these results would apply as well to monitoring of large structures
or piping systemsin a nuclear power plant. Some of the author's conclusions
are:

“The purpose of this initial condition monitoring is to
discern any change in the structure; if there is change
then the cause must be diagnosed. Very careful analysis
of the data already acquired will probably locate the
damage to within a few members on a certain area. From
this point, traditional non-destructive testing techniques
can take over."

“There is no doubt that monitoring of the dynamic
response of an offshore structure can provide an
efficient system for the monitoring of its struct-

ural integrity. The techniques that are currently
being evolved may have much wider application.”

Sheldon Rubin and his co-workers at the Aerospace Corp. have recently complet-
ed some experimental and analytical work related to assessing the structural

health of offshore platforms.
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Rubin collected some data from a platform in the Gulf of Mexico and processed

it using FFT techniques to identify the first few fundamental modes of

vibration of the platform.

Some of the pertinent comments in Ref. H.11 are:

"Fixed offshore platforms are subject to structural
failures from storms, earthquakes, ice, ship collis-
ions, and fatigue. Current diver ‘nspection operations
can be extremely costly and hazardous. Industry and
governmental agencies have been studying the incorpora-
tion of other inspection and monitoring techniques to
improve the cost effectiveness of the overall monitor-
ing effort."

“There has been a growing interest in the concept of
using instrumentation to establish an initial
indication of the structural health of these plat-
forms. If the instrumentation can be shown to give
reasonably reliable indications of damage, it could
be used as a trigger for an inspection, which would
then identify the specific failures. This capability
would reduce the number of inspection operations
needed to assure a platform's structural integrity.
Another benefit, when an underwater inspection cannot
be carried out immediately, is that precautionary
actions can be instituted to reduce the risks of
possible structural failure until such time that
underwater inspection provides a more definitive
assessment."

"Autospectral analysis reveals narrow-band peaks at
the natural frequencies; cross-spectral analysis can
be employed to determine, for each natural modc, the
amplitude and phase relationships among the measure-
ment positions (11). The lower modes of vibration,
hopefully up to at least the third in each lateral
direction and in torsion, are identified in this
manner. Changes in the frequencies and shapes of
these modes relative to baseline data are then eval-
uated to establish whether significant damage has




occurred, guided by failure sensitivity studies on a
mathematical model of the platform. The approach can
only be expected to detect significant failures, which
we define as total severance of one or more members
important to the platform's load-carrying capability.”

Some of the findings of the study are the following:

"The successful acquisition of data from the SP-62C
platform and the quality of the quick-look spectral
analyses lend support to the contention that ambient
vibration testing is a promising concept for monit-
oring the structural health of offshore platforms.

[t is clear that available technology in the areas of
instrumentation and data analysis are adequate for
implementation of the concept.

The quick-look analyses suggest that platform vib-
ration induced by a calm sea provides good quality
data, as does also that induced by a rough sea.
Tentatively, nonlinearity in pilatform stiffness
characteristics does not appear to significantly
affect the frequencies of the modes. The net result
appears to be that sea state is not a significant
factor in the conduct of an ambient vibration test,
at least for the type of platform tested."

Several papers were found which treat modelling of the dynamics of offshore
platforms in detail. (Refs H.15 through H.18). Ruhl (Ref H.16) and

Earle (Ref H.15) both report results of vibration measurements made on
platforms and their correlation with analytical predictions. Ruhl made

the following conclusions and recomendations:

"The data presented in this paper is specific to the
tested platforms, measured sea states, and levels of
response., Although the platforms are typical of
platforms for the indicated water depths, the data
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should not be arbitrarily applied to other conditions
without considering differences in all pertinent
parameters. The following observations can be made
from this work:

1. Measured natural periods are seen to agree closely
with periods predicted on the basis of three-dimensional
models with lumped nodal masses. Deck mass can signif-
icantly effect natural periods, but axial and lateral
foundation stiffnesses are important only if the foun-
dation is relatively soft. The condition of fiooding
and added mass coefficient are of secondary importance.

2. Estimates of damping values from measured motions
ranged from 1.0 to 5.1 percent of critical depending on
the methods of testing and data analysis. These are not
consistant values, and it is recommended that the methods
of data analysis be reviewed, including the assumed form
of structural behavior, in an effort to improve these
estimates. Measured results under low response levels
are not directly applicable to higher levels of response,
nor are values measured on short structures directly
applicable to tall structures. The soil/structure system
must be considered.

3. For one platform the measured significant platform
displacements were seen to vary with the measured
sfgnificant wave heights, and the major peak in the
platform motion response spectrum matched the single
large peak in the wave spectrum.

4. The largest measured wave (13.6 feet) caused a
platform motion of 0.16 incnes; the predicted
motion based on regular Airy wave theary due to
this wave was 0.20 inches. In another case, a
measured motion of 0.16 inches was caused by a 9.1
foot wave, and the corresponding predicted motion
was 0.15 inches. This is considered good agreement
but represents only two data points.

5. Comparisons were made of the average response
over a four hour period. A comparison using histo-
grams indicated the average predicted response was
13 to 25 percent greater than the average measurec
response. Computation of a response spectrum from
the measured wave spectrum and a theoretically
derived transfer function showed the predicted
significant response was 25 percent greater than the
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measured significant response. Similar comparisons
should be made for different sea states on the basis
of models that include the spreading of energy."

Earle made the following conclusions:

“The most important conclusion to be drawn from this
work is that the amount of damping in offshore plat-
forms is less than 4 percent of critical. The data
presented here suggest that this value depends very
little on the details of the structure or the type
or magnitude of the loading on the structure.
Frequently, in the past, higher values have been
assumed for damping. This would res:''t in uncon-
servative predictions of vibrations, since an in-

crease in damping will result in smaller-amplitude
vibrations.

In the case of Cook Inlet platforms, the frequencies
are independent of the magnitude of the loading, at

lecast up to and including loading that was fairly
severe."




5.0 BIBLIOGRAPHY

A. GENERAL

Al

A.2

A.3

A.4

A.5

A.6

Savage, R. J. & Hewlett, P. C. "New NDT Method for Structural
Integrity Assessment" NDT International, V 11 N 2, April 1978
p 61-67

Agbabian Assoc. "Technical Manual: Designing Facilities To
Resist Nuclear Weapon Effects" Headquarters, Dept. of the Army,

Wash., D.C., No 5-858-4, Dec. 1978.

Parry, D. L. "Industrial Application of Acoustic Emission Analysis
Technology" Monitoring Structural Integrity by Acoustic Emission,
ASTM STP 571, Amer. Soc. for Testing & Mat., 1975 p 150-183.

Stahlkopf, K. E. & Dan, G. J. "Acoustic Emission: A Critical

Assessment” Nuclear Safety Vol 17, No 1, Jan-Feb 1976.

Dunegan, H. L. "Using Acoustic _mission Technology to Predict

Structural Failure" Metals Engineering Quarterly, Feb 1975.

Carpenter, J. J., Moya, N. "Thesaurus of Terms for Information

on Mechanics of Structural Failure" Report No NASA-CR-121199,
June 1973.

233



A.7

A.8

A.9

“Structural Integrity of Materials in Nuclear Service, a

Bibliography" Oak Ridge Nat. Lab., Oak Ridge, Tenn. 1977.

Smiley, R. G. "Impact Testing and Signature Analysis -
Quality Control Tools" Proc. of Conf. on Appl. of Signature
Anal. to Mach. Rel. and Perform., New England College, Henniker

N.H., July 1975, p 87-116.

Anderson, T. T. "Acoustic Monitoring of Experimental Breeder
Reactor No. II (EBR-II)" Proc. of Conf. on Appl. of Signature
Anal. to Mach. Rel. and Perform., New England College, Henniker,
N.H., Engr. Found. Confs., July 1975 p 117-142

234



B. THE NORMAL MGOE TESTING METHOD

B.1

B.¢2

B.3

B.4

B.5

B.6

Kennedy, C. C, and Pancu, C, D, P. “Use of Vectors in Vibration
Measurements & Analysis", J, of Aerospace Sciences, Vol 14, No 11,

Nov 1947,

Lewis, R.C. and Wrisley, D.L. “A System for the Excitation of
Pure Natural Modes of Complex Struciures", J. of Aerospace Sciences,

Vol 17, No 11, Nov 1950,

Asher, G.W., "A Method of Normal Mode Excitation Utilizing
Admittance Measurements" Proc. of National Specialists Meeting

in Dynamics.

Stahl, C.V. Jr. "Phase Separation Technique for Ground Vibration

Testing” Aerospace Engineering, July 1962.

Traill-Nash, R.W., et. al. "Experimental Determination of the
Complete Dynamic Properties of a Two-Degree-of-Freedom Model
Having Nearly Coincident Natural Frequencies" J. of Mechanical

Engineering Science, Vol 9, No 5, 1967.

Smith, S. & Woods, A.A. Jr. "A Multiple Driver Admittance

Technique for Vibration Testing of Complex Structures", The Shock
& Vib. Bull., No 43, Part 3 (15), Jan 1972

235



B.7

B.8

B.9

B.11

Rodden, W.P. "A Method for Deriving Structural Influence Co-
efficients from Ground Vibration Tests" AIAA Journal, Vol 5,
No 5, May 1967.

Smith, S., Stroud, R.C. & Hamma, G.A. "MODALAB - A Computerized

Data Acquisition and Analysis System for Structural Dynamic

Testing” 21st Internat. Instr. Symp. of ISA, Phila., Pa., May 1975.

Traill-Nash, R.W. "On the Excitation of Pure Natural Modes in

Aircraft Resonance Testing" J. of Aerospace Sciences, Dec 1958.
Bishop, n.E.D. & Gladwell, G.M.L. "An Investigation into the
Theory of Resonance Testing" Phil. Trans. of the Royal Soc. of

London, Series A, Vol 255, Jan 1963.

Craig, R.R. Jr. & Su, Y.W.T. "On Multiple-Shaker Resonance
Testing" AIAA Journai, Vol 12, No 7, July 1974.

236



C. THE TRANSFER FUNCTION TESTING METHOD

c.1

C.2

c.3

c.4

C.5

Richardson, M. and Potter, R., "Identification of the Modal
Properties of an Elastic Structure from Measured Transfer Function
Data", 20th I.S.A., International Instrumentation Symposium,
Albuquerque, N.M., May 1974.

Potter, R. and Richardson, M., "Mass, Stiffness, and Damping
Matrices from Measured Modal Parameters", ISA, International

Instrumentation - Automation Conference, New York, N.Y., Oct. 1974.

Richardson, M., "Modal Analysis Using Digital Test Systems",
Seminar on Understanding Digital Control and Analysis in Vibration
Test Systems, Shock and Vibration Information Center publication,

Naval Research Lab., Wash., D.C., May 1975.

Richardson, M. and Kniskern, J., "Identifying Modes of Large
Structures from Multiple Input and Response Measurements", SAE
Aerospace Engineering and Manufacturing Meeting Proceedings,

San Diego, 1976.

Ramsey, K.A., "Effective Measurements for Structural Dynamics
Testing", Sound and Vibration Magazine, Part I, Nov 1975,
pp. 24-35, Part II, April 1976, pp. 18-31.

237



C.6

C.7

c.8

c.9

c.10

c.Nn

c.12

Roth, P., "Effective Measurements Using Digital Signal Analysis",
IEEE Spectrum, April 1971, pp. 62-70.

McKinney, W., "Band Selectable Fourier Analysis", Hewlett-Packard
Journal, April 1975, pp. 20-24.

Ramsey, K.A., "Accelerometer Calibration using Random Noise and
Transfer Function Measurements", ISA 21:i{ International Instrumen-

tation Symposium, Phila., Pa., May 1975.

Halvorsen, W.G. and Brown, D.L., "Impulse Technique for Structural
Frequency Response Testing", Sound and Vibration Magazine, Nov 1977,

pp. 8-21.

Lang, F.F. "Understanding Vibration Measurements", Nicolet

Scientific Corp., Appl. Note 9, June 1975.
Klosterman, A.L. "On the Experimental Determination and Use of
Modal Representations of Dynamic Characteristics" Ph.D Dissertation,

U. of Cinn., 1971.

Klosterman, A.L. & Zimmerman, R. "Modal Survey Activity via

Frequency Response Measurements" SAE paper No 751068, 1975.

238



€.13

c.14

C.15

C.16

c.18

c.19

Sisson, T., Zimmerman, R. & Martz, J. "Determination of Modal
Properties of Automotive Bodies & Frames Using Transient Testing

Techniques" SAE paper no. 730502, May 1973.

Flanigan, D.L. "Testing of an Automotive Frame to Determine

Dynamic Properties” SAE paper no. 730505, May 1973.

Malen, D.E. & Vaughan, E.A. "Digital Filtering for Analysis of
Structural Vibrations" SAE paper no. 730503, May 1973.

Ellison, A.M. & Jones, W.E. Jr. "Modal Damping Predictions Using
Substructure Testing" SAE paper no. 720810, Oct. 1972.

Van Brussel, H. "Comparitive Assessment of Harmonic, Random,
Swept Sine and Shock Excitation Methods for the Identification of
Machine Tool Structures with Rotating Spindler" Annals of CIRP,
Vol 24, No ', 1975.

Schiff, A.J., Feil, P.J. and Bogdanoff, J.L. "Estimating Structural
Parameters from Response Data" World Conf. on Earthquake Engring.

Rome 1974, proc. Vol 2, p 2558-2567.

Saffora, F.B., Walker, R.E. & Kennedy, T.E. "Impedance Techniques

for Scaling & for Predicting Structure Response to Air Blast"
Shock & Vib. 2ull., part 2, Sept 1978.

239



€.20

€.21

.22

c.23

c.24

€.25

Olsen, N.L. and Walter, M,J. "747 Shuttle Carrier Aircraft / Space
Shuttle Orbiter Mated Ground Vibration Test: Data via Transient
Excitation and Fast Fourier Transform Analysis" SAE paper no. 770970,
Nov 1977.

Jennings, W.P., Olsen, N.L. & Walter, M.L. "Transient Excitation
and Data Processing Techniques Employing the Fast Fourier Transform
for Aerostatic Testing" Proc. NASA Conf. on Flutter Testing
Techniques, Edwards AFB, Calif., Oct 1975.

Richardson, M.H. "Fundamentals of the Discrete Fourier Transform"

Sound and Vibration, March 1978, p 40-46.

Safford, F.B. & Masri, S.F. "Analytical and Experimental Studies
of a Mechanical Pulse Generator" Trans. ASME J. of Engring for

Indust., May 1974,

Masri, S.F. & Safford, F.B. "Earthquake Simulation Testing of
Massive Structures by Pulse Techniques" ASCE Nat. Struct. Engring.
Conf. & Expo, New Orleans, La., April 1975 (preprint 2483)

Texas Instruments Incorporated, "Representation and Analysis of
Sonar Signals, Vol. I: Improvements in the Complex Exponential
Signal Analysis Computation Algorithm", Office of Naval Research
Contract No. N00014-69-C-90315, March 1970.

240



C.26

c.27

Spitznogle, F.R. & Quazi, A.H. "Representation and Analysis of
Time-Limited Signals Using A Complex Exponential Algorithm"

. of Acoust. Soc. of Amer., Vol 47, No 5 (part I), May 1970,
p 1150-1155.

Chuang, C.W. & Moffatt, D.L. "Natural Resonances of Radar Targets

Via Prony's Method and Target Discrimination” IEEE Trans. on
Aerospace & Elect. Systems, Vol AES-12, No 5, Sept 1976.

241



D. GENERAL MEASUREMENT & PARAMETER IDENTIFICATION METHODS

D.1

D.2

D.3

D.4

D.5

D.6

D.7

Rodeman, R. & Yao, J.T.P. "Structural Identification - Literature
Review" Tech Report No. CE-STR-73-3, School of Civil Engineering,
Purdue Univ., West Lafayette, Ind., Dec 1973.

Walgrave, S.C. & Ehlbeck, J.M. "Understanding Modal Analysis,
SAE paper no. 780695, Aug 1978.

Sloane, E. & McKeever, B. "Modal Survey Techniques and Theory"
SAE paper no. 751067, Nov 1975.

Wada, B.K. "Modal Test: Measurement and Analysis Requirements"

SAE paper no. 751066, Nov 1975.

Hanks, B.R. et. al. "Comparison of Modal Test Methods on the
Voyager Payload", SAE paper no. 781044, Nov 1978.

Ibanez, P. et. al. "Review of Analytical and Experimental
Techniques for Improving Structural Dynamic Models" prepared for
Pressure Vessel Research Conmittee, New York, N.Y. by Anco Engineers,

Santa Monica, Calif, Jan 1977.

Ibanez, P. "Methods for the Identification of Dynamic Parameters
of Mathematical Structural Models from Experimental Data" Nuclear
Engring. & Design, 27, 1974, p 209-219.

242



Ibanez, P. "Identification of Dynamic Parameters of Linear and
Non-Linear Structural Models from Experimental Data" Nuciear Engring

& Design, 25, 1973, p 30-41.

Ibanez, P. "ldentification of Dynamic Structural Models from
Experimental Data" Ph.D. Dissertation, UCLA, 1972.

Ibrahim, S.R. & Mikulcik, E.C. "The Experimental Determination of
Vibration Parameters from Time Response.” Shock and Vib. Bull.,

No 46, Aug 1976, p 187-196.

Ibrahim, S.R. & Mikulcik, E.C. "A Method for the Direct Identifica-
tion of Vibration Parameters from the Free Response" Shock & Vib.

Bull., no 47, 1977, p 183-198.

Flannelly, W.G. et. al. "Theory of Structural Dynamic Testing Using
Impedance Techniques" prepared by U.S. Army Aviation Material Labs.,
Fort Eustis, Virginia by Kaman Aerospace, Bloomfield, Conn. USAAVLABS
no 70-6A, June 1970.

Flannelly, W.G. et. al. "Recearch on Structural Dynamic Testing

by Impedance Methods" 4 Volumes, prepared by U.S. Army Mobility

R & D Lab., Fort Eustis, Virginia by Kaman Aerospace Corp., Bloomfield,
Conn., Nov 1972.

243



D.14

D.15

D.16

D.17

D.18

D.19

D.20

Miller, G. "Representation and Analysis of Signals Part XXVI -
Least - Squares Approximation of Functions by Exponentials" John
Hopkins Univ., Dept. of Elect. Engring., Baltimore, Md., ONR
Contract No. NONR-4010 (13), June 1969,

Keller, C.L. "Methods for Determining Modal Parameters and Mass,
Stiffness and Damping Matrices" Air Force Flight Dynamics Lab.
Wright-Patterson AFB, Ohio, I~terim Dept. AFFDL-TR-78-59, June 1978.

Dat, R. "Determination of the Natural Modes of a Structure from a
Vibration Test with Arbitrary Excitation" Lib. Trans. No. 1741,
R.A.E. Library, Farnborough, Hants, U.K., Jan 1974,

Hart, G.C. & Yao, J.T.P. "System Identification in Structural
Dynamics" Proc. of Amer. Soc. of Civil Engineers, J. of Engr.
Mech. Div., Vol 103, No FM6, Dec 1977.

Liu, Shih - Chi, & Yao, J.T.P. "Structural Identification Concept"
Proc. of Amer. Soc. of Civil Engr., J. of the Structural Div.,
Vol 104, No ST12, Dec 1978.

Collins, J.D, et. al. "Statistical Identification of Structures”,
AIAA Journal, Vol 12, No 2, Feb 1974,

Collins, J.D., Hart, G.C. & Kennedy, B. "Statistical Analysis of
the Modal Properties of Large Structural Systems" SAE paper no.
710785, Sept 1971,

244



D.21

D.22

D.23

D.24

D.25

D.26

D.27

Raney, J.P. & Howlett J.T. "Identification of Structural Systems
by Use of Near-Resonance Testing”, NASA Tech-Note, TN D-50€9,
Wash, D.C., Feb 1969.

Shah, V.N., Bohm, G.J. & Nakavandi, A.N. "Modal Superposition
Method for Computationally Economical Nonlinear Structural Analysis"

Trans of the ASME, Vol 101, May 1979, p 134-141.

Shah, P.C. and Udwadia, F.E, "A Methodology for Optimal Sensor
Locations for Identification of Dynamic Systems” Trans of the ASME,
Vol 45, Mar 1978, p 188-196.

Gersch, W., Taoka, G.T. & Liu, R. "Structural System Parameter
Estimation by Two-Stage Least-Squares Methods" Proc. of ASCE, J. of
Engr. Mech. Div. Vol 102, No EM5, Oct 1976.

Ross, R.G. "Synthesis of Stiffness and Mass Matrices from
Experimental Vibration Modes" SAE paper no. 710787, Sept 1971.

Masri, S.F., Bekey, G.A. & Safford, F.B. "An Adaptive Random
Search Method for Identification of Large-3cale Nonlinear Systems"

4th Symp. for Ident. & Sys. Param. Est., IFAC, Sept 1976.

Bekey, G.A. "System Identification - An Introduction and a Survey"
Simulation Vel 15, No 4, Oct 1970, p 151-166.

245



D.28

D.29

D.30

D.31

D.32

D.33

D.34

Don, G.T.S., Hughes, A.D. & Webby, J. "The Response of a Vibrating
Structures as a Function of Structura’ Parameters - Application and

Experiment” J. of Sound & Vibration, Vol 49, No 2, 1976, p 149-159.

Masri, S.F., Safford, F.B. "Dynamic Environment Simulation by Pulse
Techniques" J. of the Engr. Mech. Div., ASCE, Vol 102, Mo EMI,
Feb 1976, p 151-169.

Cole, H.A. Jr. "Failure Detection of a Space Shuttle Wing Flutter
Model by Random Decrement" NASA Tech. Memo. No. TM X-62, 041,
May 1971,

Cole, H.A. Jr. "On-Line Failure Detection and Damping Measurement
of Asrospace Structures by Random Decrement Signatures" NASA rept.

no. CR-2205, Mar 1973.

Chang, C.S. "Study of Dynamic Characteristics of Aeroelastic
Systems Utilizing Randomdec Signatures" NASA rept. no. CR-132563,
1975.

Ibrahim, S.k. "Random Decrement Technique for Modal Identification
of Structures" J. Spacecraft Vol 14, No 11, Nov 1977.

Rosenbaum, R. "Survey of Aircraft Subcritical Flight Flutter
Testing Methods" prepared under NASA contract No. NAS1-11672,
by Aero. Res. Assoc. of Princeton, N.J., Aug 1974.

246



D.35

D.36

D.37

D.38

D.39

D.40

“Flutter Testing Techniques" Proc. of Conf. held at Dryden Flight
Research Center, Edwards AFB, Calif., NASA rept. no. SP415, Oct 1975.

Dat, R. “The Theoretical and Experimental Methods used in France
for Flutter Prediction” AIAA paper 73-329, AIAA Dynamics Specialists
Conf. at Williamsburg, Va., Mar 1973.

Baird, E.F. & Clark, W.B, "Recent Developments in Flight Flutter
Testing in the United States" 34th meeting of the AGARD, Struct.
& Mat. Panel., Lyngby, Denmark, April 1972.

"System Identification of Vibrating Structures: Mathematical
Models from Test Data" ASME Symposium, New York Winter Annual
Meeting, Nov 1972.

"Syst {entification of Vibrating Structures: Mathematical
Models from Test Data" ASME Symposium, New York Winter Annual
Meeting, Nov 1972.

Cole, H.A.Jr. "On-The-Line Analysis of Random Vibrations" AIAA/ASME
9th Structures, Structural Dyn. & Mat. Conf., Palm Springs, Cal.,

April 1968, paper no. 68-288.




E.

NUCLEAR POWER PLANTS

E.]

E.2

E.3

E.4

E.5

E.6

Ibanez, P., Spencer, R.B, & Smith, C.B. "Forced Vibration Tests
on Electrical Distribution Equipment” Nuclear Engring & Design,
Vol 25, 1973, p Y4-111,

Kryter, R.C., Ricker, C.W, & Jones, J.E, “Loose-Parts Monitoring:
Present Status of the Technology, Its implementation in U.S.
Reactors, and Some Recommendati~ns for Achieving Improved Performance”

Progress in Nuc. Energy, Vol 1, 1977, p 667-672.

Gopal, R. & Ciaranitaro, W. "Experience with Diagnostic Instrument-
ation in Nuclear Power Plants" Progress in Nuc. Energy, Vol 1,

1977, p 759-779.

Fry, D.N. et. al. "Core Component Vibration Monitoring in BWRS
Using Neutron Noise" Oak Ridge Nat. Lab., Tenn., 1975.

Fry. D.N., Kryter, R.C. & Robinson, J.C. "On-Site Noise Diagnostics
at Palisades Nuclear Power Station" Cak Ridge Nat. Lab., Tenn.

Pekrul, P.J. "An On-line Computerized Reactor Noise, Vibration and

Loos2 Parts Monitoring System" Progress in Nuc. Energy, Vol 1,

1977, p 665-666.

248



E.7

£.8

E.9

E.10

E,12

"banez, P., Smith, C,B, & Vasudevan, R. Dynamic Testing and
Seismic Response Analysis of Pole - Mounted Electrical Equipment"”
Proc. of U.S. Nat. Conf, on Earthquake Engring, U. of Mich.,

Ann Arbor, Mich., June 1975.

Muto, K. et. al. "Comparative Forced Vibration Test of Two BWR-
Type Reactor Buildings" Nuc, Engring & Design, Vol 27, 1974,
p 220-227

Bleiweis, P.B., Hart, G.C, & Smith, C.B. "Enrico Ferni Nuclear
Power Plant Dynamic Response During Blasting" Trans. Amer. Nuc.
Soc., Vol 13, No 1, June 1970, p 231-232.

Ibanez, P. et. al. "Experimental Vibration Test at Nuclear Power

Plants" ISA Trans,, Vol 11, No 3, 1972.

Gundy, W.E. et. al, "A Comparison of Vibration Tests and Analysis
on Nuclear Power Plant Structures and Piping" Trans. of 4th
Int. Conf. on Struct. Mech. in Reactor Tech., San Francisco, Cal.,

Vol K(b), Aug 1977.

Smith, C.B., et, al, "Special Issue: Vibration Testing & Seismic
Analysis of Nuclear Power Plants" Nuc, Engring & Design, Vol 25,

No 1, June 1973 (10 papers, 164 pages).




™

.16

A7

.18

Smith, . B. "Dynamic Testing of Full-Scale Nuclear Power Plant
Structures & Equipment” Nuc. Engring & Design, Vol 27, 1974,
p 199-208.

Smith, C.B. & Mattiesen, R.B. "Vibration Testing & Carthquake
Response of Nuclear Reactors" Nuclear Applications, Vol 7,

No 1, 1969, p 6-34.

"IEEE Recommended Practices for Seismic Qualification of Class
1E Equipment for Nuclear Power Generating Stations" IEEE Standard
344-1975.

Howard, G.E. et, al, "Seismic Design of Nuclear Power Plants, An
Assessment” Final Report Project No. 273-1087-2A, prepared for Elect.
Power Res. Inst., Palo Alto, Cal, by Applied Nucleonics Co.,

Santa Monica, Cal.

Howard, G.E. et. al. "Seismic Design of Nuclear Power Plants - An

Assassment” Nuc. Engring & Design, Vol 38, No 3, 1976, p 385-461.

Olma, B.J. "Structural Analysis and Incipient Failure Detection
of Primary Circuit Components Based on Correlation - Analysis and
Finite - Element Models" Trans. of Int. Conf. on Struct. Mech.
in Reactor Tech., Vol F, San Francisco, Calif., 1977.

250



E.19

E.20

E.21

Ostrom, 0,K, "Seismic Instrumentation Systems Within a Utility"
SAE paper no. 781035, Nov 1978.

“avin, G,L, "Seismic Qualification of Equipment in Essential
Facilities" SAE 781034, Nov 1978.

Yang, R, T,M. "Seismic Qualification of Diesel Generator System"

SAE paper no. 781037, Nov 1978.

251



F. LARGE STRUCTURES

F.1 Hudson, D.E. "Dynamic Tests of Full-Scale Structures” Journal
of the Engring Mech. Div., ASCE, Vol 103, No EM, p 1141-1157,
Dec 1977.

F.2 Prtrovski, J. & Stephen, R.M. "Ambient and Forced Vibration
Studies of a Multi-Story Triangular-Shaped Building.

F.3 Kochlle, R. "Measuring the Oscillations of Tall Buildings with
a Laser-Interferometer" Conf. on Tall Bldgs, Kuala Lumpur,

Dec 1974.

F.4 Stockdale, W.K. "Modal Analysis Methods in Seismic Design for
Buildings" Army Const. Engring. Res. Lab., Champaign, I11.,
Rept. no. CERL-TR-M-132, June 1975.

F.5 Medeavis, K. "Dynamic Characteristics of Ground Motions Due to
Blasting”, Bull. of the Seismological Society of Amer., Vol 69,
No. 2, April 1979, p 627-630.

F.6 Mammarelis, P.Z. & Udwadia, F.E. "The Identification of Building

Structural System II, The Non-linear Case", Bull. of the Seis-
mological Soc. of Amer., Vol 66, No 1, Feb 1976, p 153-171.

252



F.7 Matzen, V.C. & McNiven, H.D. "Investigation of the Inelastic
Characteristics of a Single Story Steel Structure Using System
Identification and Shaking Table Experiments." Earthquake Engring
Res. Cent., U. of Cal., Berkeley, Cal., Report EERC 76-2C, Aug 1976.

F.8 Petrovski, J., Stephen, R.M., Gautenbaum, E. & Bouwkamp, J.G.,
"Dynamic Behavior of a Multistory Triangular-shaped Building"
Earthquake Engring. Res. Cent., U. of Cal., Berkeley, Cal., Report
No EERC 76-3, Oct 1976.

F.9 Abdel-Ghaftar, A.M. & Housner, G.W. "An Analysis of the Dynamic
Characteristics of a Suspension Bridge by Ambient Vibration
Measurements", Earthquake Engr. Res. Lab., Cal. Inst. of Tech,

Pasadena, Rept. no. EERL 77-01, Jan 1977.

F.10 Smith, C.B. & Matthiesen, R.B. "Vibration Testing of Full-Scale
Structures", Nuc. Engring & Design, Vol 25, 1973, p 17-29.

F.11 Bemuska, K.L. & Hart, G.C. "Ambient Vibration of Structures”,
Proceedings of the 2nd Annual Engring. Mech. Div. Spec. Conf.,

North Carolina U., May 197/, p 238-241.

F.12 Tsai, Nien-Chien, "Modal Damping for Soil-Structure Interaction”

J. of the Engring. Mech. Div., Proc. of ASCE, Vol 100, No EMZ,
April 1974, p 323-34).

253




F.13

F.16

F.17

Chen, C.K., Cyarnecki, R.M. & Scholl, R.E. "Vibration Tests of a
4-Story Reinforced Concrete Test Structure, JAB-99-119, URS/John

A. Blume & Assoc., San Francisco, Jan 1976.

Rojahn, C. & Matthieson, R.B. "Earthquake Response and Instrumen-
tation of Buildings", J. of the Tech, Coun. of ASCE, Proc. of
ASCE, Vol 103, No TC1, Dec 1977, p 1-12.

Clough, R.W., Bertero, uJ.U., Bouwkamp, J. G. & Popou, E.P.,
"Experimental Study of Structural Response to Earthquakes", Internl.
Conf., on Struc. Mech. in Reactor Tech., London, Engl., Vol 4, pt
K4/2, Sept 1975.

Matthieson, R.B. & Smith, C.B. "Vibration Testing of Full-Scale

Structures", Nuc. Engring. and Design, Vol 25, 1973, p 17-29.

Trifunac, M.D., "Comparisons Between Ambient and Forced Vibration

Experiments”, Earthquake Engring. and Struc. Dvnamics, Vol 1,

Dec 1972, p 133-150.

254



ROTATING MACHINERY

G.1

G.2

G.3

G.4

G.5

G.6

G.7

Harting, D.R. "Incipient Failure Detection by Demodulated Resonance

Analysis" Instrumentation Tech., Sept 1977, pp 59-63.

Schlereth, F.H. "Detection of Incipient Machine Failure Through
Vibration Analysis", ASME paper no 72-DE-55, Mar 1973.

Mitchell, J.S. & Borhaug, J.E. "“New Tool for Vibration Analysis"

Hydrocarbon Processing, Nov 1972, p 147-151.

Badgley, R.H. "Implications of Multiplane-Multispeed Balancing
for Future Turbine Engine Design and Cost", SAC Aerospace Meeting,

paper no 740865, Oct 1974,

Lavoie, F.J. "Signature Analysis - Product Early Warning System"

Machine Design, Jan 1969, p 151-160.
N-Nagy, F.L. & Taylor, S.R. "Computer Aided Analysis of Turhine
Blade Vibration Test Data" ASME Trans. Paper 6.73, Measurement

and Control, Vol 6, March 1973.

Wilson, D.S. & Frarey, J.L. "Automated Machinery Surveillance &

Diagnostics” Progress in Nuclear Energy, Vol 1, p 723-733.

255



G.8

G.9

G.10

Dodd, U.R. "Integrated Machinery Tnspection Program Cuts Main-
tenance Cost” The 0i1 and Gas Journal pt 1, April 1978, pp 138-146,
pt 2, April 1978, pp 82-85.

Monk, R.G. "Machinery Vibration On Offshore Platforms" Offshore
Tech. Conf., paper no. 2552, April 1978.

Price, M.H. "Computer Assisted Vibration Monitering Successful"
Hydrocarbon Proc., Dec 1977, pp 85-90.

‘Jackson, C. "Optimize Your Vibration Analysis Procedures”

Hydrocarbon Proc., Jan 1974,

Babkin, A.S. & Anderson, J.J. "Mechanical Signature Analysis"
Sound and Vib., April 1973,

Bannister, R.L. & Donato, V. "Signature Analysis of Turbo Machinery"
Sound and Vib., Sept 1971.

Glew, C.A.W. "The Effectiveness of Vibration Analysis as a Main-

tenance Tool", Trans. I. Marine Eng., Vol 86, 1974.

Nelson, F.C. & Callahan, T.F. "Vibration Analysis and Test
Techniques" ASME paper no. 64-MD-55, April 1964.

256




G.16

G.17

G.18

G.19

G.20

G.21

G.22

G.23

Baxter, R.L. & Bernhard, D.L. "Vibration Tolerance for Industry”
ASME paper no. 67-PEM-14, Feb 1968.

Bowes, C.A. "Vibration Monitering" Pulse Dee, 1974, pp 40-41.

Pomfret, B. "Vibration of Rotating Electrical Machines Due to

Residual Electrical Unbalance" LSE Engring Bull, Essex, Engl.,

Vol 12, pt. 5, Dec 1973.

George, L.D. "Noise and Vibration in Q. C., Design, and Maintenance"
Sound and Vib., Oct 1967.

Bannister, R.L. & Thoman, R.J, "An Experimental Mechanical Impedance

Technique" Sound and Yib., Vol 2, No 3, 1968.

Hawkins, W.M. "Analyzing Machine Noise and Vibration" PTD,
Vol 5, May 1974,

Rabek, E.E. "Airborne and Structureborne Noise of Small Geavs

Motors" Sound and Vib., Vol 1, No 6, June 1967.

Sparks, C.R. & Wachel, J.C. "Quantitative Signature Analysis for

On-Stream Diagnosis of Machine Response" Materials Evaluation,

April 1973, p 53-60.

257



G.24

G.25

G.26

G.27

G.28

G.29

G.30

G.31

Mitchell, L.D. & Lynch, G.A. "Origins of Noise" Machine Design,
May 1969, p 174-178.

Herzog, R.E. "Analyzing the Sounds of Trouble" Machine Design,
Sept 1973.

Smiley, R.G. “Impact Testing and Signature Analysis Quality-
Control Tools" Proc. of Sig. Analy. Conf., July 27 - Aug 1 1975.

Linhardt, H.D. "The Large Power-Output Radial Inflow Turbin"

Proc. of 3rd Turbo Sym, pp 8-17.
Maxwell, A.S. & Sander<~~ A F.P. "Site Balancing of Large Flexible
Rotor Containing Unt. .ce Eccentricity and Permanent Residual Bow"

Proc. of 5th Turbo Symp, pp 23-30.

Landon, F.K. & Counter, L.F. "Axial Vibration Characteristics of

Metal Flexible Couplings" Proc. of Sth Turbo Symp, pp 125-132.

VonLaningham, F.L. "Turbin Rotors Whirl After Dynamically Stable
Designs are Updated" Proc. of 6th Turbo Symp, pp 91-98.

Chang, L. & Abel "The Design of Support Structures for Elevated
Centrifugal Machinery" Proc. of 6th Turbo Symp, pp 99-105.

258



G.32

6G.33

G.34

G.35

G.36

G.37

G.38

G.39

Bulanowski, E.A. "Practical Consideration for a Rated Speed Shop
Balance" Proc of 7th Turbo Symp, pp 87-94.

Sparmann, R. "An Investigation of the Flexuval Vibration Behavior
of Slender Rotors in Drum Type Condensing Turbines" Proc of 7th
Turbo Symp, pp 71-86.

Mitchell, J.S. "Examination of Pump Cavitation, Gear Mesh, and
Blade Performance Using External Vibration Characteristics”

Proc of 4th Turbo Symp, pp 39-46.

Bentley, D.E. "Forward Subrotative Speed Resonance of Rotating

Machinery"” Proc of 4th Turbo Symp, pp 103-114.

Smith, K.J. "An Operational History of Fractional Frequency Whirl"
Proc of 4th Turbo Symp, pp 115-126.

Mott, J.E. "Diagnosis of Subharmonic Vibraiicn in Rotating Machi ery"
Prog in Nuc Enrgy, vol 1, pp 707-712.

Laurenson, R.M. "Modal Analysis of Rotating Flexible Structures’
AIAA Journal, Vol 14, No 10, pp 1444-1450.

Kershisnik, M. & Harding, E. "An Unstable Subsynchronous Critical
Speed Solution" paper no. 781055, SAE Aerospace Meeting, Nov 1978.

259



G.40

G.42

G.43

G.44

G.45

G.46

Lewis, F.M. "vVibration During Acceleration Through a Critical
Speed" Tran of the ASME Applied Mech., Vol 54, No 23, Dec 1972.

Nagg, K., Dousis, D.A. & Finch, R.D. "Detection of Flaws in
Railroad Wheels Using Acoustic Signatures" J. of Engring for
Industry, Vol 100, Nov 1978, pp 459-467.

Nittinger, K.H. "Vibration Analysis Can Keep Your Plant Humming"
Chemical Engring, Aug 1964, p 152-158.

Houser, D.R. et.al. "Vibration Signal Analysis Techniques"
Rept. No. USAAMRDL TR-73-101, prepared for U.S. Army Mobility Res.
& Dev. Lab., Fort Eustis, Va., June 1973.

Shives, T.R. & Willard, W.A. "Detection, Diagnosis & Prognosis”
Proc. of 22nd Meeting of Mech. Failures Prevention Group, Anaheim,
Cal., April 1975, NBS Special Pub. 436.

Lundgaard, B. "The Relationship Between Machinery Vibration Levels
and Machinery Deterioration and Failure" Marine Tech., Vol 19,
No 1, 1973.

Engja, H. & Lippe, J. "Vibration Analysis Used for Detection of

Roller Bearing Failures" Morwegian Maritime Research, Vol 5, No 3,

1977, p 23-33.

260



G.47

G.48

G.50

G.51

G.52

Harbarger, W.B. "Vibration Signature Analysis of Compressors in
the Gaseous Diffusion Process for Uranium Enrighment" Engring.
Found. Conf., New England College, Henniiker, New Hamshire, paper no.

750740-1, 1975.

Weichbrodt, B. "Mechanical Signature Analysis, A New Tool for
Product Assurance and farly Fault Detection” Rept. no. 68-C-197
Gen. Elect. Res & Dev. Cent., Schenectady, N.Y., June 19€8.

Weichbrodt, B. & Smith, K.A. "Signature Analysis - Nonintrusive
Techniques for Incipient Failure Identification. Application to
Bearings & Gears" Rept. No. 70-C364, Gen. Elect. Res. & Dev. Cent.,
Schenectady, N.Y., Oct 1970.

Gunter, E.J., Choy, K.C. & Allaire, P.E. "Modal Analysis of
Turborotors Using Planar Modes - Theory" J. of Franklin Inst.,
Vol 305, No 4, April 1978, p 221-243.

Shea, J.M. "Dampen Downtime With Vibration Monitoring"” Modern
Manufacturing, Vol 3, No 8, Aug i970.

Marty, J.W. & Leist, T. "Application of Moual Testing Techniques

to Solve Vibration Problems in Machinery Supporting Structures"
ASME paper no. 77-DE-16, May 1977.

261



Nittinger, R.H. "Vibration Monitoring and Analysis as Maintenance
Tools" ASME paper no. 70-PEM-2, March 1970.

Downham, E & Woods, R. "The Rationale of Monitoring Vibration on
Rotating Machinery in Continuously Operating Process Plant" ASME

paper no. 71-VIBR-96, Sept 1971.

0'Dea, D.M. "Computerized Machinery Vibration Analysis Improves
Reliability"” 011 & Gas Journal, Vol 73, Mo 51, Dec 1975, p 50-54.

Williams, R.V. “Monitoring the Condition of Machinery" Physics in
Technology, Vol 7, No 4, July 1976, p 166-i71.

Dowson, D. & March, C.N. "Monitoring Tribology (London), parts 1 & 2
Vol 3, No 3, Aug 1970, part 3 - Vol 3, No 4, Aug 1970.

Murphy, J.A. "Diagnostic System Requirements for Helicoptor
Propulsion Systems" J. of Aircarft, Vol 15, No 6, 1978, p 333-338.

James, R. "Predictive Maintenance System Improved at Exxon Chemical

Piant" 011 & Gas Journal, Vol 74, No 5, Feb 1976, p 59-64.

Bultzo, C. "Machinery Monitoring is Well Justified" 0i1 & Gas
Journal, Vol 74, No 47, Nov 1976, p 144-147.

262



G.61

G.62

G.63

Bro i, « 4. "The Key to Successful Machinery Protection" IEEE
Trans. on Indust. Appl., Vol IA-11, No 4, July/Aug 1976, p 356-361.

Fox, R.L. "Prevertive Maintenance of Rotating Machinery Using
Vibration Detection" Iron & Steel Engr., Vol 54, No 4, April 1977,
p 52-60.

Darlow, M.S. & Badgley, R.H. "Applications for Early Detection of
Rol1ing - Element Bearing Failures Using the High - Frequency
Resonance Technique" ASME paper no. 75-DET-46, Sept 1975.

263



H. OFF-SHORE PLATFORMS

H.1

H.2

H.3

H.4

H.5

H.6

Begg, R.D. "Structural Integrity Monitoring by Vibration Analysis"
Dock Harbour Authority, Vol 57, No 663, Aug 1976, p 131-132.

Loland, 0. & Dodds, C J. "Experiences ir Developing and Operating
Integrity Monitoring Systems in the North Sea" Offshore Tech.
Conf., Dallas, Texas, paper no. OTC 2551, 1976.

Begg, R.D. & Bendat, J.S. "Instrumentation and Analysis Techniques
for the Monitoring of Offshore Structures” Petroleum Times,

Oct 1976, p 29-30.

Begg, R.D. et.al. "Structural Integrity Monitoring Using Digital
Processing of Vibration Signals" Proc. of the 1976 Offshore Tech.
Conf., paper no. 2549, Vol 2, p 305-311.

Lock, G.P.D. & Jones, A.W. "Detection of Failure in Offshore
Structures by Vibration Ansiysis" Interpret of Complex Signals from
Mech. Syst., Symp, London, Engl. (Conf. Publ. 1976-2) London, Engl.,
1976, p 31-35.

Begg, R.D. & Mackenzie, A.C. "Monitoring of Offshore Structures

Using Vibration Analysis" Proc. of the IES Symp. on Integrity of
Offshore Structures, Glasgow, Scotland, April 1978.

264



H.7 Vandiver, J.K. "Detection of Structural Failure on Fixed Platforms
By Measurement of Dynamic Response” J. of Petroleum Tech.,

Mar 1977, p 305-310.

H.8 Doelling, N. "“Vibration Response and the Structural Integrity of
Deepwater Structures” MIT, Cambridge, Marine Inst. Advisory Serv.,
Nat Oceanic & Atmos Admin, Rockville, Md., Rept no. MITSG-78/10,
July 1978,

H.9 Wootton, L.R. "Use of Vibration Monitoring on Offshore Structures"
Instr. for Ground Vib. and tarthquakes; Proc. of Conf. of Soc. for
Earthquake & Civil Engring Dynamics, London Inst. of Civil Engrs.,
1978, p 95-102.

H.10 Stevenson, A.E. & Rubin, S. "Ambient Vibration Monitoring for
Assessing the Structural Health of Offshore Production Platforms"
ASME paper no. 78-PET-71, Aug 1978.

H.11 Rubin, S. "Mode Extraction from Ambient Vibrations of an Offshore
Platform" Proc. of ASCE Spring Convention & Exhibit, Boston,
April 1979,

H.12 S11k, M.G. et.al. "Continuous Monitoring of Fixed Offshore Platforms
for Structural Failure: A& Review & Assessment of Techniques”
Nondestructive Testing Centre, Material Physics Division, AERE,
Harwell, Engl., Sept 1975.

265




H.13 Enochson, L. "A Digital Technique for Damping Measurement of
Fixed Platforms" Proc. of the 1976 Offshore Tech. Conf.,

paper no. 2556.

H.14 Wojnarowski, M.E., Stransen, S.G. & Reddy, N.E. "Structural
Integrity Evaluation of a Fixed Platform Using Vibration Criteria”
Proc. of Offshore Tech. Conf., paper no. 2909, Vol III, p 249-256.

H.15 Earle, E.N. "Determination of Dynamic Characteristics of Offshore
Platforms from Random Variables" Soc. Pet. Eng. AIME Journal,

Vol 15, No 6, Dec 1975, p 502-50°.

H.16 Ruhl, J.A. "Offshore Platforms: Observed Eehavior and Comparisons

With Theory" Proc. of the 1976 Offshore Tech. Conf., paper no. 2553.

H.17 Wirsching, P.H. & Prasthofer, P.H. "Preliminary Dynamic Assessment
of Deepwater Platfoims" J. of Structural Div., Proc. of ASCE,
Vol 102, No ST7, July 1976, p 1447-1462.

H.18 Kaul, M.K. "Response Analysis of Floating Structures" J. of Engring.
Mech. Div., Proc. of ASCE, Vol 103, No EM6, Dec 1977.

266

SUS GOVERNMENT PRINTING OFFICE: | 980 620-269/135 1~



INARC romm 335

vh US NUCLEAR REGULATORY COMMISSION

BIBLIOGRAPHIC DATA SHEET

1. REPORT NUMBER (Assigned by DDC/

NUREG/CR-1431

4 TITLE AND SUBT TLE ‘Add Volume /Jo. f approprate)

“Detection of Damage in Structures from Changes in Their
Dynamic (Modal) Properties - A Survey

2 (Leave blank)

3 RECIPIENT'S ACCESSION NO

Santa Clara, CA 09505]

7. AUTHORIS) 5 DATE REPORT COVWPLETED
MONTH YEAR
Dr. Mark Richardson September r]979
9 PERFORMING ORGANIZATION NAME AND MAILING ADDRESS (Include Zip Code) DATE REPORT IGSUED
Structural Measurement Systems, Inc. MONTH | Yean
3350 Scott Blvd., Bldg. 28 | April 1980

6 (Leave blank)

8. (Leave blank)

12. SPONSORING ORGANIZATION NAME AND MAILING ADDRESS (Inciude Zip Cotel

Lawrence Livermore Laboratory
P.0. Box 808
Livermore, CA 94550

10 PROJECT/TASK/WORK UNIT NO

11. CONTRACT NO

FIN No. AQ128

Technical Evaluation

13 TYPE OF REPORT W PERIOD COVERED fInclusive dates)

September 1978 - September 1979

15 SUPPLEMENTARY NOTES

14 {Leave olavk!

16. ABSTRACT 200 words or less)

dynamic (modal) properties.

The stated object of this study was to survey the technical literature and interview
selected experts in the fields of dynamic testing and analysis to determine the state-of-
the-art of the relationship between physical damage to a structure and changes in its

17 KEY WORDS AND DOCUMENT ANALYSIS

17a DESCRIPTORS

17b IDENTIFIERS OPEN-ENDED TERMS

18 AVAILABILITY STATEMENT 19 SECURITY CLASS (This repore) 21 NQ. OF PA
___Unclassified 260
20. SECURITY CLASS (T#is page) 22 PRICE
l nclassified

RC FORM 338 (7 717




