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l. Molten Core/Concrete Interactions Study

1.1 Summarz

he Molten Core/Concrete Interactions Study was begun on July 15,
1975 as a qualitative, extensive exploration of the phenomena associated
~#ith contact between molten core materials and concrete. The experimental

elements of this study are divided into four cat :zories:
e Deposition of corium-type melts onto concrete

e Kinetics and stoichiometry of the thermal decomposition

of concrete
® Response of concrete to high heat fluxes at one surface

e Simulation experiments which explore phenomena at the

interface between a melt and a decomposing solid

Experiment results are being incorporated in a computer model of the
interaction. The model will be utilized to establish scaling parameters
for the system and identify key :'lements of the melt/concrete interaction.

A project description of the study was issued in October 1975.l

Efforts during the quarter were devoted primarily to the analytical
portion of the program. These activities emphasized phenomenological
model development and comn~iter programming for the improved molten

core ‘concrete interaction code, CORCON,
A subroutine that allows highly accurate descriptions of chemical

interactions between gases and a core melt has been tested and implement-

ed, The routine will be used to determine the rate at which oxidation

13



depletes the metallic phase of the melt, the heat contributed to the melt
by these reactions, anu transformations in the gas-phase so that the

properties of gases at the melt/concrete interface may be realistically

estimated,

A review of the thermal hydraulics of melts with gas injection has
beaen completed and 2 summary is presented below. This review led to
predictions that the flow regime that is produced by concrete decomposi-
tion zases entering a core melt would vary between laminar bubbling and a
transition al regime between laminar and film bubbling. These predictions
ar2 in keeping with experiment results obtained earlier by using x-ray
imaze intensification to monitor the behavior of high temperature melts in
contact with concrete, The predictions and experiment verification may
call into question the importance of the gas film model for melt-to-

oncrets heat traansfer,

Other aspects of the review bring together existing correlations for
heat transfer within and from the melt. The serious absence of experi-
meatal data to confirm the validity of the correlations for melt/concrete
interactions is made readily apparent in the review.

1.2 Molten Core/Concrete Interaction Experimental Program (D. A. Powers)

1.2.1 Experimental Activities

Two tests in the BURN series were completed during this report
period. These tests, BURN 5 and BURN 6, exposed concrete to core debris
(heated inductively) at about half the rate used in tests BURN 2 and BURN
3. Results will be used to cowpile power-vs-erosion rate curves for
basalt and for limestone concretes. Data reduction for the large-scale
melt/concrete interactions tests is almost complete but other activities
have delaved assembling the data into a comprehensible format. These

delays are not expected to affect release of the data report in autumn
1979,

14
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A crucible has been fabricated for the standard COIL test; it will
be used along with a German test to compare computer models of melt/
oncrete interactions. The crucible has a 45-point thermocouple array to
medasure temperature and erosion rates; it also has a three-station mois-
ture migration sensor. The crucible will be used in a test in September
1979 and the dara necessary for model predictions of test results will be

male available at that time.

1.2.2 Gas-Melt Thermodynamic Equilibrium Model

Power et 312 has shown that the metallic phases of molten core
materials are responsibie for far more attack on concrete than the oxidic
phases during melt/concrete interaction. The aggrassive behavior of the
metallic phases has been rationalized as due to high thermal conductivity

with the consequent ability to transfer heat to the concrete,

The metallic phases are, however, not thermodynamically compatibla
with volatile products of concrete decowposition; carbon dioxide and water
liberated from the concrete will oxidize zirconium, chromium, manganese,
iro ., nickel, and metallic fission products in the melt. If there were no
reverse reaction, the metallic phases o1 a core melt would be completaly
consumed by the oxidation. Disappearance of the metallic phases from the

core meit would sharply reduce the rate of melt attack on the concrets.

A raverse reaction, however, does develop if the gaseous products
of the metal-zas reaction are not ventad nor burned as they smerge from
the melt. These reduced gas species will reduce metallic oxidation in the
cores melt and thus prolong the presence of metallic phases in a core melt,

»xtending rhe duration of rapid attack on the concrete.

The importance of metallic phases during melt/concrete interactions
requires that any process tending to deplete them be understood well and
be explicitly included in any computer model of melt/concrete interac-
tions. Also melt/gas chemistry must be well characterized because gas
behavior within reactor containment is important during react.s meltdown

accidents.

15



Modelling the melt/gas chemistry is complicated because kinetic and
thermodynamic factors are both involved and, while thermodynamics of the
system may be considered, kinetic factors are much more difficult to do so
because appropriate data are neither available nor obtainable at any prac=
tical cost. Therefore melt/gas chemistry must be considered within a
thermodynamic framework. However, it would be unwise, even theoretically
to treat the melt/concrete system as a thermodynamically balanced system.

Lip service, at least, must be paid to the kinetic aspects of the system,

The following observations from the ongoing experimental program are

pertinent to the formulation of a model:

e Oxides and metals are largely immiscible. Molten
materials usually stratify into at least an oxidic and
a metallic layer; in some cases, two oxide layers
could sandwich the metallic layer. This stratifica-
tion suggests that the molten materials can realis-
tically be separated into oxidic regions and a
motallic region, Thermodynamic equilibrium between
the regions will be slowed by the limited interaction

across their boundaries.

e Composition of gases emerging from melts are similar
regardless of thickness, suggesting that cas-metal
interactions are quite rapid and thermodynamic equi-
librium between the metfls and the pases liberated

from the concrete will be quickly attained.

e Metal droplets are oftea found within the oxide phases

nf a solidified melt, suggesting that chemical reac-
tions in the oxide phases are kinetically slow as is
mass transfer of condensed species within and from the

oxide melt.

e The solidified oxide phas2 is not uniform in color,

suggesting that oxide-gas reactions occur predominatly

at the surface of the oxide melt.

)
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A model to compute thermodynamic equilibria during core meltdown
sit 1ations has been developed and is described below. The model is to be
uscd as a subroutine in CORCON, 3 model of melt/concrete interactions.
The model and the way it is called out by CORCON will allow the above

qualitative observations to be reproduced.

1.2.2.1 Derivation of Model

The primary purpose of the model proposed here is to mininize the
free energy of a reacting chemical system subject to the mass balance con-
straints. The fact that minimum free energy corresponds to chemical aqui-
librium is a standard result of chemical thermodynamics.3 Every system

has a chemical equilibrium and that this equilibrium is uniqun.“ 5

The mathematical statement of the model is

- o
Min G(N)

-

N
. -
subject to [AIN = B,

where

<

= vector of species concentrations in the system

G = free energy of the system at a composition

expressed by v

[A] = Stoichiometry coefficisnts for elements in the

species included in the system
- .
B = molar amounts of elements in the system

In addition to the equality constraints defined above, (the so-called
"stoichiometry constraints”) there are a set of implied "nonnegativity"

coastraints:

N, 20 for {nilnieil
The "nonnegativity" constraints are necessary to insure physically real
solutions and constrain the volume of Euclidean space to be searched for

the minimum of G. The "nonnegativity" constraints may be removed from

specific consideration by the transformation of variables



-~
Ni - exp (gi) for {Nilﬂifn} .
The chemical equilibrium problem then becomes

Min G(¢&)
13

-
: E _=
subject to: [A]l % =B

The transformation has at least two undesirable features. Since all
1djustments to the composition vectnr,.i, are made by multiplying (ie,
Vi“”” = oxp (giOId 0.A§i) = NiOId axXp (Aji)), the phase rule cannot be
satisfied without complicated programming. Also, some numerical problems

such as "solution trapping" and "overshooting" may arise if initial

2uesses to a solution are poor.

Solutions to the above constrained minimization problem are made
tteratively. Since the solution procedure is to be incorporated in a

large computer model, it should contain the following qualities:
e Be reasonably fast
e Use minimal memory

e Not require high quality initial guesses for the

start of the minimization procedure

® Assure convergence to an answer

In view of the assumptions in the CORCON model, hihly accurate sonlutions
ire not required. Solutions must, however, satisfy (e stoichiometry con-
straints to very high accuracy if we are to avoid unrealistic depletion or
growth in mass duve to numerical errors in repeated calls at each time step
to the routine. Also, the use of the subroutine in CORCON requires that

chemical equilibrium be computed at constant temperature and pressure,

An examination of the many methods for constrained minimization
shows that a modification of the steepest descent method proposed by Van
Zeggeren and Storey will meet most of the above requiremonts.6 78 Steep-
est descent methods are not especially fast (linear convergence at best)
and are subject to oscillations. These disadvantages are counter-weighed

by the modest programming and memory requirements of the methods.

18



lhe essential elements of the Van Zeggeren and Storey steepest
descent method are outlined below. The development is done algebraically

rather than with matrix notation. Let

N N
G =Z By exp(ii) = Z piNi ,
i=] i=]
where
N = number of species present and

. = chemical potential of the ith species.
L p

“xpand G about the point {gl,gz,---gNi in a Taylor series to first order:

N
G(n, ") « c(n 0 , E b NOE

i i
i=1

lhe object of the minimization procedure is to reduce the second term on
the right-hand side of the above equation to a minimal value subject to
the stoichiometry constraints. However, first-order expansion of G is not
especially accurate and would not be suitable for long-range extrapolation
of G. The first-order steepest descent method is therefore constrained to
proceed toward the minimum in a series of short steps. I[f a steplength,

o, 1s defined, another constraint must be introduced:

N

Z (Mi)2 -

%1

The steepest descent analysis to this point has assumed that the
following stoichiometry constraints are satistified throughout the

problem:

19



where
E = the number of elements in the system
Bj ®= moles of the jth elenent in the system

A j = atoms of the jth elenent in the ith species in

the system.

Typically, the initial guess, from which the itertion procedure begins,
miy not satisfy these constraints. Even if it does, as iteration pro-
ceeds, the truncation error introduced by first-order expansion of G will
lead to the solution drifting out of the constrained solution space. To

avoid these difficulties let

N

Fi(N) = E Ai,j exp(Ei)

3=

Then expand Fj in a first order Tavlor series about (§l,§2,"'§n)

N
F.(N"Y) « p (8214 & E A, . exp(§ Ak,
] ) 1,] 1 1
i=1
Since Fi(ﬂnpw) is to equal Bj‘
N
Bi - Cj - E Ai.j exp(§i)A§i and j =1 to E
i=]
whoere
N
Ci = E Ai,j oxo({i) for j =1 toE
i=l

with the stoichiometry constraints rewritten in this form, the minimiza-
tion problem can be solved by using the method of Lagrangian undetermined

multipliers to find the unknown A&i's (i =1 to N),



The Lagrangian for the system is

N E N
;v ® N.AQE. = . A, .N.AE + C. - B.
: Z“l i85 ZW)Z ullgl j j
i=1 i=1 1=1
N
X 2 2
o E (.3.5;) -0 3
1=1
where ,ri for 1 = 1 to E and X are undetermined multipliers. Setting the

lerivative of L with respect to L§; to zero yields

E
“i“i -~ E ,riAi jNi - XA&i =0 |, i=1¢toN

1=1

ind

K
AE, = oMy i I8 ¢ 1 = N
451 plﬂl E 1T)A",V1 X for 1 l to
=1

Multiplying this equation by Ai kN; and summing over i yields
’

N E N
) 4 N2
0 = A, N, =~ " A,
:E::“Al,k 1 }E: ’ry :E: Al,kAl.] 1
1=] 1=1 i=1
N
- { £ =
X E Ai,kNiAgi for k l to E
i=1

From the revised stoichiometry constraints,

N
E Ai,kNiAEi =5, = Ch for K =1 to E
i=1
There fore
N E N
2 2
0 = A N.© = - - L - X( - )
SPDTURLARD 3L 7 DENTAE LEETRETA
i=1 1=1 i1=1



This set of E equations shows that the Lagrangian multipliers,

1ri for 3 = 1 to E, are linearly related to the multiplier X. Let

1rj - Uj + ij for =1 to E
then
E N N
2 2
§ :Ui z: AL M Z Hehy M
i=1 i=1 i=1
and
E N
2
E Vj E Ai,kAi,jNi - (Bk Ck) for k l to E
=1 i=1

These two sets of linear equations allow the Lagrangian multipliers 7ri

for 1 = 1 to E to be defined in terms of X. In following this development,

the N dimensional minimization problem has been reduced to an E dimen-
sional problem. Since E < N, some simplication in the minimization has
been realized. Note also the coefficients of Ui and Vi for 1 =1 to E in
the above linear equations are identical and would form a symmetric

matrix. This simplifies programming the method.

Solution of the linear equations allows the computed corrections

to the composition vector to be written as

A&i = (D; - XE;)/X for i = 1 to N

where
E
D, = “'Ni -Z Uin.j‘i
=1
and

re
re



The multiplier X is defined by the stepsize constraint:

N N

Z(Mi)z La 'Z = {py = e, )’

i=1 i=]

>

Since

VT -

i=1 i=1

[he sign for X must always be negative for the procedure to minimize the
free energy. Van Zeggeren and Storey suggested the sign be chosen accord-
ing to which value of X reduced G.’ 8 However, the derivation of first-

order methods demonstrates that the sign must be negative. The procedure

used to assure that the "stoichiometry constraints" are satisfied makes it

difficult to choose a sign based on reduction of G.

1.2.2.2 Implementation of the Model

As might be expected, implementation of the above procedure
involved some computation difficulties. These difficulties arose in two

areas.:

® As with all iterative solution methods, the proce-
dure requires an initial guess. It was desired that
the procedure not be sensitive to the initial guess,
that "infeasible" guesses - guesses that do not
satisfy the stoichiometry constraints - are to be

allowed.

¢ When an arbitrary step length was chosen and kept

constant throughout the iterative process, the
estimates of the equilibrium solution oscillated

about the true solution. Oscillations were



particularly severe when the minimum of the free

energy was located at the bottom of a very deep

hyperparabola in the search space. This occurred

whenever the amount of one or more elements in the s
system was very difficult from the amount of other

elements in the system. :

Convergence of first-order methods is guaranteed. However, the
rate of convergence is slow and, in fact, may slow hopelessly in the

vicinity of the solution.?

When initial guesses that are wildlv dif-
ferent from the equilibrium compositions were provided for the above
model, an excessive number of iterations were required to recover. To
avoid this, a subroutine was added to the model to correct the initial
guesses so that the “stoichiometry constraints" were approximately satis-
fied and to limit the compositior of any species to be less than or equal
to its upper bound. Also, a lower bound on the initial guess of any
species was established so that an excessive number of iterations was not

required to correct this guess.

Oscillations in the computed values of (e free energy (G/RT),
moles of hydrogen ("uz” and moles of carhon monoxide (MCO) when a3 con-
stant steplength is used are shown in Figure l-1. The results in this
figure are for the "Blast Furnace Problem" described below. To eliminate
the oscillations, the steplength was shortened as the iterative process

progressed.

The shortening was done arbitrarily whenever required. Optimal
stepsize calculations based on the change in the free energy, such as that
suggested by Smith & Missen,lo could not be implemented because of the way
satisfaction of the stoichiometry constraints is forced in the model. The
results shown in Figure 1-2 demonstrate the striking improvement produced

by the convergence forcing due to shortening the steplength.
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Convergence of the iterative process was defined when
e Change in G/Rt < t

. |Bk - Ck| <€B, for k =1 te E

where t = 0,001 and € = | x 10-16. Convergence based on the size of X as

suggested by Van Zeggeren and Storey yielded unsatisfactory solutions.8

W e Testing the Model

The performance of the model was tested by computing two problems

for which results obtained by other methods were available:

e Pyrolysis of propane at 2200 ¥ at 40 atmospheres in

. ¢ F
varying amounts of air

e The so-called 3last Furnace Problem - carbonothermic

reduction of iron oxides in the presence of 1ime-
stone at 1050 K and 1 atmll 12

The latter of these test problems is especially interesting since much of
the chemistry is similar to that encountered in melt/concrete

interactions,

Results produced by the model for the pyrolysis of propane are
compared to published results in Table l1-I. The ratio of air to propane
(R) was varied over the range of R =1 to R = 5, The compositions listed
in Table 1-I are in units of mole fraction based on the gas phase. The
comparison of results shows that the model solutions and the published

solutions agree to not worse than | part in 1000,

Two solutions to the Blast Furnace Problem are available. The
first, published by Madeley and Toguri, was obtained by a first-order
steepest descent technique similar to that outlined above, !l The second

solution, published by Smith,12

was obtained by an equilibrium constant
method similar to that proposed many years ago by Brinkleyla. The Smith
solution has a lower free energy than that of Madeley and Tosuri and must

therefore be the better estimate of the equilibrium composition.
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Tabls 1-1

Comparison of Results From the Model With Literature Results for the Pvrolysis
of Propane in Varying Amounts of Air (CqHg + R(02 + ANz) Products)

R = 1 . R = 2 R = 3 R = 4 R =5
Products Lit." Model®  Lic.* Model®  Lit.* Model®  Lit.® Model® Lit.® todel®
co, 0.00002 0.00002 0.00989 0.00987 0.03404 0.03399 0.06891 0.06868 0.10795 0.10795
N, 0.39996 0.39997 0.73322 0.53320 0.63147 0.63141 0.69554 0.69549 0.73874 0.73874
H,y0 0.00018 0.00018 0.05675 0.05671 0.12376 0.12370 0.14830 0.14827 0.14673 0.14674
co 0.19976 0.19977 0.19006 0.19007 0.12383 0.12386 0.06151 0.06155 0.00294 0.00293
H, 0.39953 0.39951 0.20966 0.20967 0.08657 0.08660 0.02546 0.02547 0.00077 0.00077
d 0.00056 0.00055 0.00041 0.00041 0.00026 0.00027 0.00014 0.00015 0.00002 0.00003
OH 0.00000 0.00000 0.00002 0.00003 0.00005 0.00006 0.00012 0.00012 0.00068 0.00065
0 0.00000 0.00000 0.00000 0.00001 0.00000 0.00002 0.00000 0.00001 0.00001 0.00002
NO 0.00000 0.00000 0.00000 0.00001 0.00001 0.00004 0.00003 0.00005 0.00097 0.00097
0, 0.00000 0.00000 0.00000 0.00000 0.00000 0.00002 0.00000 0.00002 0.00119 0.00119
NO, 0.00000 0.00000 0.00600 0.00000 0.00000 0.00001 0.00000 0.00000 0.00000 0.00000
c 0.10020 0.10019 0.00000 0.00001 0.00000 0.00001 0.00000 0.00000 0.00000 0.00000

*_ . A
Literature solutions taken from Reference 7.

*all solutigns provided by the model satisfied stoichiometry constraints based on the elements to 1|
part in 10 at worst.



Comparison of the solution obtained by the model described here
and the published solutions is made in Table 1-II. The model produces a
solution that agrees quite closely with that of Smith. Substantial
deviations occur only for trace species. If convergence forcing is not
used in the model, one of the resulting oscillation points is the Madeley
and Toguri solution. It would appear that any convergence forcing used in

the Madely and Toguri steepest descent method was not adequate to allow

convergencea,

Table 1-11

Comparison of Results of Model With Results Published by
Others for the Blast Furnace Problem

Species Modelt_ Madeley & Tg&uri** Smith"

0, 0.00007 0.0004508 0.173 x 107'8
N, 187. 10000 187.100 187.100

Ho0 0.44259 6.873 0.444

CH,, 0.00680 0.001362 0.00655

co 81.60342 78.75 81.62

co, 6.66599 4.871 6.66

H, 6.43024 0.001584 6.43

CHO 0.00036 0.0008584 0.00000105
CH,0 0.00041 0.004594 0.00000236

OH 0.00017 0.0006745 0.793 x 10710
Fay0, 0.00024 0.001979 0

"FeO" 0.00113 0.009097 0

Fe 42.82514 42.81 42.87

¢ 0.00815 4,661 0

CaCoy 0.00142 0.0002633 0

Ca0 0.75458 0.7559 0.756

*The model yislded results satisfying stoichiometric constraints to
Il part in 10’ at worst

**u. D. Madeley and J. M. Toguri, Ind. Eng. Chem. Fund. 12, 261(1973).

*W. R. Smith, Ind. Eng. Chem. Fund. 15, 227(1976),
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The effect of initial guess on the solution produced by the model
w1s investigated with the Blast Furnace Problem. The results for three
different initial guesses are shown in Table l-I1I. Though initial
guesses may influence the number of iterations, it is apparent that the

guesses have only modest impact on the final solution.

The following conclusions were obtained from testing the model:

e The model is suitable for obtaining the equilibrium
composition of a reactive, multiphase mixture to an

accuracy suitable for the computer model CORCON,

e The solutions provided by the model do not satisfy
the phase rule. Because the model uses multiplica-
tive corrections, no species may be eliminated

completely from the final mixture.

e The model compares favorably with other methods of
calculating equilibrium compositions, especially
with regard to major constituents of the final
equilibrium mixture. The accuracy of model predic-
tions for species of low concentration in the

equilibrium mixture is poor.

® An initial guess of unity for each species in a
system analyzed by the model is satisfactory. More

educated guesses speed operation of the model.

1.2.2.4 Status of Model

The chemical equilibrium model will be used i~ JRCON to estimate
the extent of reaction of CO, and H,0 with metal phases of a core melt and
to estimate reaction of reduced containment gases with oxide phases of a
core melt. It will also compute heat of resction, density of the equili-
brium gas phase, and heat capacity of the gas phase. It will not initial-
ly, but may in the future, be used to evaluate chemical equilibria in the

zas phase within the reactor containment.
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Table 1-I11

Effect of Initial Guess on the Solution Obtained for the Blast Furnace Problem

Initial Initial Initial

Species Guess Solution Guess Solution Guess Solution_
0, 0.00451 7 x 1070 1.0 7 x 1070 1.0 8 x 10712
Ny 187.1 187.1 1 187.1 20.9 187.10
Hzo 6.873 0.44324 3 0.44259 1.0 0.4476
CH, 0.00136 0.00686 0.00680 0.01 0.0069
co 78.75 81.60312 1 81.60342 10.0 81.602
€O, 4.871 6.66570 1.0 6.66599 10.0 6.66599
H, N.00158 6.42944 1. 6.43024 0.001 6.42986
CHO 0.00086 N0.00038 1. 0.00036 0.001 0.00040
CHZO n.,00459 0.00043 1.0 0.00041 1.0 0.00040
OH 0.00675 0.00017 1.0 0.00016 0.001 0.00016
Fe;Oa n.n0198 0.00025 1.0 0.00024 10.0 0.00024
"Fe0" 0.00910 0.00119 1:0 0.00113 1.0 0.00134
Fe 42,81 42.82505 10 42.82514 2.0 42,8249
c 4.661 0.00861 1.0 n0.00815 100.0 0.0087
C8C03 0.00026 0.00147 1.8 0.00142 1.0 0.00160
Ca0 0.7559 0.75453 1.0 0.75458 1.0 0.75438
No. of Iterations 95 R4 62
G/RT - -2501.38 -2501.138 -2501.38
MAX -24}— 19.5 x 1078 4,43 x 1073 5.36 x 1079

1

*Maat'vnun of C.

- Bi /Bi for j =1 to E



The species to be considered in the model when called by CORCON
are listed in Table 1-IV. Species that do not react appreciably under
core meltdown accident conditions - mostly refractory oxides - are to be
treated as inerts made up exclusively of an element X. Consequently,
calls to the model by CORCON will entail solution of an ll-element,
J4-species problem. Speed of the routine will be of great importance,
Substantial testing of the model to optimize its per formance for meltdown
problems remains to be done. These performance tests will also be used to

determine if the list of species in Table 1-IV needs to be altered.

Table 1-1IV

Chemical Species To Be Considered in
Chemical Equilibria Calculations in CORCON

Gas Species Oxidic Species Metallic Species
co "FeO" Fe
COZ F€'30£. Cr
HZO Cr203 Zr
H Cr03(c) Mn
OH NiD Mo
0, MnO
CHO Inert Oxides
CH,0O
CoHy
0
Cr03(g)

The model currently contains no provisions for treating condensed
mixture. That is, stainless steel is treated by the model as a mechanical

mixture of iron, nickel, chromium, and manganese. Modifications of the
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model to treat condensed mixtures zre easily done and will be made if per-

formance tests with meltdown problems indicated such a need,

1.3 Molten Core/Concrete Interaction Analytical Program (J. F. Muir)

Development of the improved core/concrete interaction model, CORCON,
continued. CORCON is a user-oriented comruter program written in a modu-
lar structure in which most computational .:nits are contained in separate
subroutines., Maximum use is being made of existing codes and subroutines.
Phenomenological models are being developed as required with a heavy
reliance on existing techniques, and data and correlations available in
the literature. Numerous input options provide a flexibility that enables
a variety of problems to be solved by merely changing input data. Efforts
during the present quarter concentrated on computer programming and phenom-

enological model development and implementation.

k.3 Phenomenolgg%gal Model Development (F. G. Blottner, J. F. Muir, and

D. A. Powers

A chemical equilibrium model which treats chemical reactions of
zases present during core/concrete interactions with constituents of the
core melt has been developed by D. A. Powers. The chemical reactions are
modelled using a first-order, steepest-descent, free-energy minimization
technique. The model provides equilibrium chemical composition, heat of
reaction, and gas phase density and heat capacity for each melt/gas system
treated. A detailed description of the model along with the results of

sample problem calculations are presented in Section 1.2.2.

A study »f the hydrodynamics and heat transfer characteristics of
liquid peols with bubble agitation has been performed by F. G. Blottner.
Previous simulant experiments and correlations are used to define hydro-
dynamics and heat transfer models suitable for describing phenomena
occurring when a pool of molten core materials interacts with concrete.
Presented in the following paragraphs is a brief summary of results
obtained for gas bubble size, >ubble velocity, local void fraction,
average layer void fraction ard level swell, and convective heat transfer

f.om the interior of a pool tr its periphery (i.e., the pool interface
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region boundary), and across liquid/liquid interfaces, in a pool with gas-
driven circulation. Details of the analysis and supporting data are

presented in a report on the study that is currently in preparation.14

Hydrodynamic studies of gases bubbling through liquids, produced by
either boiling of the liquid or controlled gas inject? -, indicate that
the velocity of the gas as it enters the liquid has a .ignificant influ-
ence on the type of bubble flow that occurs. Flow regimes observed for

1ir bubbling through water are listed in Table 1-V.

Table 1=V

Flow Regimes and Gas Velocities for Air Bubbling
Through Water

Flow Regime

Superficial Gas Velocity (m/s)

I Nucleate or laminar bubbling Vs < (Vs)LB ~ 0,06
[l Patchy or foam bubbling Vs ~ 0.06 to 0,76
[TT Blanketed or film bubbling ", ™ (vs)FTLM ~ 0,76

Expression~ for the critical values of the superficial velocity in terms

of liquid and gas properties are

N o
(Vs)LB 2,38 /pIA (1.1)

§ = _q_
(vs)FILM ks /p‘A €1.2)

where
2/ ;
‘30 "o for Ar, >10"
K L 2/3 1 ,
1 16.3 M;/ Ar*/6 for Ar, <10°
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and

*
A3
Al"* = L.
VIZ

1/2
A= [ETB;—gTE;T] - Laplace constant.

Equation (1.1) is given by Wallis for the maximum superficial velocity for

laminar bubbly flov.lS

Equation (1.2) is given by Kutateladze for the
atnimum superficial velocity required to have stable gas film bubbling.ls
Order of magnitude values for these parameters for the liquids of interest
are presented in Table 1-VI. These calculations were made by using
average property values for typical LWR oxic = and metallic melts, molten
concrete (slag) characteristic of the thre¢ :presentative LWR concretes

tncluded in CORCON, water, and the associated gas mixtures.

Table 1-VI
Critical Velocities
(m/s)
(v ) M x lol‘ Ar k (v )

_Liquid _s LB v MG S s s FILM
Water 0.062 5.63 1.99 x 10° 0.204 0.96
Oxidie 0.060 2.22 5.06 x 107 0.110 3.26
Metallic 0.085 3.16 2.75 x 10° 0.139 5.30
Slag 0.070 2.60 2.63 0.030 0.62

The size of bubbles generated in the three flow regimes described
in Table 1-V is based on expressions for the equivalent spherical radius
of bubbles in the nucleate and film bubbling regimes; these expressions

are listed in Table 1-VII.



Table 1-VII

Equivalent Spherical Radius of Bubbles

__Flow Regime 3ubble Radius (m)
Nucle2ate bubbling (Re)l = 0.0105 BA, B = 45° (1.3)
Patchy hubbling (REP)I[ = linear interpolation -

Eqs (1.3) and (1.4)

A schematic representation of the resulting variation in bubble size with
superficial gas velocity is given in Figure 1-3. Characteristic values of
bubhle radius given by Eqs (1.3) and (1.4) for the liquids of interest are
presented in Table 1-VIII.

. REGION I REGION II RECION 111

NUCLEATE OR LAMINAR PATCHY OR FOAM FILM
BUBBLING BUBBLING BUBBLING

EQN (1. 4)

R :\D I u ;

LINEAR

SPHERTCAL

INTERPOLATION

EQUTVALENT

EQN (1.3

et e e et e . s e e et e

(VS)LB (VS)FILM

SUPERFICIAL VELOCITY - Vs

Figure 1-3. Bubble Size as a Function of Superficial Gas Valocity

35



Table 1-VIII

Bubble Properties

Liauid (rlp)I (Ez) (Re)III {em)
Water 0.13 1,08 -
Oxidic 0.12 1.02
Metallic 0.24 2.05
Slag 0.16 1.39

An estimation of the flow regime and associated bubble size that
mizht occur during melt/concrete interaction may be obtained from esti-
mites of the superficial velocity of gaseous decomposition products
'minating from the surface of ablating concrete. For a typical surface
'rosion rate of approximately 1074 m/s (36 em/hr), superficial velocities
tor the representative basaltic aggregate, limestone aggregate, and CRBR
limestone concretes were found to be 0.10, 0.25, and 0.34 /s, respec-
tively. Comparing these with the critical superficial vel.cities given in
Table 1-VI suggests that the patchy or foam flow regime would exist during
melt/concrete interactions with bubble sizes on the order of a centimeter
in diameter. An order of magnitude smaller erosion rate would result in
nucleate or laminar bubbling. However, for film bubbling to occur for the

oxidic and metallic mixtures, a significantly larger increase in concrete

erosion rate would be required.

These predictions are in keeping with results obtained by
1718 f5¢ the test BURN 1. In this test an x-ray image intensifica-

Powers
tion system was used to monitor the behavior of a thermitically generated

stecl melt in contact with limestone aggregate concr-ete. Melt temperature

was uncontrolled in this test and varied between 2600° and 1550°C. Gas

flow rates varied between 300 and 30 L/min. Conversion of the flow meas-

urements yields superficial gas velocities of 1.44 to 0.09 m/s. At the |
highest superficial velocities, the thin melt was so badly agitated and
dispersed that characterization of the operative flow regime would be
ambiguous. At the lower superficial velocities, the melt flow could be

characterized as laminar bubbling or transitional flow. Bubble sizes
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observed during the test and voids frozen in the solidified melt varied

betwoen 0.3 and 2.4 em in diameter.

The velocity of gas bubbles passing through a liquid is commonly
related to the terminal velocity of a single bubble rising through the
ltquid. The latter is usually expressed as a function of bubble size and
material properties. Thus, for small bubbles characterized by Stoke's

flow, the terminal velocity is given by

RR2
- (1.5)

2
- ]

T v

l 1

For medium-sized bubbles rising throuzh low viscosity liquids, the termi-

nal velocity tends to be independent of bubble size and is expressed as

UTZ =1.53 JfgA . (1.6)

Finally, the terminal velocity of large spherical-cap bubbles is given by

the relation

UT, = gRe . (1.7
£quations (1.5) through (1.7) are compared in Figure l=4 with the terminal
velocity data for single bubbles rising through several liquids. Clearly
the viscosity of the liquid has a significant effect on the terminal

velocity variation with bubble size.

The procedure employed in CORCON for determining bubble terminal

velocities is based on a critical value of the equivalent radius,

R =2.344A (1.8)
e
determined by equating the terminal velocities given by Eqs (1.6) and
(1.7), i.e., UTz = UT;' Terminal velocities in the two rezions separated

by RP are determined as follows:
¢
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when R, < R, ,
C
UT = gmaller of UTl and UTQ; (1.9)
when Rp > Rec.
”T = gmaller of UTl and UTI‘
lr T s B Gl g rrl T T T T T T T I
i ot ]
r— —
2 )
- - - ol e - O — - =
= /
e o ) /
2 \ EQ(1. 6), "(EQ(].'”, Uy
& 107 % ’ —
ok 2 K 3
3 § / :
=~ 2 [’ w—— HABERMAN & MORTON "
= i XX (AIR BUBBLES IN WATER! o
= I £EQ(1.5), / wm o ANDREINI, FOSTER & CALLEN v
L UT] / (ARGON BUBBLES IN LIQUID METALS) _
P, omXeme HABERMAN & MORTON
/,’ (AIR BUBBLES IN MINERAL OIL) "
‘X — e HABERMAN & MORTON
b (Aln ouUBBLES IN VARSOL)
10-2 1411’11“1 1 Lol I, S
107 107 107 10}

EQUIVALENT RADIUS (m)

Figure l-4. Terminal Velocity Variations for Single Bubbles
Rising Through Several Liquids

In a multilayered pool of molten core uaterials interacting with
concrete, the depth of each layer, as well as the overall height of the
pool, 1s increased as a result of the concrete decomposition gases bubbl-
ing up through the pool. These changes in layer and pool height can be
determined if the volume, or void fraction, of gas in the pool is known.

The void fraction is definzd as

ig



a = volume of gas (1.10)
total volume of gas and liquid ’

It can also be shown that the local void fraction at any vertical location

z 18

area of gas phase (1.11)
total crosssectional area of gas and liquid )

alz) =

Thus, the upward gas flow in a liquid pool across an area, A, perpendicu-
lar to the pool centerline at vertical location z is
m. = : (1.12)
L pgugAg = pgudmA
From continuity, this is equal to all the gas that entered the pool

through its outer surface, A , up to the vertical location, Z

{(Figure 1-5):

h =p VA =n (1.13)
g 2

where Vo = superficial velocity of gas entering pool across Ag. As
ment ioned above, it has been found that the local gas velocity can be

related to the terminal velocity of a single bubble with the expression:

a, = Q1 -a)™! Uy (1.14)
where

n = 2 for ideal bubbly flow, and
n = 0 for churn-turbulent bubbly flow.ls

Thus, for churn-turbulent bubbly flow,

Uy T g 1 U ¢1.15)

and

= ngTA(l ‘_’a) . (1.16)
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Solving for yields:

a= B (1.17)

where

gs
pngA

8=

Assumine, for illustrative purposes, that pg = pgs’ A, = A (ie, a cylindri-

pool with gas injected only through its flat bottom), and with U

cal

T
alculated with Eq (1.6), the void fraction has been determined, for

representative oxidic and metallic melts as a function of superficial gas
velocity, The results for both ideal bubbly and chur: -turbulent bubbly
)ws are presented in Figure 1-6 along with a possible upper limit of

@ = 0,42 based on the ocrurrence of gas columns or jets through the pool

vinz 1 separation distance equal to the wave length predicted with the

faylor instability gas film model (A = 27 /3 A). 19 20

Figure 1-5, Upward Gas Flow
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Figure 1-6. Example Void Fraction Variations for Representative
Oxidic and Metallic Melts

From the local void fraction definition given in Eq (1.11), the
following expression is obtained tor the volume of liquid, V_,, contained

in any pool layer extending from Zgor O Zpop:

Z

TOP
f (1 - a)Adz = (Vy), . (1.18)

“goT

The value of (VI)L for each layer is known at every time step, as are the
ax1al variations in total pool (cavity) cross-sectional area, A, «nd gas

mass flow into the pool, m Thus, by employing Eq 1.17) and assuming

8s°
the product (ngT) is constant across each layer, Eq. (1.18) can be
solved, beginning with the bottom layer (where Zpor is known) and working
up, to find the layer interface locations and pool surface height with the

gas present (1e, the level swell).



Once this is done, an average void fraction for each layer can be

determined from

a = 1 - — (l.lg)
L VL

where V, is the total cavity volume occupied by the layer (ie, between

zyor and ZTOP)‘

Finally, and perhaps most important, are the models developed for
describing the convective heat transfer from the interior of the pool to
its periphery and across pcol layer interfaces. Due to vigorous circula-
tion of the melt by the gases passing through it, the temperature of each
pool layer is considered constant everywhere except near the layer
boundaries where the temperature varies to its boundary value across a
relatively thin thermal boundary layer, ét' A schematic of the molten
pool-concrete cavity configuration showing the heat transfer regions of

interest is given in Figure 1-7.

> \"1 !!’N! R!I[
nk G luse . CONDITION

11 SURFACE & 174 GAS I1IWJECTION
] SURFACE WITH BUbbLE AGITATION
v TRANSITION REGIONS

Figure 1-7. Molten Pool-Concrete Cavity Configuration Wich
Pool Interior-to-Boundary Heat Transfer Regions



Although the effects of bubble agitation and injection on the heat
transfer are the main concern, models were developed which faired into
existing natural convecticn heat transfer correlations in the limit as the
injected gas flow approaches zero. For this purpose, it was considered
reasonable to utilize turbulent natural convection relations of the

general form:

/3R 1/3

NuT = C Prl a .

[ne specific relations employed are as follows:

e For vertical or horizontal heated surfaces (regions II

and IIT):

1/3
h=0.16 k pel/3 li@%ll . (1,20)
vV

e For a cooled horizontal surface (region 1):

1/3
n=0.067kpr”3[3§%T-] (1.21)
vV

where all properties are liquid properties.

For the various liquids of interest, a lower bound value of the
Rayleigh nuaber, Ra, for the conditions existing in a melt/concrete inter-
action may be estimated by assuming a AT of 100 K and a characteristic
length, L, of 0.1 m. The resulting values are presented in Table 1-IX
ilong with the corresponding natural convection heat transfer coefficients
computed with Eq (1.20) and (1,21). Note that the assumption of turbulent
natural convection (Ra 2 107) is reasonable for all but the slag, and even
in this case the error introduced by using turbulent rather than laminar

values is not prohibitively large for the present application.

&
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Table 1-IX

Natural Convective Hear Transfer (AT = 100 K)

- Ra h (vegtical or heated h (cooled
Liquid MIN horizontal wall) o horizontal wall)
Water 1.23 x 107 9.00 x 102 4.3 x 102
oxidic 2.18 x 108 2.78 x 107 1.3 x 10°
Metallic 8.9 x 10° 1.16 x 10% 5.6 x 107
S1ag 1.96 x 10% 4.91 x 10! . 2.3 x 10}

The effects of the gas flow through the pool on heat transfer fall

into two categories:

e The effect for surfaces through which there is no gas
flow, but enhanced heat transfer due to the increased

circulation (gas driven) within the liquid

e The effect for surfaces having direct gas injection
with a resulting local enhancement of the heat

transfer

The combined turbulent natural convection/gas driven convection

heat transfer cucrclations for the regions of interest are as follows:

e For surfaces with bubble agitation (region II), with
the gas driven contribution based on a correlation

21

developed by Konsetov®' combined with the natural

convection relation given in Eq (1.20):

| 1/3 1/3
h =k (Pr ;%) [0.00274 BAT + 0.05a] (1,22)

¢ For surfaces with direct gas injection (region 1),
with the gas driven contribution based on a correla-
tion developed by Grief?® combined with the natural

convection relation of Eq (1.21):

2

lo.oooaol BAT + 0.4a

1/3 1/3
2) l (1.23)

h =k (Pr g/v
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where ,

for the

latter,

fhe heat transfer coefficients predicted by Eqs (1.22) and (1.23)

ire

presented for the liquids of interest in Figures 1-8 and 1-9 are

yapared with results obtained using other correlations available in the

literature,
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Figure 1-9, Heat Transfer for Surfaces With Gas Injection
The convective heat transfer across layer interfaces (liquid/
liquid interfaces) through which gas is bubbling (region ITI) is modelled

in terms of heat transfer coefficients for the upper and lower layers

lefined, respectively, as

(1.24)
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where

Tu and T, = the bulk temperatures of the upper and

lower layers, respectively;

Gy * the heat flux across the interfaces; and
the interface temperature is
+
"X thu

< L L
& u

The combined or overall heat transfer coefficient across the interface is
a hyhy,

h - = -
T?u TLT' h, *+h

(1.26)

The resulting combined turbulent natural convection/gas driven convection
heat transfer correlation is based on the natural convection relation
given in Eq (1.20) and the Konsetov correlation modified to account for

interface dynamics:

) 1/3 2 1/3
hu oy k (Pr g/v ) ,0.00276£L3T + 50a . (1.27)

Overall heat transfer coefficients predicted by Eqs (1,26) and
(1.27) combined, with natural convection neglected, for a slag-metal
interface and an oil-water interface are presented in Figures 1-10 and
I=11, respectively (dashed curve). Also included for comparison purposes
are a limited number of experimental data, the results obtained using
other available correlations, and the appropriate natural convection
values, Although the general trends and magnitudes are of the proper
order, the prediction methods are limited and additional experimental data

are needed to verify or improve the correlations.
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1.3.2 Programming and Numerical Concerns (L. S. Dike, M. A, Ellis,
J. F. Muir, and W. R. Trebilcock)

Programming efforts during the quarter were devoted to a number of
activities. Incorporation of the Concrete Ablation and Shape Change (CASC)
progran developed by ACUREX Corporation into CORCON was completed., After
inserting CASC as a single unit, it was broken up and restructured to fit
into the CORCON computation sequence. The resulting version of CORCON was

then successfully checked out on a sample problem supplied with CASC,

Procedures were developed and implemented for handling three melt
layers plus a coolant layer. Separate subroutines for determining layer
orientition within the molten pool; layer geometries (ie, layer volumes
and depths, and layer iaterface and pool surface locations, within the
cavity); pressure as a function of vertical distance from the pool sur-
face; and layer properties at each point on the pool periphery, from mix-
ture properties to be provided (ie, a property-switching procedure), have
been coded, programmed and partially checked out. Unfortunately, these
improvements necessitated fairly extensive modification of the logic in
the melt-property subroutine, a routine for handling the properties of the
metallic and oxidic mixtures within the melt, to properly account for
layer formation, switching and combining (eg, the combination of two
oxidic layers into a single layer). A procedure for computing the total
flow (quantity per unit time) of either species, total mass, or energy
across the melt/concrete interface was developed. Fluxes of a given
parameter (quantity per unit area per unit time) provided at each pool
periphery point are integrated numerically over the periphery surface
area, beginning at the centerline point of the pool bottom, to yield the
total flow into or out of the pool up to each periphery point. Coding of

this procedure has been initiated.

The melt/gas chemical equilibrium model described in Section 1.2.2

was translated from the HP lanpuage in which it was developed into stan-
dard Fortran and brought up on the CDC 7600. It was subsequently checked

out on one of the sample problems provided, modified to reduce central

processor time by about a factor of two, and rewritten into subroutine

format .

49



1.4 References

lD. A. Powers, Molten Core - Concrete Interactions Project Descrip-
tion, Schedule 189 No. A-1019 (Albuquerque: Sandia Laboratories, Oct
1975).

2l). A. Powers et al, Exploratory Study of Molten Core Material/
Concrete Interactions July 1975 - March 1977, SAND/77-2042, (Albuquerque:

Sandia Laboratories, Feb 1978),

3!. Prigogine and R. Defay, Chemical Thermodynamics, (London,
England: Longmans, 1962),

&N. Z. Shapiro and L. S. Shapely, RAND Corp Memo 4205-PR, NTIS No.
AD-605 316, Rand Corp., Santa Monica, CA, "A Generalized Technique for

Eliminating Species in Complex Chemical Equilibrium Calculations," Sept.
1964,

SH. J. Hancock and T. S. Motzkin, Proc lst Conf High-Temp Sys, pp

82-9 (1960),

%s. u. Storey and F. Van Zeggeren, "Compuatation of Chemical Equli-
brium Compositions," Canadian J Chem Eng 17:54 (1964),

'F. van Zeggeren and S. H. Storey, The Computation of Chemical Equili-
bria, (Cambridge, MA: Cambridge University Press, 1970),

85. H. Storey and F. Van Zeggeren, "Computation of Chemical Equili-

brium Compositions II," Canadian J Chem Eng 48:591 (1970),

qw. Akaike, Ann Inst Statist Math Annual Report, Tokyo 11:1 (1959).

104, x. Smith and R. W. Missen, "Calculating Complex Chemical Equil-

ibra by an Improved Reaction Adjustment Method," Canadian J Chem Eng
46:269 (1973).

llw. D. Madeley and J. M. Toguri, "Computing Chemical Equilibrium

Compositions in Multiphase Systems," Ind Eng Chem Fund 12:261 (1973),
l‘w. R. Smith, "Some Remarks on the Calculation of Complex Chemical
Equilibra by General Methods," Ind Eng Chem Fund 15:227 (1976),

)
“S. R. Brinkley, "Calculation of the Equilibrium Composition of
svstems of Many Constituents," J Chem Phys 15:107 (1947),

l*F. G. Blottner, Hydrodynamics and Heat Transfer Characteristics of
Liquid Pools with Bubble Agitation, SAND79-1132 (NUREG/CR-094%;

Albuquerque: Sandia Laboratories, nd). To be published.

5, . Wallis, "Some Hydrodynamic Aspects of Two-Phase Flow and
Boiling," Proc of the 1961-62 Heat Transfer Conference, Boulder, Colorado
(New York, NY: American Society of Mechanical Engineers, 1963),

50



lﬁ%. S. Kutateladze and I. G. Malenkov, "Boiling and Bubbling Heat

Transfer Under the Conditions of Free and Forced Convection." 6th Interna-
tional Heat Transfer Conference, Toronto, Canada (1976) (Washington, DC:
Homisphere Publishing Corp., 1978).

17

D. A. Powers, "Influence of Gas Generation on Melt/Concrete Inter-

actions," Proc TAEA Symp Therm of Nucl Materials, 29 Jan-2 Feb 1979,
Julich, Germany. To be published.

lq? A. Powers, Light Water Reactor Safety Research Program Ouarterly
Report, April-June 1973 SAND78-1901 (Albuquerque: Sandia Laboratories,
Jan, 1979), Chap. 1.

M9y, k. Dhir, 1. Catton, and J. Castle, "Role of Tavlor Instability
0 Sublimation of a Horizontal Slab of Dry Ice," J Heat Trans, 99(3):
411-13 (August 1977).

20y Alsmeyer ot al, A Model Describing the Interaction of a Core-
Melt with Concrete, (NUREG/TR-0039; Washington, DC: U.S. Nuclear Regula-
tory Commission, Sept 1978). Translation of KFK 2395 (Karlsruhe, West
sermany:  Keraforschungszentrum, 1977).

2y V. Konsetov, "Heat Transfer During Bubbling of Gas Through
Liquid," Int J Heat Mass Trans, 9:1103-08 (1966).

“W. F, Hart, "Heat Transfer in Bubble- Agitated Systems. A General
Correlation,” Ind Eng Chem Process Des Dev, 15(1):109-14 (1976).
3]V. N. Soko'ov and A. D. Solomakhin, "Heat Exchange Between 2 Gas-

Liquid System and a Heat-Exchange Element," Zhumal Prikladnoi Khimi,
35(11):2570-73 (1962).

24, Greif, "Heat Transfer with Gas Injected at the Sur face," Int J
Heat Mass Tran, 8:1254-54 (1965),

23, Szekely and N. J. Themelis, Rate Phenomena in Process Metal-

lurgy, Wiley-Interscience (New York: John Wiley and Sons, 1971),
26

H. Werle, "Modellexperimenten zum Kernschmelzen," Halbjahresbericht

1978/1, PNS 4332 (Karlsruhe, West Germany: Kprnforschungznntrun, nd). In
progress,

51=52




2. Steam Explosion Phenomena
(L. D. Buxton, W, B, Benedict, M. L. Corradini,
D. E. Mitchell, L. S, Nelson, R. Woodfin)

2

2.1 Summarz

The purpose of the steam explosion phenomena program is twofold:
(1) to identify experimentally the magnituder and time characteristics of
pressure pulses and other initial conditions which are necessary to trig-
2er and to propagate explosive interactions between water and molten Light
Water Reactor (LWR) core materials; (2) to development criteria to assess
the prohability and consequences of steam explosions during a hypothetical
neltdown accident in a LWR., The major efforts in this program sncompass

five areas which are discussed fully later on.

e Small-scale experiments using simul ant molten materials
(corium=-A, -E, and iron-oxide, <15 g) with water. These
axperiments are directed toward understanding the
applied triggering pressures needed to induce a vapor
explosion; and the propagation phase under a variety of

initial conditions.

e A large-scale open-geometry test series using thermiti-
cally generated melts (previously iron-alumina, now
corium=-E ~25 kg) dropped into water. The purpose of
these experiments is to determine the explosive inter-
action potential of these melts at large scale in order

to improve the design of the closed geometry tests,

e The large-scale, closed-geometry, fully-instrumented
test series using induction-generated melts (iron~
oxides, corium-E ~25 kg) dropped into water. These
experiments are directed toward observing, at larger

scale and with prototypic melts, the efficiency and
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propagation of the explosion as functions of fuel and

coolant temperatures, mass ratios, and composition.

Theoretical analysis of steam explosions to interpret

the observed experimental results in light of past -
theories and models of steam explosions (vapor explo-

sion) and supplying additional modeling effort where

past work has proven inadequate., The ultimate objective

1s to be able to relate the experiments performed and

the results obtained to the possible behavior of a steam

explosion during a meltdown accident by using a consis-

tent modelling and scaling analysis.

Asscssment of containment failure resulting from steam
explosions to evaluate how a steam explosion may lead to
containment failure caused by missile generation or over-
pressure conditions, and to identify and evaluate the
realistic mechanisms that could dissipate the explo-

sions' energy and reduce the probability of containment

failure,

2,1.1 Small-Scale Experiments

The single-drop scoping studies were continued this quarter, look-

ing at several high temperature materials. An attempt was made to prepare

thermite

produced

drops by laser ignition, but single, coherent drops could not be

. Levitated drops of molten iron were injected into water, with

bridgewire impulse added. Noncondensible gas formed around the drops,

probably
pressure
dioxide)
injected
generate
with the

zirconia

hydrogen; fragmentation could not be achieved with a bridgewire
transient. Molten zirconia drops (a simulant of molten uranium
were prepared by a metal combustion technique. These drops were
into water at temperatures above 3000 K. They also seemed to
noncondensible gas; also, coarse fragmentation could be initiated
bridgewire. The noncondensible gas produced with the molten

may involve the thermal dissociation of water. JLome studies

related to dropping single drops were performed; namely, the careful

characterization of bridgewire pulses,
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Ihe debris from molten iron oxide and aluminum oxide single-drop
sxplosions was examined. In both cases, essentially spheroidal particles
were formed, with varying void fractions. No mossy particles were seen in
contrast to their earlier observation in the arc melting and field

studies,

Sifted debris from an unusual arc melting experiment with molten
iron oxide was anal:rzed by wet chemistry. No correlation between melt

oxygen content and particle size was noted,

2.1.2 Open Geometry Test Series

There was no significant activity to report this quarter,

2.1.3 Fully Instrumented Test Series (FITS)

The contract for construction of the design chamber has been

placed. Delivery is scheduled for October 1979, 1In the area of melt gan-
eration and injection, l- to 5-kg specimens of iron and iron-oxide (F9203)
seeded with about 20 weight percent (w/o) iron were inductively melted in
araphite crucibles. The final composition is being analyzed. Also experi-
nents using steel dropped into water were performed to evaluate the stress-
»d glass cylinders which allow the melt to fall below the water surface.
These experiments demonstrated the feasibility of the stressed glass tech-
nique. Final . preliminary test plan which defines the test sequence

has been comp! Ya

2.1.4 Theoretical Analysis

Phenomenological modelling of steam explosions this quarter address-

ed three areas.

An hypothesis has been advanced that the observed explosion cutoff
for high ambient pressures and coolant temperatures is a function of the
pressure trigger energy. As the trigger increases in impulse and energy,
the cutoff pressures and temperatures should also increase. The film
boiling and collapse which led to this hypothesis was used this quarter to

predict the film collapse behavior in "separate effects" experiments
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conducted by Inone et al.l The results show good agreement between model
ind exparimental data, thereby lending credence to the results of the

model when applied to film collapse in vapor explosions,

The melt fragmentation mechanism is a key element in the propaga-
tion phase of the explosion. Analysis indicates that, for the range of
materials in the LWR core melt scenario, the dominant fragmentation
sechanism appears to be due to Taylor instabilities generated hy local
oressurization of fuel and coolant where liquid-liquid contact has been
catablished after film collapse. This conclusion is different from the
proposed mochanism of Theofavousz. Cavitation of melt may have a role in
the fragmentation event although no definitive proof seems to exist. The
same conclusion about cavitation can be made concerning the tests of
i’l'-'!‘

A simple modal for the propagation of the vapor explosion has been
developed and was applied to the small-scale experiments of Nelson, The
results indicate that the whole propagation event takes place in about
40 us considering local pressurization as the fragmentation mechanism,
fhis is in aereement with high-speed movie observation that the event
occurs in less than 200 pys., Also the thermal-to-mechanical conversion

ratin was calculated to be aboct 3%,

2.1.5 Assessment of Containment Failure

The dissipation of the kinetic energy of the coolant slug by heat
transfer was parametricaily investirated for full-scale LWR accident con-
ditions. The resuits indicated that the kinetic energy prior to impact
can be reduced by a factor of 2 to 5 depending on the initial conditions
of the oxpansion; eg, amount of coolant vapor involved and/or the initial
pressure of the interaction. This anlysis was also applied to Buxton's
open geometry tests to illustrate the reduction in work done by the

coolant because of heat transfer.

Structural modelling of the slug impact on the vessel hoad and rs

possible failure were pursued in two areas this quarter:
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e the short-time structural response of the vessel to
shock waves generated by the explosion are being
modelled by using the HONDO code; preliminary results

were obtained,

e long-time structural response to vessel head impact is
tc be modelled using HONDO to determine the types of
failure possible similarity analysis was completed for

future scale modelling studies.

2.2 Small-Scale Experiments (L. S. Nelson 5836)

2.2,1 Thermite Drops

Several attempts were made to prepare single drops of thermite melt
by laser initiation of the thermite reaction. Miscellaneous chunks, 3 or
% mm across, were suspended on iridium wire, and moved i.to the focus of
the carbon dioxide laser, which was operating at about 50-W continuous
wave. Both stoichiometric magnetite-aluminum thermite, and 10 w/o excess
iron thernite were used. In each case, the thermite pieces blew apart on
ignition, and generated only tiny molten spheres. The experimen*s were

discontinued,

2,2,2 Molten Iron Drops

Levitated iron drops (diameter = 5 mm; weight = 0.6 g) in flowing,
high purity argon were prepared in the upper portion of the apparatus
described “v Stephens&. After raising the drop above the melting tempera-
ture, it was released through a fast-acting valve and injected into water
at 273 K, High-speed films showed that immediately upon entering the
water, the drop was encased in a "bag" of noncondensing gas 1 to 2 cm in
diameter; a typical frame from one of the films is reproduced in Figure
2-1. Bridgewire stimulation of the interacting metal and water did not
produce fragmentation or explosion. The noncondensible gas is probably
hydrogen, produced by the iron-water reactions. Calculations of expected

bubble diameters were made from reported rate constants as fnllows:?
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Assume the reaction

Fergy * Ha0cg) = Felrgy * Hacy)
An iron drop at 1800 K weighing 0.6 g should produce bubbles of d = 4,1 ¢m
diameter from equation 2.1, or 0,39 ¢m diameter from equation 2.2 in a
10-ms reaction time. These diameters agrees approximately with those

observed on the films for similar time intervals,

2,2.3 Molten Zirconia (Uranium Dioxide Simulant)

Another technique for preparing single drops of molten oxidic
naterials, typical of LWR core melts, was explored.* This technique uses
the combustion of metal drops in free fall through oxygen-containing
ltmosphPrﬂs.7 A picce of zirconium metal was ignited by radiation from a
| ~kW quartz irdine lamp placed about 5 ecm away. The experiment involved a
strip of foil 12 x 25 mm, 51 ym thick, placed at the top of a 2-m-tall
drop tube that contained a pure oxyzen atmosphere at local atmospheric
pressure, 0,083 MPa, At the end of the fall, the drop was injected into
room temperature water. Bridgewire stimulation was applied a few tens of
milliseconds after injection. As in the molten iron experiments, bubbles
of noncondensible gas were formed; but coarse fragmentation could be
initiated with the bridgewire. A frame from one of the films is shown in
Figure 2-2. The conditions of injection of the drop were estimated from
the literature, in the absence of direct measurements. The temperature of
the drop was assumed to approach the boiling point of zirconium dixoide,
(24000 K) according to the calculations of Doyles. The composition of the
drop was estimated to be approximately Zr0y ¢ using the total contact
time and the oxygen uptake rate given by Nelson7. If the bubbles surround-
ing the drop truly contain noncondensib!e gas, as the films indicate, it
18 probably a mixture of hydrogen and oxygen produced by the thermal
dissociation of water. At the temperature of drop injection, water is

expected to be at least 50% dissociated (Figure 2-3).

*Inree complementary technigues are being explored for generating

single drops of prototypical core melt materials: (1) carbon dioxide
laser melting of pendant drops (oxides), (2) levitation melting (metals),

and (3) combustion heating (partially oxidized melts at very high
temperatures),
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2.2.4 Debris From Single Drop Experiments

Some debris particles retrieved from the explosions of single drops

of molten iron oxide (0/Fe = 1.33) and aluminum oxide (Alzol), retrieved
from the explosions were cross-sectioned and examined with the scanning
electron microscope., These samples of debris had a characteristic not
seen before in our steam explosion experiments, that is, both floating and
sinking debris. These two types of particles were examined separately for
cach oxid:, with typical results shown in Figures 2-4 and 2-5. The debris
from botn materials is essentially spheroidal, with some void formation in
both <ets of particles. The aluminum oxide particles generated were about
an order of magnitude larger in diameter (approximately 500 ym) than those
in the iron oxide debris (approximately 50 um). In neither case could
mossy debris be observed, as was common in both the arc mpltedq and field

- 0
test nxparlmnnts.l

2.2.5 Related Studies

A series of experiments was performed to obtain an accurate measure
of the impulse generated by a bridgewire in the single drop experiment. A
special holder was built in which the bridgewire and two lithium niobate
pressure transducers were carefully mounted in a reproducible position
(80 mm apart, 65 mm beneath the water surface), The results of peak
pressure measurements at three different voltages is shown in Figure 2-6,
[t should be noted that, at the lower voitage, perhaps a #2027 uncertainty
between points exists, while at the two higher voltages, the uncertainty

was about 1102.

2.2.6 Wet Chemistry of Sifted Arc-Melting Debris

The purpose of this analysis was to correlate 0O/Fe ratio with

particle size.
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A carefully sifted sample of debris (experiment 10-39-2) was sub-
jected to wet chemical analysis for each of the six fractions of the
febris. This sample was selected because it was produced in the experi-
ment which generated the highest peak pressure of any experiment dona in
the arc melter (5,7 MPa). In this particular experiment, which used he
initial oxygen-iron ratio of 1.33, (produced by mixing iron and hematite
powders) much of the debris had a reddish cast, particularly in the larger
size fractions, The results presented in Table 2-1 seem to show no
particular J/Fe ratio for a given particle size range, and no trends to
tae other sizes. Further chemical analyses of individual sifted debris

samples from the arc melting experiments wi.i be attempted,

Table 2-1

Analytical Results for Sample 10-39-2

Weight
S1ze Fraction Parcent Ratio
{ m) Fe 0/Fe Method
N=45% 75.6 1.127 Gravimetriec (G)
75.2 1.151 G
73:1 1.285 Volumetric (V)
75=159 72.6 1.317 G
75.0 1.164 G
79.5 0.900 v
73.0 1.291 v
72.0 1.357 v
71.9 1.364
150-180 71.6 1,385 G
72.4 1.331 G
180=250 79.1 0.922 G
71.6 1.385 G
425-850 722 1.344 G
75.6 1.267 G
57.6 1.673 v
68.1 1.635 v
7850 74,1 1.220 G
70.6 1.454% G
66,4 1.766 v
68.13 1.620 v

655



2.3 Open-Geometry Test Series (L. D. Buxton, 5551, W. Benedick, 5131)

There is no significant activity to report during this quarter.

2.4 Fully Instrumented Test Series (D. E. Mitchell, 2514)

Progress in preparing for the FITS experimental programs is described

by subject below.

2.4.1 Interaction Chamber

Design drawings for the interaction chamber were reviewed, and a
contract for construction has been placed. Delivery is scheduled for

Oc tober,
The high-speed closure, for isolating the melt section from the
interaction chamber, has been evaluated and found to be satisfactory,

although it will require some modificatiov.

2.4.2 Melt Generation and Injection

Melting experiments are in progrese at Building 9939, The experi-
ments are being used to gain familiarity with the power supply, optimize

furnace coil design, and evaluate crucibles,

[tems critical to producing successful metal and metal oxide melts
include the balance of capacitance in the power supply with the inductance
of the coil, lead length, and coil parameters. Also the composition, quan-
tity, and density of material to be melted, size of susceptor effective-
ness of thermal insulation, and ability to measure the melt temperature
are considered. Most of these items have been defined in terms of the

power available from the Inductotherm power supply.

Specimens of | to 5 kg of iron and iron oxide (Fe203) seeded with
about 20 w/o iron were prepared in graphite crucibles. The melt tempera-
ture of the iron/iron oxide melt was measured by pyrometer to be 1460°C.

The composition of the resulting material has not yet been determined.
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2.4.3 Instrumentation

Additional support from Ktech Corporaticn has been obtained to
assist in installing and setting up instrumentation. A preliminary test
plan which defines the test event sequence, types of instrumentation, and

number of data channels has been completed.

2.4.4 Site Preparation

Site plans have been reviewed, a contract for construction has heen
placed, and construction has begua. Site completion is scheduled for

September.

2.4.5 Experiment Development

Experiments using ~10 g of molten steel were perform>d. These
specimens were melted using an oxy-acetylene torch and were dropped into
stressed glass cylinders which were submerged in water. Glass breakage
was not repeatable due to the fact that the quantity and temperature of
the molten specimens could not be precisely controlled. 1In order to per-
form more repeatable experiments, the glass was broken with a TC817 mini-
slapper device after the melt entered the cylinder. These experiments
showed that the stressed glass technique is feasible and that the melt can
he viewed before coming in contact with the water. Explosions were not

2xpected and none were produced.

2.5 Theoretical Analyeis (M. L. Corradini 4441)

The experimental results of the small-scale experiments have been
reported by Nelson and Buxton (Reference 8 for arc melter experiments and
this quarterly for new melting techniques). The purpose of this portion
of the steam explosion research is to analyze the experimental results in

regard to full-scale reactor conditions.

2.5.1 Effect of Melt Composition on the Vapor Explosions

In the last quarterly it was suggested that a change in thermo-
physical properties (eg, Taelts amelt) may be responsible for the explo-

sion suppression at low oxygen contents. However recent experiments by
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Nelson, as reported in this quarterly, indicate another feasible explana-
tion. The dropping experiments using pure iron have indicated that
noncondensible gases surrounded the iron droplet (~l cc). This nonconden-
sible gas, probsbly hydrogen, came from water reduction and iron oxida-
tion. Thus film collapse needed to initiate an explosion could be
retarded by the thick noncondensible film, given the constant bridgewire
trigger pulse. This same behavior may also explain the lack of explo-
sivity of the stainless steel, corium-A, and Fe0 tests in the arc melter.
All of these substances are metal rich and, in the oxidizing environment
of hot steam, hydrogen could be produced and could retard film collapse.
More tests are planned to sample the cover gas to detect hydrogen, and

analysis is underway to see the effect of noncondensibles on film boiling

collapse.

2.5.2 Water Subcooling and Ambient Pressure Effects on Vapor Explosions

10 11

In previous quarterlies, the hypothesis has been advanced that
the explosion cutoff for ambient pressure and water temperature is a func-
tion of trigger magnitude. This has been shown to be the case, based upon
a transient film boiling and collapse model which was applied to the

Fe,0q - water system using Nelson's initial test conditions for the
explosive second stage interaction. To further investigate the transient
model used, the same analysis has been done for the "separate effects"

film collapse tests of Inone . !

The objective here was to compare the
model prediction for the peak heat flux after film collapse with that
obtained from the experiment. In this way a more definitive test of the
model and its assumptions could be made. The film collapse model has been
previously explained12 and the only difference here is the geometry and
the initial conditions of the test. The apparatus employed by Inoue was a
low pressure vertical shock tube into which a heated hollow nickel wire, 3
mm OD and 0.07 mm thick, was placed (Figure 2-7). Resistive heating of
the wire established film boiling between it and the coolant (Freon-113)
at a known nickel surface temperature. The experiment consisted of
passing a shock wave of adjustable peak pressure (Pp) and rise time (Tp)
through the liquid coolant causing film destabilization. The current and

voltage were monitored during the transient to determine the peak heat
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flux (q";) during film destablization. The tests measured q'p' over a range
of initial (P_) and final pressures (Pp), shock rise times (Tp), and
heater surface temperatures (TH). A more detailed description of the

apparatus is given by Inoue!.
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Both equilibrium and nonequilibrium vapor-liquid conditions were
used to describe the heat and mass transfer at the interface. The resuits
of the analysis are given in Figures 2-8 through 2-11. A quick survey of
all these figures leads one to the conclusion that the nonequilibrium
interface condition successfully predicts the results over the range of
experimental variables while the equilibrium model, although following the
qualitative trends of the experiment, quantitatively under.cl imates the
peak heat flux by a factor of 2 to 3. The reason for this difference is
directly tied into how each model describes the rate of vapor condensa-
tion. The equilibrium model s:ts the interface temperature, T;, equal to
Tgoar at the film vapor pressure. Therefore, instantaneous adjustment of
T, causes the condensation at the interface to change to net evaporation
at an earlier stage of film collapse as film thickness decreases and heat
transfer becomes dominant. This, in turn, increases the minimum film
thickness, omin' during co'lapse lowering q; which is inversely propor-
tional to Gmin:

k

q"ao" (Tg = T3 5 (2.2)
P min

The nonequilibrium model conversely retards coolant evaporation or conden-

sation by a rate-dependent mass transfer model thereby causing«b,“i‘_l to be

smaller and q; to be larger.

Figure 2-8, Variance of the Peak Heat Flux Due
to Wall Heater Temperature
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The second thing to observe in Figure 2-3 is that q; goes through a
maximum. This is caused by two counter-balancing effects: a higher tem-
perature difference as Ty increases can increase q_, yet as Ty increases
the minimum film thickness becomes larger. Figures 2-9 and 2-10 indicate
the pressure trigger effect which is applicable to the question of explo-
sion cutoff with increasing P_. 1If the ambient pressure, P,, is decreased
or the shock pressure, Pp’ increased, the film collapse is more complete,
indicated by the higher values of q;. Thus an increase in P_ only serves
to iower the trigger energy and thus makes the film more stable. If film
collapse is needed to initiate the interaction, as is presently believed,

then increases in P_ affect the ability of the trigger to collapse the

film.
The effect of increasing the shock rise time, Figure 2-11, is to

lower q; as both models predict. Also it indicates that the assumption of

an equilibrium interface condition appears valid for Tp >100 us.
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The successful prediction of these experimental results with the
film collapse model lends credence to the analytical tools used in the

vapor explosion analysis.

2. 5.3 Fragmentation Mechanism in the Propagation Phase

The liquid=liquid fragmentation experiments of Patsl and Theofanous
at Purdue have been the focus of the melt fragmentation :malvsis.3 The
code CSQ has been used to try to model the fragmentation event. Some suc-
cess has been made in observing the whole event as the previous quarterly

11 gowever in trying to refine the meash size we found that the

indicated.
calealation, although possible, bec me too expensive to attempt for more
than 20 us aven though tppas ~500 ys. Thus the purpose of the analysis

was altered to identify if acoustic cavitation as well as Taylor instabili-
ties were viable fragmentation mechanisms for the mercury-water tests,
fheofanous has maintained that a negative pressure pulse is not generated
in the mercury; therefore no cavitation can occur.9 Kazimi, however, main-
tains that a negative pressure pulse will be created by the passage of the
planar shockwave across the mercury drop, and this allows the possibility

of cavitation as well as breakup due to Taylor instabilities.!?

A sample calculation was run with CSQ to determine if negative
pressure and/or cavitating voids would develop in the mercury. Figures
2=12 through 2-15 illustrate the results of the calculation. The initial
geometry of the analysis matches the experiment with a mercury drop /~0.5
em diamter) in a water shock tube of 5-cm width. Because of the comput a-
tional expense and time, the shock imposed here for the calculation (Psh
~30 MPa) was a factor of two larger than that used in Theofanous experi-
ment. The small dots are tracer particles used to follow the flow vari-
ables (eg pressure, temperature, velocity,) during the transient. The
Figures 2-13 through 2-15 are tracer particla plots of pressure along the

shock tube centerline in front of the drop, and at twn points in the

droplet downstream of its center,
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The figures indicate that the pressure indeed falls to zero at
about 5.5 s to 6 s and a void forms. CSQ does not allow the pressure to
20 negative but rather forms a vapor bubble when the pressure falls near
zero. The conclusion then is that a small portion of the mercury can
experience negative pressures and voids can form. The next step in the
analysis will be to de - .mine if the void formation is sufficiently large

to account for some portiuv. o€ *he " -arved fragmentation.

These two fragmentation mechanisms (Taylor instability caused by
relative motion), and (cavitation due to shock passage) can also be opera-
tive in the vapor explosions Nelson has observed. There is also one other
important fragmentation mechanism to consider, that being local pressuri-
zation of the coolant due to liquid-liquid contact after vapor film col-
lapse. The interface temperature is so high for the LWR melt-water combhi-
nations that the local pressure associated with it is in the kilobar range
and could account for the observed fragmentation. In Nelson's tests the
explosion occurs in less than 0.2 ms (@ 5000 fps high-speed movie) and

thus the time for the fragmentation is of this same order of magnitude.

Theofanous has suggested that the time of fragmentation due to rela-

tive velocity differences is Ure[

1.7 B
e, = f——2} B 1A ()12 (2.3)
F U
r=l
where
2
p,abD
Bo = 20“ ) (2.4)
and
€= (pH/pE)l/z (2.5)
2
- /4 rel !
a=3/4 pc/pH % 75 I (2.6)
d
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and where
Dy = drop diameter
p = density, H-melt, c-coolant
0 = surface tension

For Nelson's test with a trigger shock of 1 to 10 MPa, the maximum Urel is

6.2 m/s; and for a 3-mm drop of Fe,04, tp > 0,30 ms,

Fragmentation due to local pressurization occurs as the coolant in
initial liquid-liquid contact with fuel melt rapidly expands as a vapor at

high pressure, Thus the fragmentation time would be approximately

D
te = Vﬂ ) (2.7)
r

where the relative fragmentation velocity Vr, is due to Taylor instability

and is ziven by
V = 4.6 : .8)
. T H /aAc (2.8
whoere

A = [, (2.9)
c Py

and the acceleration, a, is

(p, - P)
I o«
a= ) : (2,10)
P4
for the local pressure PI near or below the value
- aP -
P[ P, * aT (TI Tc) (2,11)

v

r T
T, m et £ S (2.12)

I 1 +81+8
k.c

B = E& ) (2.13)
PCH
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Thus for Nelson's test let us assume film collapse occurs and generates
liquid-liquid contact, for Ty = 2500 K and T, = 300 K. Using constant
properties in the equations above, the fragmentation time is t, = 20 us or
0.02 ms, Thus the local pressurization mechanism is much faster and with-

in the 0.2-ms experimentally observed explosion window.

The cavitation fragmentation mechanism is much harder to quantify
beyond demonstrating there is a negative pressure field for voids to form
in. The two crucial questions associated with it are (1) do voids grow at
' a fast enough rate, controlled by vapor production or noncondensible gas

tiffusion to the void and (2) how many voids are necessary to account for
observed fragmentation and are both of these dynamic processes reasonabla

within the negative pressure regions of a melt drop.
More analysis for all these mechanisms is planned.

2.5.4 A Simple Propagation Model for Nelson's Small-Scale Tests

The new small scale experiments done by Nelson as reported in this

quarterly allow much better analysis of the data for a number of reasons:

e The amount of fuel participating in the interaction is

well known

e The geometry is spherical which allows some analytical

simplications

e The interaction can be more easily viewed by instru-

ments and high-speed movie equipment

Nelson has reported a successfully triggered vapor explasion
LSPP ~ 1.6 MPa) for FeO) 3. From high-speed movies it appears the whole
interaction occurs in one frame of the film or the time for the explasion,

At <0.2 ms (200 us),.

exp’

The key assumption made in this analysis is that water propertias
in the range of pressures greater than 100 MPa and temperatures greater

than 1000 K are constant, This is the best approach available at this
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time because of the lack of data on water properties in this range. Work
is currently underway to extend water properties analytically into this
region. Figure 2-16 depicts the propagation mechanism that is believed to
occur., The n1elt is ir film boiling with the coolant and, after trigger
pulse passage, the film collapses initiating liquid=-liquid contact. The
temperatures are such that in the region near the melt in a constant
volume heating time, tye» the coolant is at a supercritical temperature
(rII and the local pressure (PI) is large. The coolant locally axpands

as a vapor under this pressure and begins to fragment the melt and coolant
in a time, tg. This drives the melt into another liquid-liquid contact
and the cycle starts over, until the coolant vapor drives the constituents

apart or the melt has solidified and fragmentation essentially ceases.

Th2 heat transfer rate for the process is shown in Figure 2-17
where the energy transferred per unit area in time, e is, from con-
duction theory,

ZkH (TH o~ TI) /th

= (2.14)

“He vy '

where T; is given by Eqs 2,12 and 2,13, The heat transfer rate is found

Aq

by dividing the energy transferred in tye by the total cycle time, tye *

tg. The rate of area generation due to fragmentation is modelad by

N 2
A(t) "Dd

(1 + 702 N(I - e'“‘F)) , (2.15)
where
Dy is the drop diameter

Dp is the fragmented diameter given by A. (Eqn 2.8)

N is the number of fragments given as
N -g"nf/-’I D) . (2.16)

The two chara:teristic times, tg and tye» are defined in Figure 2-17; tHe
being the local pressure relief time and te being given by aqs 2.7 to
2.11.
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This analysis is applied to Nelson's experiment and the results

obtained are given in Figure 2-18, The droplet cooled down in air (At ;.

by about 757 and 35°C in the water (At) mainly by radiation befora the

interaction began. For a pressure trigger similar to a bridgewire pulse

)

(0.8 MPa for 20 ps) the film collapse process took about 40 uys., The explo-

sive interaction occurs quite rapidly ~40 us mainly because the fragmenta-

tion size is more than a factor of 100 less than Dy- This fragmentation

size agrees reasonably well with posttest SEM where all the fuel particles

wera less than 50 pm in size. Also the time for the interaction falls

within the explosion time window of texp < 0,2 ms,

HEAT TRANSFER RATE BASED ON A SIMPLE CCNDUCTION MODEL

L 2Ty s T o\ 1
9 Ta S te

H tar *

-~

energy transferred in tyr total cycle time where the Area for Heat

Transfer 1s:

D
A(r) = erZ(l + 53 (1 - e-t/tF))
F

where tyr = ZDd/c

where ¢ is the melt acoustic velocity
= /

and tp Dd,vr

where v is the relative growth velocity for Taylor instabilities

F ¢ alp
B = kcpccc
kePece

Figure 2-17., Simple Model for Heat Transfer Between Fuel and
Coolant After Local Fila Collapse
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NELSON'S SMALL SCALE TESTS - FeOy 3

Test Condit iorg

Ty = 2200 X O3, b6 ms Psak Bubble Radius = 32 mm
TC = 300 K Atfb = 34 ms Bubble Period = 3.5 ms
Dd=2.7mm Atexp-O.st

Cooldown in Air Atair = 66 ms

Mainly due to radiation AT = 75°C

Cooldown in Water Otgy = 3 ms, 35°C
4t wa 35%

Film boiling §=0.3 mm
Film collapse for Syiy 2 m
P =~ 0.8 MPa @ 20 us BEoa1l = 40 us

Explosion Stage

Ty = 1750 K tyr = 1 us
Py = 1000 MPa tp = 20 ps

if fuel solidification halts the heat transfer process, the whole svent
occurs in 40-100 us.

MINIMUM ISENTROPIC WORK = 1.5 - 2, J
MINIMUM CONVERSI[ON RATIO = 3%

Figure 2-18. Experiment 11-2-1 Results and Conpirison With the
Simple Model

Finally the work from the explosive can he estimated from under-
water explosion analysis of Colel3 by knowing the bubble maximum radius
and frequency. The result is given in Figure 2-18 and it corresponds to

3% of the total thermal energy content of the melt drop.

fhese new small-scale experiments afford a sreater chance of analy-
sis and understanding and the simple model presented sugzests that the
dominant fragmentation mechanism is heat-t ansfer related. More detailed

work is planned next quarter.
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2.6 Assessment of Containment Failure Capability

Steam explosions are of interest in hypothetical core melt accidents
bacause they may provide a radiological transport path to the environment
by containment failure due to a dynamic overpressure of missile generu-
tion. Therefore the final portion of this research work is to couple the
axperimentally observed interaction results with analyses to determine

containment failure capability. The approach is based on four tasks:

e Assume a conservative upper bound on the coherent
release of energy from triggering and propagation of the
interaction and then assess various mechanisms by which
the work energy may be dissipated during the coolant

slug acceleration prior to reactor vessel head impact

e Determine the ways the reactor vessel may be failed
and/or a missile be generated due to the impact of the

coolant slug

e Perforn order-of-magnitude analyses to assess mechanisms
that may dissipate the missile energy in its flight

toward the containment

e Use simple structural models or analyses to predict if
containment failure could occur due to missile impact or
dynamic overpressure,

2.6.1 Energy Dissipation Mechanisms Prior to Reactor Vessel Impact

(M. L. Corradini 4441)

In the last quarterly, a simple model for heat transfer to the cold
water and structure above the explosion interaction zone indicated for SRI
tests that heat transfer can substantially reduce the slug kinetic energy
at impact.ll During this quarter the model was used to analyze one open-
geometry test and parametrically analyze the expansinn phase at full

scale.

In the experiments performed by Buxton, the thermite mixture was

poured into water (~BS0 kg) in a steel tank (Fipure 2-19) and the
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explosion usually occurred near the bottom. An analysis to determ.ne the
effect of heat transfer was done where the coolant slug kinetic ener;y
exiting the steel tank was compared for isentropic and heat transfer :on-
ditions. The results are shown in Figure 2-20 where the coolant in the in-
teraction zone is assumed to be nearly saturated water (Xc ~ 0.04) giving
a mass of coolant of about 25 kg. The initial vapor explosion pressure
was varied over the range of values seen in the open geometry tests, The
results indicate that heat transfer significantly reduces the slug kinetic
energy and gives mechanical-thermal conversion ratios very similar to
those experimentally determined by Buxton (~1-2%), As another indication
of the effect of heat transfer, one specific test (Test 43) was compared
to the analytical model of the expansion (Figure 2-21). Here again the
data of the transient pressure during the expansion matches quite well the

analyticzl model when heat transfer is included.

JL ANGLE 180N BRACKET
Vo

THREADED RO

INTERACTION TANK

Figure 2-19, Artist's Conception of Interaction Vessel With
Honeycomb Blocks and Melt Generator Installed
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Parametric calculations of the full-scale expansion were also done

where a simplified physical picture of the expansion is given in Figure

2-22. The hot two-phase coolant in the interaction zone accelerates the

‘old coolant above it and entrains some of the cold coolant transferring

mergy to it, thereby reducing the vapor pressure and the slug kinetic
snergy. For the full-scale hypothetical accident, the following initial
mditions are not well known:

¢ The amount of coolant participating in the interac-
tion, m.

e The coolant vapor pressure after the propagation
phase , pC

e The cold coolant slug mass above the propagation inter-

¢ ¥ 101 o .
action zone, “sluz

Vessel Head

L ]

Upper Internal Structures

r- SR —
Coolant Slug
(Above The Fuel-Coolant Inter. Zone)

Cold Coolant
Entrained

L___Hot Coolant
Vapor

“Fragmented Fuel

Reactor
cior Vess (After Propagation Phase) .

Figure 2-22. Idealized Schematic of the Vapor-Liquid
Expansion After the Explosion



For the parametric analysis the range of values for these thres are

taken to b2 in the range,

)

- |

1 ]
"

L0090 kg < M, < 16000 kg
3 MP3 < PC < 20 MPa

L4000 kg < M < 72000 kg

slug

range on M_ is based on 5 to 100% of the water in the lower plenum,

on the range of initial vapor pressures seen in Buxton's tests, and

, on the watar height of 20% to 100% of the active core height., The

results of the analysis are given in Figures 2-23 to 2-26, Figura 2-23

tllustrates the significant effect of heat transfer in reduzing the slug

cinetis

X PANS 1

ippar

COOLANT SLUG KINETIC ENERGY (M)

energy for one set of initial conditions 3s a function the

m volume,

. - 3 :
‘he final volume, AV ~ 120 m’, corresponds to the slug ontering the

hoad region where upper internal structure may be present.,
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Figure 2-23, Full Scale Slug Kinetic Energy With and Without
Heat Transfer

87



0 T T T T g T T
)\'c' .05
2504 MC b lmw
P..*.1MPa
& Tae® 315 °K
]
T W
2
@
2
z 150+ === | SENTROPIC
“ ——— - - -
g VAPOR - LIQUID H.T. MSLUG 14000kg
Q e YAPOR - LIQUID H.T. - MSLUG = 72000kg
— 100 =
z pp—
- a—
- - - —
- —— — —
o M :,_: —_— -
e
i === h
-
-
/(’
A 1 i L i 1 i
50 10 150 200

INITIAL COOLANT VAPOR PRESSURE chl’ MPa)

Figure 2-24, Full Scale Slug Kinetic Energy as a Function
of the Coolant Vapor Pressure (HC ~ 1000 kg)

| b | [ 1 1 T T
{ X0 — ISENTROPIC
i "
. M * === VAPOR - LIQUID H.T. - Mg, .~ 14000kg i
P = KM == VAPOR - LIQUID H.T. - Mg, = 720003
T3 %K

=

e e e
1

COOLANT SLUG KINETIC ENERCY (M) eAw - 115m")

7
I
i 4¢ﬂ’¢". }
P
T
L iR =
=z~
- -~ 4
1S L 1 2 L " L
L] 100 150 0

INITIAL COOLANT VAPOR PRESSURE (Pc - MPa)

Figure 2-25. Full Scale Slug Kinetic Energy as a Function
of the Coolant Vapor Pressure (ﬂc =~ 4000 kg)



§ I R A XF[ T . 1 F Pk
300 P * 100 MPA .
600H Xc-,-.OS =
P = . IMPA
400} .
T.e® 373 °k
. >
- &
(¥
= 20 -
3
o —— ISENTROPIC
-
> loF === VAPOR - LIQUID H.T. - M, = 14000kg
(&}
80+ _— . g . .
; VAPOR - LIQUIDH.T. - Mg, 72000kg
L 60 A
=
2 wf -
" 4
2 ~
10 ] L1 a4 1aal 1 L1t 111
1 10 100

COOLANT PARTICIPATING IN INTERACTION tMC- 1000 kg)

“igura 2-25, Full Scale Slug Kinetic Energv as a Function of the
Coolant Mass
Figures 2-24 and 2-25 indicate the effect of the initial vapor pres-

quare on the slug kinetic energy for two values of M. and Ws] Some

ug’

bservations can be made from these results:
e The slug mass does not appreciably affect the kinetic
en2rgy. This is due to two counter-halan-ing =ffects;

as M increases, the ~xpansion time increases,

slug
allowing more heat transfer; at the same time the heat

transfar area decreases, reducing the rate

e The percentage reduction in slug kinetic energy due to
heat transfer given M_ is not drastically affected by

v 1 p
arying P,
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The percentage reduction in slug kinetic energy is strongly depen-
dent on the mass of coolant participating in the explosion; for M, 1000
kg, K.E. p/K.E.qqpy = 0.25 while, for M, > 4000 kg, K.E. 0/K.E.pqpy > 0.5.
This effect is more graphically demonstrated in Figure 2-26 for a given
value of P,. Therefore the most crucial parameters that effect the slug
kinetic energy prior to vessel impact are the amount of coolant partici-

pating in the interaction, M_, and it3 initial pressure, P

[ c

-

2.6.2 Reactor Vessel Failure Analysis (R. Woodfin 4442)

Preliminary analysis results of the reactor vessel in the early
time have been obtained but no conclusions concerning failure mode are yet
complete. The HONDO code is being used for some work, but it is expected
that the bulk of the first set of conclusions will be based on energy
balance analyses. These results will be available in the next quarterly

report.

A first generation similarity analysis was conducted to investigate
the feasibility of conducting a scale model experimental investigation.
These results indicate that this would be reasonable and productive Plans

are being developed for this effort to be conducted in FY80,

2.6.3 Missile Energy Dissipation (R. Woodfin 4442)
There was no significant progress to report in this area.
2.6.4 Containment Failure Analysis (R. Woodfin 4442)

There was no significant progress to report in this area.
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3.0 Statistical LOCA Analysis
(M. Berman, L. D. Buxton, R. K, Byers, G. P, Steck)

3.1 Summary

The primary task this quarter was preparation of the topical report
(3AND79-1206) on the blowdown phase of the statistical study performed
with RELAP4/MOD6, The draft report was completad and submitted to NRC and
tne Response Surface Review Group members for comment. A complete presen-
tation of the results from this portion of the study vis also given to the

Review Group at the end of the quarter,

Other RELAP-related tasks addressed in the quarter involved: intar-
pretation of the relative importance of the statistical variables as deter-
mined by response surface analysis; rechecking the nonreproducibility of
code output problems sometimes ancountered in the blowdown study; and
slightly extending the study to investigate the effect of loss of power to
the primary coolant pumps and the effect of larger critical heat flux.

These tasks are discussed ia Section 3,2.
Minimal progress was made on initiation of the statistical LOCA
1malysis with the TRAC code. A small part of a transient calculatioan was

run, It is discussed in Section 3.3.

!.2 RELAP Blowdown Calculations and Statistical Analysis

Tis quarter, the PCT response surface models, devealoped during tha
study, were used in furthec investigations of the relative influence of
various input variables. Recalculations to check the effect of the metal-
water reaction yielded the same results as previously observed, A coapar-
ison of problems calculated at INEL and at Sandia showed no essential
differences. Finally, calculations were made to assess the effect of
critical heat flux and of loss of power to the primary coolant loop pumps .

All calculations were performed with the Zion nodalization (Figure 3-1),
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3.2.1 Reproducibility of RELAP Results

[t may be recalled from the previous quarterly report that we oc-
casionally observed instances in which identical input sets did not result
in identical output from RELAP4/MOD6 calculations. A great deal of effort
and 2 large number of computer runs were devoted to an attempt to find the
source of this problem., No conclusive evidence was found that RELAP was
the source of the error. We concluded, without concrete proof, that
sparadic computer system problems, either in the software or hardware, had

:aused the observed diffarences in output.

As a final check on our version of RELAP4/MOD6, a comparison was
aade between calculations run at Sandia and at INEL. All information
12cessary to repeat one of our calculations was sent to INEL, the calcu-
'ation was performed there, and the resulting plot/restart tape seat to
Santia. When comparisons were made (to the limits of machine accuracy),
wr saw no differeaces in output that could not be attributed to differ-
enzes between operating systems and computing environment. Our confidence
ta our version of RELAP4/MODA is thus reinforced.

We also performed recalculations of six runs which had been done when
1ttempting to assess the effect of the metal-water reaction /MWR) par~-
neters,  For calculations yielding PCT below about 1900°F, the effect on
PCT of varying MWR appeared to be physically inconsistent with the pro-
cess being modelled, so those calculations were viewed as possible further
instances of arroneous results. However, the recalculated results showed
no differences from those obtained earlier, We, therefore, retain our
previous conclusion that, at the lower temperatures, the effect of MWR is
dominated by other artifacts of the calculations, such as timestep size

during a particular run.

3.2.2 Critical Heat Flux Sensitivity Calculation

One of the calculations performed during the quarter was a so-
called "star-point" run for a further check on PCT sensitivity to critical

heat flux (CHF). We had previously performed this comparison for nominal



and low (0,3 times nominal) values of CHF; the current calculation uses

the high CHF value of 3.0 times nominal.

As was observed in the previous comparisons, CHF seems to have
little effect on PCT. Figures 3-2 through 3-4, showing surface tempera-
tures for three of the hot pin slabs, are representative of the effects of
varying the CHF multiplier. The most significant effect is seen (Figure
1-2) on post-PCT behavior. In our previous comparison, changzing the CHF
aultiplier from 0.3 to 1.0 resulted in a PCT decrease of about 40°F; here,
the change from 1.0 to 3.0 gives a further decrease of only about 13°F,
Virtually no differences were observed in fuel-stored energv (Figure 3-5),
v such measures of hydraulic behavior as break flow, intact loop accumula-

tor flow, or core flows (Figures 3-6 through 3-8).
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Figure 3-2, Surface Temperature, Slab 14; Effect of CHF Multiplier
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3.2.3 Calculation with Loss of Pump Power

Another blowdown calculation performed during the quarter was
intended to simulate the effects of loss of electrical power to the pri-
mary coolant loop pumps. The ZION nodalization (Figure 3-1) was again
employed, and the pumps were assumed to lose power simultaneously with
break initiation. During the course of preparing for this calculation, we
discovered and corrected a minor error in the pump torque-speed specifica-
rion. The point in error was outside the normal operating range for our
usual blowdown calculations (with pump power on), so it could have no
effect on previous calculations in the study. In the following, we denote
the nominal calculation as BD5A; BD5PMP is the same problem except that

the pumps have no electrical power.

Comparison of results from BD5A and BDS5PMP showed differences in
pump behavior that appear quite reasonable, For the intact loop (IL)
pump, torque and head (Figures 3-9 and 3-11, respectively) drop more rapid-
ly (after the initial brief transient) with no motor power. The same
effect on the magnitudes of toryue and head (Figures 3-10 and 3-12) is
seen at the broken loop (BL) pump. Note that during most of the blowdown,

the IL pump continues to force fluid through the loop.

Flows at the IL pump outlet junction also show differences attribut=-
able to the presence or absence of pump power (Figure 3-13). With power
on, coolant flow, after the initial rapid decrease, is roughly maintainad
for about 5 s, while in BDSPMP the flow decreases at a faster rate, The
IL pump outlet flows, however, show virtually no differencss (Figure
3-14). The reason for this is that break flows are choked throughout both
calculations, and flows between th: ,ump and the break are choked for

about the first half of the transient,
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Core upflow occurs to a larger extent in the BDS5A calculation
(Figure 3=15). Although core volume quanlities are frequently higher for
BOSA (Figure 3-16), the increased flow compensated sufficiently to improve
the heat transfer; BD5A shows lower slab surface temperatures (Figure
3=17) and occasionally higher coolant temperatures (Figure 3-18) in the
core, BD5A had a PCT of 1183°F at about 6.6 s; cortesponding figures for

a BDS5PMP are 1273°F and 11,3 s.

Finally, we examine the effects of pump motor power loss on pump
speed, as seen in Figures 3-19 and 3-20. Both pumps stay within normal
operating range when the power is maintained. With power off, the IL pump
speed (Figure 3-19) decreases, then levels off at about the time the rate
ot reduction in pump torque and head diminishes (Figures 3-9 and 3-11),
Secause of the lack of motor power, the BL pump speeds up and is still

doing so at the end of the calculation (Figure 3-20),
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3.2.4 Rasponse Surface Results

In order to obtain further information on the hehavior of sur PCT
cesponse surface models, we have performed further analysis of the results
from those models. We have also used the response surface to estimate
relative inportances of the statistical study variables when input condi-
tions are other than nominal, Tn what follows, results are presented for
1 surface model with behavior that is fairly typical of all the twelve

nodels daveloped in the study.

The statistical analysis of RELAP results showed that the variables
with significant influence on PCT were slip, two-phase friction, Condie-
Bengston heat transfer, power level, peaking factor, fuel thermal conduc-
tivity, and gap width. Table 3-1 provides a list of these variables and

various information about their types and values. In the table, the

197



notation "A" means the variable is an additive one; "M" indicates multi-
plicative. The entry F(T) denotes a variable whose value depends on time-
in-life of the fuel; this quantity varied in the statistical study, but
its effect is only seen indirectly, through tap width and peaking factor.
Note also that, for these two variables, the values used in the base case
RELAP calculiation are different from those used in the midrauge

calculation.

Table 3-I

Seven Most Important Variables

Variable STD Coeff
K Name Type Nominal Base Case Midrange _ Range A(K) B(K)
3 Slip A 0.0 1.0* 1.0* 0.3-3.0%  0.00033 0.66234
% Friction M 1.0 1.0 1.0 0.4-1.6  0.98985 0,41653
6 CB-HT Mo 1.0 1.0 1.0 0.5-2.0  1.04941 0.41261
12 Power M 1.0 1.0 1.0 0.94-1.06 1,00635 0,04159
18 PF M KT 1.575 1.782 1.24-2,32% 1,68059 0,26314%
19 1/k M 1.0 1.0 1.0 0.77-1.67 1.16475 0.31304
20 Gap A F(T)™" 2,736 mils 2,825 mils 0.35-5.3%" 3,00084 1.19928

“Range and base case for DV = 1 + D * Slip for @ < 0.8
"PF: 1,48 € F(T) € 2.0, #30 = +16%
H’Gap: 1.85 < F(T) < 3.8 mils, *+30 = +1.5 mils

Tabie 3-1I describes the model, CG-~l1, that we have chosen to
exemplify response surface behavior, The PCT distribution referred to is
the result of 10,000 samples of this surface. Regression calculations
lead to equations for PCT in terms of the input variables; these result in

estimates for PCT values and sensitivities,
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Tabla 3-I1

Response Surface CG-11

Log (PCT) = 7,188 = 0,02314 * 2(3) + 0.03041 * 2(4)
-0.03324 * 72(6) + 0,02465 * 2(12)
+0.08017 * z(18) + 0.07163 * 2(19)
+0.09211 * 2(20) - 0.02244 * 2(18)°
=0.02811 * 2(19) * 2(20) + 0,01591 * z(18)2 % 2(20)
-0.01459 * 2z(20)>

standardized, Log, L" (Linear Terms First)

#? = 0.9350, RMSR = 4.8% (62.5°F)
ZiK) = [X(K) = AlK)]/B(KR)

"Nominal" = 1290°F
Median of PCT Distribution = 1227 (1237)

90th Percentile of PCT Distribution = 1376 (1376)
39tnh Percent = 1493 (1466)

Numbers in parentheses are intercepts of regression equations,

They may be considered as ostimates of the mean, 90th and 99th

percentiles,

By using the response surface model to calculate changes in PCT due
to chanzes in the input variables in the vicinity of their nominal or
midrange values, Table 3-ITI may be constructed. "Standardized Change"
rafers to a quantity, eithar above or below a variable's nominal value,
that is caleculated in different ways for variables A and M. For axample,
a variable A 1s one-third of the way between its nominal value and its
apper or lower limit; for variables M, the natural logarithm of the
variable is treated in this way. We see from the table that, hecause nf
differing variabie ranges compared tn nominal or midrange values, the rala-
tive importance ranking for absolute sensitivity can be quite different
than when raferred to fixed fractional changes from the nominal values.

We also note, as expected from the surface description, that significant

nonlinearities occur only for variables 18 and 20 (peaking factor and gap
width),
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Table 3-111

Relative Importance of Input Variables to PCT
Sur face for CG~11 Model

SF/N%
"Flo F/1% Based on A
Variable At X0 ar X7 AL 0.99 N At 1.01 N A a'
) Slip 15 -15 0.6" -0,2" 0.5% -g.2"
4 Friction -25 16 -0.9 0.9 -1.0 0.9
b CR-HT 22 -27 1.0 -1.0 1.1 -1.0
12 Power -16 15 -7.6 7.7 -7.8 7.7
18 PF -77 37 e 9.2 -6.8 4.0
19 1/k 26 59 -3.1 3.1 3.1 1.2
20 Gap -83 98 -3.3 3.3 -2.8 3.4

(100)* (19t

A=Standardized change

N=Midrange
A +lo change of slip yields a 67%Z change in DV
A -lo change of slip yields a 33X change in DV
- .

°F/mil

We have also used the surface models to evaluate the influences of
peaking factor (18) and gap width (20) when base case values were used
instead of midrange. For variable 18, this amounts to a change of ahoutr |
standardized change (A ) from nominal; variable 20 is changed only about
0.1 &;5. The resulting PCT is 1201°F, comparing well with the RELAP value
of 1183°F. (Midrange RELAP PCT was 1268°F compared to the response sur-
face value of 1290°F.)

Tables 3-IV and 3}~V compare the influences of the variables for the
base case and midrange conditions, for lo and 1% variable changes, respec-
tively., Again, as may ba expected, the largest changes in sensitivity

appear for peaking factor,



Table 3-1V

Influence of lo Parameter Variations (°F)
(CG-11 Response Surface)

Base Case Midrange Case

. (PCT = 1201°F) (PCT = 1290°F)
Variable ar” at’ ar_ ar’
i Slip 14 ~-15 15 ~15
4% Friction =23 15 =25 16
6 CB-HT 20 =25 22 =27
12 Power ~14 14 -16 15
|} PF -61 81 -7 37
19 1/% =23 57 ~26 59
20 Gap -73 95 -83 98

Table 3-V

Influence of 1% Paramter Variations (°F)
(CG-11 Respoase Surface)

Base Case Midrange Cas-

(PCT = 1201°F) (PCT = 1290°F)
Variable él;_ él:_ éz;_ él:_
3 Slip 0.6 =0 ;2 0.6 -0. 2
4 Friction -0.9 0.9 0.9 0.9
6 CB-HT 1.0 =10 1.0 ~-1.0
12 Power o 7.1 %P b 7.7
18 PF =7 4 7.2 5.5 5,2
19 1/k -3.0 3.0 3.1 3.1
20 Gap =~2+9 3.0 B 3.3

Finally, we used the response surface model to evaluate PCT sensi-
tivity for cases in which all variables are *10 and +20 away from nominal.
Table 3-VI displays the results of those calculations, and shows the some-
times striking differences in relative importance that can occur when

regions of the data spaced far from the most populous region are explorad.

In fact, the eantries for gap width sensitivity, which are both positive,




with all variables at -2¢ from nominal. should serve to emphasize the care

that should be used in applying the response surface model results,

Table 3-VI

Influence of lo Parameter Variations (°F) With Parameters at
Off-Nominal Conditions (CG-i1 Response Surface)

Midrange Case +lo -le +20 -20
(PCT = 1290°F) (PCT = 1478°F) (PCT = 1102°F) (PCT = 1659°F) (PCT = 930°F)
Variable AT ar’ ar  ar'  ar  ar®  ar ar'® At ar
) Slip 15 -15 17 -7 13 -1 19 -19 1 -1
4 Friction =25 16 =33 2 -5 10 -43 286 -10 .
b CH-HT 2 -2 3 -18 15 -18 s =54 10 -12
12 Power -16 15 -18 18 -13 13 -2 20 -1 10
I8 PF 77 W =78 46 =96 S -2 93 -2 76
19 1/K -26 59 -26 60 -25 59 -23 52 -2% 5%
20 Gap -8 B -0 % -4 82 -9 9 9 52

FE 5t .tistical LOCA Program - TRAC Proeress

A veryv high priority was given by the NRC sponsors to the per formance
of TRAC calculations for the UHI Semiscale program again this quarter,
Consequently, little was done on the redirection of the statistical LOCA
program from using RELAP to using TRAC in order to allow continuous predic-

tive capability from blowdown through reflood.

As mentioned in the last quarterly report,l TRAC-PIA was released in
the latter part of March 1979 and it was used to run a steady-state calcu-
Ation in preparation for calculating the system behavior following a 2007,
double-onded, guillotine break in the cold leg of a full-scale, four-loon,
pressurized water reactor (PWR)., The particular PWR nodalization used did
not exactly correspond to the ZION T facility modelled in the RELAP
portion of the statistical LOCA study, but the reactor vessel nodalization

was for the ZION facility.

Muring this quarter, the transient portion of that LOCA calcul ation
was begun with the release version of TRAC-PIA. That calculation was

carriad out to ahout 26 s of transiant time. However, in the course of

S s————



supporting LASL on the Semiscale S-07-6 calculation (ses Section 4.1), it
was discovered that several corrections had been made by LASL to TRAC-PIA
which might affect the predicted transient behavior, Therefors, the
stealy-state calculation was repeated incorporating these corrections
(with no significant effect on the results) and the transient calculation
was begun again, This time the calculation was carried out to about 17 5

of transiant time.

At that point, it was noticed that the core had temporarily filled
with water far too early, starting at about 30 s, This incorrect behavior
has baen traced to a modelling assumption error. The vapor fraction of
the containment boundary condition for the vessel side of the break was
set to 0.0 at the start of the transient in order to keep the calcul stion

f rom %

se2ing" an instantaneous jump in vapor fraction bhefo. the flow
f1214 turned around and flow started out the break. Unfortunately, alpha
was never properly reset to 1.0 after the break flow started. Durine a
break pipe flow reversal at about 30 s into the transient. This caused a

huge slug of liquid to be sucked into the system instead of vapor.

No further calculations are planned with this particular nodaliza-
tion since the nodalization will be modified to more closely resemble ZION
in the exterior loops as weil as the vessel during the next quarter., No
comparisons of the TRAC blowdown prediction and the RELAP base case blow-

down prediction have been made yet since the system modelled is not the

same ,

3.4 References

lLight Water Reactor Safety Research Program Quarterly Report,
Tanuary-March 1979, SAND79-1542 (Albuquerque: Sandia Laboratories, Nov

1979),
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4. UHI Model Development
(M. Berman, L. D. Buxton, T. J. Bartel)

4.1 Summar

'pper head injection (UHI) describes a new emergency cors cooling
system developed by Westinghouse for pressurized water reactors (PWR) that
use dce condenser containment systems, Analytic tools presently availabla
tor stadying loss-of-coolant accidents (LOCA) are inadequate in treatine
scveral phenomena whose importance has increased with UNI., These pheno-

vena inslude
® T[lwo-phase flow with salip
e Occurrence of top quench in the core
e iUpper head draining during refill

sandia has embarked on a model development and testing program to improvs
the treatnent of these phenomena in the RELAP4 and TRAC codes, Following

ire the results for this quarter,

#> made considerable progress in the application of TRAC to Semiscala
perinents,  On-site assistance was provided to support LASL in its
»=17=6 calculation. Sandia provided computer time, thermal ~hydraul ies,
nd programming assistance. In addition to this support, we generated a
Semiscals MOD3 UHI nodalization based primarily on the engineerine Araw-
«nzs of the system, The nodalization attempted to circumvent tha 1=9
Irift flux problems in TRAC by incorporating much of the system iato the
vessel module.  This permitted the use of the two-fluid equations for
counter-current flow analysis in regions where this was expected to be
impartant. Stea , tate calculations were per formed and yielded results
close to design predictions. Transient calculations, however, were
stopped at about 18 s into the transient, apparently by numerical insra=-

bilitiss in the broken loop pump volumes,
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We continued to analyze the reflood phase of a LOCA by utilizing a
Westinghouse UHI geometry. The calculational procedure employs the
FRAP -T4 ! fuel code to obtain a detailed core temperature profile at the
beginning of reflood by utilizing hydraulic boundary conditions from a
RELA?%/HODSZ blowdown calculation. Currently, 10 power regions are
evaluated with the FRAP code. These results are used as input to
RELAPS /MODS-FLOOD to calculate core hydraulic conditions during reflood.
Finally, TOODEE2? will use these boundary conditions to determine a peak

=lad temperature (PCT) for reflood.

This quarter we concentrated on complating the carryout-=rate-fraction
(CRF) model and addressing several nodalization and system initialization
concerns, The Westinghouse CRF m de1® incorporated into flood has been
slightly modified to produce a s able calculation. These modifications
inelude several control zriteria and the smoothing of a discontinuity,
Calculations were made to determnine the effect of core exit enthalnv ani
the inclusion of an intact loop accumulator model. A code erro- was dis-
covered and corrected, This correction affected all junction flows whers

the FLOOD option was used in the RELAP4/MODS code.

4.2 TRAC Progress

+.2.1 Introduction

The high priority given by the NRC sponsors to Semiscale MOD3 caleyg-
lations with TRAC continued through this quarter. Consequently, again
this quarter a considerable amount of assistance was given to LASL for per-
forming 5-07-6 calculations. The emphasis in the new calculations was on
1 revised nodalization of the MOD3 vessel which incorporates the downcomer
into the vessel module. This allows the two-fluid equations to be used
for the downcomer instead of the drift flux equations. The primary intent

of this change was to improve the code's predictive ability for counter-

current flow in the Jowncomer.
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Four new sets of 5-07-6 calculations were performed this quarter,
cach with different variastions on the special heat sources and heat slabs
used in the downcomer and lower plenum regions. As Jdiscussed in the last
quarterly rvpnrt,s Sandia did not have the primary responsibility for the
S5=07=6 ecalculations. Therefore, no discussion of the results will be
tiven here; they will be reported independently by LASL. Sandia's contri-
bution was to provide the required computing time and all assistance pos-
sible to expedite the calculations., It should be noted that specialized
vessel graphics capabilities were developed by Sandia in the course of the
caleulations to help analyze the results since the normal graphics package

provides no information on such factors as vessel flows and heat transfor.

In addition to the indirect work on Semiscale M1 modelling by sup-
wrting the LASL 5-07-6 calculations, calculations directly applicable to
the Seaiscale Series 8 (UHI) were also begun. The basic MOD3 svstem nodal~-
tzation doveloped by LASL for the S$=07-6 runs was extensively mndified by
sanlia to incorporate the upper head, guide tube, support columns and
ipper head hypass line into the reactor vessel module., These modifica-
Lions were made to predict counter-current flow better than was possible
with the 1=D drift flux models currently used in TRAC. In this case, the
comnter-carrent flow was expected in the guide tube and support coluans,
Other nodifications to the MOD3 nodalization used for $S-07-6 involved
wdting a UHI accumulator system, moving the pressurizer from the intact
I50p to the Lroken loop, and modifying the broken loop pump data to

retlect the most recent INEL data.

The Semiscale MOD3 UHI nodalization thus generated was then used to
predict the steady state behavior just before the initiation of a UMI
systems operation drain test to be performed at INEL.6 Predicted flow
rites and temperature drops in the calculation were very close to the
lesign values, Several attempts were then made to perform a transient
calculation, but they all failed at about I8 s of transieat time. The
fatlures were appareatly caused by broken loop pump instabilities. No

cegolution of this problem was achieved this quarter,



4,.2.2 UHI Drain Test Prediction

Before initiating the Semiscale MOD3 Series 8 (UHI) tests, INEL
will perform a systems operations test to evaluate the ability of the MOD3
system to meet the Series 8 objectives. This test will be a 200% noncom-
aunicative, cold-leg break, loss-of-coolaat experiment (LOCE) with core
power tripped to zero at initiatien of disc rupture,6 Sandia was asked by

NRC to make a pretest prediction of this test with the TRAC code.

Because of the upper head injection for this test, we decided that
the MOD3 system nodalization developed by LASL for S-07-6 (which modelled
the upper head and main vessel as separate components connected by pipes
representing the guide tube, support columns, and bypass line) was not
wdequate, That decision was based on the fact that the slip correlations
used in the 1-D drift flux equations for flow in the pipes could not pro-
perly describe the counter-current flow expected ia the guide tube and sup-
port colunns., Consequently, the MOD3 vessel module was totally ravised to
consolidate the five separate components which used a combination of drift
flux and two-fluid equations into one vessel module which uses the two-

fluid equations everywhere,

Since no detailed documentation was available on how the original
MOD3 nodalization was developed, the new nodalization was basad almost
totally on the engineering drawings. INEL personnel were consulted as

necessary when information was not readily available from the drawings.

Figure 4-1 shows a cross-section through the new MOD3 vessal noda-
lization; the nomenclature used in the figure is listed immediately after-
ward. As indicated, the vessel contains 100 computational cells (14 cells
pictured are not active in the calculation); there are 6 fluid cells per
axial level and there are 19 levels. The core region has seven axial
levels, two radial rings, and two azimuthal segments. The radial rings
were chosen to allow a reasonable representation of the high power region
of the Semiscale core even though the drain test currently baing modelled

will not use the high power region capability.
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It should be noted that a code modification was required to proper-
ly model the bypass line connecting the downcomer inlet annulus and the
upper head. For flow purposes, TRAC ordinarily calculates a hydraulic
diameter based on the actual cell b undaries with no regard for any reduc-
tion in cell size by the volume fraction input data. This procedure leads
to a large wall friction factor error when trying to model a small
1iameter line with a very large cell, The correct hydraulic diameter was

hardwired into the code for the bypass line cells to eliminate this error.

As indicated in the introduction, other portions of the 5-07<h noda-
lization also had to be rodified to accurately model the UHI drain test,
For example, the pressurizer is specified to be in the broken loop for the
frain test and it was in the intact loop for $-07-6. The broken loop con-
figuration for the UHI drain test does not include an ECC injection
system, so it was removed from the S$S-07-6 nodalization (the 35-07-6 test
ictually 4id not ave ECC in the broken loop either, but the test descrip-
tion from which tne nodalization was developed gave specifications for one
ind 1t was included in the model), An accumulator with no high pressure
v low pressure injection system was added to the upper head in the new
nodalization. In addition, all of the system piping volumes were checkad

1w ainst the test specifications and a few minor changes were made to

achleve agreement .,

The final modelling modification involved the broken loop pump
specifications. As a result of measured pump performance data in their
5=A7-6 test, INEL produced a new set of homologous head curves and as-
sociated rated conditions for the Semiscale broken loop pump.7 These new
dats were used for the drain test calculations performed this quarter
instead of the head curves and rated conditions used in the $~07-6 calcula-
tions. The older broken loop pump curve data had been supplied to LASL by
INEL long before $-A7-6 was performed. Neither the new pump head curves
nor the pump head curves used for the $-07-6 calculations corresponds to

the TRAC built-in curves which were based on Semiscale MODI pump data,
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A schematic of the new Semiscale MOD3I system nodalization is given
Figure 4~2,  Although not noted in the figure, there are approximately
1D ca2lls 1a all of the 1-D components with about one-fourth of thoss he-

the two break nozzles, This makes the total number of computational

Lis abour 210 which 18 a reasonable number for a complate system madel.

\_) @ suncrion s

Figure 4-2, UHI Drain Test Nodalization

[he only suspected shortcoming of the new Semiscale MOD3 nodaliza-
Lion 1s the heat slab treatment. Since a true conduction solution is not
tvatiable for heat slabs in TRAC (and especially not for multilayer, in-
sulated structures), no heat slabs were emploved to simulate vessel walls
drich might conduct their heat to the fluid. We decided that the mast
taportant walls in the vessal were insulated and too much heat might he
inadvertently added if unsupported guesses were made about how large a
Aeat slab to use, If the initial calculations do not predict the data

well, that is oue area in which improvement of the modeling is possible,
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Using the above described nodalization (with a one-cell pipe con-
necting the two break nozzles), a series of steady state calculations was
performed. A considerable amount of effort went into ensuring that the
final steady state solution was reasonable. One important factor in
achicving a realistic flow split between the downcomer and bypass line -
invalved the correct description of the bypass line hydraulic diameter
noationed above. Another important factor was an additive form loss-
friction factor applied at the base of the downcomer inlet annulus, We
felt that the tapered cone design of the annulus was not properly

iccounted for without this additive friction.

I'able 4-1 contains a summary of a few important parameters from the

steady state calculation, Since the pumps will be adjusted to achiere a
AP of 17 ¥ during the steady state operation before initiating the

transient , the design flow rate values are only nominal. This means the

calculated steady state solution is about as good as can be expected for a

pretest calculation,

Table 4-1

Steady-State Value for UHI Drain Test

Design Calcul ated
ATHr“k”n Loop 37.040.5 K 37.5 K
Arlnlact Loop 37.0+0.5 K 36.8 K
Downcomar Flow - 12.45 1/s
Bypass Flow - 0.43 1/s
Total Flow 13 1/s 12.88 1/s
Bxgass Flow LY
Total Flow - 3.42

Starting from the steady state condition, a calculation of the
drain test transient was then initiated, At about 0.7 s into the trans-
tent, the broken loop pump went numerically unstable, As the oscillations

grew, a water packing situation developed which caused TRAC to pursue 2

L &



tfterent calculational path for a short period of time.

illowed the code to recover from the original instahility.

out 12,5 8 of transient time, the transient calcul ati
} 1-D d fr F1., solat i Nk < v ’
thousands of | rift tlux solution errors, most
Wp pump or the associated break nozzle, This 1

*tely at about 13,35 8 due to a negative specific he

ttical heat flux caleculation,
weking and rechecking the input data, we assuaned
c1sted with the differencing scheme used for pumps
N ninor alterations were made to that scheme and

'run, getting to about 18 s of transient time, hut sdzain

isands of drift flux solution failures My ious pump
lso presént in this calculation. Figure 4-1 indi
N such instability at aboat 8.0 s of transient ti

| A
10

16,

o
Caoah

—

TIME (SECONDS!

Figure 4=3, Mixture Velocity in Broken Lonp rump



No further attempt was made to resolve the pump instability problem
ifter this second failure, Instead, because of the ursency of generating
t pretest prediction for the UHI drain test, the decision was made to go

« to the broken loop punp description used for the 5-07-6 calculations
i1ch had not exhibited such obvious instabilities, Thosa calculations,

Wwwever , were not inttiated this quarter,

¢. 3 RELAP Reflood Progress

everal preliminary calculations were performed to resolve questions
ive the UMD audit calculation could be attempted. A list of those dis-
issed 1n thie guarterly is given in Table 4-11, Figure 4-4 illustrates
the system - odalization for those calculations. Although the final UHI
tlculationr will use a CRF averaged over 10 power regions, the caleula=
ms preented here used only | power region., This was done in order to
loter » more easily the interrelationship of CRF, core exit enthalpy,

mtial rod temperature profile, and various code changes and options,

I ntact Locp
( 3 Loops) Broken Loop

@ 16

Bl ©®

J 4
LP1S 24 —= .
I.LLA. 25 ®

3
@ Volume 5 I E: @

5 Junction 5

Figure 4-%, RELAP4/MODS-FLOOD Nodalization
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Table 4-11

FLOOD Parameter Study Calculations

Ran Name  Rod Thermal State Core Exit Enthalpy Comments

FLDENG Hot 1160 Btu/lb Intact loop accumu!ator
fill tahla for 90 g

FLOEND? Cold 1160 Btu/lb Radiation h.t. fix for
low tempurature rod

FLDENTS Cold 1300 Bru/lb Minimum CRF set at 0,0024

FLOEN39 Cald Variable Calculation terminated

due to instabilities
e fallowing statement was incorporated into the CRF modal for the remain-

inz calculations, IF (CRF, GT.0.5) CRF = (CRF+1)*).5

FLOENSL Hot 1300 Btu/1b

FLDENSD Hot 1160 Btu/lh Intact loop accumul ator
fill table far 30 s

e water pack :ption was utilized in the remaining =~aleulations

FLNENAT Hot 1150 Btu/1b No fill contribution from
intact loon accunalator

FLODENAS Hot 1160 Btu/lh Intact loop accamulator
fill tabls far 390 s

FLDENAS Hot 1390 Btu/lb

FLDE 845 Hot 1160 Btu/lh Error fixed in FLOOD

junction flow caleculation

» differeat initial temperature profiles were used in this
walysis:  a "hot" and a "cold" rod. The hot rod had an initial quench
Aeisht of 48 in. and a TINIT of 650°F while the cold rod was considered
totally quenched with a TINIT of 430°F. The initial quench heaight and the
TINIT quantity are used in the CRF model,
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tions

ipures 4-5 and 4-6 illustrate the effect of the initial rod condi-

an the core mixture level and inlet core reflood rate. These results

show only the effect of the CRF correlation with the two initial condi-

LLons g
alpvation,

wre much

the hot rod will have a higher CRF than the cold rod at the same

faster than the one with the hot rod.

Therafore, the calculation with the cold rod will refill the

Figure 4-6 shows that the

inlet flooding rate is essentially the same for both initial conditione

ifte

r

in early oscillatory period,

The reasons for these oscillations and

their relative magnitudes will be discussed in a later section of this
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Fiaures %-7 through 4-9 1llustrate the effect of constant core exit
cnthalpy on the results, Unlike the previous comparison, the CRF is
titered only through a change in gystem conditions; this is the fesdback
e inlet flow rate i1ato the correlation. Two other inv»criqwfiﬁncq ?
1an 1s2d 2 value of 13060 Btu/lb for thair non-UHI calculations. Howaver,

1 will be discussed later, the system initial! conditions of the UHI re-

ire different from those of the non-UHI geometry.

“roure 4=7 shows that the long term effect of this input change is

1

tently lower core level with thes larger exit enthalpy. The higher oxit

results in a lower inlet core velocity, as illustrated ia Figure
, which causes the CRF to be lower., A comparison of Figures 4-3 and
-7 1tadicates that the effect of exit enthalpy is much smaller than thar

F the 1mit1al state of the rod. Figuras 4-9 shows that after a3 faw

1is, the elaoes of both curves are approximately the same,
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Figures 4-10a and 4-10b illustrate the effects of the same variahle
change, 1,e,, the core exit enthalpy, as the previous comparison; however,
the hot rod temperature profile is used instcad of the cold rod in this
example. Notice the large oscillations early in the calculation for an
enthalpy of 1300 Btu/lb., These are due in part to the higher initial CRF
of the hot rod coupled with the higher core exit enthalpy. Another fac-
tor, which will be discussed later is the downcomer initialization. How-
cvar, based on these examples, several conclusions can be drawn concerning
the core exit enthalpy. First, the core exit enthalpy must be evaluated
tor the particular storad energy and system conditions. For the present
UH! nodalization, Figures 4-=7 and 4-10 clearly show that 1160 Btu/lb
should be chosen for stability reasons. Seccad, the long term results for
hotn figures are surprisingly very similar. That is, the mixture level at
150 s differs by 12s8s than 5 in. for the two calculations., Although, as
the Exxon r«aport9 also indicates, the higher value leads to conservative
floncding rates in both examples; initial stability requirements must also
be considered. Finaily, even though the use of a constant core exit
enthalpy does not oba2y any thermodynamic laws, it is needed for the pre-
sent UHI-FLOOD analysis. Calculation FLDEN39, without the constant exit
onthalpy option, went unstable and terminated at 70 s into the raoflood
phase. This occurred even thongh the calculation had appeared to be
stabls through the initial reflood oscillations. INEL recommends the use
of a constant exit enthalpy because of its stahilizing effect on the code
dus to the limited modelling of core thermodynamics and vapor generation.
Also, the present UHL analysis requires the use of a constant value be-
canse 10 power regions are being described by the CRF model for the core
hydraulics, while only | power region can be modelled by the code's

limited heat transfer package.
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Figures 4-11 and 4-12 illustrate the effect of an NRC licensing re-
quirement for a recalculat on wit1 a more conservative CRF if the clad
temperatur2 rise is terminated by the quench front. The previous
qdarrerlys described how a discontinuity in the Westinghouse (W) CRF
nolel was smoothed; however, the NRC requirement leads to a large dis-
continuity in the CRF at 0.5. Figure 4-11 shows that, for this calcula-
rion, the junp occurred at approximately 2 s. Figure 4-12 shows the late
tine effects of this requirement. 1In our calculations, however, the tem-
perature excursion was observed to be terminated by the transfar to the

antrained liquid, rather than by the quench front.

Fizures %13 and 4-14 illustrate the effect of an intact loop accunu-
tator fill into the lower plenum. At the beginning of reflood, the thro.
intast lsop accumalators have 30 300 lb of watar remaiaineg. Since the dis-
‘harge AP will remain essentially constant during reflood, a constant ini-
tiral discharge rate of 1900 1b/s would complately empty the accumulators
in approximately 16 s, Figure 4-13 shows the long taorm effects of an in-
tact loop accumulator fill into the lower plenum. The mixture levels are

1lmost indistinguishable, The initial differences, sho, in Figura %4-14,

will be explainal later when the downcomer initialization is discussed.
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Figures 4-15 and 4-16 illustrate the effact of the water pack option
on the retlood calculation. There is no discernible differenca in the
results., The water pack option 1is invoked, because the lower plenum is
initially filled with saturated water and a subcooled fill is initiated at
the start of reflood. An analysis of the calculation concludes that the
water pack option was invoked only about a dozen times; however, the ratio
»f reactor time to execution time was larger with the option. This is due
to the time step control reduction in the calculation without the option.
A comparison of calculation FLDEN4S and FLDEN41 showad that the early flow
ascillations in the reflood calculation were not due to the water pack

phenomenon.
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Fipure 4=17 1llustrates the affect of an error in the RELAP4/MODS
code when the FLOOD option is utilized. This error caused incorrect
tunction mass flows to be calculated, with the magnitude of the error
heineg dependent on the system nodalization. For example, the intact loop
tconmn ' ator junction flows produced by the code in the FLOOD option were
significantly lower than Bernoulli-calculatad flows (570 1b/s vs 1900
b/s), The flow was highly subzooled and not choked, The hand calcu-

lation was vorifiad by a RELAP4/MODS calculation utilizing a2 two-volume

problom without the LOOD option.,
b'(xn 4 L i v T T T T T T
}- -
5,000 + -
o a.000k -
o
-
-5 -
-
3 _;—_______._a‘,-.-—-—-_.-_— j
=
= 7]
- With Error N
—===FError Corrected
-
| X 1 : 1 .
0. 00 5.00 10. 00 15.00 20,00 25.00
Time (s)

Fizure 4=17, Core Mixtu-e Level; Effect of Flow Error Correction

We detarmined that the horizontal slip option is subroutine FLOSRH
wis always activated when the FLOOD option was utilized. That is, all
junction arsas were altered by the steam and liquid slin junction arsas
CFLOOD model options) before we calculated the form-loss friction factors.
In the accumulator junction flows, this resulted in a reduction of a

factor of 3. This 2rror was traced to an INEL update on November !4, 1977

watch doleted cards 14656 through 14658, Card 14656 was the control

1314



- -~
™ .
r -
~
|
< >
r A




B e e e - —aa——

[he state of the downcomer at the beginning of reflood for a UHI
inilysis is different than for non-UHI calculations; the downcomer is
tisumed to be fall of water due to steam binding in the core. In the
preceding calculations, the initial mixturs level was 0.96 ft above th-
‘atact loop nozzle centerline, At near steady state conditions into
reflood, this level had decreased approximataly 4 ft to the wator slip
junction elevations. This drop manifests itself as manometer-like oscil-
tatons in the core mixture level, These can be soen in Figures 4-5
through 4-17, bat are especially noticabls in Figures 4-8, 4=14 and 4-17,
Mese oseillarions continrue until they are damped to 2 steady-state value;

“he taapiag 1s controlled by the oscillating mass inventory.

(here fore, CRF changes affect the initial behavior as illustrated in
Firure 4=h, As one would expect, the higher initial CRF of the hot rod
resulted in a loager period for the system to stabilize. This trend is
cont inuad when an unquenched rod is used; severe oscillations are experi-
enzed which result in code failure. The coupling of th= CRF and core exit
enthalpy is illustrated in Figure 4-10a. The hot rod and high exit
enthalpy ¢wmhin> to p oduce large oscillations before they are finally
faaped.  Figure 4-1% illustrates that additional mass flow intn the lower
plenun reduced the period of the oscillations for the hot rod. This is
reasonable because the higher CRF is offset by the increased system mass.
Ant finally, the error fix as is shown in Figure 4-17, increased the

tamping of the oscillations.

Frgure 4-19 shows ryuical downcomer mixture levels, with and without

the correction. The quasi-steady stats level is clearly shown.

Carryout=Race=Fraction (CRF)

The Westiaghouse CRF nodel® was modified slightly for the present
malysis. As discussed in the previous quartetlys, a one foot transition
region was atilized to smooth the discontinuity which existed when the
core mixtura leval exceeded the initial quench alevation. Figure 4=20

tllustrares this transition region for an averass power rod with initia!
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‘h naight of 48 in. /me can notice that althoueh the correlation

smperaturs is simply linearly interpolated in space (36 to 4% in.,), the

rine CRF is approximately oxponential. Another modificatiosn is the

vtion of an NRC requirement resulting in 2 jump discontinuity as shown

rura 4~20,
[.0O+CRFI#*#0D, 5 whon CRF >0,5 and the clad temperatures increas=s is ter-
ted by the quench front .10 The full impact on the clad temperaturs

12 refland is not clear from the present analysis., The effect caanot

ertained becauss FLOOD is essentially beineg used as a hydraulics

ldor UHI rods.

FLOEN4D V8 FLOENMB(ERROR FIXx)

This requirem=nt forces the calculated CRF to be modified

furing reflood since the current heat transfer package is inadeguate
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Figure 4-20. Typical CRF Profile

£rllowing minor modifications and control criteria wers incorpor-

into the final CRF model:

let VIN be the inlet core floodiag rate (in/s)

VIN <0.0 CRF = 0.0024 (flow reversil)
VIN <0.001 Use old time step value of CRF
VIN >6.0 VIN = 5.0

lat h ba the core mixture level (in)
h <6.0 CRF = 0.0024

and finally,

CRF <0.0024 CRF = 0.0024

These changes are primarily intended to deal with problem taitializa-

initial flow reversals. They have no aoffect on the results aftor

Che ascillations have been damped and the core is filling smoothly.
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5. Two-=Phase Jet Loads
(D. Tomasko, R. K. Cole, Jr.)

5.1 Summary

The ultimate objective of the San: ia Two-Phase Jet Load study is the
development of an improved approximate engineering model to characterize
two-phase jets emanating from circumt.rential or longitudinal breaks in a

typical PWR piping system.

The following topics are discussed in this quarterly report: compari-
;s hotween TRAC-PIA calculations and experimental data obtained from
vesoarch project RS=50 of Battelle-Frankfurt, Federal Republic of Germany
(FRG); sonic plana locations obtained during simulated blowdowns with the
Sandia comput - r code CSQ; and containment modelling using the TRAC-PIA

Jr33a41 component.

A summary of the conclusions found in this report is as follows:

o TRAC-PIlA calculations are generally in good agreement
with Battelle-Frankfurt RS-50 data (pressures and

impingement loads).

e Sonic plane locations obtained with CSQ generally occur
near the center of the length of the exit pipe (L/2)
bacause of the donor cell technique used in solving the
fluid-mechanical equations. Resulting differences in
exit conditions are smali and should not significantly
atfect impingement load calculations. The magnitude of

this ~ffect, however, should be quantified.

e The modelling of a two-phase jet propagating through
containment and impinging on a targat can be accomplish-
ad with the TRAC-PlA vessel component. However, the
time step control logic has to be modified to reduce
excessiva pressure oscillations and asymmetries caused

by water packing in downstream cells. This type of



1

nodalling will be very useful for longitudinil break

tudies whizh require three~dimensioasl zapabilities.

mpar1sons of TRAC-PIA Results With Bactelle-Frankfurt Research

Prajact RS-50 -
o S

tesearch project RS5-50 was performed by Battelle-Frankfurt at theirt
]

facility in Frankfurt. This test facility is a 1/64 valumerric

nodel of the Gorman BIBLIS power reactor. A diagram of the ~ircula-
¢stem for test RS-50-C12 1s shown in Figure 5-1. The system incor-
3 3

1 (5.3 m”?) and 2 surge tank (0.87 m’)

w

8 both a larze pressare ves

ula ;‘{ tn SIRLIS PUR,
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Fiaurs 5~1. Battelle-Frankfurt RS$S~50 Circulation System

Figure 35~2 shows the ayszle and impingement plate configuration used
the RS5-50 tests, Pressure is moasured in the oaxit pipe near the loca-
't the lrag dise shaw, and both pressuras and forces are aeasured on

nptagement plate located 240 mm from the rupture site. Fine time



resolution of the data was possible because of the high sampling frequency
used (1 kHz). A gun was used to break the rupture disc and initiate the
blowdown process. Asymmetric pressure distributions on the impingement
plate and nonreproducible test results probably occurred because of incom-
plete spening of the rupture disc (restricted flow ares in the exit pipe).
In modailing RS-50, test C-12 was chosen because it had the largest
central pressure on the impingement plate which corresponds to the least

amount of flow obstruction.
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Figure 5-2. Battelie-Frankfurt RS-50 Nozzle Configpuration
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The TRAC-PIA six component model used for RS-50-C12 is shown in
Figure 53,2 1Initial conditions for the blowdown were P, = 140.5 bars,

[, = 294°C, and an exit nozzle diameter of 0,10 m.

0.87 =

l — ;' o
: ormwo[.# 00

l ¢ 1 e

Fieure 5-3, TRAC A Compoanent RS-50 Model

A ¢omparison of the calculatad TRAC-PIA prassure in the oxit pipe to
that actually measured in the experinent is shown in Figure 5-4., Aerpa-
aent with the data is very good. Some of the pressure spikes seen carlier

in the sxperiment AL data may have been caused by aeasurement noise.

Fiaurs 5-5 shows a comparison of the forces measured on the impinpe-
nent plate (three discrets force transducers ased - each should measure
me=third of the total force if the 1vad were symmetric) to one=-third the
force obrained from an extrapnlation of the TRAC-PIA nozzls data, usine 1
technique described by D. Tomasko fF = (PT - PA\ A+ pV241.1 Agraemont
with the experimental data is fairly good., The ea-ly rapid rise seen in
the TRAC-PIA 1sad is a result of assumineg a "zerr-flight time" model in :

svaluating the forcs on the impingement target.,
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Figure 5-4, RS~-50 Pressure Calculation

Figure >-5>. RS=50 TRAC Force Calculation
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5.3 Sonic Plane Locations UaiQBVCSQ

Examination of results obtained with the Sandia computer code csqb

5 indicates that the location of the

for Slowdown tests reported previosusly
sonic plane (Mach number = |) occurs near the mid-point of the exit pipe

(L/2) rather than at the pipe exit (L).

Sonic plane locations for the CSQ models shown in Figure 5-6 are
shown in Figures 5-7 through 5-9. For a 1-D pipe model, the sonic plane
L8 at the oexit at time = 0.0, then travels upstream with time, and finally
»scillates slowly around a pseudo-steady state location near L/2. This
behavior is seen in Figures 5-7 and 5-8. When the exit pipe is treated as
1 2-D region using five radial zones, the sonic plane assumes a parabolic
shape with the average value sonic plane occurring near L/2, as shown in

Figure 5-9,

Figure 5-6. CSQ Blowdown Model



Figure 5-7.

CSQ Sonic Plane Location (5-cm pipe)

Figure 5-8.

CSQ Sonic Plane Location (l5-cm pipe)
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Figura 5-9. CSQ Sonic Plane location (5=cm 2-D Pipe)

Reducing the axial mesh size by a factor of 2 (0.5 to 0.25 cm) does
10t significant!y move the sonic plane as seen in Figure 5-10, although

ther= (s movement .owards the exit and a flattening of the sonic plane

he resu’ s of having the sonizc plane location at L/2 rather than at
ti.> pipe exit are a decrease in exit pressure (~5%), 3 decrease in mass
flow (1%), and an increase in mixture exit velocity to above sonic values
15 seen in Figure 5-1l. The overall effect on the impingement load is

srobably small, but should be quantified, 1f possibla.



Figure

5=10.

CSQ Sonic Plane Location (5-cm 2-D pipe)

Figure 5-11. (CSQ Velocities (5-cm 1-D pipe)
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The sonic plane anomaly described above is not unique to CSQ; J. R,
Travis et al, found a similar result with the LASL computer codes SOLA-DF
and K-FIZ.6 They found that the sonic plane could be shifted towards the
pipe exit (downstream) by varying the degree of donor cell differencing
through a parameter called ALPHA (ALPHA = 1.0; corresponds to complete
fonor cell differencing), or by using a finer axial mesh size. Best
results were obtained by setting ALPHA to a value just above that required

for stability.

In conclusion, future two-phase jet load studies performed with CSQ
shonld use a fine zone axial mesh to reduce the effects of a M + D-length
choring plane., Errors introduced by this phenomenon are probably small

and are currently baing investigated,

7.% Containment Modelling Using the TRAC-PlA Vessel Component

FRAC-P1A models a complex reactor system with individual components
for two-phase jet load analysis. A containment component is desirable,

but not currently available.

In principal, a containment model can be approximated by using a
vessel without the core internals., By blocking off appropriate flow
areas, complex blowdown geometries, as well as impingement targets, can be
constructed, In this way, both single- and double-ended circumferential

breaks and longitudinal breaks can be modelled.

Initial modelling was done for the Kraftwerk union (KWU) hMFT-RS-93
test sPrios.7 In particular, test NW-50-6 was chosen as being

representative,

Figures 5-12 and 5-13 show the model used to simulate the KW!l test
facility. This model has a vessel component with 15 axial sections, 7
rings, and 4 angles (dimensions given in Tables S5-I and 5-I1). The vessel
1s connected to & pipes in the uppermost Z section (15), using the 4 cells
in the outermost ring. These pipes connect to 4 breaks, thereby allowing

flow out of the vessel. The upper flow area of section !5 is set to zarn
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to simulate an impingement target located one pipe diameter away from the
pipe exit (Z section 13). The diagonally lined area represents the exit
pipe and pressure vassel of the KWU test facility. 1Initial conditions for
the pipe and vessel were 96,2 bars saturated water. The remaining volumes

ontained saturated steam at a pressure of 1 bar,
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Figure 5-12., TRAC-PlA KWU' Model



Figure 5-13. Top View of Vessel Showing
Four-Angle Seven-Ring Model

Table 5-1

Axial Segment Locations

Top of Segment Center Segment Center to
Segment (m) (m) Pipe Exit {(m)

1 5.0 45y 4,65

2 6.0 - . 1.65

3 6.5 6.25 0.99

4 6.75 6.625 0.525

5 6.85 6.800 0.35

h 5.93 6.890 0.26

7 65.99 6.960 0.19

] 7.03 7.010 0.14

9 7.06 7.045 0.105

10 7.085 7.0725 0.0775

11 7.110 7.0975 0.0525

12 7.130 7.1209 0.03

13 7.150 7.14 0.01
14 ¢ 7.1625 0.0125

15 7.200 7.1875 0.0375




Table 5-11

Ring Locations

Ring No. Location (m)
1 0.025
2 0.050
3 0.10
S 0.20
5 0.40
6 0.80
7 1.60

Initial attempts to execute a blowdown from this configuration were
nnsuccessful due to large pressure oscillations and pressure asymmetries
in axial sections 13 through 15. These were probably the result of water

packing in small downstieam cells in one calculational time step.

Substantial reductions in the pressure oscillations and asymmetries
were achieved by modifying the time step control logic. This modification
consisted of limiting the pressure change and void fraction change per
cycle in any cell to a maximum value (10% change in pressure and a 20%
change in void fraction). If the code attempted to exceed these limits,
the current time step was reduced by a factor of 2. In addition, time
step growth was inhibited if the pressure change or the void fraction
change exceeded a smaller value (5% and 10%, respectively). Results
obtained using the modified time step control logic are shown in Figures

5=14 through 5-26,

The effect of the maximum pressure limit allowed can be seen by com-
paring Figures 5-14 and 5-15. Pressure in Figure 5-14 were calculated by
using a maximum differential pressure of 207 while those of Figure 5-15
used a value of 10%., For early times a reduction factor of 2 in the spike
values is seen while, for times greater than 10 ms, the results are nearly

identical. It should be possible to reduce the spikes further by an
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aduitional reduction in the maximum pressure change allowed in a cycle,
Figares 5-16 through 5-19 show other pressure vs time plots ohtained using
4 naxinum %2 of 10% (cells are numberod counterclockwise starting in the
innermost ring). Pressure spikes seen in Figure 5-19 (impingement plate
static nressure) are much las pronounced than those of Figure 5-15 but

ther. is still some amount of asyanetry in the calculation.
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Figure 5-14. TRAC-PlA Static Pressure; Cell 4, Leysl 15
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Figure 5-19, TRAC-PlA Static Pressure; Cell 1, Level 15

Dot density plots shown in Figures 5-20 through 5-23 and void frac-
tion plots shown in Figures 5-24 through 5-26 indicate that, at ~5 ms, low
void fraction water reaches the impingement target (superheated by
~100°C), This slug of water produces water packing problems and the pres-

sure spikes discussed earlier.

An axial pressure profile for the exit pipe is shown in Figure 5-27
at a time of 120 ms, The pressure 2 cm upstream of the break (55 bars)
compares fairly well with the KWU measured value (58 bars). The calculat-
ed mass flow, however, is larger than that measured (69 kg/s vs 56 kg/s).
This may be due to the combined effects of a frictionless calculation, the

donor technique used, and the coarseness of the axial mesh.
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A plot showing the static pressure profile on the impingement plate
at 120 ms is shown in Figure 5-28., These pressures are much smaller than
those obtained by KWU (Pp.q = 41 bars). Howaver, the KW!! pressures are
sragnation pressures while those of TRAC-PIA are static. Staenarion
pressure plots should compare much better with the experimental data.

This phenomenon is currently being investigated.

v ¥ L Al ' v v ¥ v
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— —
— —

Figure 5-28, TRAC-PlA Static Plate Pressure

In conclusion, it is feasible to model blowdown facilities with the
TRAC-PI1A vessel component, provided that the time-step control logic is
modified to reduce the effects of wate~ packing. This will b~ especially
important in the study of longitudinal pipe hreaks which require a 3-D

calculational capability.

154



.

5

Current and Future Work

Current and future work involve *ne following:

e Modelling the French blowdown facility, Canon, with TRAC-

PlA (both pipe and vessel models)(8 9)

e Investigating friction effects in vessel component

modelling

e Reducing pressure oscillations and asymmetries further

in the vessel component
e Modelling Canon and Battelle-Frankfurt's RS-50 with CSQ

e Per..rming a parameter study for PWR geometry using TRAC-

1A pipe and vessel component models
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