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1. INTR 00CCTION

99 ng wpme.n-CvsJLwsA

One =ethod for calculating chugging loads in Mark II containments consists of

using reasurec pressure histories from the 4T full scale single cell tests as

inputs to a Multivent Hydrodynamic Model (MHM).* The randomness of the chug-
ging phenomenon is taken into account by use of Monte-Carlo technicues to ran-

domly select chugs and synchronization times. ST pressure histories are used

to generate chugging source streng:hs using potential flow theory. These

source histories are then randc=ly assigned to the ends of eaci. of the down-

comers and a potential flow solution with superposition is then used to calcu-

late the applied containment wall pressure histories.

The objective of :his report is :o develop a preliminary assessment of the

validity of the assumptiens and techniques employed and to show that the poten-
tial flow solution is a reasonable approximation to the actual pressure propa-
gation within the suppression pool.

This effor. is one element of :he Mark II Containment Long Range Progran
(Task A.11 Phase 3A). This task is designed to give early indications of the

model validity by making comparisons with a limited number of test data points.

1.2 STRATEGY

The verification of the MEM consists of comparisons between the cultivent
multiplier ~ curves predic:ed by the =cdel, and data fro: :he 3caled Single and

Multivent Tes: Program (Mark II Long Range Program Task A.11 Phase 1.** The

ecmparisons were made for 3 and 7 vents at 1/10 scale for a range of conditions

which include four different ccebinations of vent steam = ass flux and wetwell
overpressure. Table 1-1 shews the test series used in the comparisons and

their thermodynamic conditions.

*S. A. Jilson, et al., "The Multivent Mydrodynanic Model for Calculating Pool
Boundary loads due to Chugging - Mark II Containment," NEDC-21699-?, February 1973.

**W. J. Clabaugh, " Scaled Multivent Test Prograa Plan (Phase 1 Tests)," NEDO-23697A,
January 1979.

.

The cultivent cultiplier is defined as :he ratio of multivent :o single vent
chugging mean peak over or under pressures.

1185 150,_1.



1.3 MODEL MODIFICATIONS

To generate cultiven: =ultipliers for the cc=parisons, the >SSI was modified
slightly :o account for the test vessel geometry. The solution of the potential
ficw equation is perfor:ed by a classical method of i= ages, subject to boundary
conditions dictated by the Mark AI gec=etry. The imaging approach used f or pro-

totype MK II containments is illustrated in Figures 1-1 and 1-2. As shown in these

figures, the Mark II pool is treated as a rectangular trough, with :he " unrolled"
contain=ent shell and reactor pedestal for=ing the two walls. This geometry is

very different frc that of the vessels used in the Subscale Multiven: Test Program,
which utilice close packed hexagonal unit cells in cylindrical tanks, as shown in

utilice close packed haxag:nal unit cells in cylindrical tanks, as shown in
Figure 1-3. A different imaging method, therefore, is implemented into the
MED! . Thi; cethod is fully described in Subsection 2.1.

A change is also made in the Monte-Carlo portion of the MEM, in order to more
correctly simulate the test conditions. The SEDI is designed to predict loads

resulting fren " pool chugs," that is, events in which all vents chug at very
nearly :he same time. In the chugging tests, however, it was observed that

during sc=e pcol chugs not all of the vents participated. Thus, the MHM was

given the ability to model these " partial pool chugs," by inputting different
vent chuggin; probabilities.

Again, this refinement is made to be:ter model the actual phenc enon. Resul:s

are cc pared :o " full pool chug" runs :o show tha: they are bounding. This

ethodology is described fully in Subsection 3.2.2.

It should be mentioned tha: the frequency transfer of the 4! scurce strengths
which was necessary when predi.:ing Mark Il loads fro: 4T single cell chugging
source strengths is not nece:.ary for these comparisens. The frequency trans-
fer is not required because, unlike the 4T and prototype, 5 o ti. the single vent
data, and the =ul:ivent data being predicted frc it, share the same geone:ric

and :hermodynamic conditions. In particular, scale, vent mass flux, air con-

:ent, ve:well overpressure, pool tempera:ure, and accustic path lengths are
co==cn to both the single vent date used as source strengths and the multivent
data which is being predicted.

_ r

\\0b,_,
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Table 1-1

THERMODY'iAMIC CONDITIONS USED FOR TEST COMPARISCNS

Wetvell Fool
Tes Series Mass Flux Overpressure Te=perature

Nu=ber (lb=/ft2-sec) (esia) ('F)

2420 1.0 14.7 90

2620 4.0 14.7 90

3420 1.0 45.0 90

3620 4.0 45.0 90

.-

1185 152
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2. CONCL';SIONS AND SD.N..ARY

The resui:s of the data comparisons and sensitivity studies indicate that the

following statements can be made about the performance of the >Gti:

a. The SEDI is successful in predicting the general trends of the

cultivent test data. The continuing decrease of the multivent culti-

plier with increasing number of vents is seen in all cases.

b. 'a' hen using the XEM in the "all vents chugging" ecde, as used for
the prototype, it generally predicts conservative multivent multi

pliers. However, when using measured vent chugging probabilities

the SEDi tends to underpredict the multivent cultiplier by

10-20 percent.

c. The 1901 produces peak pool boundary pressures which are nearly
insensitive to the asynchronization* above some critical value,

usually about 10 esec. The cultivent multipliers predicted by the

BSDI go to unity as the asynchronization goes to zero,

i

The reasured probability of one, two, or three vents chugging in a given
pool chug (see Subsec: ion 3.2.2).

*
Asynchronizati:n is the peried of time between the 1st and last individual
vents to chug within a given pool chug (see Subsection 3.2.3).

\\85 \56
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3. ENGINEERING MODELS

3.1 !fiDRODYNA'4IC MODEL - METF.0D OF ! MAGES

In order to transfer vent source strengths into wall pressures, a hydrodynamic
model using a potential flow formulation, solved by a method of images is
employed. Source strengths and characteristics are obtained from single 7ent
test data.

3.1.1 Theory and Assumotions

The following assumptions are made in this hydrodynamic model:

The fluid in the vessel is incompressible and inviscid;a.

b. The fluid velocities are small;

c. The vessel valls are perfectly rigid.

Asssumption a leads to the application of the potential flow formulation,
and the pressure distribution in :he vessel can be determined frcm the
transient 3ernoulli equation:

,

3o (12)~
-: -- + : -?-? =0 (1),

3: . =

where ?, is the static pressure a: the point of interest in the vessel, ? is
the dynamic pressure a: that point, is the fluid density, and t is the

velocity potential.

3eccuse inertia effects are small (assumption b) :he second term of aquation 1
can be neglected

is
?-? = c J- (2)= ::

1185 158
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The growth and collapse of steam bubbles at the end of :he vents are represented

by time varying peint sources (at the location of the vent exit) which can be

described by the 7elocity potential

e
= ,ir (3):

*

where:

q volume flow rate, a function of tice. ,
=

distance from the source to the point of interest.r =

Substi:uting equation 3 into equation 2

.

q
(4)P-? =

,= .er

The effect of the vessel valls is simulated by creating an array of imaginary.

sources around the outside of the vessel. These imaginary sources , 1ccated

about one vessel diameter froa :he vessel walls, are arranged uniformly around

the vessel sides and belcw the vessel bottom. The effect of the free surface

is accoun:ed for by the addition of a sink of equal magnitude corresponding

to each source, both real (inside the vessel) and imaginar/ (ou: side the vessel),

at :he corresponding distance above ne plane of the free surface. A set of

linear equations is developed which descri':e the fluid velocity at certain

points (nedes) On the vessel valls as a function of the laaginary scurce

strengths.

These equations are solved for the imaginary source strengths which satisfy :he

rigid boundary condition of zero normal velocity at each node. Once all source

strengths are determined, the pressure due to each source at a point of

interes: on the test vessel wall is found free equation 4. The resulting

pressure a: this point is the sum of the pressure contributions due to all

sources. The general arrangement of real sources, iaaginary sources, nodes and

scurce reflections for a scaled multivent tes: vessel is shown in Figure 3-1.
_ cg
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A detailed derivation of the image method is given in Appendix A. The

analysis shows that the pressure centribution from any one vent source at a
given point in the pool is directly proportional to :he scurce strength.
Also, :he pressure due to several sources is the algebraic sum of the pres-
sure centributions of each individual source. Thus the pressure is given by:

nv

f 4 (5)P - F. "
4 R411

where:

f pressure factor of the ith vent=
t

q source strength for the 1:h vent=
g

number of vents.nv =

Equation (5) c a .t be written in :strix ne:ation as

a _o .rq (0,
.s-

,
-

r

where:

- -

.
; ;

. . . .c,

3. , 3, n,i.
. .

- .,
'Q. " 9. 4.,. q,__. .

. .. .. .a.
- .

The >C-Di first uses the imaging re: hod Oc calculate the pressure factor
vector, F The Monce-Carlo partion of the calculation is then entered. Here

a source strength vector, Q , is calculated at each time step'and nultiplied
by the pressure factor vector to obtain the desired wall pressure.

))85 i
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3.1.2 Deter =ina:Lon of the Source Strength, qr

The source strengths q , used in equation 5 are determined from wall pressure

measurecents taken duri.:; subscale single vent chugging tests. For the case

of :he single vent vessel the pressure factor vector, F, is a single number

denoted f (sv) , and is found by running the SEDI in the single cell mode,
y

which is identical to the culticell = ode, but with only a single source.

The source strength is found using a single vent version of equation !-

(?-? )
q (sv) =

measured (7)r =

_ (sv)
:1

Input to the program consists of time histories of single vent chugging pres-

sure and the single vent pressure factor f (sv) These pressure histories,.

converted to source strengths by f (sv) are placed in the =ultivent source,

array, Q , using Monte-Carlo :achniques (Section 3.2). The resulting multi-

vent vall pressure history is then computed using equation 6.

3.2 MONTE-CARIO METHODS

The Mente-Carlo methods used in this evaluation model are identical tc these

used in the SEDI with the additional ability of generating partial pool chugs

according to given probacilities. The Mon:e-Carlo portion of the analysis

consists of 200 pool chug trials. A trial consists of first generating a

cultivent source array from a library of single vent pressure histories, then

using equation 5 of Subsection 3.1.1 to find the resulting multivent p re s sure

history. The peak overpressure (POP), and peak underpressure (?U?), of this

pressure history are found, and the nex: trial then begins. Upon the comple-

tion of the 200 trials a statistical analysis is performed on the resulting

?0Ps and ?U?s. *

A more C0mplete description of the Monte-Carlo rethods used may be found in

\ \ 82'3 \N\u
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3.2.1 Chua Librarv Design

A chug library is developed frc= vall pressure measurements from the single
vent chugging facility for each of the thermodynamic conditiens lis:ed in
Table 1-2. As discussed in Section 1.2 no frequency transfer of the pressure
histories is necessary.

Each library has 54 chugs consisting of 768 data points each, 0.1 :sec apart.
The maximum positive pressure of each chug is always set at the =1dpoint
(382th time step) of the chug.

The 54 chugs of each library were picked from a cocplete pressure history of
each single vent test. All tests were run for s30 seconds, and during this
period, a different number of chugs developed depending on the the rmodynamic
conditions. The 54 chugs used in each library were chosen frec all the avail-
able chugs so that the peak overpressure and underpressure statistics were
representative of the complete sample.

3.2.2 Vent-Chug Assignren:

At :he beginning of each trial the number of vents which w:11 participate is
determined. This number is chosen at randes frca a given pr:bability distri-
buti:n. These distributions were determined frca data taken in :he 3 7en:
1/10:5 scale facility, at :he same thermodynamic ::ndi:i:as as :he single

This number of chugs is then randecly drawn from the chug library.vent case.

Reselection of chugs is permitted. The chugs are then randomly assigned to
vents and :he vents not assigned a chug are given a ":ero hug."

3.2.3 Chua Asynchronization

Cnce the vents have been assigned chugs, the chugs are : hen asynchroniced in
cine. An asynchronization time is chosen for *=ch chug at randca from a flat
distribution. The chugs are then placed in:o the mul:17ent source array in
accordance wi:h : heir respec:ive asynchronization times. Figure 1-2 illustrates

:his process for three vents. The dotted lines indicate the positions of chugs

1185 162 ;
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before being asynchroni:ed, while the solid lines show the final :ositions of

the chugs in the source array.

The bandwid:h f rom which the asynchronization eines are drawn is determined

from the observed asynchronization of chugs in the 3 vent 1/10th scale facil-

icy at the sa e thermodynamic conditions as the single vent cases. Chug

asynchronization is the last step in the generation of the course strength

vector, Q .

3.2.4 Statistical Analvsis

Once the source vector is generated, equation 5 of Subsee:1on 3.1.1 is used

to evaluate the resulting pressure history. This history is : hen searched in

order to determine the peak overpressure and underpressure. The POPS and ?JFs

resulting from all the : rials are then analyzed to determine their mean values,

maximun values, and standard deviations. Histograns of the ?0P and P'!? dis-

tributions are also developed.

k b.>I\\D
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4 REsti!S A';D DISC"SSION

The modified 1501 was used to predict multivent multipliers as a function of
the number of vents for the four tests at different thermedynamic conditions
shown in Table 1-2. Four different chug libraries (see Subsection 3.2.1)

were developed from digiti:ed tapes of the single vent tests. Two of the

four tests yielded significantly more chugs than were needed for the libraries,
so the data was reviewed and 54 representative chugs chosen so as :: natch the
statistics of the original data sample and the chug library. In particular,

the maximum chug in each data sample was included in the chus library f or
that run. The other two tests used essentially the entire data sample in

the chug libraries.

In order to determine how well the chug libraries character':ed the chugs of.

the original data samples, each library was run in the SED!, set up in the
single vent geccetry. In this way the FCtt was used to search the chugs of the
chug libraries for the peak overpressures (PCPs) and underpressures (PU?s) and
then to run a statistical analysis en them. 'he results of these runs,

together vi:h the statis:ics fr = the original tapes are shown in Table 4-1.

As may be seen f rom Table 4-1, reasonably good agreement was obtained between

the original data sa:ples and the chug libraries, particularly for tests 2420,
3420, and 3620, where the difference between the means of the original data
and libraries averages less :han 47;. Differences in the peaks are similar.

The comparisons for tes: 2620 is no: as goed, with a difference of more than
15* On the mean. It shculd be e=phasized that these differences are due not

to the chug selectica used (tests 2020 and 3420 used virtualif the entire
data sample in the library) but to differences in data reduction technicue

(for example fixed vs floating trend removal) and the ccaputer systems used
for analy.is.

The vents of the 3-vent test al were instrument 2d so : hat chugging
probability and vent phasing cota could be obtained. The data obtained for

each of the four test conditions is su==srized in T;ble a-2. In :his table

the colu=n labeled "?-l ven:" is the probabili:j that only one vent will

4-1
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participate in a pool chug, "?-2 Vent" is the probability that 2 vents will

participate in a pool chug, and so on. Asynchroni:ation in the last column

is the mean time between the first and last chug of a pcol chug.

The asynchroni:ation bandwidth (see Subsection 3.2.3) used as input to the

ME>i was chosen as the =ean plus one standard deviation found in the 3 vent

test. The same bandwidth was used for :hree and seven vent runs. The

rationale for choosing the bandwidth this way is illustrated in Figure 4-1.

The asynchronization statistic shown in Table 4-2, with standard deviation

approximately equal to the =eans, indicate distributions highly shif ted to

the low end but with relatively long tails on the high end. Thus a flat

distribu: ion fro: ero :o the =ean plus one standard deviation is a good

approximation to the real distribution.

The numbers in the first three columns of Table 4-2 were used direc:17 as
input to the MEM for the vent chugging probability distribution (see Sub-

section 3.2.2). Because only three vents of the 7 vent test were instrumented

probability data was infe: red frce :he 3 vent data. Table 4-3 shows the

inputs used for the chugging probability distribution for :he four 7-vent

tests. The strategy here was :o keep the same relative probability ratios

of ven:s chugging in seven vents as in three vents.

4.1 COMPARISON OF PREDICTED TO MEASURED MULTI'G.N! MULTIPLIERS

The preliminary mean ?0?s and :ean ?t?s f ound in the :hree and seven ven

tests f:r the f our ther:cdynamic conditions are shown in Table 4-4 Uncer-

tainty analyses are not yet co=plete, but the initial esticate of :he uncer-

tainty is abcut :0.5 psi. The result; of the three and seven vent >ED1 runs

for the four :hermodynamic conditions are shown in Taole 4-5.

The cultivent multipliers as a function of vent number are found frc this

data by dieiding the 3 and 7 .ent results by the single vent data. The

cul:1 pliers thus obtained are shown by the solid lines in Figures 4-2 through

4-3. The test results and uncertainty bands are also shown en these figures.

As sees the FC-Di was successful in predictin; the general trend of the

-
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= iven multiplier. In all cases :he multiplier decreases with increasing

number of vents. Figure 4-6 shows a ec:parison of all cui:1 pliers predi::ed

by the M531 versus thod measured. The >SDI seems to have a slight tendency to
underes-imate the data. This underestimativ... however, is never more than

10 percent except in :he case of the 2620 series tests. As discussed earlier,

there is scre reason to doubt the accuracy of the chug library used for this
test series.

The MHM was also run with the vent chugging probabilities se: so that all

vents chug each trial. !'als is the rethodology used in the Mark Il >S01. The

mean ?0?s and ?'J?s obtained in this series Of runs are shown in Table '-6.

The multivent cultipliers as a functi>n of vent number for :hese runs are

shown by :he broken lines in Figures 4-1 through 1-5. As expec:ed :he rul:i-

vent cultiplier found with full vent chugging are always greater than those
found when applying reasured chugging probabilities. The predicted zersus

measured cultipliers found in these runs are shown in Figure 4-7. Kun in

this way the >SOf is generally found to be conservati e.

, a r. 4 2 . . . . . . .. . - .
0 A a-..,.c...,n m.. . . - ,u,. 3. w,, ,.. D ,u...n.:.;1: t .w a .m .w ; 4 i. .

The effec: Of varying the asynchronization bandwidth was determined by using
different bandvidths fr:: 0 to 10 :sec, for each chug library, for both 3
and 7 vents. The case of all vents participa:ing in ea:h trial was used for

these studies. The multivent rul:iplier versus asynchronization as shown in

Figure 4-3 through e-ll. As seen, the MSS! is only slightly sensi:ive to

asynchronization above 15 :see for :he 2420 and 2620 runs and 5 :sec for the

3420 and 3620 runs. Selew :hese :ritical values :he ?O?s are very sensitive
to asynch anization. This is a consequence of the way in which the chug
libraries are designed, with the PO?s assigned a: the mid-point in each : hug.

In the case of zero asynchronization (all 7ents in phase), Figures 4-3 through
' -11 shew tha: the cultivent multipliers based on the peak overpressures goes
to unity, as expected. This result is not seen in :he underpressures, how-

ever, which :end to a value of abcut 0.3 at zero asynchroniza: ion. This

i185 168
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result ceces about because of the way the single vent libraries were

generated, with the POP centered in the time duration of the chug. Asyn-
chronization is based on the tLse between peak overpressures for the chugs

assigned to each vent. Thus, for an asynchronization of zero, all vents
hcve a peak overpressure a: the same instant in time. Por the underpressures,

however, different chugs in :he single vent library will have the peak under-
pressures at different times relative to the peak overpressures. Thus with
the asynchronization equal to :ero, different vents participating in a pool
chug will have their individual peak underpressures occurring at different
points in time, even though the overpressures are synchronized. If the

chug libraries were developed with the underpressures centered in ea:h chug,
so that the underpressure asynchronization could be set to zero, it is
expected that a uni:y cultivent cultiplier for underpressures would result. _

.

o

.
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Tabl.e 4-2

PHASING RESUI.TS FROM 3 V7.NT TESTS

Probability of Vent Particioation Asynchronization

Table 4-3

INPUTS FOR CHUGGING PR03A3ILITIES FOR
THE SEVEN VENT RUNS

Probability of Vent Particioation

* Ears drawn the carsin of the text of this report indicate proprietary information
or the General Electric Cocpany.
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Table 4-4

MEAN PCP AND ?U? DATA FRCM ETIVI'.7 T2ST

Table .-3'

MEAN PCP AND PU? PREDICTED 3Y MEM

1185 172,_,



NED0-25116

Table 4-6
'

MEAN POPS AND PUPS WEN ALL VENTS CHUG

2420 2620 3420 3620

Test POP MP, POP PL7 POP PUP POP PUP

1 Vent 5.72 -4.13 17.78 -6.90 6.53 -6.13 14.88 -9.25

3 Vent 3.50 -2.71 9.11 -4.46 4.78 -4.22 12.26 -6.47
*

7 Vent 2.01 -1.72 4.87 -2.93 2.72 -2.58 7.90 -4.07

li8b 1734-3 -
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Figure 4-1. Comparison of Real Asynchronization Distribution
with that used in the MiO!

.

1185 174.-9



NEDo-25116

The following figures are GE COMPANY PROPRIETARY and have been

removed from this document in their entirety.

Figure 4-2. Test Series 2420, Asynchronization 19.5 msec

Figure 4-3. Test Series 2620, Asynchronization 33 msec

Figure 4-4. Test Series 3420, Asynchronization 12.5 msec

Figure 4-5. Test Series 3620, Asynchronization 40 msec

Figure 4-6. Predicted versus Measured Multivent Multiplier,

Assigned Chug Probabilities

Figure 4-7. Measured versus Predicted Multivent Mul11 pliers,

all Vents Participating

\\04-10
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APPENDIX A

DERIVATION DE PRESSURE FACTORS

In the calculation of source to wall pressure fac: ors for :he cylindrical
test vessels a method of i= ages type approach is used. An array of about
120 inaginary sources is eteated around the vessel. To take into account
the free surface, this array is reflected through the plane of the free
surface. A set of lit. ear equations is developed describing the fluid
velocity at certain points (nodes) on the vessel walls, as a function of the
imaginary source strengths. The equations are then solved for the source
strength which gives cero outward flev at the nodes. The imaging system is

illustrated in Figure 3-1.

A.1 DERIVATICN OF PRESSi'F2 FACTOR EQUATIONS

In this derivation, the following notation is used:

q strength cf och rea., source ::3/sec= . 2
R2

q strength of ath imaginary source f:3/sec"9=

In

E uni: normal vector at j h node=

j

Y) velocity vector at jth node=

Y '/el city vect r at jth node due to the nth imaginary source=
Ijn

-

velocity vector at jth node due to the th real scurceV =

33

Egg distance vector from :h real source to j h node=

>

distance vector frca ath real source reflec lon to ith noder =
.y aa

distance ' rector fr:m n:h imaginary scurce to jth ncde=

1185 180A-1
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.

E. distance vector from ath i=aginary source reflection to=
y

3n
jth node.

number of real source (vents)nv =

number of nodes and imaginary sourtesnn =

The boundary condition of zero normal flow is specified at each node as,

-.

1,nn (A-1)V n = 0 j =j j

The velocity is broken into two components, one due to all real sources and

another due to all imaginary sources

nn t. ,

Y TE 'EY (A-2)=j Ijn Rj ='---
n=, s=1

Combining (A-1) and (A-2),

nn nv
Tn E *T n. V =0

-
1,nn (A-3)i =j Ijn -- 1 Rdn--

n=1 ==1 - J

Taking the time derivative of (A-3)

nn av
5' n, 7.j n + 3', n, i ,a 0 (A-4)=

R"- t
n=1 a=2 e

a '

The acceleration distribution due to a source in an infinite pool is given

by

.-
=4

4:jr|3

1185 181
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Ihe acceleration due to any single real or imaginary source, and its
refle: ion (image sink above the free surface) is then,

- -

r

q. - :I'i nIin
-

.

7 ( n, -3 )= -

Ijn in 3 ,
t

3,..jn ,. ., '
-

t tjn' I

- ,

, - ,

#
i R4a

Rj n E= , ; - i3 -
Rim-7

_ ( A-o. )= c
3j,

!' Rim i #Rm 13- -
-

Combining A-5 and A-6 with A-4

- -

nn ;- -

tr.,n n. , .-m i
ta j r n) q l Iin -iIn # -

-w ,

,3
r. = 1 | !r I .) Ir'. i

- K].n- - t;n'
'

- -.

nv i- -
,

-- t
r a r .

q - -i R3m n?|Rim .

,. =+ ,

e. .3
-

i3 - t,nn tA-7)Ra
,

. . , , . , i
,

==1 ' ' Rj a - 'Rj:' i-

The equations represente2 by A-7 are put inta matrix notanica

AQ - 30, 0 (A-3)=

where

,
-

,
-

is.u ; us
.

, .' S TS I 9 39,
--a, . ; a

-
.

- R
i |

.
. .

. . . .

u i a:- Inn , Rnv-
- a
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_ _

*11 12 1 nn# #****

a,1 a,, a, nn....

. .. .. =.4 ,

. . .

. . .

. .,

|*nni nn2 nn an.
* *****

.

_. _. - .

r.in n r -

t 4 Iin n ,.
a = -

33 ,n -

!r : -

Ijn ''!jn'i

- -

''''

11 12 1 av

b,, b b , n..y". no --a , _ .. . ,

. . .

. . .

. . .

b b b..an ., an 2 nn av

d e4 3 4
*

r n r n
Rja -i

ja ,- |3
_

Rja 4

3 -

|- |3
Rja- ' Rj n

Since se have assumed the fluid in the vessel is incompressible and invis-

cous, and si. ice the fluid velocities are small, se can rite the time depen-

dent 3ernoulli equation as

db
iP t -=

dt

The velocity potential due to a source in a infinite pool is

a
0 =

iTr

Aa
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Then the pressure distribution due to a source in an infinite pool is

ha? =

47 r

i

The pressure due to all real and inaginary sources and their reflections at

the kth node is

F
'{nn

o 1 1.

AP,c q= --- 4

47 In |r, I - |r,kn|Isn' I.n=1
-

nv
_ -,

k
''

pn
|7Rkm|

17 lRian=1 . .

Ir batrix notation this is

s,

? R Q. * R ,a P,< Q,f (A-9)I=
wi Ik . 14 .s

where

e

1 1 1, _
'

_
1R

Ik i .- i. ., i
' ***'-

I' ":g3 i r Ik2
- , i,-

i. ;gli ir; l 1g ,

-

6

1
_

1 |
O d

! !w Iw

''Ik nnI 'Ik an'

-
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_

1 1 1 1
R ,, -
y _

- . - . .....

It'klI I_r i I _r ' k2 'I'Rkl1
'

R Rk2 R
-

-

11
_

I
f

Rk av 'Rk nv| _
r

Ccmbining A-3 and A-9

-

-l
'

-

= d- R -R A 3 Q (A-10)A P,K 47 '3 I R

This, then, gives the pressure f actor matri:<

- ,

I
l -1

- y. 3, '3 *** 5nv ! = L' o a a1: a ac .- t
4i R 'l ~j"

L -

This completes the derivation of equation 5 in Subsection 2.1.1,

-s +e - : -

.so . 9 S rq"' k 'l SR1 ^ ~2 R2 *** 'nv Rnv
'

R

- c
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APPENDIX 3

SENSITIVITY OF I'GCE METdOD TO NODE ND GER AND SOURCE POSITION

The pressure factors obtained by the imaging nethod will depend on the number
of nodes used to define the vessel walls and the distaner the imaginary
sources are placed from the vessel. This, of course, is undesirable since

the model results should ' e independent of internal details of the model.
This dependence can be avoided by properly choosing these parameters.

Figure 3-1 shows how the pressure f actor for the single vent 1/10 scale test
vessel depends en node number and distance to imaginary sources, O . With

g

the imaginary sources placed 1/2 :he vessel diameter f roa the vessel, the
pressure f actor is a strong function of node number below 120 nodes but is

independent of node number above 120 nodes. With t'e sources placed one
vessel dianeter away this curve levels of f much sooner, at 60 nodes. With
D equal : tw vessel diameters, the solution is unstable and cannot evens

be obtained with nore than 64 nodes. This is because the matrix. A becomes
to ill-conditioned to invert.

Using 121 nodes and the distance from the imaginary sources to the vessel
wall equal to 1 diameter, the pressure factor is not a function of these
modeling parameters. This number of noder was used for the MEM verifica:icn
runs.

1185 1863-1
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